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A New Sidelobe Reduction Method for Circular SAR
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Abstract— Circular synthetic aperture radar (CSAR) has become of particular interest to
the SAR community. According to the isotropic targets, the spectrum of which is ring-shaped,
therefore the corresponding point spread function (PSF) is related to Bessel Function, and the
sidelobe level is higher. In this paper, a novel sidelobe reduction method based on the image
processing is proposed. Simulation test proved that this method could express the sidelobe of
CSAR from −8 dB to −16 dB without the expansion of mainlobe.

1. INTRODUCTION

Circular synthetic aperture radar (CSAR) has become the hotspot in the SAR community in recent
years [1, 2], However, the higher sidelobe level would limit its application. For isotropic targets,
the spectrum of which is ring-shaped therefore the corresponding point spread function (PSF) is
related to Bessel function, thus the corresponding sidelobe level is much higher than that of linear-
trajectory SAR. Moreover, the traditional window-function technique is not valid any more and
yields even worse results for CSAR. Thus it is essential to develop new methods to reduce the
sidelobe level for CSAR.

It is learnt from the theory of Fourier-based imaging that [3]: firstly, the discontinuity of the
spectrum leads to the emergence of sidelobes of the PSF. Secondly, the direction of the sidelobe of
the PSF is perpendicular to the edge of the spectrum. These two factors could be used to explain
why the sidelobe directions according to CSAR displayed radially. Specifically, the fundamental
motivation of the proposed sidelobe reduction method is to extract the sidelobe-image firstly and
then deducting it to obtain the sidelobe-compressed CSAR images.

2. THE ANALYSIS OF THE SPECTRUM SHAPE OF CSAR

The geometry of circular SAR system is shown in Fig. 1.
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Figure 1: The geometry of circular SAR.

Figure 1 stands for the imaging geometry of CSAR. In Fig. 1, the SAR sensor moves along a
circle with the radius of R, the velocity is v. θ ∈ [0, 2π] represents the aspect angle, 0 degree of θ
stands for the positive x axis. O is the origin. The three dimensional (3-D) positions of the array
phase center (APC) are (xr, yr,H), i.e., (R, θ,H) in the polar coordinates. During the movement
of SAR sensor, the beam is always spotlighted on the flat observed scene (with a radius of Ra).
Denoting the incident angle according to the centered target is θz. P is an arbitrary off-centered
target located in the observed area with the 3-D positions of (x, y, 0), i.e., (r, ϕ, 0) in the polar
coordinates. The instantaneous range from the APC to P is

Rr(θ) =
√

R2 + r2 + H2 − 2Rr cos(θ − ϕ) (1)
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Denoting the transmitted signal is linear frequency modulation (LFM), the echo of CSAR after
matched filtering in range could be expressed as

S(k, θ) = exp(−j2kRr) (2)

For the sake of simplify, the envelop windows in (2) is ignored. Since the PSF is closely
related to the shape of 2-D spectrum of SAR [12], we have to measure the shape of the 2-
D spectrum of CSAR. From Equations (1) and (2) it is known the phase history of CSAR is
Φ = −2k

√
(x−R cos θm)2 + (y −R sin θm)2 + H2 and the wavenumber in x and y could be recal-

culated as

kx =
∂Φ
∂x

= −2k
x−R cos θm√

(x−R cos θm)2 + (y −R sin θm)2 + H2

ky =
∂Φ
∂y

= −2k
y −R sin θm√

(x−R cos θm)2 + (y −R sin θm)2 + H2

(3)

in which kx and ky stand for the wavenumber in x and y, respectively. Assuming ρ =
√

k2
x + k2

y

represents the radial wavenumber in the ground plane, we have

ρ(φ) =

√
(x−R cos θ)2 + (y −R sin θ)2√

(x−R cos θ)2 + (y −R sin θ)2 + H2
(4)

in which φ = tan−1(kx/ky), the value of ρ(φ) determines the shape of the 2D spectrum in the
ground plane. It is seen from Equation (26) that the value of ρ is dependent on the position of
target, i.e., the shapes of spectrum according to different targets are space-variant. For centered
isotropic target, ρ = 2k cos θz, denoting the spectrum is standard ring-shaped. For off-centered
isotropic targets, the spectrum is no longer standard ring-shaped. Specifically, taking the edged
target (Ra, 0, 0) for example, the corresponding maximum and minimum value of ρ are

ρmin = 2k
R−Ra√

(R−Ra)2 + H2
, ρmax = 2k

R + Ra√
(R + Ra)2 + H2

(5)

Denoting η is a ratio to represent the relative shift of the radial wavenumber:

η = max
{ |ρmax − ρ|

ρ
,
|ρmin − ρ|

ρ

}
(6)

in which | · | stands for the absolute value. When η = 0, the 2-D spectrum is standard ring-shaped,
otherwise the 2-D spectrum is no longer standard ring-shaped. Moreover, larger value of η denotes
a more distorted ring shape. To have a better insight, numerical analysis is carried out. The
parameters of CSAR are listed in Table 1.

Table 1: Parameters for numerical analysis.

Carrier frequency 10 GHz Radius of the observed scene 40m
Bandwidth 600MHz Height of track 500m

Radius of the circular track 1000m Velocity of carrier 40m/s

In Table 1 it is noted that the observed area is smaller than that of strip-mode SAR. For one
thing, the beam width of high waveband CSAR is narrow, thus the observed area is small. For
another, the incredible trajectory derivation would make the observed area smaller. Based on the
parameters shown in Table 1, the corresponding η according to the edged point target is 0.0084,
denoting the shift distortion is too small so that the 2-D spectrum of all the off-centered isotropic
targets could be seen as the standard ring in the domain of (kx, ky).
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Figure 2: The shape of the spectrum of CSAR.

3. THE EXTRACTION OF SIDELOBE IMAGES

According to the isotropic target, the corresponding ring-shaped 2-D spectrum could be expressed
in Fig. 2.

In Fig. 2, it is assumed that there are two arbitrary sub-spectrums p and q which have the same
aspect width δ. The differential angle between them is ψ. ~dp and ~dq stand for the directions of the
central aspect angle of sub-spectrums p and q, respectively.

Based on the Fourier-based imaging theory, it is learnt the PSFs according to sub-spectrum
p and q have the same location and width of the mainlobe, but possess different directions of
sidelobe. The difference between the sub-images of these two sub-spectrums p and q could cancel
the mainlobe image and keep the sidelobe image.

Specifically, to decrease the overlap between the sidelobes according to these two sub-spectrums,
i.e., to keep the sidelobe image as far as possible, ~dp and ~dq are expected to be orthogonal. On the
other hand, to eliminate the mainlobe during the difference of sub-images as far as possible, the
aspect width of sub- spectrum is expected to be larger. Therefore, the optimal selections of φ and
ψ are suggested as

δ = π/2, ψ = π/2 (7)

Based on (7), quartering of the whole spectrum is adopted to obtain the sidelobe image. How-
ever, the extraction based on (7) still suffers the loss of sidelobe image because the intrinsic cou-
pling between two arbitrary sub-spectrums is inevitable to cause overlapped sidelobes. To limit the
degradation of sidelobe image, an available method is segmenting the whole spectrum with different
quartering. Then adopt the incoherent averaging of different sidelobe images as the final sidelobe
image.

Figure 3 shows two different partitions of the spectrum. In Fig. 3(a) the sub images according
to sub-spectrums 1–4 are named as I1, I2, I3, I4. The corresponding sidelobe-image is obtained by:

Is = ||I1| − |I2||+ ||I3| − |I4|| (8)

where |·| stands for the absolute value. Similarly, the subimages corresponding to the sub-spectrums
1–4 shown in Fig. 3(b) are named as I1a, I2a, I3a, I4a, the extracted sidelobe-image is

Isa = ||I1a| − |I2a||+ ||I3a| − |I4a|| (9)

Theoretically, other sidelobe images can be obtained by different quartering partition. However,
it does not make sense to gain limited improvement with much more computation. Therefore, only
two different quartering partition, shown in Figs. 3(a) and (b), are performed in this paper to get
the finial sidelobe image. The incoherent averaging of Is and Isa is

Ĩs =
1
2

(Is + Isa) (10)
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Figure 3: Two different partitions of spectrum.

Given the CSAR image according to the whole spectrum is I0. Then the magnitude image after
the sidelobe reduction is

Im =
∣∣∣|I0| − Ĩs

∣∣∣ (11)

4. SIMULATION TEST

According to edged target (40 m,0,0), the corresponding sidelobe images produced with the parti-
tions shown in Figs. 3(a) and (b) are depicted in Figs. 4(a) and (b), respectively.

In addition, Fig. 4(c) denotes the incoherent averaging of sidelobe images shown in Figs. 4(a)
and (b). The vertical and horizontal axes of the contour shown in Figs. 4(a)–(c) are defined as
x axis and y axis, respectively. Fig. 4(d) represents the 3-D presentation of the sidelobe-image
shown in Fig. 4(c). Intuitively, the sidelobe image point target (40 m,0,0) is obtained. In Fig. 4(e),
the presentation of the PSF according to the whole-aperture spectrum is presented [4]. After
subtracting the obtained sidelobe image shown in Fig. 4(d), we could obtain the result of sidelobe
reduction, as shown in Fig. 4(f). To have a better insight, the profiles of PSF shown in Figs. 4(e)
and (f) are obtained and shown in Fig. 5.

(a) (b) (c)

(d) (e) (f)

Figure 4: Simulation results, (a) and (b) denote sidelobe images, (c) and (d) are the incoherent averaging
results of sidelobe images, (e) and (f) are the PSF before and after sidelobe reduction.

Figures 5(a) and (b) stand for the profiles of PSF in x and y, respectively. In addition, the
quantitive measurements, contain the −3 dB resolution, peak-to-sidelobe ratio (PSLR), 2-D integral
sidelobe ratio (ISLR), are calculated and listed in Table 2.
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Table 2: The quantitive measurement of the imaging results.

Measurement Without SLR With SLR
−3 dB resolution in x (m) 0.006 0.006

PSLR in x −7.95 dB −16 dB
−3 dB resolution in y (m) 0.006 0.006

PSLR in y −7.96 dB −16.2 dB
2-D ISLR 10.22 dB 4.27 dB

(a) (b)

Figure 5: Results of sidelobe reduction (a) profiles in x, (b) profiles in y.

It is seen from Fig. 5 and Table 2 that after the sidelobe reduction, the mainlobe of the PSF
is preserved very well. Moreover, the PSLR reduces from −7.95 dB to −16 dB, and 2D integrated
sidelobe ratio (ISLR) reduces from 10.22 dB to 4.27 dB. The imaging results shown in Figs. 4 and 5
represent that the proposed method is available to reduce the sidelobe level to a large extent. The
proposed sidelobe reduction method is flexible to be implemented: it can be performed within the
imaging flow and also could be considered as the post-processing of the complex CSAR image.

5. CONCLUSION

A method of reducing the sidelobe level is proposed in this paper. Firstly, partition of the CSAR
spectrum is proposed, based on which the sub-images as well as the sidelobe image are obtained.
Subtracting the sidelobe image from the former CSAR image yields the sidelobe-reduced CSAR
image. Simulation test verified the feasibility of the proposed method.
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Abstract— We proposed a hybrid wavelength-space division multiplexing (WSDM) optical ac-
cess network architecture utilizing multicore fibers (MCFs) with advanced modulation formats.
As a proof of concept, we experimentally demonstrated a WSDM optical access network with du-
plex transmission using our developed and fabricated multicore (7-core) fibers and fan-in/fan-out
device with 58.7 km distance. With QPSK-OFDM modulation format, the aggregation down-
stream (DS) capacity reaches 250Gb/s using 5 outer cores and it can be further scaled to 1 Tb/s
using 16 QAM-OFDM. For upstream (US) transmission, wavelengths seeded from DS using the
inner core are modulated with DMT signal adapted with the channel conditions and then trans-
mitted back to the OLT through the 6th outer core. As an emulation of high speed mobile
backhaul (MB) transmission, IQ modulated PDM-QPSK signal with 48Gb/s per wavelength is
transmitted in the inner core of MCF and coherently detected in the OLT side. Both DS and US
optical signal exhibit acceptable performance with sufficient power budget.

Recently, the bandwidth demand for the access network has witnessed a sharp increase driven
by various services like business IP traffic, super HD video, mobile traffic backhaul and social
networking, etc. [1]. Multiple candidates have been proposed to satisfy the requirements, such as
passive optical networks based on WDM [2], TWDM [3], and OFDM [4]. However, the access
capacity, transmission distance and subscriber number are still limited just using conventional
technical methods. The space division multiplexing (SDM) technique based on few mode fibers
(FMF) or multi-core fibers (MCF) has been proposed to be a favorable solution to accomplish
the fiber capacity crunch in both long-haul transmission [5] and short-reach access network [6, 7].
Although the FMF based access network example has been reported very lately [6], the differential
modal dispersion and modal interference may hinder its deployment in the access network region and
MCF is actually a better choice owing to its well-controlled inter-core crosstalk and almost identical
transmission quality compared with standard single mode fibers (SSMF). Zhu et al. demonstrated
a 7-core based optical access network using traditional TDM-PON technologies [7]. However, the
access data rate and the fiber link distance are quite limited (2.5 Gb/s and 11.3 km). Moreover, as
a universal platform for wired/wireless data services, the optical access network plays even more
important role in the 4G/5G mobile data transmission [8] and it is also interesting to envision the
application of MCF in the fiber/wireless converged networks.

In this paper, we proposed a hybrid wavelength-space division multiplexing (WSDM) optical
access network architecture utilizing multicore fibers with advanced modulation formats, as shown
in Figure 1. In our proposed architecture, the most prominent feature is that a physically isolated
fiber channel (the inner core of a typical 7-core MCF for example) is allocated to the wireless data
transmission such as the mobile backhaul transmission considering the mobile internet demand is
booming. One of the outer cores of MCF is utilized to transmit US signal while the others are
employed as the parallel channels for DS transmission, thus the Rayleigh backscattering noise can
be eliminated even though the same wavelengths are reused for both DS and US. In the OLT
block, m wavelengths are utilized as the laser source. For each wavelength in one subset OLT,
it is power split by N − 1 in which N representing the number of cores of MCF. 1/(N − 1) of
the signal power is left as the optical carrier for US signal modulation which is delivered to the
ONU side via the inner core. In this way, this configuration can support (N − 1)×m subscribers
only employing m wavelengths that can lower the expense compared with the same situation in
WDM-PON. To further enhance the capacity with affordable cost and complexity, downstream
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Figure 1: Proposed WDM/SDM optical access network architecture.

signal on each wavelength is suggested to be intensity-modulated with optical OFDM modulation
format, which is spectral efficient and bandwidth flexible. After the modulation, the (N − 2)×m
branches from λ1 to λm are multiplexed respectively by N−2 m-wavelength Mux devices like array
waveguide gratings (AWGs). Afterwards, N−2 sets of WDM signals are amplified by erbium-doped
fiber amplifiers (EDFAs). After getting through the circulators, the N sets signals are injected into
the N − 2 outer cores of MCF taking advantage of the fan-in device. Subsequently, the DS signals
are transmitted in the MCF, and output to N − 2 independent single mode fibers by the fan-out
device. Signals from each core containing wavelength from λ1 to λm are demultiplexed respectively
and each ONU enjoys one dedicated wavelength. Therefore our proposed WSDM optical access
network has the potential to deliver multi-giga-bit services to a substantial number of subscribers.
For US transmission, the optical carriers distributed from the OLT side using the inner core can
be amplified and modulated by a RSOA and then transmitted to the OLT side via the remained
outer core. All the ONUs served by the same subset OLT must share the same wavelength for US
transmission, in a TDMA or OFDMA manner.

To verify the feasibility of our proposed WSDM access network architecture, we conducted a
proof of concept experiment using the setup depicted in Figure 2. The low-crosstalk MCF (with
average loss of about 0.25 dB/Km) we developed and fabricated has seven cores in a hexagonal
array (cross section view is shown as inset in Figure 2) and its geometrical and optical parameters
are described in details in [9] and the low-loss fan-in/fan-out devices (shown as inset in Figure 2)
are in-house developed using chemical etching process and fiber bundles manufacturing technique.
For DS transmission, ten wavelengths with 25GHz channel spacing are selected by a WSS (Finisar
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Figure 2: The experimental setup schematic diagram. (PS: power splitter, PC: polarization controller, WSS:
wavelength selective switch, AWG: arbitrary waveform generator, IM: intensity modulator, VOA: variable
optical attenuator, EDFA: erbium doped fiber amplifier, ECL: external cavity laser, TOF: tunable optical
filter).
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WaveShaper 4000 s) from an optical frequency comb generator (OFCG) seeded by an ECL cen-
tered at 1550.12 nm. Then the ten continuous waves (CWs) are intensity modulated with 5 Gb/s
baseband OFDM-QPSK signal. Boosted by an EDFA, the optical OFDM signals are power split
by a 1 : 8 power splitter and simultaneously injected into five outer cores of the MCF through
the fan-in device, and the optical spectra of amplified optical OFDM signals is shown as inset in
Figure 2. After 58.7 km MCF transmission, the signals are output into five single mode fibers
through fan-out device. At the receiver side of every single mode fiber, after pre-amplification and
de-multiplexing, one wavelength is selected and directly detected by a photodetector (PD) with
2.4GHz bandwidth and then sampled by a 20 GS/s digital sampled oscilloscope (DSO, Tektronix
CSA7404B). Demodulation and bit error ratio (BER) counting are implemented offline.

The BER performance of QPSK based OFDM DS signal centered at 1550.12 nm from 5 outer
cores at various received optical power after MCF transmission and in OB2B setup is shown in
Figure 3(a). The BER can be kept under 7% Forward Error Correction (FEC) limit at BER
= 3.8× 10−3 at the received optical power as low as −16 dBm. Therefore an aggregated 250 Gb/s
DS capacity has been realized with 10 wavelengths and 5 cores, through a combination of spectral
and spatial dimensions. A BER floor has been observed when the received optical power excess
−15 dBm, which is mainly due to the relatively poor optical signal-to-noise ratio (OSNR, about
25 dB) of the OFCG. To demonstrate the scalable capacity, we use a single wavelength laser with
higher OSNR to replace the OFC and employ 16 QAM modulation format in the same setup. As
shown in Figure 3(b), with a single wavelength, the receiver sensitivity of 10Gb/s 16 QAM-OFDM
based DS transmission is about −11 dBm. Therefore, using 20 wavelengths from a high quality

(a) (b)

Figure 3: The BER curve for DS transmission with (a) optical frequency comb based QPSK-OFDM, (b) single
wavelength based 16 QAM-OFDM

(a) (b)

Figure 4: (a) The BER curve for US transmission using QPSK-OFDM, (b) bit and power allocation with
adaptive DMT modulation and the estimated SNR for each subchannel.
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Figure 5: (a) The received constellation diagrams for US transmission using adaptive DMT, (b) BER per-
formance for MB transmission.

OFC and 16QAM modulation format, it is expected to realize terabit (20×10×5) DS transmission
optical access network based on MCF.

For the US transmission from the ONU, 3.12 Gb/s OFDM signal with adaptive modulation based
on a 1 GHz bandwidth RSOA is coded on the optical carrier distributed from the inner core and
then transmitted to the OLT side from core 6. During the adaptive modulation, 2.5 Gb/s uniform
QPSK modulation on every subcarrier is firstly used to obtain the channel state information, and
then the bit number and power allocation on each subcarrier will be rearranged based on Chow’s
rate-adaptive bit-loading algorithm using the estimated sub-channel SNR information. Figure 4(a)
depicts the transmission performance when uniform QPSK is used. The results of number of bits
per subcarrier and power allocation using the estimated SNR are shown in Figure 4(b). With
adaptive modulation, constellations of different modulation formats after MCF transmission are
shown in Figure 5(a), leading to 1.25 times increase in US data rate with BER under 3.8e-3.

For large capacity MB transmission, a CW laser from ECL centered at 1556.55 nm is mod-
ulated by a PDM-IQ modulator with 12Gbaud binary signal generated by BER tester (BERT).
After amplification and filtering, the signal with 2 dBm power is coherently detected (Tektronix
OM4006D) at the OLT. After coherent detection, the output electrical signal is digitalized by a
real-time oscilloscope (DSA 72504D) and then offline digital signal processing is implemented using
the traditional DSP flow [10]. The MB transmission result is shown in Figure 5(b) with enough
power budget.

We have proposed and experimentally demonstrated a duplex WSDM optical access network
utilizing our in-house developed 7-core MCFs and fan-in/fan-out devices. The proof of concept
experiment proves the capability of the MCF based access network in terms of long reach trans-
mission (58.7 km), large capacity(potential terabit aggregation DS data rate) and massive count of
users (50 ONUs), compatible with 48 Gb/s coherent PDM-QPSK MB transmission and 3.13 Gb/s
RSOA based adaptive DMT US signal.
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RF Dynamics of Mode-locked Intracavity Frequency Doubled Laser

A. V. Kovalev and V. M. Polyakov
ITMO University, Birzhevaya Liniya, 14, St Petersburg 199034, Russia

Abstract— We report on the radiofrequency (RF) dynamics of intracavity frequency doubled
Nd : YVO4/KTP laser operating in mode-locked regime. For a certain parameter range, the
second harmonic is weakly modulated while the fundamental output remains not modulated.
The effect manifests itself as weak sidebands of the beat note signal and a low-frequency signal
(order of 50–100MHz) in the RF spectrum. Applying additional cavity length modulation via
a piezoelectric transducer leads to occurrence of a squared Lorentzian shaped spectrum for the
weak sidebands and low-frequency signal but the beat note is not affected. We propose that this
regime is an evidence of the phase bounding effect in the mode locked state.

1. INTRODUCTION

Mode-locked lasers are of a great interest in fundamental and applied sciences. Their capability
to generate ultrashort pulse trains and equidistant optical spectra has already revolutionized such
fields as spectroscopy, data networks, optical clocking and biomedicine.

Solid-state lasers based on Nd:YVO4 gain medium with intracavity frequency doubling are
promising sources for mode-locked radiation and capable of self-starting mode-locking which has
been explained by the Kerr nonlinearity in the active medium [1, 2], cascaded χ(2) lens process and
nonlinear mirror formed by the doubling crystal and an output coupler [3, 4].

In this paper we report on the radiofrequency (RF) dynamics of intracavity frequency doubled
Nd : YVO4/KTP laser operating in mode-locked regime. Self-starting passively mode-locked oper-
ation in such a laser has already been demonstrated in [5]. We report on an effect of self-modulation
in the second harmonics output which supposedly occurs due to phase bound state of the laser [6],
and does not affect the fundamental output.

2. EXPERIMENTAL SETUP

The schematic layout of the experimental setup is shown in Figure 1.

Figure 1: Schematic layout of the experimental setup.

The linear cavity length was ∼109mm (corresponding to ∼1.38GHz free spectral range) and
its stability amounted 3 ∗ 10−6 for 100 s averaging time in terms of Allan deviation. Low thermal
expansion material (invar) was used for the cavity frame. The active element (AE) was a right-
angle a-cut 1∗3∗3 mm3 1% at. doped Nd : YVO4 crystal. The high reflection coating for 1064 and
532 nm was applied to the rear facet of the AE forming the end mirror. The type II KTP crystal
had dimensions 5 ∗ 3 ∗ 3mm3 and the angle between and the KTP crystal z-axis and the active
element c-axis was 45◦ to implement type II SHG. The KTP was antireflection coated for both
fundamental and second harmonic radiation. The temperature of the KTP crystal was stabilized
by thermoelectric cooler with 0.1◦C precision.

An output coupler (OC) was mounted on fast and slow piezoelectric transducers (PZTs) for
the cavity length modulation and the output coupler precise position attenuation. The OC had
a curvature radius 150 mm, and was high reflection coated for the fundamental radiation and had
50% transmission for the second harmonic. The voltage from a controllable direct current source
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(DCS) and an electronic oscillator (EO) were applied to the outlets of the slow and fast PZT
correspondingly.

A commercial 808 nm laser diode (LD) with stabilized temperature was used as a pump source.
The LD radiation was condensed through a lens system to the AE rear facet overlapping the
cavity eigenmode. The resulting laser TEM00 output beam was linearly polarized due to the AE
properties.

The output was detected by a 1.5 GHz bandwidth avalanche photodiode (PD) and analyzed by
means of digital oscilloscope (DO) and electronic spectrum analyzer (ESA).

3. EXPERIMENTAL RESULTS AND DICUSSION

A stable mode-locking regime was obtained while pumping the active element with 380mW of
808 nm pump source. It resulted in 29 mW average output power at 532 nm and 6mW output
power at 1064 nm. A narrow RF beat signal (less than 300Hz FWHM) was observed for both
fundamental and second harmonic radiation as an evidence of mode-locking regime. For a certain
power and temperature range (the KTP temperature 28 ± 0.2◦C, 420 mW pump power) and a
proper placing of the output coupler against the KTP crystal, the second harmonic has shown
weak (about 7%) power modulation. The fundamental radiation remained not modulated. The RF
spectra (Figure 2(a)) have two sidebands of the central beat note frequency and a low-frequency (50–
100MHz) difference signal. It can be seen from the time trace of the output radiation (Figure 2(b))
that modulation is nearly sinusoidal and exposed only to the second harmonic.

(a) (b)

Figure 2: (a) Spectra of the laser beat note signal for fundamental and second harmonic outputs (resolution
bandwidth 3MHz, sweep time 5ms). Inset: the zoomed part of the central beat note frequency and its
sidebands for the second harmonics output (resolution bandwidth 1 MHz, sweep time 4ms). (b) Experimental
time traces: fundamental (red) and second harmonics (green).

The side bands in the RF spectrum have the same width as the central beat note signal (see
Figure 3).

(a) (b) (c) (d)

Figure 3: The RF spectra of the laser beat note signal (resolution bandwidth 1 kHz, sweep time 128 ms)
for the fundamental and second harmonics radiation: (a) the low-frequency spectral component, (b) the left
side-band of the central beat note, (c) the central beat note, (d) the right side-band of the central beat note.

The transition from and to the regime with the second harmonic power modulation occurs con-
tinuously via changing the KTP temperature and OC position with the slow PZT. The appearance
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and vanishing of the regime does not lead to extinguish of the mode-locking. The laser is capable of
stable operation in this regime for over 300 s. The stability was only limited by the cavity elements
alignment stability. The weak modulation frequency shows a dependence on the central beat note
frequency which is well fitted by a parabola (Figure 4).

Figure 4: The dependence of second harmonics modulation frequency on the beat note frequency and its
approximation by parabolic function.

In order to investigate the effect in more detail, we implemented the small amplitude cavity
length modulation via the fast PZT with the frequency of several kilohertz. It led to the occurrence
of two weak sidebands of the central beat note for both the second and fundamental harmonics (see
Figure 5(c)) and several sidebands of the low-frequency signal and the sidebands for the second
harmonics only (see Figures 5(a), (c)–(d)). The distance between the spectral components was
equal to the modulation frequency. The spectra shapes can be approximated by a squared Lorentz
profile which is determined by the following equation:

L(f) =
k2

(
1 +

(
f−l
m

)2
)2 + n, (1)

where coefficients k, l, m, n were calculated to fit the spectral data.

(a) (b) (c) (d)

Figure 5: Detailed RF spectra of the laser beat note signal obtained in case of the cavity length modulation
with 10 kHz frequency (resolution bandwidth 1 kHz, sweep time 128ms). Letters (a)–(d) correspond to the
Figure 3. The dotted line corresponds to the approximation by a squared Lorentz profile.

We propose that the appearance of the second harmonic modulation regime results from bound
phase variations of the laser field which are neither related to the polarization interplay (because
of properties of the active medium) nor to the antiphased states (in this case the fundamental
frequency would be modulated). The detailed properties, boundaries and underlying mechanism
of the effect are the subject of further research.

4. CONCLUSION

This newly obtained regime of the phase bound mode-locked operation can be utilized for synthesis
of low-noise microwave frequencies, and can be used for iodine-stabilized schemes of laser frequency
standards without additional modulators.
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Abstract— Various photonic circuit architectures for RF frequency multiplication and fre-
quency translation are presented. Firstly a systematic design method for the suppression of
unwanted harmonics produced by parallel phase modulator arrays is developed. The analyzed
configuration comprises of N -parallel phase modulators electrically driven with a progressive
2π/N phase shift. For N = 4, the analyzed circuit is conceptually equivalent to the DP-MZM
architecture available in LiNbO3 technology. Improved implementations of some functions can
be achieved for a larger number of phase modulators. Secondly, a photonic circuit architecture
capable of implementing frequency up-conversion and frequency octo-tupling is proposed and
verified by computer simulations. The circuit requires no DC-bias as the static phase shifts are
introduced by using the intrinsic relative phase relations between the output and input ports of
MMI couplers. The single side-band operation can be performed for a wide range of modulation
index whilst the frequency octo-tupling requires a more specific modulation index. Last but never
the least, a photonic circuit architecture featuring two-stage MZM architecture is proposed for
frequency octo-tupling and 24-tupling. The analysis and simulations prove this cascade architec-
ture is advantageous compared to the single-stage parallel MZM configuration with equivalent
function because it requires 3-dB less power in RF drive.

1. INTRODUCTION

In the past two decades or so there has been a plethora of publications in the field of microwave
photonics that have described essentially the same generalized Mach-Zehnderinterferometer (GMZI)
circuit architecture: a 1×N splitter directly interconnected to a N × 1 combiner via an array of N
electro-optic LiNbO3-based phase modulators; each GMZI adapted to particular design goals. The
applications have generally been to single-side-band (SSB) modulation or electro-optic microwave
signal frequency multiplication [1–3]. The difference between the circuits proposed have largely
concerned variations of the static optical and electrical phase shifts required or the implementation
of an equivalent circuit using standard Mach-Zehnder modulators (MZM) rather than individual
phase-modulators as the basic building brick. After our latest investigations [4–6], in this work a
methodology is presented that specifies the architecture required to meet specified design objectives
such as the suppression of unwanted products. Moreover, it is shown how to use the intrinsic phase
relations between the ports of splitters and combiners and specifically multi-mode interference
couplers to implement the static optical phase shifts required by these circuits, thereby avoiding
the need to apply static DC bias to the electro-optic modulators and the associated drift issues that
otherwise require complex stabilization circuitry. Circuits capable of single-side-band suppressed-
carrier modulation and frequency octo-tupling show a simulation performance equal to or better
than results reported in the literature. In particular, a new cascade architecture implementation is
reported that offers 50% lower optical insertion loss and 50% reduced RF power drive requirement
compared to previously known circuits. While LiNbO3 technology offers a mature solution to the
small scale integration of MZM structures, this work anticipates photonic integrated circuits based
on Si and/or InP material integration platforms emerging as the preferred choice. In this context
the continuous advances made in improved speed, linearity, footprint, and energy consumption of
electro-optic phase modulator devices in both material platforms augurs well for the future.

2. SPURIOUS HARMONIC SUPPRESSION BY DESIGN

Consider the array of N phase modulators in parallel shown in Figure 1(a), where each modulator
is driven electrically by a cosinusoidal waveform with a progressive phase shift in units of 2π/N .
Using the Jacobi-Anger expansion, the complex amplitude of the field at the output of each PM



2178 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

can be expressed as:

exp
[
im cos

(
θ + p

2π

N

)]
=

∑∞
q=−∞

[
exp

(
ipq

2π

N

)
iqJq (m) exp (iqθ)

]
(1)

where m is the modulation index; θ = ωt and p2π/N are the dynamic and static phase of the
cosinusoidal electrical drive signal; the positive integer p denotes the index of the phase modulator
in the array; Jq(·) is the Bessel function of the first kind with order q, and i =

√−1 is the imaginary
unit. The output of the combiner is:

1
N
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[
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where the discrete Fourier transform:

ãq =
1
N

∑N−1

p=0

[
ap exp

(
ipq

2π

N

)]
(3)

has entered the formulation. The sequence ap denotes the complex weight of each phase modulator,
which is preferably uni-modular to minimize loss of energy, i.e., a phase shift. It is observed that the
sequence ãq is periodic with period N . The importance of Equations (2) and (3) can be understood
by considering first the simplest case for the weights, which is ap = 1 for p = 0, 1, . . . , N − 1. The
discrete Fourier transform term (3) may be evaluated to yield:

ãq =
1
N

1− exp (iq2π)
1− exp

(
iq 2π

N

) =
1
N

exp
[
iq

(
N − 1

N

)
π

]
sin (qπ)
sin

(
q π

N

) (4)

where the geometric series summation
∑N−1

p=0 zp = (1− zN )/(1− z), with z = exp(iq2π/N), has
been used. Applying L’Hôpital’s rule to Equation (4), it is found that ã0 = 1for q = 0, and
ãq = 0 for q = 1, 2, . . . , N − 1. The frequency domain sequence therefore suppresses periodically
all harmonics except those that are multiples of N . One may take advantage of the shift theorem
by modifying a given set of weights by the application of a progressive phase factor with increment
−q02π/N . That is ap → ap exp(−ipq02π/N) and hence:

ãq→ 1
N

∑N−1

p=0

[
ap exp

(
ip (q−q0)

2π

N

)]
= ãq−q0 (5)

The origin of the frequency domain sequence can be shifted therefore to position q0 by a progressive
phase shift of the light exciting the phase modulators with increment −q02π/N . For the special case
ap = 1 and integer q0, ãq−q0 is zero for each order except q = q0 + rN , where r is an integer. The
design approach hence simplifies to the determination of a configuration of coefficients that sup-
presses specific harmonic orders while it maximises the harmonic orders of interest. An equivalent
interpretation for the suppression function is found by expressing (3) as ãq = (1/N)

∑N−1
p=0 [apz

p],
where z = exp(iq2π/N) and then ãq = f(exp(iq2π/N)) where:

f (z) =
1
N

∑N−1

p=0
apz

p =
1
N

a0

N∏

j=1

(
1− z

zj

)
(6)

The value of the suppression function f on the unit circle determines the weighting of the harmonics
generated by the phase modulators. Note that the zeroes zj of the suppression function may be
placed anywhere in the complex plane. However, it is preferable that |ap| = 1 in which case the
distribution of zeros is constrained. A design approach based on the application of a suppression
function to minimize unwanted harmonics wherever is needed constitutes one of the main assets of
the GMZI architecture. Since the process does not depend upon the modulation index, the linearity
of the N -parallel phase modulators array is maintained and each PM can be driven at moderate
input powers. Furthermore, for an even number of phase modulators, there will be pairs of phase
modulators in differential drive, leading to an equivalent parallel MZM interpretation.

The operation of the N -parallel phase modulator array designed according to the approach
presented here is verified by computer simulations using the Virtual Photonics Inc. (VPI) software
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(a) (b) q  =−1 (c) q  =+1 (d) q  =+/−20 0 0

Figure 1: (a) Schematic diagram of a GMZI. (b)–(d) Simulated output for various design conditions in
an array offour phase modulators: lower SSB, upper SSB, and frequency quadrupling after an square law
photo-detector.

package. For simplicity, arrays comprising four phase modulators are shown as illustrative examples,
although the design method holds for any number of modulators. A continuous wave DFB laser
diode at 1550 nm, line-width of 200 kHz and power of 10 mW is used as the optical input. Optical
phase shifters are used to model the uni-modular complex coefficients ap, whereas cascaded Y-
branches are used as the input 1 × N splitter and output N × 1 coupler. The cosinusoidal drive
signals at the input of each of the four phase modulators have a frequency of 10 GHz and progressive
electrical phase shifts ϕp equal to 0, +π/2, +π, and +3π/2, respectively. To achieve single-side-
band modulation, for instance, the coefficient q0 = −1 and the lowest order unsuppressed harmonics
are −9, −5, −1, +3, and +7. In this case, the required optical weights ap also have a progressive
phase shifts of 0, +π/2, +π, and +3π/2, respectively. The quadrature driving signals to each
upper and lower pair of MZM generate a composite spectrum comprising an optical carrier with
a main harmonic located 10GHz off the carrier frequency plus secondary modulation harmonics.
In line with the design approach developed above, constructive interference by the imposed optical
phase shifts benefits the lower order harmonic located 10GHz to the left of the optical carrier.
Due to destructive interference, other harmonics including the optical carrier are suppressed. In
the equivalent LiNbO3-based DP-MZM configuration, the same SSB modulator can be achieved by
biasing the inner MZMs and outer MZI at the minimum- and half-transmission points, respectively.
Following the presented design approach, other functions such as upper single-side-band modulation
(q0 = +1), frequency quadrupling (q0 = ±2), and frequency octupling (q0 = 0 with the drive level
adjusted to suppress the carrier) can be achieved. Optical spectra obtained at the output of the
generalized Mach-Zehnder interferometer (GMZI) comprising of four modulators array associated
to the above mentioned functions are shown in Figure 1(b) to Figure 1(d). Note that the frequency
multiplication is obtained after the output of the proposed architecture is passed through a square-
law photo-detector.

3. SSB AND FREQUENCY OCTO-TUPLING

Figure 2(a) provides a schematic diagram of a circuit capable of the dual function of either millimeter
wave generation by frequency octo-tupling a microwave RF input signal or frequency up-conversion
to the optical domain of an RF input signal in the electronic domain by carrier suppressed SSB
modulation. The latter being equivalent to the modulation of an optical carrier by baseband in-
phase and quadrature (I&Q) signals. As illustrated in the schematic diagram, the 1× 2 symmetric
splitter together with the 2 × 1 symmetric combiner forms an outer MZI with two arms. Each
arm itself contains an inner MZI sub-circuit formed by a 2× 2 MMI splitter (with one input port
unused) interconnected with a 2 × 2 MMI combiner, and linear electro-optic phase modulators in
each arm that are differentially driven. The outer MZI is arranged to have two separate output
ports, namely E1 & E2, and D. In one output, the two opposing ports (d2) to the two input ports
(a1) are combined in a symmetric 2 × 1 MMI and provide the frequency octo-tupling of the RF
input signal after a square-law photo-detector. On the other hand, the two remaining ports (d1) are
combined in a 2× 2 MMI and provide the upper (E1) and lower (E2) SSB modulation. Following
a transfer matrix approach to represent each building block in the proposed design, the operation
of the single-side-band modulator can be described by:

E1 =
1
2

[i sin (πvI/vπ) + sin (πvQ/vπ)]A≈1
2
iπ (v∗/vπ) A (7)
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E2 =
1
2

[−i sin (πvI/vπ) + sin (πvQ/vπ)]A ≈ −1
2
iπ (v/vπ) A (8)

where vI and vQ are the in-phase and quadrature components of the complex signal v = vI +
ivQ supplied to upper and lower MZIs, vπ is the half-wave voltage, and (∗) denotes the complex
conjugate. To obtain (7) and (8), it has been assumed that the input RF signals are weak (|v| ¿
vπ). The circuit therefore performs as an I&Q modulator with the lower port E2 providing the
optical carrier modulated by the complex signal and the upper port E1 providing the optical carrier
modulated by the complex conjugate signal. When the modulation is a narrow band RF signal
[vI = vRF cos(ωt + ϕ) and vQ = vRF sin(ωt + ϕ)], one may write:

[
E1

E2

]
≈ 1

2
(vRF /vπ) π

[
i exp [−i (ωt + ϕ)]
−i exp [i (ωt + ϕ)]

]
A (9)

Following the same procedure, if the in-phase RF is applied to the upper MZI modulator and the
quadrature RF signal to the lower MZI as before, the output at port D yields:

D = −i [J0 (m) + 2J4 (m) cos (4ωt) +2J4 (m) cos (−4ωt)+ . . .] A (10)

where m = π(vRF /vπ) and the Jacobi-Anger expansion has been used. Equation (10) indicates the
n-th order side-bands are suppressed except for n equal to an integer multiple of four. According
to the characteristics of the Bessel functions, when the modulation index is m = 2.40, the zero-
order side-band (i.e., the carrier) is suppressed and the side-bands higher than fourth-order can be
ignored without incurring any significant error. When the output of port D is passed through a
square-law photo-detector, the circuit performs as a frequency octo-tupler. The versatility of the
proposed circuit to perform either as single-side-band modulator or frequency octo-tupler is verified
by computer simulations on VPI and illustrated in Figure 2(b).

4. ARCHITECTURE COMPRISING CASCADED MZMS

The proposed circuit architectureshown in Figure 3(a) is formed by an outer Mach-Zehnder inter-
ferometer where each of its two arms contains a pair of MZMs in series. The first and second MZI

(a) (b)

Figure 2: Schematic of a dual-function photonic circuit. (b) Simulated output for frequency octo-tupling
and SSB modulation.

(a) (b)

Figure 3: (a) Schematic diagram of the frequency octo-tupler circuit using MZMs in cascade. (b) Simulated
output. In (a), labels are: LD: Laser diode; OC: Optical coupler; RF: Radio frequency; LO: RF Local
oscillator; PD: Photodiode.
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stages are driven in quadrature by the input RF signal. Each arm generates optical sidebands with
orders equal to an integer multiple of four. When combined by the outer MZI, the orders equal to
an even integer multiple of four are suppressed; only orders equal to an odd integer multiple of four
(i.e., ±4, ±12, ±20 . . .) are unsuppressed. As illustrated in Figure 3(b), after photo-detection the
optical output is converted to an electrical current with the strongest oscillatory component at a
frequency equal to eight-times the base RF frequency. Note that if the RF drive level is adjusted to
suppress the fourth-order optical sidebands, the strongest oscillatory component of the current has
a frequency equal to twenty-four times the base RF frequency. Note that the circuit can be operated
over a wide range of modulation index (∼2 to ∼7.30) as its correct function is not restricted to a
particular electrical drive level. In order to maximize the output electrical power of the octo-tupled
function, a modulation index of m = 5.28 is used in this simulation, which implies a peak RF
voltage of VRF = 1.18Vπ, i.e., ∼30% less (50% in power) than the voltage required (VRF = 1.68Vπ)
for same modulation index in [4, 5] that uses the single-stage parallel MZM configuration.

5. CONCLUSION

Various photonic circuit architectures for RF frequency multiplication and frequency translation
have been presented. Firstly a systematic design method for the suppression of unwanted harmonics
produced by arrays of N -parallel phase modulators electrically driven with a progressive 2π/N
phase shift has been presented. Secondly, a photonic circuit architecture capable of implementing
frequency up-conversion and frequency octo-tupling has been proposed and verified by computer
simulations. The circuit requires no DC-bias as the static phase shifts are introduced by using
the intrinsic relative phase relations between the output and input ports of MMI couplers. Last
but never the least, a photonic circuit architecture featuring two-stage MZM architecture has
been proposed for frequency octo-tupling and 24-tupling. The analysis and simulations prove this
cascade architecture is advantageous compared to the single-stage parallel MZM configuration with
equivalent function because it requires 3-dB less power in RF drive.
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Abstract— A printed mobile terminals antenna with multi operating bands for the 2G/3G/4G
LTE (long term evolution) is presented. The antenna has three operating bands covering low
band of 900MHz, middle band 1900 MHz and high band 2600 MHz for GSM 900MHz, UMTS
1900MHz and LTE 2600 MHz. The antenna occupies a ground clearance of 54mm ∗ 19 mm and
has a thin of 1 mm. The antenna comprises radiating branches to generate multi operating bands.
Dimensions and working principle of the antenna are discussed.

1. INTRODUCTION

With rapid development of modern wireless mobile communication technologies, multiband antenna
covering the bands of 2G/3G/4G LTE (long term evolution) systems are in urgent need. Especially,
the design of multiband and broadband antenna with limited space for mobile terminal devices is
a tough problem. In order to achieve different bands for a multiband system, various antennas
were reported in recent publications [1–6]. In this letter, a multiband antenna for the 2G/3G/4G
LTE (long term evolution) mobile terminals is proposed. The measured −5 dB low bandwidth
is 900MHz (870–960MHz), middle bandwidth from 1.7 to 2.22 GHz and high band from 2.49 to
2.72GHz. It can cover the bandwidth of GSM 900 MHz, UMTS1900 MHz and LTE 2600 MHz for
2G/3G/4G LTE systems.

2. ANTENNA DESIGN

The antenna is printed on an FR-4 substrate with a thickness of 1mm. The relative permittivity
of the substrate is 4.4 and loss tangent is 0.025. Figure 1 shows the geometry of multiband mobile
terminal antenna.

GX

G
Y

L1

L2

GX

G
Y

L1
B1

(a) (b)

Figure 1: Geometry of the printed antenna. (a) Top view. (b) Bottom view.

Table 1: mm.

D0 D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 H0 H1

0.6 8 8 7 17 1 1 9 1 3 0.6 2.5 2 8.5
H2 H3 H4 H5 H6 H7 H8 H9 H10 H11 H12 H13 H14 H15

6.5 5 9.5 12.2 10.5 10 11.3 11.8 13.2 16.2 18.2 3 5.5 12.2

The structure of the multiband antenna can be shown clearly from Figure 2, and Table 1.
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Figure 2: Proposed antenna configuration.

Figure 3: S11.

(a) (b) (c)

Figure 4: The simulated E-energy-Density. (a) At low band of 900MHz. (b) At middle band of 1.9GHz.
(c) At high band of 2.6 GHz.

3. ANTENNA RESULTS

The CST simulator of version 2014 was used to obtain simulated results. The S11 parameters with
different structure are shown in Figure 3. As can be seen in Figure 3, the low band can get with
branch1 and the middle band will have a better performance with branch2.

To understand the effect of S11 parameters with and without branche1 or branch2, the e-energy-
Density simulated by CST at three typical frequencies are shown in Figure 4. As clearly shown in
Figure 4(a), the low resonance is related to branch1 which have a great of surface E-energy-Density
distributions at low band. The middle resonance is not only related to brunch2 but also related to
other couples. The high resonance is mainly related to the couple in the center of the multiband
antenna. The impedance of high resonance can be improved by changing the length of D4.

The 2D and 3D radiation patterns are shown in Figure 5. For the low band of 0.9 GHz in
Figures 5(a) and (b) of the 2D and 3D radiation patterns, the gain is 2.038 dBi, it looks like a
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(a) (b)

(c) (d)

(e) (f)

Figure 5: 2D and 3D radiation patterns.

dipole radiation.
For the middle band in Figures 5(a) and (b), the antenna gain is 2.817 dBi and the gain is

4.847 dBi at the high band in Figures 5(c) and (d). The 2D and 3D patterns like a pattern of
directional radiation antenna. The ground works as a reflector at the middle and high band, so the
radiation pattern will be influenced by the ground directly.

4. CONCLUSIONS

A multiband antenna with a size of 90 mm ∗ 60mm FR4 sub and a thin thickness of 1mm for
2G/3G/4G mobile terminal devices has been proposed. The S11, energy density and radiation
patterns have been discussed. The triple bands are achieved by radiation branches and coupled
structures. The low band is designed for GSM 900 MHz, middle band is designed for 3G and high
band is designed for LTE 2.6 GHz.
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Abstract— A radio frequency identification (RFID) reader antenna with circular polarization
(CP) radiation is proposed to operate at worldwide UHF band which covers 840–960 MHz. The
size of the antenna is 0.555λ0 × 0.553λ0 × 0.099λ0. A micro-strip patch with truncated corners
as the main radiation patch is placed between the wilkinson feed network layer and the parasitic
patch layer. The ground plate is placed on the top of the feed network layer. The feed network
is connected with the main radiation patch via two metal cylindrical probes which produce two
orthogonal signals of equal amplitude and 90 degree phase difference. The proposed antenna has
wideband circularly-polarization characteristics. The truncated corners on the main radiation
patch can increase 3 dB axial ratio (AR) bandwidth while improving the best axial ratio. And
the parasitic patch can adjust the radiation direction of the antenna while increasing its gain.
The simulation results show that the proposed circularly polarized UHF reader antenna has an
input impedance matching bandwidth (S11 ≤ −10 dB) of 456 MHz (675–1131MHz), the band of
reflection coefficient S11 ≤ −20 dB covering 842–955 MHz, 3-dB axial ratio bandwidth of 296MHz
(741–1037MHz), minimum axis ratio reaching 0.33 dB, and the highest gain reaching 3.53 dBi in
the operating frequency band. Both the impedance bandwidth and the axial ratio band cover
the entire UHF band of RFID systems.

1. INTRODUCTION

The use of radio frequency (RF) signals to identify objects is a practice that has been employed since
World War II. However, back in those days, implementation of such devices was limited to specific
applications due to high cost and big size of RF components [1]. Nowadays, the application area of
radio frequency identification (RFID) is quite extensive, such as supply chain managements, health
care, manufacturing, transportation, animal identification, asset management, logistics, identifying
books in library and so on [2]. RFID systems are operated at widely different frequencies, such
as LF (135 kHz), HF (13.56 MHz), UHF (840–960MHz), and microwave Frequency (2.45 GHz and
5.8GHz). However, according to the different standards in different regions/contries, the ultra-high
frequency (UHF) is divided into different frequency ranges. For instance, UHF RFID applications
is 840–845 MHz and 920–925MHz in China, 865–869 MHz in Europe, 902–928 MHz in South Amer-
ica and North America, 908–914 MHz in Korea, 918–926 MHz in Australia, and 950–956 MHz in
Japan [3]. Also, in the RFID system, the majority of tag antennas is designed as linear polarization
(LP). Therefore, a circularly polarized reader antenna which can covers all UHF bands will have
great application potential.

According to the total number of the feed points, the circularly polarized micro-strip patch
antenna can be divided into three categories: single-feed-point circularly polarized micro-strip
patch antenna, double-feed-point circularly polarized micro-strip patch antenna and multiple-feed-
point circularly polarized micro-strip patch antenna. In order to cover China UHF band with a
small size, a square radiation patch with two asymmetric circular slots antenna is proposed in [4].
It has an input impedance matching bandwidth (S11 ≤ −10 dB) of 30MHz (914–934 MHz), 3-dB
axial ratio bandwidth of 6 MHz (919–925 MHz). A novel method of loading a semicircular slot into
the main circular radiating patch is proposed in [5]. The L-shaped probe-feed technique gives the
antenna a broader bandwidth (as well as 3-dB axial ratio bandwidth) than some antennas with a
direct probe-fed structure. The antenna yields an impedance bandwidth (10-dB return loss) from
880 to 1100 MHz, while good CP performance between 901 to 930 MHz was demonstrated [5].

The proposed circularly polarized antenna has a good wideband performance and a broad 3-dB
axial ratio bandwidth to fit the need for universal UHF RFID readers.

2. ANTENNA STRUCTURE AND DESIGN

A FR4 sub is used for the dielectric layer (relative permittivity of 4.4, loss tangent of 0.02) with a
thickness of h = 1.6 mm. Figure 1 shows that the antenna containing a suspended conductor patch
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as the parasitic patch, a conductor patch with truncated corners as the main radiation patch and
a Wilkinson feed network which is etched on the other side of the ground layer. The ground is
etched on the top of the FR4 sub and the feed network is etched on the bottom of the FR4 sub.
The antenna geometry is shown in Figure 2 and Table 1. The truncated corners are etched on the
90.8 × 90.8mm2 main radiation patch placed on a layer of FR4. The ground plane has a size of
181.6 × 181.6mm2 and the operating frequency band is set to 840–960 MHz. The parasitic patch
has a size of 120.8 × 120.8 mm2 and is placed above the main radiation patch with a distance of
15mm. And the main radiation layer (including the main radiation patch and a layer of FR4) is
placed above the feed network layer (including the ground, the Wilkinson feed network and a layer
of FR4) with a distance of 15 mm.

3. RESULT AND DISCUSSION

The simulated results of the S11 parameters, the AR, the gain for the reader antenna with the
final optimized design parameters are shown in Figure 3. The simulation results show that the
proposed circularly polarized UHF reader antenna has an input impedance matching bandwidth
(S11 ≤ −10 dB) of 456MHz (675–1131 MHz), the band of reflection coefficient (S11 ≤ −20 dB)
covering 842–955MHz, 3-dB axial ratio bandwidth of 296MHz (741–1037 MHz), minimum axis
ratio reaching 0.33 dB, and the highest gain reaching 3.53 dBi in the operating frequency band.

Table 1: The parameters of the antenna.

Lc Delta L W L0 W0 S L1 W1

90.8mm 0.018 Lc ∗ (1 + Delta) Lc ∗ (1−Delta) 2 ∗ L 2 ∗W 8mm L + 2 ∗G W + 2 ∗G

L4 W4 L5 W5 G D D1 Sx Sy

12mm 3.02 18mm 3.02 mm 15 mm 2mm 6 mm 20mm 20mm

W7 W8 W3 L2 L3 W2 W6

3.02mm 3.02mm 1.57 mm L−W2/2− L3 − L4 46.19mm 3.02mm 3.02mm

Figure 1: The structure of the
reader antenna.

(a) (b) (c)

Figure 2: The geometry of (a) the main radiation patch; (b) the parasitic
patch; and (c) the ground and the feed network.

(a) (b) (c)

Figure 3: Simulation results for (a) S11 parameters, (b) AR, and (c) gain of optimized antenna.
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The radiation patterns at 860 MHz, 900MHz, 915MHz and 922MHz are shown in Figure 4. As
can be seen, the radiation patterns has the shape of hemisphere while the 3-dB AR beamwidth is
more than 60◦.

We also conducted studies of the effects of the parameters Delta, G and S on the performance
of the proposed antenna. Figure 5, Figure 6 and Figure 7 show how Delta, G and S affect the S11

parameters, the AR or the gain, respectively.
Figure 8 shows that the distance between the parasitic patch and the main radiation patch has

a great influence on the S11 parameter. If the parasitic patch is removed, the antenna gain will be
reduced significantly and it will not work properly.

(a) (b)

(c) (d)

Figure 4: The radiation patterns at (a) 860 MHz, (b) 900MHz, (c) 915 MHz, and (d) 922 MHz.

(a) (b)

Figure 5: Simulation results for (a) S11 parameters
and (b) AR for different Delta.

(a) (b)

Figure 6: Simulation results for (a) AR and (b) gain
for different G.

(a) (b)

Figure 7: (a) S11 Parameters, (b) AR simulation results due to different S.
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(a) (b)

Figure 8: Simulation results (a) S11 for different h2, and (b) the gain with or without the parasitic patch.

4. CONCLUSION

In this paper, a universal wideband circularly polarized UHF RFID reader antenna has been pre-
sented. By using a Wilkinson feed network and a parasitic patch, the designed antenna can cover
the entire UHF band of RFID systems (for both the impedance and the axial ratio band). Espe-
cially the minimum axis ratio can reach 0.33 dB, and the highest gain can reach 3.53 dBi in the
operating frequency band. The radiation field of the antenna has a shape of hemisphere while the
3-dB AR beamwidth can be larger than 60◦. The universal antenna should be useful for low-cost
RFID system.
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Abstract— A small printed inverted-F antenna, operating at 2.44GHz, for Bluetooth system is
designed in this paper. The RF system diagram and PCB layout are drawn by Cadence Allegro.
The small printed antenna, integrated in the PCB, is modeled by HFSS and both the simulation
and experimental results verify of its suitability for the Bluetooth wireless communication.

1. INTRODUCTION

With the develop of semiconductor technology and wireless networking, many short range wireless
communication technologies appeared one after another, of particular interest is Bluetooth wireless
communication. A Bluetooth antenna is an importance component of the Bluetooth communication
system as the device of transmitting and receiving electromagnetic waves. Research on small
antennas becomes a hot topic nowadays, and printed antennas have a compact design suitable for
portable equipment owing to its small size, light weight and low profile. It can be anticipated that
more and more new small printed antennas for Bluetooth wireless communication will be applied
widely in the near future.

2. HARDWARE CIRCUIT DESIGN FOR BLUETOOTH SYSTEM

The main chip which users select should be a cost-effective, low-power, true system-on-chip (SoC)
for Bluetooth low energy power applications such as CC2540 of Texas instrument. Figure 1 shows
the block diagram of the system hardware. Both the electronic schematic circuit diagram and PCB
are designed by Cadence products. The electronic schematic circuit diagram is design by Allegro
Design Entry CIS and the print circuit board is designed by Allegro PCB Design Entry. The print
circuit board layout should be a manual work rather than an auto routing in order to improve the
electromagnetic compatibility.

 

Bluetooth chip Balun Antenna 

Connectors 

Power 

Oscillator Sensors 

Figure 1: The block diagram of the system hardware.

3. ANALYSIS OF ANTENNA

3.1. Antenna Selection

Through analyzing the advantages and disadvantages of many antennas, in this paper we choose
an inverted F antenna (IFA), this structure have the advantages of low cost, high performance,
compact and simple feeding network [1, 2, 3, 9, 10]. Figure 2 shows the configuration of the invert
F antenna which is designed by Allegro PCB Design Entry. It contains one radiation arm, one flat
arm and one short-circuit line. The short-circuit line can make the RF model less sensitive to the
ground plane and thus it ensures the reliability of the System on chip (SoC). According to the data
and materials available today, the invert F antenna is good at reducing antenna size and improving
its frequency characteristics. By correctly sizing the antenna size, the resonance frequency of the
antenna can be reduced and so the dimension of this antenna can be reduced significantly.
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Figure 2: The representative model of the IFA and the equivalent circuit.

3.2. The Transmission Line Theory of Representative Printed IFA
As shown in Figure 2(a), the print IFA is different from a conventional monopole antenna with
a short-circuit line, so the transmission line theory of the original model must be modified [4–8].
The IFA is similar to a shorted transmission line, which can be modeled by the equivalent circuit
shown by Figure 2(b). L2 is the length for the short circuit line of IFA and L1 is the length for
the radiation arm. According to this model, a formula for evaluating the equivalent admittance
of the equivalent circuit is presented below (Y1 and Y2 are equivalent admittance of L2 and L1,
respectively; Yin is the equivalent shunt admittance of L2 and L1)

Y1 = Y0
Ys + jY0 tanβL1

Y0 + jYs tanβL1
, Y2 = −jY0 cosβL2, Yin = Y1 + Y2 (1)

where Y0 = 1
z0

, Ys = Gs + jBs are the characteristic admittance of the micro strip line and the
radiation admittance, β is propagation constant, Z0 is the characteristic impedance of transmission
line, which can be expressed as

Z0 =
ξ0

π
ln

[
H

D
+

√
H2

D2
− 1

]
∆120 ln

[
2H

D

]
(2)

In this equation, ξ0 = 120π is air wave impedance.

4. DESIGN OF PRINTED IFA AND BOTH RESULTS OF SIMULATE TO TEST

4.1. HFSS Model of Printed IFA
Figure 3 shows the HFSS model of the printed IFA after optimization [9, 10]. Figure 3(a) is the
top view of the HFSS model, and Figure 3(b) is a perspective view of the HFSS model (the length
and width of the PCB are 35 mm and 40mm, respectively). In our model the top and bottom part
of the ground plan material is copper. In this design, the board is made of FR-4 material with a
relative dielectric constant of 4.4, and thickness h = 0.8mm. The top ground plan of the IFA is
connected to the bottom ground plane through conducting via. The printed antenna is designed
by Cadence with the those dimensions.
4.2. The Optimized Parameters
Based on the structure of antenna dimentions shown in Figure 4, the optimal parameters of the
model were simulated and produced by HFSS. The geometry and dimensions of the printed IFA

(a) (b)

Figure 3: The HFSS model of the printed IFA. Figure 4: Dimensions of the print IFA.
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are shown in Figure 4 and Table 1 (unit mm). L8-L9 and D8-D9 are reserved parameters. GND X
is width of the PCB and GND Y is length of the PCB.

Table 1: (mm).

L1 L2 L3 L4 L5 L6 L7

26.2 3.2 2.2 4.8 1 1 0.5
L8 L9 D1 D2 D3 D4 D5

x x 0.75 1.3 0.65 1.21 0.8
D6 D7 D8 D9 D10 GND X GND Y

2.2 1.2 0.5 x x 35 40

Before the design of the Bluetooth system by Cadence, several steps should be done in order to
get the PCB (printed curcuit board) layout.

Firstly, the schematic circuit diagram of the Bluetooth system is designed by Allegro Design
Entry CIS based on the block diagram of system hardware. Secondly, import the netlist to Allegro
PCB Design Entry and Design PCB. Lastly, generate Gerber files. The PCB layout design by
Cadence is shown in Figure 5(a) and the photo of this Bluetooth system.

(a) (b)

Figure 5: The PCB layout and photo of the Bluetooth system.

The measured and simulated results are shown in Figure 6. The Smith Chart, shown in Fig-
ure 6(a), marked by three points from the bandwidth of 2400 MHz to 2484 MHz. Point 1 (2400 MHz)
is the lowest frequency, point 2 (2441 MHz) and point 3 (2484 MHz) are the middle and highest
frequencies. Those markers are the operating frequencies of Bluetooth main chip and all near the
match point of 50 ohm. Both of 3D far field and 2D far field radiations (2441.8MHz) are shown in
Figure 6(b) and Figure 6(c). The antenna gain is 2.59 dBi, the main lobe magnitude is 2.5 dBi at
−166 deg in XY -plan (Theta = 90◦) and 2.4 dBi at 120 deg in XZ-plan (Phi = 0◦). The radiation
parameters are shown in Table 2. The simulated and measured S11 (dB) are shown in Figure 6(d).
In this figure, the redline is the simulated result from 0GHz to 4.0 GHz, the blueline is the measured
result from 1 GHz to 3.5 GHz. The measured bandwith of S11 (dB) below −10 dB is wider than
the simulated one, i.e., the measured results have a better performance than the simulated results.
Thus, the measured bandwih of the samll invert-F antenna is well matched for the bandwith of
Bluetooth main chip (2.44GHz). The measured S11 (dB) shown in Figure 6(d) (marked with blue
colour) shifts a bit when the required ICs are mounted on the PCB shown in the photos of Fig-
ures 5(b) and (c). We found the return loss and radiation effects by mounting ICs onto the PCB
and the error in profile machining are difficult to improve.

Table 2: Far field radiation patterns.

Plan Frequency Gain Main Lobe Direction
XY -plan (Theta = 90◦) 2.44GHz 2.45 dBi −166 deg

XZ-plan (Phi = 0◦) 2.44 GHz 2.3 dBi 120 deg
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Figure 6: Results. (a) S-parameter Smith chart. (b) 3D far field at 2441 MHz. (c) Far field at 2441 MHz
(dBi). (d) S11 (dB).

5. CONCLUSION

The small printed inverted-F antenna (IFA) for Bluetooth wireless system with the bandwidth
between 2400 MHz and 2484MHz, has been studied in this paper. The small printed inverted-F
antenna is more convenient to integrate because of the compact size and low profile. The small
antenna can be used in other 2.4GHz ISM (Industry, Science and Medical) frequency band short
range wireless communication system such as ZigBee. It is very convenient and quick to design this
kind of antenna. Furthermore, this kind of antenna is also suitable for mass production with low
cost.
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Abstract— The determination of the dielectric properties of materials is very important in the
development of microwave heating systems. In this case, determining the dielectric properties of
the materials to be processed is the essencial key point in order to achieve good efficiency of the
system. In the present study the determination of the complex permittivity of vermiculite that is a
hydrated phyllosilicate is presented. In a previous work the dielectric constant of vermiculite was
determined using a TDR-based probe. In this study dielectric constant was determined through
the measurement of the volumetric water content and the refractive index. Although the method
demonstrated a good accuracy, it was not possible to determine the complex permittivity of
the mineral due to the characteristics of the equipment used. So, in order to determine the
complex permittivity using an accurate and nondestructive method, the scattering parameters
were chosen. The method is based on the usage of a microstrip line and through the measurement
of the S-parameters by a VNA the data was processed in MATLAB code. The results were
very close to the ones obtained with the TDR probe, but now with the determination of the
complex permittivity and loss tangent. The data obtained with the present study show that the
determination of the dielectric properties of materials such as vermiculite using S-parameters is
an accurate and nondestructive method.

1. INTRODUCTION

In studies related to mineral processing using microwave radiation, the knowledge of the material
properties is extremely important to properly understand its behavior when exposed to microwaves.
The complex permittivity is the most important characteristic that should be known a priori for
material processing using microwave radiation. The complex permittivity provides information on
energy absorption and reflection and quantifying the power losses, which in turn leads to heat
dissipation and, consequently, to temperature rise. The focus of this work is on the determination
of the dielectric properties of vermiculite using S-parameters. In a previous work, we used a water
content probe to determine the dielectric constant of vermiculite in terms of the refractive index [1].
In that work we extensively explored the strong relationship existing between the material humidity
and its dielectric constant. However, to properly understand how vermiculite reacts to microwave
radiation it is necessary to determine its complex permittivity and therefore its loss tangent. This
enables the development, in an accurate manner, of a system capable of processing vermiculite using
microwaves. Among the traditional methods generally used to determine the complex permittivity
of materials such as resonant cavities and open coaxial probe, the transmission line method was
selected mainly for its simplicity and low cost implementation. The transmission line that was used
was a microstrip line built on FR4 substrate. The frequency range of interest was from 1.6 GHz to
2.45GHz. From the measured S-parameters using a Vector Network Analyzer (VNA), the complex
permittivity was determined using a simple code developed in MATLAB based on the Nicholson-
Ross-Weir (NRW) noniterative method. The results obtained show that the values for the real part
of the complex permittivity are very close to the ones obtained in our previous work [1].

2. VERMICULITE

Vermiculite is defined as a layered hydrated aluminum iron magnesium calcium silicate with bond
water molecules between the layers. Typical exfoliation rates vary from 8 to 12 in volume but can
reach a value of up to 30, or more. The humidity of the raw material and potassium (K) amounts
can also interfere in the final exfoliation rate [1]. The traditionally used method of exfoliating
vermiculite is heating by means of direct or indirect flame (800◦C to 1000◦C). This method leads
to high material losses with significant production of gangue, and the process causes chemical
alterations of the oxides minerals contained in the structure.

Vermiculite can be exfoliated by microwave radiation. In this method the oxides are not appre-
ciably heated because microwave radiation heats primarily the interlayer water molecules present
in the structure, the integrity of the oxides is almost maintained.
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3. METHODOLOGY

3.1. Transmission Line Method

The reflection method to measure the complex permittivity of materials is based on the measure-
ment of the reflection coefficient on the interface between a microstrip transmission line and a
material under test (MUT). The reflection coefficient of a microstrip transmission line depends on
the complex dielectric permittivity of the vermiculite sample. Many reasearchers have measured
the permittivity of different types of lossy materials [2]. The εff depends on the fields in the ma-
terial and the fringing fields along the structure of the microstrip line. In some cases the effective
permittivity is coupled model [3] and [4] and can be used to obtain the complex permittivity [5]
and [6]. Dielectric losses in the material are usually difficult to measure with transmission lines
structures such as microstrip lines. Using resonant microstrip lines or striplines makes it possible
to obtain a more accurate determination of the loss tangent which increases the reliability of the
method.

3.2. Nicholson-Ross-Weir Method

The Nicholson-Ross-Weir equations is a widely used method to calculate the complex permittivity
and permeability of unknown material samples from the measured S-parameters.

In this method S11 and S21 are expressed in terms of two quantities Γ1 and z whose values
depends on the complex permittivity and permeability of the vermiculite samples. The calculation
of Γ1 and the material dielectric properties is made by adding and subtracting the measured S-
Parameters as follows:

V1 = S21 + S11 (1)
V2 = S21 − S11 (2)

The reflection coefficient is given by:

Γ1 = X ±
√

X2 − 1 (3)

where the term X is given by:

X =
1− V1V2

V1 − V2
(4)

Considering |Γ1| ≤ 1 is important in order to give the physically possible solution.
The permeability µ of the material is given by

µr =
1 + Γ1

(1− Γ1)Λ
√

1
λ2

0
− 1

λ2
C

(5)

where λ0 is the wavelength in free space. λC is the wavelength at the cutoff frequency in the
microstrip transmission line.

Considering the vermiculite permeability µr = 1.
The complex permittivity can be calculated by:

εr = λ2
0

{
1

λ2
C

−
[

1
2πL

ln
(

1
Z1

)]2
}

(6)

where

ln
(

1
Z1

)
= γd (7)

In Equation (10) the natural logarithm of a complex number must be calculated. This im-
plies to appropriate choose the correct root for the determination of the complex permittivity and
permeability of the material.
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3.3. Microstrip Line
In developing the microstrip line the following relationship between the width of the strip and
height was considered.

a = W/h > 1 (8)

where W is the width of the strip. h is the height of the substrate.
The output impedance of the microstrip transmission line was determined considering the fol-

lowing equation [9]:

Z0 =
120π√

εeff
· 1
a + 1.393 + 0.667 · ln(a + 1.444)

(9)

Considering εr = 4.6 for the FR4 substrate the effective permittivity εff is then

εeff =
(

120π

50
· 1
1.787 + 1.393 + 0.667 · ln(1.787 + 1.444)

)2

(10)

For a microstrip matched to an impedance of 50 Ω the effective permittivity is εeff = 3.62.
A simulation of the microstrip transmission line using CST MW Studio™ was made to use the

results as a parameter to compare the results obtained during the measurements.

4. RESULTS

The sample of vermiculite was placed in a microstrip transmission line and the values for S11 and
S21 were obtained with a VNA. The complex permittivity of the sample was determined by a code
developed in MATLAB™ for the numerical calculation of the complex permittivity. The results
were compared to results obtained in CST MW Studio™.

Tables 1 and 2 present the results of the measurement and the ones obtained through the
simulation in CST MW Studio™.

Table 1: Results of the measurements.

Frequency
(GHz)

Complex permittivity of the vermiculite sample
Complex permittivity εr |εr| Tanδ

1.6 4.19-j0.16 4.18 0.03
1.8 4.18-j0.20 4.18 0.04
2.0 3.55-j0.43 3.58 0.12
2.45 3.50-j0.44 3.53 0.13

Table 2: Results of the simulation.

Frequency
(GHz)

Complex permittivity of the vermiculite sample
Complex permittivity εr |εr| Tanδ

1.6 4.29-j0.17 4.29 0.04
1.8 4.26-j0.36 4.27 0.05
2.0 4.24-j0.42 4.26 0.10
2.45 4.18-j0.45 4.20 0.11

5. CONCLUSION

The absolute values for the permittivity obtained with the method presented were very close to the
ones obtained in a previous study done using a TDR probe and in the simulations made in CST
MW Studio™. The The use of the described method employing a microstrip line and scattering
parameters is a very useful and low cost nondestructive tool for the determination of the complex
permittivity of minerals and more specifically of phyllosilicates.
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Abstract— Modern simulation applications that carry out large scale iterative processes, such
as Monte-Carlo simulations, or manipulate large data structures, tend to be extremely time-
consuming due to the shortage of computational resources or the inherent nature of the simulation
itself. Typical simulations can take up to several days to complete on conventional systems, while
high-end supercomputers can be cost-prohibitive. Therefore, the need for effective parallelization
of software execution and resource management is more imperative. The goal of this paper is
to present a fully-distributed platform that enables software simulations to be executed within
user-acceptable time periods, by predicting the resource requirements of each simulation. In
this context, the platform analyzes files that contain historical data about past executions of
the particular simulation. Processor and memory utilization, overall execution time, level of
parallelization and distributed execution are some of the information collected and used by an
efficient training algorithm, in order to determine the optimal amount of resources to be allocated
in a particular simulation. The training algorithm applies several machine-learning techniques
such as multi-linear regression in order to efficiently predict the resource vector that will satisfy
the user requirements.

1. INTRODUCTION

A scientific application tends to be extremely resource heavy and time-consuming. A typical use
case of such an application could require from several hours to several days to yield the desired
results. That is usually caused due to the nature of the application itself, as simulations incorpo-
rate algorithms that require the execution of huge iterative operations or the management of large
data structures. Data and computationally intensive applications are often executed in environ-
ments that lack the appropriate amount of resources that will allow the simulation to complete
at an acceptable time period. A traditional solution to this rather common problem has been the
incorporation of High Performance Computing Grids. High performance computing datacenters
offer resources to users and thus provide a platform for executing their applications. However the
nature of Computing Grids apply several limitations to the experimenters who many times lack the
technical know-how to overcome them. Lately Cloud Computing has emerged as a strong alterna-
tive that removes these limitations and offers a robust and flexible environment for the execution
of large scale applications. Users can deploy their applications in isolated virtual environments
(Virtual Machines), which are able to scale statically or dynamically according to the needs of the
infrastructure.

In this paper we present an intelligent platform which communicates with an underlying Cloud
Infrastructure and provisions resources in the form of Virtual Machines for executing large scale
time-consuming applications. The platform incorporates machine learning algorithms that ana-
lyze previous historical execution data and decide the resource vector that will be allocated for a
particular application. That decision considers both execution time and infrastructure load and
thus both under and over provisioning can be prevented. Also, the multi-tenancy of Clouds allows
for simultaneous executions of different applications. The isolation of Virtual Machines ensures
that even when multiple applications are executed at the same time, no running process will be
interrupted of affected by another. Similarly, user data are also protected as they are not visible
to other users or tenants.

In addition, the platform performs analysis on historical execution data and decides the optimal
resource vector that needs to be allocated in each experiment. Users are able to submit new
experiments from a single access point by using a unified Web based application that provides



2200 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

easy management, monitoring and result retrieval for each experiment. The rest of the paper is
organized as follows; in Section 2 we present some notable relevant research work. In Section 3
we analyze in more detail the advantages of Cloud Computing, while in Section 4 we describe the
electromagnetic applications that are being supported by the platform. In Section 5 we describe
the general platform architecture and in Section 6 we present the Application Profiling component.
Finally, in the last Section we provide some concluding notes and present some interesting ideas
for future research.

2. RELATED WORK

Scientific workflows and applications have been tested in Cloud infrastructures in the past. In [1]
multiple Cloud providers and Grids are tested for scientific workflows. Among various results, some
important points that need to be noticed is that resources are easier to be acquired when using
Cloud infrastructures, and that Clouds were more predictable than Grids and showed more uniform
performance. The study in [2] presents a deadline-driven platform for execution scientific applica-
tions, and again shows that Cloud Computing is becoming the model of choice as many obstacles
such as the integration of legacy systems can be easily overcome by using virtualized environments.
Finally, in the presented analysis of challenges and issues of deploying scientific applications in
Cloud environments in [6], researchers conclude that Clouds are becoming more attractive as they
offer scalability, on-demand resource allocation, better utilization and user experience.

3. CLOUD INFRASTRUCTURE

The proposed platform was specifically developed as a middleware that takes advantage of the
power of Cloud Infrastructures. The platform architecturally lies in the PaaS (Platform as a Ser-
vice) tier. Cloud infrastructures were chosen over traditional grids and supercomputers for various
reasons. One important reason was to remove compatibility issues and limitations. In [3], the spe-
cial computational Grid that is offered as a service imposes several operational limitations to the
users. If an experimenter wants to submit his application for testing he has to meet certain require-
ments, such as operating system and programming language compatibility or development patterns
(client-server model). That means that a researcher that has already developed his application on
a special environment might have to re-develop it (especially when using low-level programming
languages whose libraries depend on the operating system). On the contrary, the nature of Clouds
impose no such barriers. Virtual instances (or machines) can be spawned by images that contain
various environments, operating systems and libraries. That flexibility allows experimenters to
deploy their applications as is, as the platform administrators will be able to create the relevant
image to support the target application. In addition, most modern Cloud implementations pro-
vide built-in monitoring, orchestration, failsafe and data protection mechanisms, all of which are
powerful tools and provide administrators the means to guarantee both for the availability of the
platform and the protection of sensitive user data.

4. ELECTROMAGNECTIC AND MIMO SYSTEMS APPLICATIONS

The proposed architecture has been evaluated for the Eigenanalysis of large open and periodic
electromagnetic structures as well as Monte-Carlo simulations for multiple antennas (MIMO) at
both transmission ends. Both problems, due to their nature, are computationally and time inten-
sive [7, 8]. Initially, the extensive study of open and periodic electromagnetic structures leads to
a huge eigenvalue problem. In the first case, due to the increased number of possible eigenvalues,
large matrices should be formulated and inversed. In the case of MIMO simulations, since multiple
users and time instances are considered, in order to reduce feedback burden, Principal Component
Analysis (PCA) is employed on the received data matrix of each active user. Therefore, it becomes
apparent that computational complexity increases linearly with the number of users.

5. PLATFORM ARCHITECTURE

The platform is designed in a fully distributed fashion. The components are implemented using a
peer-to-peer approach rather than the client-server model. In more detail the platform utilizes the
actor model, a hierarchical model which comprises of one or more independent modules called “Ac-
tors”. This modular approach guarantees asynchronous communication between the components,
as well concurrency and parallelism whenever needed. Each module or “Actor” is responsible for a
certain number of operations within the platform. Also, each module can be deployed separately
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Figure 1: Overall architecture of the proposed platform.

within the network and this characteristic in combination with the elasticity of the Cloud can
provide failsafe mechanisms in cases of failure or slow responsiveness.

As mentioned in previous sections, the platform supports certain types of electromagnetic appli-
cations. For that reason, a unique image has been prepared for application. Each image has been
created taking into account the various requirements each application has in terms of operating
system, libraries and software. In that way the experimenter is free to develop his application in
the most convenient manner, and thus the platform has the ability to meet the users’ requirements.
Fig. 1 shows the overall architecture of the platform within an IaaS.

5.1. User Web Application

This is the front-end of the platform. It provides a friendly interface to the user, where he can
initiate, manage and monitor experiments. The user enters the Web base application by entering
his unique credentials that are provided by the platform administrator. The user can initiate new
experiments by choosing the type of application he want to execute. Each application has its own
configuration tab, where parameters and input data can be easily set, chosen and uploaded. The
user can review all of his experiments (active, successful or failed) through the Experiments Page,
where he can be informed on the progress of his currently active simulations and even download
the results of completed operations. Status updates regarding active user experiments are pushed
into the Web based application in a real-time fashion, allowing users and administrators to react
as soon as possible to various events and alerts.

5.2. Application Broker

The Application Broker acts as the supervising entity in the platform. It receives requests from
users and delegates those requests to the underlying components for processing. The Application
Broker also pushes updates that receives from workers to the Web Application. For every new
experiment request a single Application Broker instance is spawned that in turn spawns its own
workers (or Actors). Consequently, each experiment has its own group of dedicated components
that are responsible for its correct execution.

5.3. Application Profiler

This component holds a very important role in the experiment procedure as it implements algo-
rithms that decide the resource profile that needs to be allocated to an application in order to be
executed either in the requested amount of time by the user or according to the resource availability
of the underlying Cloud Infrastructure. Details about the algorithms that are incorporated can be
found in Section 6. Once the Application Profiler outputs the resource vector (CPU, RAM, HDD,
Network) it modifies the Experiment request and forwards it to the Template Builder along with
the appropriate operation signal.
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5.4. Template Builder

The Template Builder component accepts an experiment request and builds the corresponding
JSON template, that in turn will be communicated to the underlying Cloud Infrastructure so that
the required resources will be allocated for the execution of the experiment. Once the Template
Builder succeeds, it sends the Template along with the appropriate operation signal to the Infras-
tructure Client.

5.5. Infrastructure Client

The Infrastructure Client, is responsible for communicating with the underlying Cloud Infrastruc-
ture using the offered public APIs. A typical operation that this component is responsible for, is the
posting of the Experiment Template to the Infrastructure in order to create the requested cluster of
Virtual Machines and allocate them for the execution of the application. Once the Communicator
receives the appropriate ACK from the Infrastructure, meaning that the VM cluster is up and
running, it then spawns monitor workers that perform periodic checks on that specific cluster of
VMs.

5.6. Monitor Actor

The Monitor Actor is spawned by the Infrastructure Client. It performs periodic checks by request-
ing monitoring data from the Monitor Server of the Cloud Infrastructure. Monitor specific data
are typically data that include information about CPU and RAM utilization that is affected by the
execution of certain applications. The Monitor Actor is also responsible for alerting its supervisor
in cases of alert situations, i.e., when a application is completed or fails, or when a VM become
unavailable due to high usage of its resources. All monitor data that are retrieved from the Monitor
Server are sent to the Data Storage Service.

5.7. Data Storage Service

The Data Storage Service is responsible for storing monitor and other related data into a persistent
datastore. For perfomance reasons the chosen datastore is a NoSQL document database, allowing
for faster read-write times and batch processing of large amounts of data.

6. APPLICATION PROFILER COMPONENT

One of the most important aspects of the platform is that it incorporates algorithms that enable
the automatic resource allocation to applications. As stated above it is crucial that applications
have the proper amount of resources that will enable them to complete in a reasonable time period.
However, in the same time the platform must ensure that the underlying infrastructure is not under
or over utilized. That means that user time related requirements are of high priority provided
that sufficient amount of resources are indeed available, as in the same time multiple users could
have submitted their own experiments. Luckily, due to the nature of the Cloud that provides
computational resources in the form of Virtual Machines, there is no need to worry about processes
that might be executed in the same environment or operating platform.

Due to the nonlinearity of the problem the traditional Linear Regression model was not sufficient.
Different kinds of resources (CPU, RAM) affect in various ways the execution of a application. Since
the nature of the described applications in Section 4 is computationally intensive, the execution
time is expected to be smaller whenever applications are executed within a multi-core VM. On the
contrary, memory increase does not seem to contribute much in the decrease of the execution time.
However, the relation is still not linear as adding more CPUs to a VM will eventually increase the
overhead of communication between multiple threads.

For that reason, the prediction component incorporates Regression Trees using the M5P algo-
rithm which in turn is based on the M5 algorithm presented by Quinlan in [4]. The algorithm
organizes the feature vector for each training example into a decision tree and performs multiple
Linear Regression runs. The feature with the weakest regression coefficient is removed from the
tree and the process is repeated until no further improvement in the estimated prediction errors is
achieved. The performance of the proposed approach is tested in [5] and shows satisfying results.
In addition, the measured output in our case is only the execution time as the platform does not
impose complex SLAs (Service Level Agreement) or cost penalties. This is partly due to the fact
that resources that are allocated to an experiment are immediately available to the resource pool
once the experiment completes.
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7. CONCLUSION AND FUTURE WORK

In this paper we described the use of a distributed platform that provides a middleware for the effi-
cient management of time-consuming electromagnetic applications. The proposed platform shows
that Cloud Infrastructures can support computationally intensive applications and workflows as
they apply mechanisms and characteristics that traditional grids or supercomputers dont. In ad-
dition, the use of machine learning algorithms aid in effective resource management and provide
experiments sufficient resources in an automated way. The decrease of execution time helps re-
searchers by allowing them to benchmark their solutions and algorithms multiple times in an
acceptable time period.

In the process of further optimizing and evolving the proposed platform, we plan to implement a
series of steps. Distributed execution of applications that can lead to further decrease of execution
times, is already being studied. Also, apart from the available resources, an experiment execution
time is dependent on specific simulation parameters that are chosen by the experimenter, i.e., the
number of simulated users in a PCA experiment. In its optimal state, the prediction component
should include user defined parameters in the feature vector, as different values can determine how
computationally intensive each experiment is. Finally, one interesting idea for future research could
be the integration of workflow management tools to the platform that will allow the execution of
different applications in the form of separate tasks.
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Abstract— Spatial frequency analysis has been proposed as a way to speed up the solution of
the integral equation (IE) method for calculating electromagnetic scattering from large objects. In
this paper, a new, faster technique based on spatial frequency analysis is developed for describing
scattering from two-dimensional conducting objects. The technique utilizes the spatial frequency
representation of the integral equation and generates a closed form analytical expression for
estimating the induced currents without the need for matrix inversion. The technique is applied
to the scattering from two-dimensional objects such as infinite conducting cylinders and parallel
plate structures. Simulation results are compared with the standard Method of Moments solution
and its faster solutions such as the conjugate gradient method. The results indicate that the
proposed technique performs faster than the standard MoM solution with results which are
comparable to the latter technique.

1. INTRODUCTION

In computational electromagnetics, there is a need for fast and accurate methods for calculating
electromagnetic scattering from large objects and surfaces. Typically, in scattering problems an
integral equation (IE) is derived and solved for calculating the fields or the currents on a scattering
structure [1]. Numerical solution methods such as the method of moments (MoM) discretize the IE
into a matrix form and solve the problem by inverting this matrix [2]. However, since these matrices
are generally dense for large scattering objects, matrix inversion is not computationally efficient.
More efficient iterative methods such as the conjugate gradient (CG) method have since been
developed to handle the numerical complexity of solving large matrix systems [3]. These iterative
methods have significantly reduced the computational demands of solving the IE for scattering and
radiation problems.

Another important technique which has shown great potential for reducing the computational
demands of large matrix inversion problems is the use of the spatial frequency technique. First
proposed by Bojarski [4], the spatial frequency technique transforms the matrix equation into the
spatial frequency domain by the use of the computationally efficient FFT algorithm [5]. Generally,
the IE represents a set of boundary conditions which are the result of a convolution of a Green’s
function and surface currents or fields. Using the property of the Fourier transform, a convolution
in space is converted to a product in the spatial frequency domain. The dense matrix multiplication
in the spatial domain representation of the IE is thereby transformed into a multiplication by a
diagonal matrix.

In addition, another significant advantage of the spatial frequency method is that it converts
derivatives of fields or currents into simple multiplication by the appropriate spatial frequency
component [6]. In many scattering or radiation problems the effective Green’s function is derived
by taking the derivatives of an original Green’s function. In all of these cases the modified Green’s
functions for different polarizations can be derived easily from one original Green’s function by
utilizing this property of the spatial frequency method.

In previous work, the spatial frequency approach was used for analyzing scattering from infinite,
one-dimensional conducting surfaces [7]. In this study, the spatial frequency method is extended to
scattering from two-dimensional, conducting objects, such as metallic cylinders of arbitrary cross-
sections. In discrete processing, only Green’s functions represented by circulant Toeplitz matrices
can be converted to diagonal matrices in the spatial frequency domain [6]. However, in practice,
the Green’s function matrices are generally Toeplitz matrices and not circulant Toeplitz matrices.
A method for converting the Toeplitz matrix to a circulant Toeplitz matrix without altering the
problem and increasing the computer storage requirements is developed and used in this technique.
An analytical expression for the induced currents are obtained in terms of a diagonal Green’s
function matrix in the spatial domain and the spatial frequency transform of the incident fields on
the conducting surface.

A Taylor series expansion is used to avoid the need for matrix inversion. By truncating the
Taylor series, one is able to generate results with different degrees of accuracy. Simulation results
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for scattering from cylinders of different sizes and cross-sections are generated and compared with
the method of moments for accuracy. In addition to the analysis of electromagnetic scattering,
this technique also lends itself well to the synthesis of scattering patterns. Several examples of how
the spatial frequency technique may be applied to the synthesis of two-dimensional targets with
prescribed scattering cross-sections is also presented.

2. THEORETICAL FORMULATION

The spatial frequency technique is studied in two-dimensions by applying the technique to scattering
from infinite conducting cylinders with rectangular and triangular cross-sections and parallel plate
structures. If a unit amplitude plane wave, with TM polarization, is incident on the structure at
an angle θ0, the boundary condition for the tangential electric field component on the conducting
surface can be written in terms of the surface current as [3]

k0η

4

∫

l′

Jz(r′)H
(2)
0 (k0

∣∣r − r′
∣∣)dr′ = −ej(k0x(r) sin θ0+k0y(r) cos θ0), (1)

where k0, and η are the plane wave’s propagation constant and wave impedance, respectively. Jz(·)
and H

(2)
0 (·) are the z-directed current density on the conducting surface and the Hankel function

of the second type, which represents the two-dimensional Green’s function. The right hand side of
Equation (1) represents the tangential component of the scattered electric field on the conducting
surface, which is equal and opposite to the tangential component of the incident electric field on the
surface. The integral is performed along a contour defined by the cross-section of the conducting
structure.

The discretized form of the IE given in Equation (1) may be written as a matrix equation

Gx = e, (2)

where x is the column vector representing the sampled current densities on the conducting sur-
face and e is the column vector representing the sampled scattered electric field components on
the conducting cylinder. The elements of the matrix G are generated from the two-dimensional
Green’s function. Note in a regular rectangular grid, the matrix G, which describes the convolution
operation, is both symmetric and Toeplitz.

In the MoM method, since e is known, x is obtained by inverting the matrix G [2]. Fast
algorithms such as the CG algorithm use an iterative approach to avoid the direct inversion of the
matrix [3]. In the proposed spatial frequency method, the N×N two-dimensional FFT is converted
to a vector of length N × N . Each N × N vector represents the electric fields or the currents in
the spatial frequency domain. A matrix F is defined as the two-dimensional FFT operator. The
columns of the matrix, F , represent each discretized spatial point from the region of interest, in
the spatial frequency domain. Since each spatial point is orthogonal to all the others, the F matrix
is unitary.

The Toeplitz matrix G is transformed into a larger circulant Toeplitz matrix by padding addi-
tional rows and columns [7]. It has been shown that the minimum number of padding elements
required in each dimension to convert a N × N Toeplitz matrix to a circulant Toeplitz matrix is
N − 1 [6]. In this study, the additional padding is equal to the number of observation points on
the conductor, which results in an extended region with the same dimension as the discretized
dimension of the conducting region and thus, a doubling of the size of the matrix. In this paper,
the extended region is referred to as the complementary space as it is orthogonal to the conducting
surface. The new matrix equation representing the IE in the spatial frequency domain is written
as

GC x̂ = e + ∆e, (3)

where GC is the larger circulant Toeplitz matrix, x̂ is the original current vector padded with
zeros, and ∆e is some unknown electric field component in the complementary space. When the
two-dimensional, FFT operator F is applied to both sides of (3), it yields

FGC x̂ = FGcF
HFx̂ = Fe + F∆e. (4)

Since GC is circulant Toeplitz, Equation (4) can be re-written as

GDF1x = F1e + F2∆e, (5)
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where GD is the diagonal matrix, whose diagonal elements are equal to the FFT of the primary
row of matrix GC . F1 and F2 are columns of F which correspond to the two orthogonal subspaces
consisting of points on the conducting surface and points in the complementary space, respectively.
Since these subspaces are orthogonal, projecting Equation (5) onto the F1 subspace yields,

FH
1 GDF1x = e. (6)

Similarly, projecting Equation (5) onto the F2 subspace yields,

FH
2 GDF1x = ∆e. (7)

Using the diagonal property of GD, inverting Equation (5) yields,

x = FH
1 HDF1e + FH

1 HDF2∆e, (8)

where HD is the diagonal matrix which is the inverse of the matrix, GD.
Using Equation (7) and substituting for ∆e, the current and field vectors are related by

FH
1 HDF1e = (I −A)x, (9)

where the matrix A is given by A = FH
1 HDF2F

H
2 GDF1. Solving for x and then using the Taylor

series expansion yields
x =

(
I + A + A2 + . . .

)
FH

1 HDF1e. (10)

In Equation (10), the matrix inversion is replaced by the Taylor series expansion of (I − A)−1.
A is low rank matrix which may be inverted using the Miller method for inverting a sum of two
matrices, where one matrix is a low rank matrix [8]. The Miller method for inverting matrix sums
is based on the broader Sherman-Morrison formula [9]. In this study, the Taylor series expansion
is used instead. The Taylor series form in Equation (10) allows one to choose the level of accuracy
needed by truncating the series.

3. SIMULATION RESULTS

The spatial frequency method described in the previous section is verified by generating scattering
simulations using MATLAB. The method is initially tested with the direct MoM solution which
involves a direct matrix inversion. Figure 1 shows the currents induced on a conducting square
cylinder whose side dimension is 2λ, when a TM wave is incident normally on one side of the
cylinder. Figure 1(a) shows the cross-section of the cylinder. The cylinder is considered to be of
infinite extent in the z-direction. Figure 1(b) shows the induced current density along the surface of
the conducting surface. Figure 1(c) shows a three-dimensional perspective of this current density.

The spatial frequency method is verified and validated by using this method for generating the
induced currents for the same square cylinder shown in Figure 1. Figure 2 shows the simulated
currents using the spatial frequency method for a TM wave incident on one side of the cylinder. The
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Figure 1: The induced currents calculated using the method of moments on a square box of dimension 2λ
whose cross-section is shown in (a). The currents along the length of the surface are shown in (b). (c) shows
the three-dimensional view of the current distribution.
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current densities shown in Figure 2 are identical to the current densities generated by the standard
MoM as shown in Figure 1. Clearly, the results generated by the spatial frequency method are
consistent with the well-established MoM approach.

The spatial frequency method is also used to calculate the scattering from two infinite parallel
conducting plates. The width of the plates is 2λ and they are separated by a distance of λ/16.
Figure 3 shows the induced current densities on the two plates when a TM wave is incident normally
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Figure 2: The induced currents calculated using the spatial frequency method on a square box of dimension
2λ whose cross-section is shown in (a). The currents along the length of the surface are shown in (b). (c)
shows the three-dimensional view of the current distribution.
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Figure 3: The induced currents calculated using the spatial frequency method on two parallel plates of
dimension 2λ and separation λ/16 as shown in (a). The currents along the length of the two surfaces are
shown in (b). (c) shows the three-dimensional view of the current distribution.
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are shown in (b). (c) shows the three-dimensional view of the current distribution.



2208 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

on one plate. As expected, the currents induced on the top plate is higher than the currents induced
on the bottom plate.

Figure 4 shows the currents induced in a cylinder with a right-angled triangular cross-section.
The cross-section is shown in Figure 4(a). The cross-section consists of two equal perpendicular
sides of size 1.414λ and a hypotenuse of 2λ. A TM wave is assumed to be incident on the largest
side.

4. CONCLUSIONS

A fast and accurate technique for calculating the scattering from two-dimensional conducting sur-
faces is developed. The technique utilizes the FFT to transform the integral equation from the
spatial domain to the spatial frequency domain. The two-dimensional FFT is used in this paper
to represent the scattered electric fields as a product of the spatial frequency representation of the
induced currents and the spatial frequency representation of the two-dimensional Green’s function.
Simulations are performed for infinite cylinders of different cross-sections and parallel plate struc-
tures. The results from spatial frequency method are compared with the results from the standard
MoM solution and they appear to produce identical results. The spatial frequency method is shown
to be significantly faster than the standard MoM method. In the future, a three-dimensional version
of the model will be presented to describe scattering from three-dimensional conducting objects.
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Abstract— We present two methodologies that improve the performance of the alternating-
direction-implicit (ADI) finite-difference time-domain (FDTD) scheme. The first one exploits op-
timized spatial operators and implements an artificial-anisotropy approach, so that errors around
a central frequency are minimized. According to the second scheme, a matching-terms procedure
is applied to the dispersion relation, so that approximations that improve space-time errors in
a wideband fashion are obtained. The successful implementation of these principles is validated
theoretically, while numerical tests reveal their advantageous properties in practical simulations.

1. INTRODUCTION

Being free of time-step limitations, unconditionally-stable computational methods are appropri-
ate for densely-sampled discrete models, despite exhibiting higher complexity than more classic
methodologies, such as the explicit finite-difference time-domain (FDTD) scheme [1]. Uncon-
ditional stability is a fundamental feature of specific implicit FDTD algorithms, which include
the alternating-direction-implicit (ADI) method [2], the locally-one-dimensional approach [3], the
Crank-Nicolson technique [4] and other split-step methodologies [5].

Our interest herein is focused on the 3D ADI-FDTD method with fourth-order spatial opera-
tors and the improvement of its accuracy, while avoiding augmentation of the computational cost.
Given the significance of unconditional stability, various solutions that mitigate discretization er-
rors have been already presented. For instance, a parameter-optimized 2D ADI-FDTD method is
developed in [6], while a similar parameterization based on the (2, 4) stencil is described in [7]. The
incorporation of additional terms related to the truncated ones in the implicit updates is proposed
for the error-reduced ADI algorithms of [8]. In [9], the use of compact high-order finite differences
that also reduce the bandwidth of the involved matrices is suggested. Anisotropic parameters are
exploited in [10] as a means of controlling errors at a selected frequency, while artificial anisotropy is
combined with high-order operators in [11]. More recently, correctional coefficients are introduced
in [12] in the context of the one-step leapfrog ADI-FDTD scheme.

The main contribution of this paper is the development of two approaches capable of increasing
the reliability of the 3D ADI-FDTD algorithm. The first scheme introduces novel spatial operators
with three-cell stencils, which are designed to minimize the error of the approximate differentiation
of specific test functions. The new expressions are then combined with artificial anisotropy, so
that flaws are corrected around a central frequency. The second approach has a more wideband
effect and relies on the numerical dispersion relation of the method. By requiring the matching
of low-order terms, modified second-order spatial operators are deduced that compensate for the
combined space-time errors. It is shown that both solutions improve the ADI-FDTD algorithm
with standard fourth-order operators, proving that non-traditional methodologies can be exploited
for the performance upgrade of unconditionally-stable schemes.

2. METHODOLOGY

The ADI-FDTD method is a perturbation of the Crank-Nicolson scheme and is commonly realized
as a two-stage process with implicit update equations:

(
I− ∆t

2
A

)
un+1/2 =

(
I +

∆t

2
B

)
un,

(
I− ∆t

2
B

)
un+1 =

(
I +

∆t

2
A

)
un+1/2 (1)
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where A, B are derivative matrices,

A =
[

0 Ah

Ae 0

]
, Ah =

1
ε

[ 0 0 Dy

Dz 0 0
0 Dx 0

]
, Ae =

1
µ

[ 0 Dz 0
0 0 Dx

Dy 0 0

]
(2)

B =
[

0 Bh

Be 0

]
, Bh = −1

ε

[ 0 Dz 0
0 0 Dx

Dy 0 0

]
, Be = − 1

µ

[ 0 0 Dy

Dz 0 0
0 Dx 0

]
(3)

I is the identity matrix, and u = [Ex Ey Ez Hx Hy Hz]T is the vector of all field components. Our
goal is to modify only the derivative matrices, yet derive algorithms with lowered space-time errors.
In this framework, the following operators are considered to be used in (2), (3):

Du f |i =
1

∆u

[
Cu

1

(
f |i+ 1

2
− f |i− 1

2

)
+ Cu

2

(
f |i+ 3

2
− f |i− 3

2

)]
, u ∈ {x, y, z} (4)

2.1. Improvement around a Center Frequency

The first approach entails a two-step implementation. First a set of new spatial approximations,
designed according to dispersion-controlling principles, is derived. Specifically, the errors pertinent
to the parametric operators (4) can be estimated, when the test function e−jk·r is considered. For
simplicity, we examine the case of the Dz operator only. Given that it is ∂

∂z e−jk·r = −jk cos θe−jk·r,
the error related to Dz can be described by the formula

Ez =
2

∆u

2∑

`=1

C`
z sin

(
2`− 1

2
k cos θ∆z

)
− k cos θ (5)

To reduce the above error uniformly, the expansion of (5) in terms of spherical harmonic functions
Y m

` is exploited. In essence, it is found that Ez = E1
z Y 0

1 + E3
z Y 0

3 + . . ., where

Y 0
1 (θ, φ) =

√
3
4π

cos θ, Y 0
3 (θ, φ) =

√
7
4π

(
5
2
cos3θ − 3

2
cos θ

)
(6)

By canceling the lowest terms (E1
z = E3

z = 0), the unknown coefficients can be determined:

 Z1

(
π

Nz

)
1
9Z1

(
3π
Nz

)

Z2

(
π

Nz

)
1
81Z2

(
3π
Nz

)



[
Cz

1
Cz

2

]
=

[
1
3

(
π

Nz

)3

0

]
(7)

where Z1(x) = sinx − x cosx, Z2(x) = x(x2 − 15) cosx + 3(5− 2x2) sinx, and Nz = λ/∆z. A
similar procedure is followed for the calculation of the remaining spatial approximations.

In practice, the above-analyzed finite differences are not sufficient, since the implementation
of ADI algorithms is commonly combined with time-steps larger than standard stability limits.
Hence, the pertinent temporal error is the dominant one, and it cannot be handled by simply
incorporating the new operators (4), (7). Since further calibration of the computational scheme
is required, an improved version of the artificial anisotropy approach is also incorporated. This
technique modifies the properties of the background medium, by introducing a modified substitute
with diagonal anisotropy. It is based on the scheme’s numerical dispersion relation, which has the
form

tan2
(

ω∆t
2

)

c2
0∆t2

=
4c2

0∆t2
(

S2
xS2

y

εrxεryε2rz
+ S2

yS2
z

ε2rxεryεrz
+ S2

zS2
x

εrxε2ryεrz

)
− 16

(
S2

x

εryεrz
+ S2

y

εrxεrz
+ S2

z

εrxεry

)

64−
(
c3
0∆t3

SxSySz

εrxεryεrz

)2 (8)

where εrx, εry, εrz denote the relative permittivities along the three axes and

Su = − 2j

∆u

[
Cu

1 sin
(

1
2ku∆u

)
+ Cu

2 sin
(

3
2ku∆u

)]
, u ∈ {x, y, z} (9)
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Now, εrx, εry, εrz are treated as design parameters. First, their values that guarantee zero error at
three directions ((θ, φ) = (0, φ), (π

2 , 0), (π
2 , π

2 )) are obtained. Then, the average error, defined as

AE =
1
4π

∫ 2π

0

∫ π

0

c̃− c0

c0
sin θdθdφ (10)

is estimated, and a correction to the light speed is performed (c0 ← c0(1 + AE)), so that the
re-calculation of the material parameters leads to a mean error closer to zero. This procedure is
repeated until convergence is achieved. A flowchart that sketches the aforementioned implementa-
tion is given in Fig. 1(a). The influence of the material modification and the new operators on the
scheme’s performance is evident in Fig. 1(b), where the average value of the % error is plotted as a
function of the grid density, in the case of cubic cells and Q = 5 (Q = c0∆t

√
∆x−2 + ∆y−2 + ∆z−2).

As observed, the proposed modification enables controlling the performance of the ADI-FDTD
method, by reducing errors around the selected frequencies of interest.

(a) (b)

Figure 1: (a) Flowchart depicting the calculation of the artificial anisotropy parameters. (b) Average error
versus mesh density for the first optimization method (the point of error minimization is given in brackets).

2.2. Wideband Design Based on the Dispersion Relation

We now investigate the potential of improving the ADI-FDTD algorithm in a more wideband
context. It is desirable that the modified operators should include constant, rather than frequency-
dependent coefficients, since the latter are optimum only at one frequency point. To ensure that spa-
tial and temporal errors remain balanced for all frequencies, the spatial operators are selected to be
second-order accurate, by enforcing Cu

1 +3Cu
2 = 1, u ∈ {x, y, z}. Additional constraints are obtained

via proper manipulation of the dispersion relation. If the latter is written as DR(ω, k̃, θ, φ) = 0,
then DR(ω, ω/c0, θ, φ) can be considered to reflect discretization errors. In essence, we obtain the
formula

DR

(
ω,

ω

c0
, θ, φ

)
' 1

6

(
ω

c0

)4

(c0∆t)4 +
{

1
64

k2
xk2

yk
2
zk

2
0q

2 − 1
4

[ (
k2

xk2
y + k2

xk2
z + k2

yk
2
z

)
q2

+
4
3

(
(Cx

1 +27Cx
2 ) k4

x+(Cy
1 + 27Cy

2 ) k4
yRy

2+(Cz
1 + 27Cz

2 ) k4
zRz

2
) ]}

∆x2 (11)

where ∆t = q∆x/c0 and Ru = ∆u/∆x. We should choose spatial operators that reduce the
magnitude of the aforementioned expression. Since three more equations are required, a simple
approach entails the selection of specific directions that correspond to the three axes, where DR ' 0
is enforced. In this way, the obtained coefficients do not exhibit any frequency dependency, and
the accuracy improvement is guaranteed over all wavelengths. Specifically, we end up with:

Cu
1 + 27Cu

2 = −2q2

R2
u

, u ∈ {x, y, z} (12)
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Combined with the requirements for second-order accuracy, (12) yields the following coefficients:

Cu
1 =

9
8

+
q2

4R2
u

, Cu
2 = − 1

24
− q2

12R2
u

, u ∈ {x, y, z} (13)

which reduce to the values of the fourth-order operators only in the limit case of a zero time-step.
An assessment of the new operators’ positive contribution is made in Figs. 2(a) and 2(b), where

the error |1 − c̃/c0| · 100% is plotted in spherical coordinates (case of cubic cells with λ/50 sides,
Q = 5). A non-trivial improvement is accomplished, as the maximum error is reduced by 5.85
times. Actually, a similar conclusion can be drawn even if the error is integrated (averaged) over all
directions (reduction by 6.53 times is then observed). If the performance is examined over a range
of frequencies, then one verifies the unsuitability of conventional operators, which fail to address
the issue of low-order temporal accuracy. This property is evident in Fig. 3, where the average error
versus mesh density is given for different time-step sizes (Q = 5 and Q = 10). From this result,
it is concluded that the proposed methodology produces a more consistent discretization scheme,
compared to the standard (2, 4) stencil.

3. NUMERICAL RESULTS

In the first numerical test a 4×4×4 cm3 cavity is considered, where the (2, 1, 1) mode at 9.179GHz
is excited. The L2 error with respect to Ex is recorded for a time period that corresponds to 1000
iterations in the case of the 903-cell mesh. We select Q = 5, i.e., a time-step five-times larger than
the common stability limit. Fig. 4(a) compares the maximum L2 values for different grids, in the
case of the standard fourth-order operators and the scheme of Subsection 2.1. The depicted results

(a) (b)

Figure 2: 3D % error in numerical velocity (Q = 5, ∆x = λ/50, Ry = Rz = 1) in the case of (a) fourth-order
operators, and (b) proposed operators (13).
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Figure 4: (a) Performance of the first scheme in a cubic cavity problem. (b) Performance of the second
scheme in the detection of the cavity’s resonant modes.

are consistent with the theoretical analysis and verify the superiority of the proposed approach,
since an accuracy amendment by more than eight times is reported. Continuing with the same
resonant structure, the wideband scheme of Subsection 2.2 is examined next, in the problem of
detecting the resonant frequencies of the cavity’s lowest 13 modes. Fig. 4(b) describes the absolute
errors in the case of the fourth-order and the novel operators (13). It is concluded that this second
modification provides a more precise discrete model than the standard solution, enabling more
accurate predictions for the resonant frequencies (in average, the pertinent error is almost halved).

4. CONCLUSIONS

We have shown that performance enhancement of the ADI-FDTD method is feasible in two different
ways. By combining the concept of artificial anisotropy with optimized spatial operators, precision
is improved in the vicinity of a pre-selected wavelength. A more broadband correction is succeeded,
if the dispersion relation is treated as an error formula, and a matching-terms procedure is applied.
In both cases, considerable improvement compared to the standard fourth-order approximations
has been verified, without any penalties regarding the computational overhead.
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Abstract— We propose a variational method to solve Maxwell’s equations in singular axisym-
metric domains with arbitrary data. Considering the equations written in (r, θ, z), we use a
Fourier transform in θ to reduce 3D equations to a series of 2D equations, depending on the
Fourier variable k. We then consider the case k = 0, corresponding to the full axisymmetric
case, and focus on the computation of the magnetic field. The non stationary variational formu-
lation to compute the solution is derived, and solved with a finite element approach. Numerical
examples are shown.

1. INTRODUCTION

We propose a new variational method to compute 3D Maxwell’s equations in an axisymmetric
singular 3D domain, generated by the rotation of a singular polygon around one of its sides,
namely containing reentrant corner or edges. We consider the equations written in (r, θ, z) and use
a Fourier transform in θ to reduce 3D Maxwell’s equations to a series of 2D Maxwell’s equations,
depending on the Fourier variable k. The principle is to compute the 3D solution by solving several
2D problems, each one depending on k.

Let us denote by (Ek, Bk) the electromagnetic field for each mode k. Following [2, 4], it can
be proved that this solution can be decomposed into a regular and a singular part. The regular
part can be computed with a classical finite element method. The singular part is more difficult
to compute, as it belongs to a finite-dimensional subspace. Its dimension is equal to the number
of reentrant corners and edges of the 2D polygon that generates the 3D domain by rotation. We
will propose a variational approach, based on a decomposition of the computational domain into
subdomains, and we will derive an ad hoc variational formulation.

We will derive the non stationary variational formulation to compute the solution. Following [4],
this will require first to derive the system of equations solved by the singular parts for each k. Then
to derive and solve the time-dependent variational formulation depending on k, for each mode. We
will then detail the case k = 0, corresponding to the full axisymmetric case, and illustrate it with
numerical results.

2. THE 3D MAXWELL EQUATIONS

Let Ω be a bounded and simply connected Lipschitz axisymmetric domain in R3, limited by the
surface of revolution Γ. We denote by n the unit outward normal to Γ, and by ω and γb their
intersections with a meridian half-plane (see Fig. 1). In the text, names of scalar quantities usually
begin by an italic letter, whereas they begin by a bold letter for vector quantities. We denote by
γ the boundary ∂ω = γa ∪ γb, where γa is the segment of the axis lying between the extremities of
γb. We denote ννν is outward normal, and by τττ the unit tangential vector such that (τττ , ννν) is direct.

r

z

Figure 1: The Ω and ω domains.
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The natural coordinates for this domain are the cylindrical coordinates (r, θ, z) with the basis
vectors (er, eθ, ez). A meridian half-plane is defined by the equations θ = constant. However,
when symmetry of revolution is not assumed for the data, but only for the domain Ω, one can
not reduce the problem to a two-dimensional one by assuming that ∂/∂θ = 0. For this reason,
we continue to deal with a three-dimensional problem. The time-dependent Maxwell equations in
vacuum can be expressed

∂E
∂t

− c2curl B = − 1
ε0

J, div E =
ρ

ε0
, (1)

∂B
∂t

+ curl E = 0, div B = 0 , (2)

where E is the electric field, B is the magnetic induction, and ρ and J are the charge and current
densities. These quantities depend on the space variable x and on the time variable t. These
equations are supplemented with perfect conductor boundary conditions, namely

E× n = 0 and B · n = 0 on the boundary Γ.

together with homogeneous conditions at initial time t = 0, says (E,B)|t=0 = (E0,B0), for some
given (E0, B0). As explained in [1], it is worthwhile from a numerical point of view to write
Maxwell’s equations as second order formulations. Eliminating E and B between the evolutions
equations of (1) and (2), one can replace them by

∂2E
∂t2

+ c2curl curlE = − 1
ε0

∂J
∂t

, (3)

∂2B
∂t2

+ c2curl curlB =
1
ε0

curl J . (4)

The divergence equations and boundary conditions still holding, and initial conditions for the time
derivatives ∂tE|t=0, ∂tB|t=0 are supplemented, see details in [1]. In the following, we will concentrate
on the magnetic field B.

We now introduce the variational formulation of the problem. The function spaces are defined
with classical notation. The usual scalar product of L2(Ω) are denoted by (·, ·). We shall also need
to use the standard spaces and norms

H(curl , Ω) = {v ∈ L2(Ω), curl v ∈ L2(Ω)},
H(div , Ω) = {v ∈ L2(Ω), div v ∈ L2(Ω).

We also introduce H0(div ; Ω), the subspace of H(div , Ω), with a vanishing normal trace, that is
v · n|Γ = 0. The magnetic field naturally belongs to the space

Y (Ω) = H (curl ; Ω) ∩H0 (div v; Ω) .

The scalar product on Y is defined as

a (u,v) := (curl u, curl v) + (div u,div v) .

so that the variational formulation we have derived is written
Find B ∈ Y (Ω) such that:

d2

dt2
(B(t),C) + c2 a (B(t),C) =

1
ε0

(curl J,C) ,∀C ∈ Y (Ω) . (5)

3. TWO DIMENSIONAL REDUCTION

If we do not assume a priori that the data are axisymmetric, so we can not perform
∂

∂θ
= 0. Hence,

the problem, at this stage, can not be reduced to a two dimensional one. However, based on the
symmetry of revolution of the domain Ω, we can characterize the electromagnetic fields by their
Fourier series in θ. For a function v(r, θ, z) ∈ L2(Ω), one can define

v (r, θ, z) =
1√
2π

∑

k∈Z
vk (r, z) eikθ
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where vk(r, z) = vk
rer + vk

θeθ + vk
zez, so that for all u,v ∈ L2(Ω), one has (u,v) =

∑

k∈Z
(uk,vk)L2

r(ω).

The regularity of the Fourier coefficients vk in Sobolev spaces defined on ω can be related to that
of v, in the corresponding spaces defined on Ω. Details can be found in [3, 4].

From this definition, one readily gets that

curl v =
1√
2π

∑

k∈Z
curl kvkeikθ and divv =

1√
2π

∑

k∈Z
div kvkeikθ, (6)

where curl k and div k are defined by replacing the derivation with respect to θ by ik in the standard
definition of curl and div . As a consequence, a function v belongs to Y(Ω) if and only if, for all
k ∈ Z, its Fourier coefficients vk belong to the space Y(k)(ω) defined by

Y(k)(ω) = {vk ∈ L2
r(ω), curl kvk ∈ L2

r(ω), div kvk ∈ L2
r(ω), vk · n|γb = 0}.

Based on the linearity of the Maxwell equations and on the orthogonality of the Fourier modes for
each k, one can readily derive from (6) that the magnetic field B is solution to (5), if its Fourier
coefficients Bk verify the formulation, for each mode k
Find Bk ∈ Y(k)(ω) such that, for all C ∈ Y(k)(ω):

d2

dt2

(
Bk(t),C

)
+ c2 ak

(
Bk(t),C

)
=

1
ε0

(
curl kJk,C

)
, (7)

where
ak(u,v) = (curl ku, curl kv) + (div ku, div kv) .

4. THE NUMERICAL METHOD

From now on, we will only consider the case k = 0, corresponding to the full axisymmetric case.
Also in this case, the reduced two dimensional domain ω remains singular (see Figure 1), and we
have to deal with singularities. The construction of the numerical method is based on theoretical
results proved in [7]. Indeed, the space of solution Y(0) can be decomposed in

Y(0) = YR
(0) ⊕YS

(0).

Above, YR
(0) is a regular subspace of H1(ω), which is the space of solutions in case of a regular

domain, whereas YS
(0) is a singular subspace. As a consequence, the magnetic field solution B0 can

be decomposed into a regular and a singular part, says

B0 = B0
R ⊕B0

S . (8)

Moreover, the singular subspace is of finite dimension, the dimension of which depending on the
number of singularities in the domain ω. For simplicity, we assume in what follows that there is
one singularity. Let us introduce y0

S the basis of YS
(0). Using that the basis is time independent,

one gets that the singular part B0
S can be decomposed into

B0
S = µ(t)y0

S

where µ(t) is a smooth function in time. As a consequence, decomposition (8) can be expressed

B0(t) = B0
R(t)⊕ µ(t)y0

S . (9)

The computation method for the singular basis y0
S was presented in [5] (see also [6] for the electric

case). We present here the computation of the regular part B0
R(t), and of the solution B0(t).

Hence, we need to compute the values of B0
R(t) and µ(t). Writing formulation (7) for k = 0, using

the ad hoc Green formula together with the boundary condition, the final variational formulation
reads
Find B0(t) ∈ Y(0) such that:

d2

dt2
(
B0(t),C

)
+ c2a0

(
B0(t),C

)
=

1
ε0

(
curl 0 J0,C

)
, ∀C ∈ Y(0) . (10)



2218 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

By taking into account that B0(t) = B0
R(t) + µ(t)y0

S , this variational formulation can be expressed
Find B0

R ∈ YR
(0) and µ(t) such that:

d2

dt2
(
B0

R(t),C
)
+µ′′(t)

(
y0

S ,C
)
+c2a0

(
B0

R(t),C
)
+c2µ(t)a0

(
y0

S ,C
)
=

1
ε0

(
curl 0J0,C

)
, ∀C∈Y(0). (11)

Writing the above variational formulation, first for regular test functions CR ∈ YR
(0), then for

y0
S ∈ YS

(0), we finally obtain the system of equations

d2

dt2
(
B0

R(t),CR

)
+ µ′′(t)

(
y0

S ,CR

)
+ c2 a0

(
B0

R(t),CR

)
+ c2 µ(t) a0

(
y0

S ,CR

)

=
1
ε0

(
curl 0 J0,CR

)
, ∀CR ∈ YR

(0). (12)

d2

dt2
(
B0

R(t),y0
S

)
+ µ′′(t)

(
y0

S ,y0
S

)
+ c2 a0

(
B0

R(t),y0
S

)
+ c2 µ(t) a0

(
y0

S ,y0
S

)

=
1
ε0

(
curl 0 J0,y0

S

)
, ∀y0

S ∈ YS
(0) . (13)

A conforming finite element method has been developed, based on the FreeFem++ package [8], to
solve this problem. Numerical illustrations are given in the following section.

5. NUMERICAL RESULTS

We consider the 3-D top hat domain Ω with a reentrant circular edge, that corresponds to an
L-shaped 2-D domain ω with a reentrant corner. We are interested in computing the magnetic field
B0(t) created by a current loop. In a first instance, we consider this domain and compute the basis
of y0

S , on which a perfectly conducting boundary condition is imposed. Then, initial conditions
are set to zero, and a current is defined as J0(t) = 10 sin(λt)eθ, with a frequency λ/2π = 2.5GHz.
The support of this current is a little disc centered around the middle of the domain. This current
generates a wave which propagates circularly around the current source. Physically, as long as the
wave has not reached the reentrant corner, the field is smooth.

Let tI be the impact time, then, if one writes B0(t) = B0
R(t) + µ(t)y0

S , µ(t) = 0 for all t lower
than tI , and B0(t) and B0

R(t) coincide. On the other hand, for t > tI , µ(t) 6= 0 (and so µ(t)y0
S is)

and the total field differs from its regular part. This behavior is illustrated on Figures 2 and 3.

Figure 2: Singular basis y0
S and B0(t1) for t1 < tI . Figure 3: B0(t2) and B0

R(t2) for t2 > tI .

6. CONCLUSION

We have presented a variational formulation to solve the Maxwell equations in singular axisymmet-
ric domains with arbitrary data. It is based on the use of a Fourier transform in θ to reduce 3D
equations to a series of 2D equations, depending on the Fourier variable k. As an illustration, we
completely derived the case k = 0, that corresponds to the full axisymmetric case. The approach
was implemented and a numerical example was shown, to illustrate the feasibility of the method.
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Abstract— The electromagnetic characterization of dielectric media is a major issue in many
industrial fields. Non-contact radiofrequency (RF) inductive techniques are well suited for the
non-invasive evaluation and monitoring of dielectric media. In this paper, we investigated the
relevance of a semi-analytical modeling technique, so-called distributed point source method
(DPSM) to model the interactions of a RF single loop antenna with a dielectric medium containing
a dielectric inclusion. The resistance of the antenna, which is related to the conductivity of the
investigated media, can be estimated using DPSM. A series of experiments were carried out to
validate the computed results. Furthermore, a simple system constituted of two RF single loop
antennas is considered to locate the position of an inclusion. The DPSM was used to study the
ability of such a system to locate the inclusion.

1. INTRODUCTION

The dielectric properties (electrical conductivity σ and dielectric permittivity ε) of organic media
are recognized as relevant indicators of their physical state. The estimation of these properties is
an interesting issue in many industrial fields, such as civil engineering, oil, food [1] or medicine [2].
Indeed, the dielectric spectroscopy techniques are widely used to characterize the state of the storage
or processing of the food product [3] and the dielectric properties in the field of RF or in the field
of microwave can be used as relevant indicators to detect and monitor the pathological evolution
for human health and well-being [4–7]. However, because of contact issues [8], these techniques
show limitations for in-vivo, for non-invasive or for wearable implementations. So the contactless
inductive techniques have been developed for the dielectric characterization of organic media [7, 8].
Since the state of organic media affects both dielectric parameters [9], it seems relevant to consider
RF techniques. To implement such a method, an RF antenna can be used as a transmit and receive
sensor. The antenna radiates a variable magnetic field which induces eddy currents (related to the
electrical conductivity) and displacement currents (related to the permittivity) of the medium. In
turn, the induced currents change the radiated magnetic field by magnetic coupling. These changes
may be sensed by reading out the RF antenna impedance changes. As a result, the analysis of
the sensor impedance enables to read out the dielectric property changes of the medium. In this
study, we aim at modeling the interactions between an RF antenna (a coil) and a dielectric medium
(e.g., a tissue) containing a dielectric object of different properties (e.g., a lesion in a tissue). We
investigate here the relevance of a semi analytical modeling, called the distributed point source
method (DPSM), to accurately and efficiently model the interactions at stakes. In Section 2 of
the paper, we present the studied configuration and the basic principle of the implementation of
the DPSM. In Section 3, computations results are presented and validated by the experiment.
In Section 4, a two coils configuration is studied so as to evaluate the possibility of localizing a
dielectric inclusion within a dielectric medium.

2. IMPLEMENTATION OF DPSM MODELING

2.1. Studied RF Sensor Configuration
A simple sensor configuration was considered to evaluate the DPSM modeling. It is constituted of
a single loop RF antenna interacting with a dielectric medium including a dielectric inclusion (see
Fig. 1(a)). An experimental set up was built so as to validate the developed model (Fig. 1(b)). It
is constituted of a PCB copper loop coil with a radius R = 2 cm, which acts as a RF antenna. This
antenna is placed above the surface of a tank full of a dielectric solution at a distance d1 in the air,
defined as medium 1, featured by σ1 and ε1. The loop is connected to a vector network analyzer
(HP 4195A). The tank is filled with 10 liters of sodium chloride solution (medium 2, σ2 and ε2).
A plastic ball with a radius r = 4 cm is used as an inclusion and filled with another solution
(medium 3, σ3 and ε3). It is immerged below the interface medium1/medium2 with a distance d2.
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(a) (b)

Figure 1: (a) Studied configuration. (b) General experimental instruments.

Figure 2: DPSM geometry meshing in case of an inclusion.

From [11], we know that the impedance of such a loop antenna varies with the dielectric properties
of the medium with which it is electromagnetically coupled. More precisely, the real part of the
loop impedance is associated to the losses within the media (conductivity σ) and the imaginary
part of the impedance is linked to the permittivity ε. In our study, we focus on the sensing of the
conductivity changes. the quantity of interest is therefore the variations of the real part of the loop
impedance, ∆R:

∆R = Re(Zload − Z0) (1)

where Zload is the antenna impedance coupled with the medium and Z0 is the impedance in the
air. The Re represents the mathematical operation ‘real part’.

2.2. Basic Principles of the DPSM

The DPSM is a “mesh free” modeling technique, able to model 3D configurations with efficient
computational implementations [10]. It basically consists in the radiation of the distributed point
sources (DPS), which discretize the active radiation sources present in the workspace [10]. In our
study, the active sources of RF antenna are modeled by a series of DPS which radiate as Green’s
functions. In addition to these actives sources, virtual DPS called interface sources are used to take
account for the reflection/transmission effects between different media and boundary conditions.
With the sum of radiation of all DPS, the potential vector values within the whole workspace are
determined and other electromagnetic quantities can be derived from the potential vector. The
DPSM modeling of the configuration is shown in the Fig. 2. The loop antenna is modeled by a
series of Ns DPS, which are noted JS1 (and JS2 if a second loop coil is considered). The interface
1 is modeled by Na virtual DPS JA1 and JA2 and the interface 2 is modeled by Nb DPS denoted
JB2 and JB3. Then we assemble all the contributions of all the DPS (active and virtual) in the
workspace, according to:

C = M · J (2)

where M expresses the radiation of the DPS, J gathers the intensity of the DPS (known or unknown)
and C is the vector of boundary conditions, expressed in Eq. (3), where

⇀

A is the potential vector
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Figure 3: Relation between the conductivity σ2 in the inclusion and ∆R.

and the indication 1 and 2 represent medium 1 and 2, respectively.




⇀

A1 =
⇀

A2

1
µ1
· ∂

⇀

A1

∂
⇀
n

= 1
µ2
· ∂

⇀

A2

∂
⇀
n

(3)

The intensity of all DPS in the workspace can be provided by the numerical inversion of matrix
M , and then the magnetic field in the whole workspace can be obtained from the radiation of all
the DPS. Finally, the impedance of the loop sensor is given by Eq. (4) in which Φ is the magnetic
flux through the loop antenna, ω is the pulsation.

Z =
dΦ
dt

= jωΦ (4)

3. MODELING IMPLEMENTATION AND EXPERIMENTAL VALIDATION

In the simulation with only one coil JS1, the observation points number is Np = 10000. The
excitation DPS number Ns = 100 while the interface DPS number Na = Nb = 2000. We successively
set the conductivity σn the inclusion to σ2 = 0.003 S/m (pure water), 1 S/m, 4.5 S/m and 8 S/m
while the conductivity σ1 is maintained at 4.5 S/m. The distance d1 and d2 are set at d1 = 2 mm
and d2 = 4.1 cm respectively. Using the DPSM implemented at 11, 17 and 29 MHz, and using
Eq. (4) and Eq. (1), we can get the relation between ∆R and σ2 shown in Fig. 3.

The obtained computed results are compared to the experimental results obtained in the same
configurations. One can note that ∆R is proportional to the changes of conductivity σ2 in the
inclusion for all the frequencies. In addition, there is a good agreement between experiments and
computed results, once a multiplicative correction factor of 1.5 has been added to the experimental
data. This may be attributed to the fact that the tank used in the experiments is not large enough to
fit with the semi-infinite workspace that is assumed in the model. Nevertheless, it can be concluded
that DPSM is able to model the electromagnetic coupling between the RF antenna and a dielectric
medium including a dielectric inclusion.

4. MODELING TWO-COIL CONFIGURATION FOR THE LOCALIZATION OF
DIELECTRIC INCLUSION

A simple two RF loop antennas system is considered in this section to locate the dielectric inclusion.
We consider a second loop coil JS2 placed next to JS1 (Fig. 1). The observation points number is
now Np = 20000. The excitation DPS number is Ns = 100 while the interface DPS number are
Na = Nb = 500 in the computations. We set d1 = 2 mm and d0 = 2 mm. The radius of the loops
are R = 5mm. The radius of the inclusion is r = 3mm and the distance between the center of
the inclusion and the interface 1 is d2 = 4 mm. The proportion of the amplitudes between the two
loops C2 = I2/I1 is ranging from 0.01 to 10, inducing a variation of the induced magnetic field
distribution in the area of the inclusion, enabling to “scan” the vicinity of the two-coil system.
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With the help of the simulation, we calculate the relative differential resistance of the two coils
defined in Eq. (5) where R1 and R2 are the resistance of coil 1 and 2.

∆Rrelative = (R2 −R1)/R1 (5)

Changing C2 induces changes of the ∆Rrelative which exhibits a minimum value, denoted ∆Rrmin,
which also depends on the position d3 of the inclusion, as presented in Fig. 4. So we can establish
a relation between ∆Rrmin and C2 for different values of d3. Moreover, we can establish a relation
between the position of the inclusion d3 and the proportion C2 (Fig. 4(a)). As a result, the position
of the inclusion may be detected by changing the values of C2 and reading out the values taken by
the differential impedance.

In this simple case, the horizontal position of the inclusion between the two antennas is deter-
minated. If we add the other coil antennas in the other direction to compose an array of antennas,
we may find a way to locate the position of the inclusion in a two dimensional workspace.

(a) (b)

Figure 4: (a) Relation between ∆Rrelative and C2. (b) Relation between the inclusion position d3 and C2.

5. CONCLUSION

In this study we have established that DPSM appear to be suitable for the modeling of the elec-
tromagnetic coupling between RF loop antennas and a dielectric medium including a dielectric
inclusion. In addition, a system constituted of two coil antennas was studied using DPSM to
localize the inclusion in a one-dimensional research space. Further works will focus on the model-
ing and design of antenna arrays suitable for the localization of inclusions in a three dimensional
workspace. Furthermore, the modeling of more complex antennas such as multi-turn transmission
line resonators [9] will be considered for the design of high sensitivity single or multi-antenna sensing
devices.

REFERENCES

1. Isaksson, S. and U. Sapere, “Characterization of meat using dielectric spectroscopy,” Pro-
ceedings of the 10th Conference on Electromagnetic Wave Interaction with Water and Moist
Substances, ISEMA 2013, Weimar, Germany, September 25–27, 2013.

2. Hayashi, Y., N. Miura, N. Shinyashiki, et al., “Free water content and monitoring of heal-
ing processes of skin burns studied by microwave dielectric spectroscopy in vivo,” Physics in
Medicine and Biology, Vol. 50, No. 4, 599, 2005.

3. Ryynanen, S., “The electromagnetic properties of food materials: A review of the basic prin-
ciples,” Vol. 26, 409–429, 1995.

4. Gabriel, C., Dielectric Properties of Biological Materials, Taylor & Francis, 2006.
5. Raicu, V., N. Kitagawa, and A. Irimajiri, “A quantitative approach to the dielectric properties

of the skinm,” Physics in Medicine and Biology, Vol. 45, No. 2, L1, 2000.
6. Peyman, A., “Dielectric properties of tissues; variation with age and their relevance in exposure

of children to electromagnetic fields; state of knowledge,” Progress in Biophysics and Molecular
Biology, Vol. 107, No. 3, 434–438, 2011.



2224 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

7. Sill, J. M., and E. C. Fear, “Tissue sensing adaptive radar for breast cancer detection experi-
mental investigation of simple tumor models,” IEEE Transactions on Microwave Theory and
Techniques, Vol. 53, No. 11, 3312–3319, 2005.

8. Li, X., S. Hagness, B. D. Van Deen, and D. van den Weide, “Experimental investigation of
microwave imaging via space-time beamforming for breast cancer detection,” Proc. of the IEEE
International Microwave Symposium, Vol. 1, 379–382, 2003.

9. Masilamany, G., P.-Y. Joubert, S. Serfaty, B. Roucaries, and P. Griesmar. “Wireless imple-
mentation of RF probes for dielectric characterization of biological tissues,” IEEE MeMeA,
1–6, Lisbon, Portugal, June 11–12, 2014.

10. Placko, D. and T. Kundu, “Advanced magnetodynamic and electrodynamic problem” DPSM
for Modeling Engineering Problems, John Wiley & Sons, Inc., Hoboken, New Jersey, 2007.

11. Kraichman, M. B. and B. Martin, “Impedance of a circular loop in an infinite conducting
medium,” J. Res. Nat. Bureau of Standards, D. Radio Propagation, Vol. 66, No 4, 499–503,
1962.



Progress In Electromagnetics Research Symposium Proceedings 2225

Chaos Control in Virtual Cathode Oscillator by Cathode Structural
Optimization

Seyed Morad Ali Hashemi1, Ali Pirmoradi2, and Erfan Zabeh2

1Electromagnetics Research Laboratory, Sharif University of Technology, Tehran, Iran
2Department of Electrical Engineering, Sharif University of Technology, Tehran, Iran

Abstract— In this paper, Virtual Cathode Oscillator as a microwave generator is studied
concentrating on the nonlinear behavior of the microwave-plasma interaction that introduces
chaos to the output voltage and power of the generator. It is shown that periodic oscillations of
the electron beam strictly depend on the two most critical characteristics of the VCO, the input
maximum voltage and the cathode radius. The chaos caused by the critical values of these two
parameters, could restrict the maximum possible values of the input parameters, reducing the
overall maximum output values. The effects of these two parameters are studied trough PIC-code
simulations. The simulation results were used to extract the bifurcation diagrams and analyze
the chaos patterns accurately. Chaos, as a serious cause for overall efficiency and output power
reduction, is decreased applying a new method which is proposed considering the study results.

1. INTRODUCTION

Virtual cathode oscillator (VCO), as one of the simplest vacuum tube microwave generators con-
sidering its geometrical and constructional simplicity, has one of the most complex dynamical
behaviors. Nonlinear phenomena, present in microwave-plasma interaction in the active region of
the VCO, are the most important sources of the complexity of the electron beam dynamics and
microwave generation process in the device. Chaos, as one of the most important phenomena
appearing in the nonlinear dynamical systems, has been studied in the VCO performance [1–3].
Deeply nonlinear process of the microwave generation in VCO, considered as a dynamism governed
by a complicated system of nonlinear partial differential equations (PDEs) with boundary values
given by the geometry, materials and the other structural properties of the tube and initial con-
ditions defined by the input driving pulses, is an appropriate source for the chaos build up. It
has been shown that input anode-cathode voltage is one of the most important parameters in the
formation of the chaos in the considered system of nonlinear boundary value PDEs.

PIC-code simulation of the system has been used extensively to study the various aspects of
the chaotic behavior of a designed VCO. It has been shown that increasing input voltage pushes
the system towards the appearance of more and more periodic oscillations with different periods
leading finally to a completely chaotic performance. Bifurcation diagram showing this procedure
has been derived via numerical processing of the PIC-code results and has confirmed the results of
the time and frequency domain diagrams showing the deeply chaotic behavior of the system [4, 5].
The same has been done applying the PIC-code simulation of VCO for studying the effects of the
cathode radius on the chaotic behavior of the system and it has been shown that this parameter
deeply affects the chaotic performance of the designed system. Increasing cathode radius results
in increased irregularities in the generated microwave parameters. Bifurcation diagram has been
extracted considering the variations of the generated microwave parameters via changing cathode
radius.

This diagram elegantly shows the chaos formation process through the cathode radius variations.
Analyzing the simulation results, authors suggest a novel design for the cathode structure to improve
the system performance and control the chaotic behavior of the system. It has been shown that the
proposed cathode structure is capable of delivering higher current flows and beam powers to the
interaction region of the vacuum tube avoiding the chaos occurrence compared to the conventional
cathodes used in the similar systems.

2. SIMULATION AND ANALYSIS

Designed VCO diode structure has three main parts as shown by Figure 1. Shank the first part,
is made by a conductor material. Parts 2 and 3 are cathode and anode, respectively. The anode-
cathode voltage being increased enough the electric field on the cathode surface will go over the
threshold value required for electrons to be emitted from the cathode surface. Electrons emitted
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from the cathode will be accelerated up to the relativistic velocities in the region between cathode
and foil. Foil is used as an anode that lets electrons to pass through it. The electrons passing through
the foil are decelerated due to the presence of a large amount of previously emitted electrons that
are gathered at a distance from the foil that is almost equal to the anode-cathode gap distance.
Electrons coming later are forced back by the potential well produced by this bunch of electrons. For
this effect, the bunch of electrons is called virtual cathode. The back-scattered electrons will again
forced to change their direction getting enough close to the cathode surface. The oscillating electrons
together with the oscillating virtual cathode are the two origins of the generated microwave. It can
be shown that the less the acceleration of the moving electrons, the more the number density of
the electrons. Virtual cathode dynamics is the most important origin of the nonlinear behavior of
the VCO [3, 6, 7].

To avoid runtime problems in simulating progress, we use a 2D PIC-code. Number density of
the electrons is about 1014 particle/cm3 with about any 4000 adjacent electrons being considered
as a macroparticle to reduce the program running cost without any considerable error. Final 2D
simulation results are acceptable compared to the 3D simulation results because of the cylindrical
symmetry.

In all of the performed simulations we keep unchanged the device length of 50 cm device radius
of 4.8 cm and foil gap of 0.5 cm.

Figure 1: Schematic diagram of a VCO.

(a) (b)

(c)

Figure 2: Power diagrams obtained for several input voltage values: (a) V = 20 kV, (b) V = 200 kV, and
(c) V = 2000 kV.
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2.1. Anodecathode Voltage
Anode-cathode voltage was found out to considerably affect the chaotic behavior of the system.
This was done considering the power at the input port which is the point for applying the initial
condition for the system of the PDEs governing the microwave generator operation. By changing
the maximum input voltage, chaos was obviously appeared in the power time diagram as shown in
Figure 2. Transient time passed, power variations become vastly tolerating indicating the chaotic
patterns in the system. In a future work the exact relation between the tolerations and the chaos
will be explained. Another way to find the chaotic regions of the system operation is extracting
bifurcation diagrams of the system. Both methods were used to analyze the system chaotic perfor-
mance. Bifurcation diagram of the power is shown in Figure 3. The cone shape of the bifurcation
diagram shows that the number of extra periodic signals being introduced to the system increases
rapidly which is the clear characteristic of the chaos. For each analysis, we simulated the behavior
of the system for over 200 times, each time with a different anode-cathode voltage with all other
system parameters kept unchanged.

Figure 3: Bifurcation diagram extracted from simulations for system power due to the increasing anode-
cathode voltage.

It is clear from the diagrams that the more anode-cathode voltage is, the more toleration is
produced in the power at the input port which will be shown in a future work that is an indication of
the chaos build up in the system. It is due to the increasing number of the unwanted periodic signals
appearing in the system parameters. The system enters the chaotic region after 20 nanoseconds.
First figure has almost no toleration, while in the second figure power variations are approximately
108 watts. And in the third figure in which the voltage is 2000 kV, the power toleration amplitude
is almost 1010 watts.
2.2. Cathode Radius
In order to analyze the undesirable effects of this particular system parameter on its output pa-
rameters, bifurcation diagrams of these parameters with respect to the variations of the cathode
radius was extracted.

The behavior of the system was simulated for over 200 times with increasing cathode radius
while all other characteristics kept unvaried. In each simulation, system behavior in time domain
was studied considering time diagrams of several system parameters one typical example being
shown in Figure 4. The tolerance in amplitude in these diagrams depicts the undesirable chaotic
behavior of the system that we are seeking for, as explained for the anode-cathode results.

Bifurcation diagrams show that cathode radius has considerable effects on the chaotic behavior
of the system. This is done by the same PIC-code simulation as explained before. The bifurcation
diagram as depicted in Figure 5, shows that the larger the cathode radius, the more chaos would
occur in the system. Increasing the radius of the VCO cathode results in the injection of higher
current flows into the system and chaos appearance in the measured system power, considered as
a typical system parameter.

It can be seen that when the cathode radius is about 0.8 cm, the system is not quite chaotic
while at radii 1 cm and 4 cm, there are almost 108 watts tolerations in the power. It must be noted
that there are fluctuations in the bifurcation diagrams which will be explained in a complementary
future work.
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(a) (b)

(c)

Figure 4: Power diagrams obtained for several cathode radii: (a) R = 0.8 cm, (b) R = 1 cm, and (c) R = 4 cm.

Figure 5: Bifurcation diagram extracted through simulations for the system power due to the increasing
cathode radius.

3. RESULTS AND CONCLUSIONS

Small changes in anode-cathode voltage and cathode radius could make undesirable variations in
the output parameters, meaning that we have potentially unstable system causing problems when
getting enough close to the forbidden limits of the studied parameters. At this conditions final
efficiency will be reduced considerably. To solve this problem there is two main approaches. In the
first approach, being the most common way, the structure of the oscillator is changed to increase
the permitted limit of the parameters variations, achieving upper efficiencies and upper allowable
input powers. In the second method, the oscillator is fully redesigned to hold the all parameters
variations under their forbidden limits. Some novel structural optimizations are also introduced by
the authors to achieve higher efficiencies. The method will be expressed by details in the upcoming
reports.
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Abstract— We present optimizations of three-dimensional antenna arrays using heuristic tech-
niques coupled with the multilevel fast multipole algorithm (MLFMA). Without resorting to any
periodicity and infinity assumptions, antenna arrays are modeled with surface integral equations
and simulated via MLFMA, which also enables the analysis of arrays with non-identical elements.
Genetic algorithms and particle swarm optimization methods are employed on the complex data
produced by MLFMA in phasor domain to find optimal sets of antenna excitations. Effectiveness
of the developed mechanism is demonstrated on challenging optimization problems for increasing
the directive gain of arrays involving patch antennas.

1. INTRODUCTION

Optimizations of antenna arrays for required values of the directive gain, side-lobe level, beamwidth,
and in general, for the characterization of the overall radiation pattern, are popular problems in
antenna design and engineering [1–3]. Given an array of antennas, the aim is to find the optimal
set of excitations of its elements for desired radiation characteristics. For rapid optimizations,
simple approaches based on the array factor are very suitable, leading to very efficient designs
of excitations. Unfortunately, using these approaches, mutual couplings between antennas are
neglected or simplified, leading to significant deviations of the optimization results from real-life
measurements when the antennas are strongly coupled [4, 5]. For realistic optimizations, antennas
need to be modeled accurately, and if possible, via full-wave solvers; but, using highly accurate
solutions for the purpose of optimizations may not be trivial [6, 7].

In this work, we consider rigorous optimizations of antenna arrays using heuristic algorithms,
such as the genetic algorithms and particle swarm optimization methods, which are employed on
simulation results obtained with the multilevel fast multipole algorithm (MLFMA) [8]. MLFMA
allows for accurate simulations of antenna arrays, without any periodicity, infinity, and similarity
assumptions, and by taking into account all mutual couplings between antennas. For the optimiza-
tions of an M -element array at a single frequency, the number of full-wave simulations is only M ,
since complex current densities and radiation patterns can be combined via superposition without
omitting mutual couplings [2]. For a given array of static elements, these simulations also have
common computations, which can be used to accelerate the overall solution phase. The results
of M full-wave simulations can be used by the heuristic algorithms in order to perform the op-
timizations, e.g., for increasing the directive gain at desired directions, minimizing radiations at
given locations, and shaping the main beam by controlling the excitations. As an important advan-
tage, the developed optimization environment allows for multi-band optimizations, where radiation
characteristics at multiple frequencies are considered and optimized simultaneously for multi-band
applications.

2. OPTIMIZATIONS VIA HEURISTIC ALGORITHMS AND MLFMA

We consider three-dimensional finite arrays without any periodicity, similarity, and orientation
assumptions on the array elements (antennas). Antenna surfaces are modeled as perfect electric
conductors, which are formulated with the electric-field integral equation in phasor domain and
discretized with the Rao-Wilton-Glisson functions defined on triangular patches. Matrix equations
in the form of

Z̄EFIE · a = wEFIE (1)

are derived and solved, where a represents coefficients of basis functions to expand the electric
current induced on antenna surfaces. Once solved, the electric current can be used to obtain all
electrical characteristics of the array and its elements, e.g., radiated fields, directive gains, input
impedances, and reflection coefficients. Matrix equations described above are solved iteratively,



Progress In Electromagnetics Research Symposium Proceedings 2231

where the required matrix-vector multiplications are performed by MLFMA. This algorithm works
on tree structures that are constructed by recursively dividing given objects (antenna arrays) into
subdomains so that far-field electromagnetic interactions can be computed in a group-by-group
manner via aggregation-translation-disaggregation stages, while only sparse parts of the matrices
(near-field interactions) are stored in memory [10].

The efficient and accurate mechanism constructed for the optimizations of antenna arrays can
be further described as follows.

1. In a global setup stage, we compute near-field interactions, translation operators, and pre-
conditioners that are common in all MLFMA simulations required for the optimizations.
Near-field interactions can be further accelerated, e.g., by storing only a single set of self in-
teractions for identical antennas with identical discretization, while this is usually not critical
in terms of efficiency.

2. Given an array of M elements, M different radiation problems are solved, each corresponding
to the excitation of a single antenna. This corresponds to constructing a right-hand-side vector
and performing an iterative solution accelerated via MLFMA. Then, complex coefficients of
basis functions and/or complex radiated fields derived from these coefficients are stored in
memory. We emphasize that all mutual couplings are included in these solutions.

3. Once all solutions are completed, a heuristic algorithm can be used to optimize the desired
array characteristics, where each optimization trial corresponds to a set of values for the
excitations of antennas. These trial values are used when combining the complex coefficients
or complex radiated fields to efficiently obtain the overall characteristics of the array. Given
an array geometry, solutions with MLFMA can be used in different optimizations.

As the optimization technique, we use either a genetic algorithm [11] or a particle swarm opti-
mization method [12]. For the results shown in this paper, the developed genetic algorithm seems
to work better as it was particularly designed for antenna arrays [9], while we use at least two
different methods in all optimizations for verification purposes. This verification is required since
the problems considered involve huge optimization spaces that cannot be searched directly. In all
optimizers, optimization variables are converted into suitable forms (e.g., to binary chromosomes
for the genetic algorithm [9]) to carry out the required optimization rules.

3. NUMERICAL RESULTS

Figure 1 presents genetic-algorithm optimizations of a 10×10 array of patch antennas at 2.45 GHz.
The array consists of 3 cm × 3 cm patch antennas, each excited with a current-injection source
model. As also depicted in Figure 1, the antennas are arranged periodically with 6 cm periods
on the x-y plane. Each antenna is discretized with 311 unknowns, leading to a total of 31,100
unknowns. The directive gain of the array is optimized at various directions on the z-x cut for
different θ values from 0◦ to 90◦. Optimizations of both amplitudes (as 1 or 0, corresponding to
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Figure 1: Cost functions with respect to number of generations when the developed genetic algorithm is
used to maximize the directive gain of a 10 × 10 array of 3 cm × 3 cm patch antennas at 2.45 GHz. Both
amplitudes (1 or 0) and phases of antenna excitations are optimized via 80,000 trials. At each optimization
angle, 10 repetitions of the genetic algorithm and the average of these repetitions are plotted.
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on and off) and phases of antenna excitations are considered. Figure 1 presents the cost functions
(directive gain values in the optimization angle) with respect to the number of generations, when
the developed genetic algorithm works on a pool of 80 individuals. While a convergence can be
observed earlier, the number of generations is fixed to 1000, leading to a total of 80,000 trials per
optimization. In addition, for each optimization angle, we present 10 different repetitions, as well
as the average behavior shown with bold red. We observe that the genetic algorithm successfully
increases the directive gain at all optimization angles.

Figure 2 depicts the radiation patterns of the 10×10 array at 2.45 GHz, when the directive gain
of the array is maximized at different θ values from 0◦ to 90◦ on the z-x cut. In these results, only
the phases of antenna excitations (while amplitudes are fixed to unity) are optimized by using the
developed genetic algorithm. For each optimization, 1000 generations are carried out on a pool of
80 individuals. It can be observed that, by maximizing the directive gain, the highest radiation
can be obtained at the desired direction.

For comparing the performances of various optimization schemes, Figure 3 presents the results
of different optimizations for the 10× 10 array at 2.45 GHz. For fair comparisons, all optimization
schemes use a total of 80,000 trials to maximize the directive gain at various θ values from 0◦ to
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Figure 2: Radiation patterns (normalized electric field intensity values) for a 10× 10 array of 3 cm × 3 cm
patch antennas at 2.45 GHz, when the phases of the antenna excitations are optimized via 80,000 trials for
increasing the directive gain at various directions on the z-x plane.
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Figure 4: Directive gain values (dimensionless) for a dual-band array of patch antennas when the excitation
phases are optimized to obtain the maximum gain values at various directions and at two different frequencies.

90◦, again on the z-x cut. In addition, to avoid random effects, each optimization is repeated for
10 times and the average performances are depicted. Therefore, the summarized results in Figure 3
are obtained via 350 optimizations (5 optimization schemes, 7 directions, and 10 repetitions), hence
a total of 28,000,000 excitation trials (electromagnetic problem solutions). The genetic algorithm
use improved optimization operations described in [9]. For the particle swarm optimizations, we
improve the original algorithm in [12] by using adaptive speed factors and reducing the value of
the inertia parameter as the iterations continue. The following observations can be made:

1. Considering the genetic algorithm, phase optimizations lead to significantly better results than
amplitude (0 or 1) optimizations, as the former involves more excitation options to increase
the directive gain. An exception is the optimization at θ = 0◦, where phase differences between
excitations of antennas are not essential for large directivity. Interestingly, optimizing only
phases also provides better results than optimizing both phases and amplitudes (0 or 1), while
the latter involves a larger optimization space that already contains the space of the former.
It appears that 80,000 trials become insufficient to search for optimal phases and amplitudes
at the same time, deteriorating the quality of final results in comparison to optimizations in
a smaller space for phases.

2. The results obtained with the particle swarm optimizations are almost the same as those ob-
tained via the genetic algorithm when the amplitudes of antenna excitations are optimized.
When the phases are optimized, however, we cannot obtain high-quality results, especially
when the directive gain is optimized at smaller θ angles. We note that the space for phase
optimizations involves excitation sets that lead to identical results in radiation patterns. Con-
sequently, in the particle swarm optimizations, we often observe scattered particles despite all
parametric efforts to avoid poor optimizations.

Finally, Figure 4 presents the optimizations of excitation phases for a dual-band array of patch
antennas. The antenna dimensions and their arrangement are also depicted in the same figure. The
array is located on the x-y plane, and its directive gain is optimized on the z-x cut at various direc-
tions from θ = 0◦ to θ = 90◦. The genetic algorithm based on 80,000 trials is used for optimizations,
while the average performances based on 10 repetitions are shown in Figure 4. As an important
advantage, the developed optimization mechanism is capable of handling multiple frequencies at
the same time. Figure 4 presents the directive gain values obtained when the optimizations are
performed at single frequencies (2.45 GHz and 5.80 GHz) and simultaneously at both frequencies.
In the single frequency optimizations, only the results obtained for the considered frequency is
depicted, as the values for the other frequency are very low. Considering both frequencies at the
same time, directive gain values naturally drop in comparison to single-frequency optimizations.
Nevertheless, the dual-band optimizations are required to maintain high gain values simultaneously
at both frequencies.
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4. CONCLUSION

An efficient and accurate mechanism based on heuristic algorithms and full-wave solutions via
MLFMA for the optimizations of antenna excitations in array configurations is presented. The
develop mechanism is very flexible, allowing for optimizations of three-dimensional finite arrays
with nonidentical elements at arbitrary positions and with irregular arrangements. Effectiveness of
the optimization environment is demonstrated on regular arrays of patch antennas, as well as on
dual-band arrays involving antennas of different sizes.
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Abstract— We present a discontinuous finite element (discontinuous Galerkin) time-domain
solver for the numerical simulation of the interaction of light with nanometer scale structures.
The method relies on a compact stencil high order interpolation of the electromagnetic field
components within each cell of an unstructured tetrahedral mesh. This piecewise polynomial
numerical approximation is allowed to be discontinuous from one mesh cell to another, and
the consistency of the global approximation is obtained thanks to the definition of appropriate
numerical traces of the fields on a face shared by two neighboring cells. Time integration is
achieved using an explicit scheme and no global mass matrix inversion is required to advance
the solution at each time step. Moreover, the resulting time-domain solver is particularly well
adapted to parallel computing. The proposed method is an extension of the method that we
initially proposed in [1] for the simulation of electromagnetic wave propagation in non-dispersive
heterogeneous media at microwave frequencies.

1. INTRODUCTION

The numerical modeling of light interaction with nanometer scale structures generally relies on the
solution of the system of time-domain Maxwell equations, possibly taking into account an appro-
priate physical dispersion model, such as the Drude or Drude-Lorentz models, for characterizing
the material properties of metallic nanostructures at optical frequencies [2]. In the computational
nanophotonics literature, a large number of studies are devoted to Finite Difference Time-Domain
(FDTD) type discretization methods based on Yee’s scheme [3]. As a matter of fact, the FDTD [4]
method is a widely used approach for solving the systems of partial differential equations modeling
nanophotonic applications. In this method, the whole computational domain is discretized using
a structured (cartesian) grid. However, in spite of its flexibility and second-order accuracy in a
homogeneous medium, the Yee scheme suffers from serious accuracy degradation when used to
model curved objects or when treating material interfaces. During the last twenty years, numerical
methods formulated on unstructured meshes have drawn a lot of attention in computational elec-
tromagnetics with the aim of dealing with irregularly shaped structures and heterogeneous media.
In particular, the Discontinuous-Galerkin Time-Domain (DGTD) method has met an increased
interest because these methods somehow can be seen as a crossover between Finite Element Time-
Domain (FETD) methods (their accuracy depends of the order of a chosen local polynomial basis
upon which the solution is represented) and Finite Volume Time-Domain (FVTD) methods (the
neighboring cells are connected by numerical fluxes). Thus, DGTD methods offer a wide range
of flexibility in terms of geometry (since the use of unstructured and non-conforming meshes is
naturally permitted) as well as local approximation order refinement strategies, which are of useful
practical interest.

In this paper, we report on our recent efforts aiming at the development of a family of high
order DG-based solvers for the numerical treatment of a wide class of problems involving the inter-
action of light with matter at the nanoscale. Although we concentrate here on a presentation of the
basic ingredients and characteristics of a DG method for time-domain nanophotonics/plasmonics
applications in the linear regime assuming local dispersion effects for metallic nanostructures, we
note that the present work falls within a global approach which aims at considerimg more general
physical settings as outilined in the conclusion of the paper. The basic ingredient of a DG-based
solver is a discretization method which relies on a compact stencil high order interpolation of the
electromagnetic field components within each cell of an unstructured tetrahedral mesh. This piece-
wise polynomial numerical approximation is allowed to be discontinuous from one mesh cell to
another, and the consistency of the global approximation is obtained thanks to the definition of ap-
propriate numerical traces of the fields on a face shared by two neighboring cells. Time integration
is achieved using an explicit scheme and no global mass matrix inversion is required to advance the
solution at each time step. Moreover, the resulting time-domain solver is particularly well adapted
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to parallel computing. The proposed method is an extension of the so-called DGTD (Discontinuous
Galerkin Time-Domain) method that we initially proposed in [1] for the simulation of electromag-
netic wave propagation in non-dispersive heterogeneous media at microwave frequencies. Various
methodological aspects and variants of the method have been further developed in view of enhanc-
ing its accuracy and efficiency [5–9]. For the numerical treatment of dispersion models in metals,
we have adopted an Auxiliary Differential Equation (ADE) technique that has already proven its
effectiveness in the FDTD framework. From the mathematical point of view, this amounts to solve
the time-domain Maxwell equations coupled to a system of ordinary differential equations. The
resulting ADE-based DGTD method is detailed in [10].

2. GENERALITIES ABOUT THE DGTD METHOD

The DGTD method can be considered as a finite element method where the continuity constraint
at an element interface is released. While it keeps almost all the advantages of the finite ele-
ment method (large spectrum of applications, complex geometries, etc.), the DGTD method has
other nice properties which explain the renewed interest it gains in various domains in scientific
computing:

- It is naturally adapted to a high order approximation of the unknown field. Moreover, one
may increase the degree of the approximation in the whole mesh as easily as for spectral
methods but, with a DGTD method, this can also be done locally, i.e., at the mesh cell level.
In most cases, the approximation relies on a polynomial interpolation method but the method
also offers the flexibility of applying local approximation strategies that best fit to the intrinsic
features of the modeled physical phenomena.

- When the discretization in space is coupled to an explicit time integration method, the DG
method leads to a block diagonal mass matrix independently of the form of the local approxi-
mation (e.g., the type of polynomial interpolation). This is a striking difference with classical,
continuous FETD formulations. Moreover, the mass matrix is diagonal if an orthogonal basis
is chosen.

- It easily handles complex meshes. The grid may be a classical conforming finite element mesh,
a non-conforming one or even a hybrid mesh made of various elements (tetrahedra, prisms,
hexahedra, etc.). The DGTD method has been proven to work well with highly locally refined
meshes. This property makes the DGTD method more suitable to the design of a hp-adaptive
solution strategy (i.e., where the characteristic mesh size h and the interpolation degree p
changes locally wherever it is needed).

- It is flexible with regards to the choice of the time stepping scheme. One may combine the
discontinuous Galerkin spatial discretization with any global or local explicit time integration
scheme, or even implicit, provided the resulting scheme is stable.

- It is naturally adapted to parallel computing. As long as an explicit time integration scheme
is used, the DGTD method is easily parallelized. Moreover, the compact nature of method is
in favor of high computation to communication ratio especially when the interpolation order
is increased.

As in a classical finite element framework, a discontinuous Galerkin formulation relies on a
weak form of the continuous problem at hand. However, due to the discontinuity of the global
approximation, this variational formulation has to be defined at the element level. Then, a degree
of freedom in the design of a discontinuous Galerkin scheme stems from the approximation of the
boundary integral term resulting from the application of an integration by parts to the element-
wise variational form. In the spirit of finite volume methods, the approximation of this boundary
integral term calls for a numerical flux function which can be based on either a centered scheme or
an upwind scheme, or a blend of these two schemes.

In the early 2000’s, DGTD methods for time-domain electromagnetics have been first proposed
by mainly three groups of researchers. One of the most significant contributions is due to Hesthaven
and Warburton [11] in the form of a high order nodal DGTD method formulated on unstructured
simplicial meshes. The proposed formulation is based on an upwind numerical flux, nodal basis
expansions on a triangle (2D case) and a tetrahedron (3D case) and a Runge-Kutta time stepping
scheme. In [12], Kakbian et al. describe a rather similar approach. More precisely, the authors
develop a parallel, unstructured, high order DGTD method based on simple monomial polynomials
for spatial discretization, an upwind numerical flux and a fourth-order Runge-Kutta scheme for time
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marching. The method has been implemented with hexahedral and tetrahedral meshes. Finally,
a high order nodal DGTD method formulated on unstructured simplicial meshes has also been
proposed in the same time frame by Fezoui et al. [1]. However, contrary to the DGTD methods
discussed in [11] and [12], the method proposed in [1] is non-dissipative thanks to a combination of
a centered numerical flux with a second-order leap-frog time stepping scheme.

3. DGTD METHOD FOR TIME-DOMAIN NANOPHOTONICS

3.1. Overview of Related Works

Numerical modeling of electromagnetic wave propagation in interaction with metallic nanostruc-
tures at optical frequencies requires to solve the system of Maxwell equations coupled to appropriate
models of physical dispersion in the metal. In general, the Drude and Drude-Lorentz models are
adopted although there are practical situations for which these models can fail to describe correcly
the behavior of some materials (e.g., transition metals [13, 14] and graphene [15]). Furthermore at
some scales, non-local effects starts to play an important role [16]. As mentioned previoulsy, the
FDTD [4] method is a widely used approach for solving the systems of partial differential equa-
tions modeling nanophotonic applications. In this method, the whole computational domain is
discretized using a structured (cartesian) grid. In spite of its flexibility and second-order accuracy
in a homogeneous medium, the Yee scheme suffers from serious accuracy degradation when used
to model curved objects or when treating material interfaces. Indeed, the so-called stair-casing
approximation may lead to local zeroth-order and at most first-order accuracy; it may also pro-
duce locally non-convergent results [17]. Furthermore, for Maxwell’s equations with discontinuous
coefficients, the Yee scheme might not be able to capture the possible discontinuity of the solution
across the interfaces [17].

Thus, with all their features (as described above), DGTD methods seem to be well suited to
the numerical simulation of complex time-domain ectromagntic wave propagation problems. As
a matter of fact, the DGTD method for solving the time domain Maxwell equations is increas-
ingly adopted by several physics communities. Concerning nanophotnics, unstructured mesh based
DGTD methods have been developed and have demonstrated their potentialities for being consid-
ered as viable alternatives to the FDTD method [18–23]. The most remarkable achievements in
the recent years are probably those of researchers in the nanophotonics domain. The group of Kurt
Busch [24–27] at the Institut für Theoretische Festkörperphysik of the Karlsruhe Institute of Tech-
nology (KIT) has been at the origin of seminal works on the development and application of the
DGTD method in this domain. Noteworthy, all these studies adopt a diffusive DGTD formulation
based on upwind numerical fluxes. Besides, several studies have already been conducted regarding
the development of DGTD methods for dispersive media, such as [20–28]. Furthermore one can
find more studies focused on numerical analysis aspects concerning dispersive media [29, 30].

3.2. A Non-dissipative DGTD Method

Towards the general aim of being able to consider concrete physical situations relevant to nanopho-
tonics, one has to take into account in the numerical treatment, a better description of the propaga-
tion of waves in realistic media. The physical phenomenon that on has consider in the first instance
here is dispersion. In the presence of an electric field the medium cannot react instantaneously
and thus presents an electric polarization of the molecules or electrons that itself influences the
electric displacement. In the case of a linear homogeneous isotropic media, there is a linear relation
between the applied electric field and the polarization. However, above some range of frequencies
(depending on the considered material), the dispersion phenomenon cannot be neglected and the
relation between the polarization and the applied electric field becomes complex. In practice, this
is modeled by a frequency dependent complex permittivity. Several such models for the character-
ization of the permittivity exist; they are established by considering the equation of motion of the
electrons in the medium and making some simplifications.

There are mainly two ways of handling the frequency dependent permittivity in the framework
of time-domain simulations, both starting from models defined in the frequency domain. A first
approach is to introduce the polarization vector as an unknown field through an auxiliary differential
equation which is derived from the original model in the frequency domain by means of an inverse
Fourier transform. This is called the Direct Method or Auxiliary Differential Equation (ADE)
formulation. Let us note that while the new equations can be easily added to any time-domain
Maxwell solver, the resulting set of differential equations is tied to the particular choice of dispersive
model and will never act as a black box able to deal with other models. In the second approach, the
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electric field displacement is computed from the electric field through a time convolution integral
and a given expression of the permittivity which formulation can be changed independently of the
rest of the solver. This is called the Recursive Convolution Method (RCM).

Given the above-mentioned approaches, the non-dissipative DGTD method initially introduced
in [1] has been adpated to deal with various dispersion models. An ADE formulation has been
adopted. The resulting ADE-based DGTD method is detailed in [10] where we also study the
stability and a priori convergence of the method. We first considered the case of Drude and
Drude-Lorentz models and, further extend the proposed ADE-based DGTD method to be able
to deal with a generalized dispersion model in which we make use of a Padé approximant to fit
an experimental permittivity function. The numerical treatment of such a generalized dispersion
model is also presented in [10]. We outline below the main characteristics of the proposed DGTD
approach in the case of the Drude model. The latter is associated to a particularly simple theory
that successfully accounts for the optical and thermal properties of some metals. In this model,
the metal is considered as a static lattice of positive ions immersed in a free electrons gas. Those
electrons are considered to be the valence electrons of each metallic atom, that got delocalized
when put into contact with the potential produced by the rest of the lattice atoms. In the case of
the Drude model, the frequency dependent permittivity is given by εr(ω) = ε∞− ω2

d

ω2+iωγ where ε∞
represents the core electrons contribution to the relative permittivity εr, γ is a coefficient linked to
the electron/ion collisions representing the friction experienced by the electrons and ωd =

√
nee2

meε0

(me is the electron mass, e the electronic charge and ne the electronic density) is the plasma
frequency of the electrons. Considering a constant permeability and a homogeneous and isotropic
medium, one can write the Maxwell equations as

rot(H) =
∂D
∂t

, rot(E) = −∂B
∂t

, (1)

along with the constitutive relations D = ε0ε∞E + P and B = µ0H, which can be combined to
yield

rot(E) = −µ0
∂H
∂t

, rot(H) = ε0ε∞
∂E
∂t

+
∂P
∂t

. (2)

In the frequential domain the polarization P is linked to the electric field through the relation
P̂ = − ε0ω2

d

ω2+iγdω Ê, where ·̂ denotes the Fourier transform of the time-domain field. An inverse
Fourier transform gives

∂2P
∂t2

+ γd
∂P
∂t

= ε0ω
2
dE. (3)

By defining the dipolar current vector Jp = ∂P
∂t , (2)–(3) can be rewritten as

µ0
∂H
∂t

= −∇×E, ε0ε∞
∂E
∂t

= ∇×H− Jp,

∂Jp

∂t
+ γdJp = ε0ω

2
dE.

(4)

Recalling the definitions of the impedance and light velocity in vacuum, Z0 =
√

µ0/ε0 and c0 =
1/
√

ε0µ0, and introducing the following substitutions, H̃ = Z0H, Ẽ = E, J̃p = Z0Jp, t̃ = c0t,
γ̃d = γd/c0 and ω̃2

d = ω2
d/c2

0, it can be shown that system (4) can be normalized to yield

∂H̃
∂t

= −∇× Ẽ, ε∞
∂Ẽ
∂t

= ∇× H̃− J̃p,

∂J̃p

∂t
+ γdJ̃p = ω̃2

dẼ,

(5)

knowing that µ0c0/Z0 = 1 and ε0c0Z0 = 1. From now on, we omit the X̃ notation for the
normalized variables. The extension of the DGTD-Pp method formulated for non-dispersive media
to the Maxwell-Drude Equation (5) is straightforward. Indeed, the last equation of (5) can be
discretized as

1
∆t

(
J

n+ 3
2

i − J
n+ 1

2
i

)
= −γdJ

n+ 1
2

i + ω2
dE

n+1
i .
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The discrete equations for a cell ci can then be written as




Mi

(
H

n+ 3
2

i −H
n+ 1

2
i

∆t

)
= −KiE

n+1
i +

∑
k∈Vi

SikE
n+1
k ,

Mε∞
i

(
E

n+1
i −E

n

i

∆t

)
= KiH

n+ 1
2

i − ∑
k∈Vi

SikH
n+ 1

2
k −MiJ

n+ 1
2

i ,

J
n+ 3

2
i −J

n+ 1
2

i

∆t = ω2
dE

n+1
i − γd

2

(
J

n+ 3
2

i + J
n+ 1

2
i

)
.

The stability and a priori convergence properties of the resulting ADE-based DGTD-Pp solver are
analyzed in [10].

4. NUMERICAL AND PERFORMANCE RESULTS

In view of simulating large-scale three-dimensional problems, the computer implementation of the
method has been adapted to distributed memory parallel computing platforms by adopting a widely
adopted SPMD (Single Program Multiple Data) coarse grain parallelization strategy combining a
partitioning of the mesh into K submeshes using the MeTiS [31] library and a message passing
programming with the MPI standard. In this strategy, each of the K submeshes is treated by a
single computing unit (core). Each core applies the numerical kernels of the DGTD method on
the data associated to each submesh K and communication operations occur are performed for
exchanging problem unknowns attached to elements on artificial interfaces between neighboring
submeshes (i.e., submeshes K and K ′ sharing faces of these tetrahdra).

We illustrate the possibilities of the proposed DGTD-Pp solver by considering a setting rele-
vant to optical communications. The selected problem involves an L-shaped waveguide inspired
by [32, 33]. This L-shaped waveguide is formed of seven 50 nm diameter gold nanospheres in vac-
uum, with a 75 nm center-to-center spacing while the whole computational domain consists of a
550 nm× 750 nm× 400 nm parallelepipedic domain. A Silver-Müller absorbing boundary condition
is applied on the surface of this parallelepipedic domain. When excited by an optical regime source,
the interest of this setting is the subwavelength energy guiding, from sphere to sphere, due to the
surface plasmons coupling with each other. It follows that the geometry of the spheres should be
correctly approximated in order to avoid non-physical energy concentration phenomena in spurious
wedges of the mesh. Moreover, the vicinity of the spheres should be accurately resolved in order
to capture the subwavelength phenomena of interest. Finally, the physical time window of the
computation should be long enough for the phenomenon to settle. This test problem has been
simulated using a DGTD-P2 method applied on a fully tetrahedral mesh. The constructed mesh
is partially visualized on Figure 1. It consists of 222,175 vertices and 1,306,356 tetrahedra. The
source term is a dipole localized in the tetrahedral subdomain, 75 nm away from the center of the
first sphere in the guide. This dipolar source amounts to imposing a current density of the form
Jx((x, y, z, t) = δ(x− xs, y − ys, z − zs)f(t) with f(t) = (1 − e−(t/α)2) sin(2πfct) where the central
frequency is fc = 622.65THz, γ = 2.5 × 1016, and α = 2.5833 fs. The parameters of the Drude
model for the gold nanospheres are ε∞ = 1, ωd = 6.79×103 THz and γd = 2.5×102 THz. Timesteps

(a) (b) (c)

Figure 1: Simulation of an L-shaped waveguide. Partial view of the tetrahedral mesh used for the simulation
of (a) the L-shaped waveguide, Ex component of the electric field for DGTD-P2 solution (b) at time t = 6.02 fs
and (c) at final time tf = 34.13 fs.
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for these simulations are ∆th = 3.9× 10−4 fs and ∆tt = 3.7× 10−4 fs.
Simulations have been performed in parallel execution mode on a cluster of Intel Xeon 2.66GHz

nodes (each consisting of 8 computing cores and 32 Gb of RAM), interconnected by an Infiniband
network. Performance results are given in Table 1 for up to 128 cores. The parallel speedups are
satisfying in spite of the difficulty of acheiveing an optimal load balancing for such an unstructured
tetrahedral mesh. Finally, Figure 1 shows physical results in the form of contour lines of the Ez

component on the z = 0 plane, first, after 6.02 fs as the resonances start to settle, and second, after
34.13 fs as the phenomenon is well-established.

Table 1: Simulation of an L-shaped waveguide. Performance results of the DGTD-P2 method: CPU time to
reach 1 fs and parallel speedup (in parentheses).

8 cores 16 cores 32 cores 64 cores 128 cores
11420 s 5710 s 2800 s 1455 s 762 s
(1.0) (2.0) (4.1) (7.8) (15.0)

5. CONCLUSION

The work described here is part of a larger initiative aiming at the development of a software
suite dedicated to nanophotonics/nanoplasmonics that will ideally include DG-based solvers for
both time-domain and frequency-domain problems, as well as the capabilities to numerically con-
sider various material models in the linear and non-linear regimes, considering local and non-local
dispersion effects.
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Abstract— We modified a conventional double sideband-suppressed carrier (DSB-SC) scheme
to increase frequency tunability, to overcome electronic dependency, and to reduce evaluation
cost. Some achievements are listed in this paper. Especially, based on our results, we have
accomplished a continuous wave (CW) in the mm-wave frequency bands using a local oscillator
with one-sixth frequency of a wanted mm-wave frequency. Using the DSB-SC scheme and some
electronics, a high-speed wireless link operating up to 10 Gbps is successfully demonstrated and
verified.

1. INTRODUCTION

Now a days, millimeter (mm)-wave frequency bands have become important as a candidate fre-
quency band for wireless links of 5G networks. This is because wide bandwidths to increase data
rates up to several Gbps can be obtained in the mm-wave frequency bands with minimizing inter-
ference to allocation frequency bands [1].

There are several application fields as shown in Figure 1 based on high-speed and high-quantity
data transfer abilities of wireless links using mm-wave bands. One is a fixed wireless access between
two fixed locations as broadband networks and temporary broadband convergence network (BcN)
to recover a disaster area. Data services for enterprises, which are for an online video meeting and
transferring high capacity data, are also one of application fields. Another important application
area is indoor amusements such as a game and a 3D home theater service. This is because of
characteristics of mm-waves, which are line-of-sight propagation and relatively high attenuation on
air. The other is a telemedicine services such as remote diagnosis and surgery.

Figure 1: Various application fields of wireless links using mm-wave bands.

Mm-wave generation schemes can be classified into two types according to major sources such
as electronics and photonics. Comparing with those based on electronics, those based on photonics
have had some advantages, which are wide tunability, easy to implementation, narrow spectral
linewidth, and room temperature operation [2]. Photonic based schemes generally make an mm-
wave signal as two different optical signal with difference wavelengths are beaten on an electro-
optic convertor, which is a photomixer or a photodetector. Those are composed of electronic
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components, which are a driver amplifier for an optical modulator, a local oscillator, and so on,
and optical components, which are an optical source, an optical modulator, and some passives.
Accordingly, electronic performances of the components such as an operation band-width of the
optical modulator, a frequency of the local oscillator, and so forth can limit a frequency of a
generated mm-wave signal.

In this paper, we have presented various photonic-based continuous wave (CW) generation
schemes based on a popular photomixing technique, which is called as double sideband suppressed
carrier (DSB-SC) scheme. The various photonic-based CW generation schemes are modified scheme
of the DSB-SC scheme to overcome electronic dependency, and to reduce evaluation cost. Using the
generated mm-wave CW, a wireless link composed of a transmitter and a receiver is demonstrated
to find out a feasibility of a high-speed wireless link on mm-wave bands. Based on our experimental
results, an mm-wave CW of 120GHz with −3 dB line width of 400 Hz is generated. A high-speed
wireless data successfully transfers with 3m long up to 10 Gbps. Consequently, our results can be
useful for developing mm-wave wireless link up to several tens Gbps.

2. EXPERIMENTAL RESULTS

Figure 2 shows a schematic of a CW mm-wave generator using high-order harmonics modulated
lightwaves [3]. That is composed of an optical source, two 3-dB couplers, a local oscillator, an
optical modulator, two erbium-doped fiber amplifiers, a circulator, a terminator, a notch filter,
and a photomixer. The high-order harmonics modulated lightwaves (HML) have been built by a
conventional double sideband suppressed carrier scheme adopted with an optical feedback loop.

An optical and an electrical output power are shown in Figure 3. The optical output power is
measured at the end of the notch filter using an optical spectrum analyzer (OSA) and the electrical
output power is detected by the photomixer operating up to 140GHz. With the optical feedback
loop, lightwaves with 0.96 nm wavelength difference is generated using the LO of 20 GHz, and the
CW of 120GHz is achieved by beating them as illustrated in Figures 3(a) and (b). Comparing to

Figure 2: A schematic of a CW mm-wave generator using high-order harmonics modulated lightwaves.

(a) (b)

Figure 3: (a) The optical and (b) the electrical output power of the CW mm-wave generator with the HML in
comparison of the conventional DSB-SC scheme using 20GHz of the local oscillator and the optical feedback
loop.
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the conventional DSB-SC scheme with the LO of 20 GHz (black lines), the CW mm-wave generator
with the HML (red lines) is superior to 52 dB in the electrical output power when the LO of
20GHz is used. Accordingly, that with the HML can be overcome an electrical dependency of the
conventional DSB-SC scheme which should be used a LO of 60GHz to make the 120 GHz CW.

To reduce implementation costs of the photonic-based mm-wave generator, the optical source,
which emits a single wave-length optical signals, is replaced by the erbium doped fiber amplifier
(EDFA) as a broadband optical source, which is already installed in the conventional DSB-SC
scheme, with a notch filter [4]. As the output of the EDFA inserted to the input of the notch
filter is reflected according to the fiber brag grating wavelength of the notch filter, we can obtain
several wavelengths and double sideband optical signals by feedbacking them. A schematic of a
CW mm-wave generator composed of the EDFA as the broadband optical source, a 90 : 10 coupler,
an optical modulator, a circulator, the notch filter, and the photomixer is illustrated as Figure 4
and its characteristics are shown in Figure 5.

The optical output power of the CW mm-wave generator (red lines) using the broadband optical
source and the notch filter as shown in Figure 5(a) is similar to that of the conventional DSB-SC
scheme (black lines). The optical characteristics of the EDFA (EDFA Output) and the notch
filter (TNF: Transmission characteristics; RNF: Reflection characteristics) are also in Figure 5(a).
Using the photomixer operating frequency ranges from 90 GHz to 140 GHz, the CW of 120GHz
was generated. The output power generated by the CW mm-wave generator using the broadband
optical source and the notch filter (red lines) are comparable with that generated by the conventional
DSB-SC scheme (black lines). Accordingly, our scheme can be helpful to make a cost effective
photonic-based mm-wave generator as basic experimental reports.

To verify a feasibility of a wireless communication link using mm-waves, a mm-wave generator,

Figure 4: A schematic of a CW mm-wave generator using a broadband optical source and a notch filter with
an optical feedback loop.

(a) (b)

Figure 5: (a) The optical and (b) the electrical output power of the CW mm-wave generator using a
broadband optical source with an optical feedback loop.
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(a) (b)

Figure 6: Photographs of (a) a mm-wave transmitter and (b) a mm-wave receiver.

(a) (b)

Figure 7: (a) An eye diagram and (b) bit-error rates measurement result.

which is based on the conventional DSB-SC scheme, and a mm-wave receiver is made as shown in
Figure 6 [5]. The photomixing system consists of an uni-travelling carrier photodiode (UTC-PD)
as the photomixer and a bias stabilizer circuitry for the UTC-PD. The mm-wave generator is the
conventional DSB-SC scheme with an amplitude shift keying (ASK) modulation block. The signal
processing block of the mm-wave transmitter converts a RGB parallel data to a serial data of HDMI
data formats. That is for transmitting a HD video with the blue ray player. The mm-wave detector
is composed of a schottky barrier diode (SBD) as an envelope detector, pre-/post-amplifier, and a
bias circuitry.

Figure 7 shows dynamic performances of the wireless link such as an eye diagram and bit-error
rates are measured with 3 m long between the mm-wave transmitter and the mm-wave receiver [5].
With non-return-to zero (NRZ) pseudorandom binary sequence (PRBS) 223-1 data, the eye diagram
and the BER are measured. A good eye opening is shown in Figure 7(a). In Figure 7(b), black
squares with black lines and red circles with red lines are the BER results for 3Gbps data rates
(3Gbps) and 10Gbps data rates (10 Gbps), respectively. Without some error corrections, the
receiver sensitivity at the case of 3 Gbps and 10Gbps are −41 dBm and −37 dBm at BER = 10−12,
respectively. Accordingly, the photonic-based mm-wireless link is a potential technology for a fixed
wireless access with up to and over 10 Gbps.

3. CONCLUSION

In this paper, various continuous wave (CW) millimeter wave (mm-wave) generation schemes based
on photonics were presented. To overcome an electronic dependency, an optical feedback loop was
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adopted to a conventional double sideband suppressed carrier scheme and to reduce implementation
cost, a scheme of eliminating an optical source, which emits a single wavelength optical signal, was
evaluated. According to the measurement results, our proposed schemes were verified. Also, a high-
speed wireless link using mm-wave generated using photonics-based technology was designed and
demonstrated to achieve the feasibility of mm-wave wireless links. To verify a high-speed wireless
link, the dynamic performances such as an eye diagram and bit-error rate (BER) are measured for
a back-to-back test and a link test with a link distance of 3 m. From our measurement results,
the receiver sensitivity for a link test with a link distance of 3 m is −37 dBm (@ BER = 10−12)
with 10 Gbps non-return-to-zero (NRZ) pseudorandom binary sequence (PRBS) 231-1 data. With
some error corrections and a precise alignment algorithm between the transmitter and the receiver,
the wireless link distance can be extended. The results in this paper can provide helpful data to
researchers for realizing a CW generator operating in mm-wave bands and a high-speed wireless
link using a carrier frequency in mm-wave bands to achieve a seamless connectivity between wired
and wireless networks, and high quantity/quality transfer systems.
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Abstract— This paper reviews recent advances in emission and detection of terahertz (THz)
radiation using two dimensional (2D) plasmons in semiconductor heterostructures and their ap-
plications. The device structure is based on a high-electron mobility transistor (HEMT) in-
corporating the asymmetrically interdigitated dual-grating gates (ADGGs). Its excellent THz
emission and detection performances are experimentally demonstrated by using fabricated InP-
based ADGG HEMTs. Their arrayed monolithic integration and module assembly/packaging
issues are also discussed. Finally their applications to THz sensing and wireless communications
are demonstrated.

1. INTRODUCTION

Realization of high power coherent terahertz (THz) emitters/oscillators and sensitive, high-speed
THz detectors operating at room temperature are ones of the most challenging problems in THz
applications, especially in THz wireless communications. Recently, THz emitters and detectors
based on plasmons in two-dimensional (2D) electron channels, both of which were proposed by
Dyakonov and Shur [1, 2], have made remarkable progress [3]. This paper reviews recent advances
in emission and detection of THz radiation using two dimensional (2D) plasmons in semiconductor
heterostructure integrated devices and their applications to sensing and high-speed wireless com-
munication systems. The nonlinear dynamics of the 2D plasmons including the instability [1, 4] and
rectification effects [2] is first presented as the operation principle of broadband intense emission and
sensitive detection of THz radiation. Second, the device structure based on a high-electron mobility
transistor (HEMT) incorporating the authors’ original asymmetrically interdigitated dual-grating
gates (ADGGs) is addressed [5, 6]. The superiority on instability (emissivity) and responsivity
performances of the ADGG structure against the conventional symmetric DGG structure [7] is
analytically manifested [5, 6]. Third, excellent terahertz emission [3, 8, 9] and detection [10–12] per-
formances are experimentally demonstrated by using InP-based heterostructure material systems.
Their arrayed monolithic integration and module assembly/packaging issues [13, 14] are also dis-
cussed. Finally their applications to terahertz-imaging-based sensing [9, 13–15] as well as high-speed
wireless communications [16–18] are demonstrated.

2. THEORY

The 2D plasma wave is an in-plane collective charge-density wave. Its fluidic motions can be
formulated by the hydrodynamic Euler equation and the continuity equation [1]. 2D electron
channels in HEMTs consist of gated and ungated region (see Figure 1). The gated 2D plasmon
receives transverse Coulomb force via gate capacitor which is far stronger than the in-plane force
due to the geometrical situation so that it holds a linear dispersion. In a simple case of gradual-
channel approximation with infinite channel width (perpendicular to the source-drain direction),
the plasma-wave phase velocity s is given by s =

√
eV0/m where V0 is the gate swing voltage.

Assuming V0 = O[1V] and m = O[0.1m0] (m0 is the electron rest mass in vacuum) for InP-
based heterostructure HEMTs, s becomes O[1× 106 m/s] which is at least two orders of magnitude
higher than the electron drift velocity of any compound semiconductors. When we consider a sub-
micrometer gate-length HEMT, the fundamental mode of gated 2D plasmons stays at frequency in
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the THz range. This is the main advantage for use in plasmon resonant modes that can operate in
the frequencies far beyond the transit frequency limit of transistors.

Coherent plasmonic THz emission is realized by the plasma wave instabilities described by
the Dyakonov-Shur (DS) Doppler-shift model [1] and/or Ryzhii-Satou-Shur (RSS) transit-time
model [4]. When a single-gate HEMT is situated in source-terminated and drain-opened configu-
ration with dc potential at drain terminal with respect to the source terminal, the drain end of the
channel becomes depleted so that the drain-side impedance is mainly given by the depletion capac-
itance and takes a high value at high frequencies. In such a case, the reciprocal Doppler-shifting
plasma waves reflecting at an asymmetric drain-opened boundary promote the increments of their
intensity leading to self-oscillation of instability [1]. The plasma-wave increment is a dimensionless
parameter in which the imaginary part of angular frequency is normalized to the fundamental res-
onant frequency. Figure 1(b) shows a calculated result for the plasma instability increment versus
the ratio of the electron drift velocity to the plasma velocity for a 32-nm gate InP-based HEMT [3].
The positive values of the increment give rise to instability in an idealistic loss-less case. In reality
with plasma damping caused by scattering, the Drude loss factor should consider to obtain an
overall gain, which is shown as a threshold level.

At large drain-source voltages, the THz conductivity of the high-field gate-drain region in a
HEMT is not so small due to relatively high electron drift velocity vgd. In this case vgd becomes
much higher than that in the intrinsic channel region vd. As a result the ac current is induced in
the gated channel. Its frequency dependence is directly reflected by the electron transit time τdd at
the gate-drain region τgd = Ld/vgd where Ld is the length of the gate-drain region, promoting the
RSS instability [4]. Figure 1(c) plots the calculated DS and RSS instability indices γDS and γRSS

as functions of the gate length Lg and the fundamental plasmon frequency.
Hydrodynamic Euler equation includes a quadratic term in a product of the local carrier ve-

locity and its spatial gradient. The continuity equation includes the other quadratic term in a
product of the local carrier velocity and the local carrier density. These terms give rise to nonlinear
convective and conductive rectification effects to the electromagnetic radiation, respectively. The
former is called as the plasmonic ‘ratchet’ effect and has a Drude-type monotonic frequency depen-
dence whereas the latter is called as the plasmonic ‘drag’ effect and has a frequency-independent
response [5, 11].

When the plasmon cavity length (corresponding to the intrinsic gate length) is shorter (longer)
than the coherent length given by the product of the plasmon velocity and the momentum relaxation
time, the rectified photoresponse becomes resonant-like (non-resonant-like). It is noted that even for
the non-resonant, over-damped cases, rectified component is “non-zero,” due to the aforementioned
plasmon nonlinearities [19]. In general at room temperature the gate length of the order of sub
micrometers is longer than the coherent length in III-V or group-IV semiconductors, which in turns
resulting in non-resonant THz detection at room temperature. The responsivity of the non-resonant
detection is analytically derived from the current-voltage characteristics of the HEMT operation,
which is proportional to the transconductance, inverse conductivity, and square of the radiation
intensity [20]. Thus, in general, the responsivity takes a maxima at a gate swing voltage close to
the threshold level [20]

(a) (b) (c)

Figure 1: (a) Schematics cross sectional view of a HEMT. (b) Increment of DS instability as a function
of the ratio of the electron drift velocity to the plasma velocity [3]. (c) Calculated DS and RSS instability
indices γDS and γRSS as functions of the intrinsic gate length Lg and the fundamental plasmon frequency [4].
Positive values correspond to the instable cases.
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3. ADGG HEMT EMITTERS AND DETECTORS

In order to realize intense coherent monochromatic THz emission and highly sensitive THz detec-
tion we introduced our original ADGG structure (Figure 2) [4]. In the ADGG structure the DGG is
implemented with asymmetric inter-finger spaces. THz electric field distribution and resultant pho-
toresponse were numerically simulated using a self-consistent electromagnetic approach combined
with the perturbation theory for the hydrodynamic equations for 2D plasmons in HEMTs under
periodic electron density modulation conditions [5]. Figure 3(a) shows giant enhancement of the
responsivity (by four orders of magnitude) in an ADGG HEMT under drain-unbiased conditions.
When the ADGG HEMT is dc-drain biased, the asymmetry of the plasmonic cavity is enhanced
enormously as shown in Figure 3(b), resulting in further enhancement of the responsivity by orders
of magnitude. It is reasonable to suggest that similar enhancement should be also exhibited for
the DS and RSS instabilities in the ADGG HEMT. We modeled the plasmon instabilities based
on Boltzmann transport equation and self-consistent Poisson’s equation. Figure 3(c) plots the DS
and RSS growth rates for a typical case of structural and material parameters, exhibiting peaks in
shorter Lg1 caused by the RSS instability and a flat response caused by the DS instability.

The ADGG HEMTs were designed and fabricated using InAlAs/InGaAs/InP materials (see
Figure 1) [5]. Asymmetric factor, the ratio of the inter-finger spaces, d1/d2, was fixed to be 0.5.
The grating gates G1 with narrower fingers Lg1, serving plasmon cavity gates, were designed to be
chirped ranging from 215 to 430 nm.

After processing the ADGG HEMT, a vertical photonic cavity with a high finess of ∼ 60 was
formed (see Figure 1).

First, we observed the THz emission from the device using a Fourie-transform spectrometer
wish a 4.2-K Si bolometer. As seen in Figure 4(a) intense emission of Fabry-Perot modes with a
sharp linewidth ∼ 1.23 cm−1 (∼ 37GHz) was observed at room temperature (290K). As a bias
dependence, by increasing Vds the whole emission intensity of Fabry-Perot modes raises, reflecting
the hot-plasmon-originated broadband background emission. Furthermore, by applying appropri-
ate biases for DGG: Vg1 of 0 V and Vg2 of −0.55V to make a strong contrast on the electron
densities on plasmonic cavities the peak at ∼ 3.55 THz was enhanced, reflecting the 3rd harmonics
of the plasmon resonance driven by the DS instability. At lower temperatures electron momen-

Figure 2: Schematic view and scanning electron micrographic images of an AC-DGG HEMT THz emit-
ter/detector.

(a) (b) (c)

Figure 3: (a) Simulated relative responsivity as a function of d1/d2. Lg1 = 400 nm, Lg2 = 2.4 µm, d1 + d2 =
800 nm, W = 3.6 µm. Electron density under G2: 2.5×1011 cm−2, and that the other area: 2.5×1012 cm−2.
(b) Simulated current distribution underneath a unit ADGG cell for the asymetric factor of d1/d2 = 0.5. (c)
Simulated growth rate vs. Lg1. d1 = 200 nm, d2 = 300 nm, Lg1 = 300 nm.
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(a) (b)

Figure 4: (a) Bias and temperature dependences of emission spectra for the fabricated ADGG HEMT [3]. (b)
Frequency dependence of the responsivity obtained experimentally (filled circles and squares) and theoretical
fitting (dashed line) [11].

tum relaxation times increase and hot-plasmon background is suppressed, resulting in more intense
monochromatic coherent emission at ∼ 3.55THz corresponding to the 3rd plasmon mode matched
to a Fabry-Perot mode at 140 K.

Second, we measured the photovoltage of the ADGG HEMT samples upon input THz waves
at normal incidence, with polarization parallel to the source-to-drain direction at 300K under zero
drain-to-source bias conditions. Measured responsivity is plotted in Figure 4(b), demonstrating
the record detection responsivity of 22.7 kV/W (2.2 kV/W) at 200 GHz (1 THz) at 300 K with low
noise equivalent power of 0.48 pW/Hz0.5 (15 pW/Hz0.5) [10, 11]. The frequency dependence of the
responsivity agrees well with the theoretical model, showing the plasmon drag effect predominant
at relatively low frequencies and the plasmon ratchet effect predominant at relatively high frequen-
cies [11]. When drain-source is dc biased in the subthreshold region, the responsivity increases by
one order of magnitude from the level under unbiased conditions while suppressing the increase in
the noise figure [12].

4. FUTURE DIRECTIONS

4.1. Arrayed Integration

One critical issue of the A-DGG HEMT is a mismatch of the device active area (< 20 × 20µm2)
and the spot size of the THz beam, which is on the order of its wavelength (> 300µm). It causes
inefficient coupling of the total incoming/outgoing THz wave to/from the device and, in turn,
results in inefficient external performances, despite the portion of the incoming/outgoing THz
wave within the active area is effectively coupled to the devices. The active area is limited mainly
by the technological difficulty to make interdigitated dual-grating gates with submicron lengths
(and with widths several orders of magnitude larger) over tens of periods. A natural solution for
this is 2D-arrayed integration of emitters/detectors. The series connection of detectors in an array
should result in the summation of photovoltage of each detector, and the total photovoltage should
become the photovoltage of a single detector multiplied by the number of the detectors, at the
best. For an emitter array, the variation of emission frequency (and the phase) of each emitter may
degrade the total output power from the ideal summation of emission power of each emitter. The
mutual injection locking among emitters, however, is expected to be manifested due to the strong
nonlinearity of plasmons, leading to a monochromatic coherent emission from the array.

As a first step towards the monolithic integration of the 2D-arrayed emitters/detectors, we
measured the photovoltage of an array of 1× 4 A-DGG detectors (Figure 5(a)), where source and
drain contacts of the detectors laid on a die are connected in series by wire bonding. Figure 5(b)
shows the external responsivity of the detector array at 0.8 THz as well as that of a single detector
with the same design and the same bias conditions. Here, the external responsivity refers to
the responsivity normalized by the total input power. As shown in Figure 5(b), the responsivity is
almost 4 times larger for the detector array than the single detector as expected. This result clearly
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(a) (b)

Figure 5: (a) Array of 1 × 4 A-DGG detectors. Device active areas are indicated inside white circles. (b)
External responsivity of the detector array (filled squares) compared with that of a single detector (opaque
circles).

(a) (b) (c) (d)

Figure 6: (a) Image of a single detector module. (b) Detector and a waveguide mounted on the back of
the Si-lens inside the module. (c) Closer view of the mounted detector. (d) Image of an arrayed detector
module.

demonstrates the effectiveness of the arrayed integration. Much denser detector array (> 10 × 10
in total active area with < 1× 1 mm2 is possible) is thus expected to be very effective to maximize
the external performance.

4.2. Packaging

To build up imaging or wireless communication systems with A-DGG emitters/detectors, packaging
them into an assembled module is inevitable. Here, we developed such modules dedicated for single
and arrayed emitters/detectors. For a single emitter/detector, we developed a module with a
semispherical Si lens where the device is mounted onto the back surface of the lens at the focal
point (see Figures 6(a)–(c)). In addition, the output port for the detector (i.e., drain contact)
is connected to a coplanar waveguide and then to an RF connector embedded into the module.
These enable the transmission of received signal with modulation speed up to 40 GHz. For an
emitter/detector array designed to mount 3 × 2 devices, on the other hand, a flat Si window is
adapted because the sizes of the arrays are larger than the spot size of the THz beam at the focal
point (see Figure 6(d))

There is a room for further improvement on module assembly and packaging. First, the output
port of the detector and the input port of the emitter for modulation signal must be impedance-
matched to 50Ω. Second, embedding a low-noise amplifier to the detector module is an effective
way to improve the responsivity. Third, the lens shape must be optimized depending on the total
active area of a single device or an array as well as on the directivity of emitters Those are necessary
to exploit ultimate performance of A-DGG emitters/detectors.

4.3. Applications

THz imaging is successfully performed utilizing the ADGG HEMTs as is demonstrated in Refs. [9, 15].
Our interest is now much directed to the application of the ADGG HEMT detectors to the sub-THz
wireless communication. The standard single-gate HEMT was successfully utilized for detection of
sub-THz wireless transmission data traveled over a 1-m distance on a 300-GHz carrier [16–18]. The
results suggests that the extension of the transmission distance by orders of magnitude (from the
order of “meter” to “kilometer”) could be feasible by replacing the single-chip single-gate HEMT
detector chip to a 2D-arrayed ADGG HEMT detector module.
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5. CONCLUSIONS

Recent advances in emission and detection of terahertz radiation using 2D plasmons in semicon-
ductor heterostructure integrated devices and their applications to sensing and high-speed wireless
communication systems were reviewed. The Doppler-shift effect of the plasma wave velocity under
an asymmetric plasmon cavity boundary and/or the spatial modulation of electron transit time in a
sub-micrometer scaled 2D plasmon system with a non-uniform 2D electron density distribution can
promote the plasmon instability, resulting in self-oscillation of plasmons in the terahertz regime.
The hydrodynamic nonlinearity of 2D plasmons can rectify the incoming electromagnetic radiation,
resulting in photovoltaic detection of terahertz radiation under an asymmetric 2D plasmon cavity
boundary. The device structure that can provide practical emission and detection performances
were addressed, which is based on a high-electron mobility transistor and incorporates the authors’
original ADGGs. Numerical analysis revealed that in comparison with conventional symmetric
DGG structure the asymmetric DGG can substantially improve the detection sensitivity as well
as the instability (emissivity) by three to four orders of magnitude. Excellent terahertz emission
and detection performances including coherent, monochromatic emission beyond 1-THz range at
relatively low temperatures and the record detection responsivity of 22.7 kV/W (2.2 kV/W) at
200GHz (1 THz) at 300 K with low noise equivalent power of 0.48 pW/Hz0.5 (15 pW/Hz0.5) were
experimentally demonstrated by using InAlAs/InGaAs/InP heterostructure material systems. The
frequency dependence of the responsivity was in good agreement with the theory deduced from
the plasmonic drag and ratchet effects. Their arrayed monolithic integration and module assem-
bly/packaging issues were also addressed. Their applications to terahertz-imaging-based sensing as
well as high-speed wireless communications were demonstrated.
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Abstract— We study a terahertz-wave integrated circuits based on a two-dimensional photonic
crystal (PC) slab to manipulate terahertz waves with low loss. We demonstrate a PC waveguide
with a low propagation loss (< 0.2 dB/cm). Based on this PC waveguide, we develop a diplexer
using a directional coupler whose short length is comparable to the wavelength. We also fabricate
a grating coupler as an interface of the waveguide to free space. Finally, the integration of
terahertz diode chips into the waveguide is discussed. The propagation frequency band of the
PC waveguide is successfully observed from the integrated device that uses a diode as a terahertz
detector. We also achieve a 7.5-Gbit/s error-free terahertz-wave transmission using the device in
the 0.3-THz band.

1. INTRODUCTION

Recently, the frequency band of terahertz electromagnetic waves (from 0.1 to 10THz) has at-
tracted much attention owing to its unique application possibilities such as spectroscopic sensing,
non-destructive imaging, and ultra-broadband wireless communication [1]. However, most existing
terahertz wave application systems and devices require the use of bulky and discrete components,
including sources, detectors, hollow-core waveguides, and lenses. Size reduction of the devices and
development of integration platform are required to build a terahertz wave integrated circuit (IC)
in a thin, planar structure with low loss. As a terahertz integration platform, metal-based struc-
tures such as metallic transmission lines and electromagnetic metamaterials are being extensively
studied [2–5]. However, the intrinsic absorption loss of metals in the terahertz frequency region
is high and uncontrollable. We have proposed a photonic crystal (PC) slab consisting of a two-
dimensional (2D) lattice of air holes formed in silicon (Si) as an alternative platform for terahertz
wave manipulation [6]. This is because an ultralow-propagation-loss (less than sub dB/cm) waveg-
uide for terahertz waves can be theoretically achieved if high resistivity (more than several kΩ· cm)
Si is used [7]. Fig. 1 shows the schematic image of a terahertz-wave IC based on a PC slab, which
consists of a waveguide [8], a diplexer [9], a grating coupler [10], and terahertz receiver [11] and
transmitter mounted on a PC slab platform.

In this paper, we present the development of each component shown in Fig. 1. We estimate
the propagation loss of the PC waveguide at 0.3-THz band, where various applications are being
rapidly developed [1]. The compact diplexer is designed and fabricated for frequency-division
communications. The grating coupler is used as an input/output interface in place of conventional
antenna structures. We also discuss how terahertz waves confined in the dielectric PC waveguide can
be efficiently coupled to diode devices. Finally, we demonstrate an error-free giga-bit transmission
using the diode-integrated waveguide.

Figure 1: Schematic image of a terahertz-wave
transceiver IC based on a PC platform.

Figure 2: Schematic and pictures of the PC waveg-
uide.
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Figure 3: Dispersion diagram of the guided modes. Figure 4: Frequency dependence of the propagation
loss.

2. LOW-LOSS PC WAVEGUIDE

Figure 2 shows the schematic of a PC waveguide. The PC slab has a 2D triangular lattice of
circular air holes in 200-µm-thick Si. The lattice constant a of the PC and air-hole radius r are
set to 240 and 72µm, respectively. The PC has 2D a photonic bandgap (PBG) effect where no
propagation modes exist in the in-plane directions, as shown in Fig. 3. The line defect is introduced
along the Γ-J direction. Fig. 3 shows the calculated dispersion curves of the guided modes. The
dashed line is the light line, which corresponds to the dispersion in free space. Theoretically, no
radiation loss is expected below the light line because the electromagnetic wave can be completely
confined in both the vertical and in-plane directions by total internal reflection and the PBG effect,
respectively [12]. The fundamental guided mode occurs from 0.242 of the normalized frequency.
The waveguide was fabricated by photolithography and dry etching.

Figure 4 shows the measured propagation loss. The experimental results show good agreement
with the simulation results calculated by the finite-difference time-domain method. Low propa-
gation loss (< 0.2 dB/cm) is achieved in the PC waveguide from 0.318 to 0.335 THz where the
non-leaky condition is satisfied. The 20-kΩ· cm high-resistivity Si contributes to the reduction of
the absorption loss due to the free-carrier in Si. The propagation loss is one or two orders of mag-
nitude smaller than that of typical metallic lines [2–4]. To the best of our knowledge, this value
is also the smallest ever reported among various PC waveguides, including those in the light-wave
region (∼ 2 dB/cm) [13].

3. COMPACT DIPLEXER

A compact frequency selector that uses 2D PC cavities has been reported in the light-wave re-
gion [14]. However, achieving a broadband operation is difficult due to their resonant property.
A directional coupler is a candidate to make broadband operation in contrast to the cavity-based
structure. The coupling length and the interval between two waveguides are designed be 4a and
two rows, respectively [9] as shown in Fig. 5. The length is comparable to the wavelength. Radius
r′ of the line defect is set to 0.23a for broadband operation. The waveguide width in port2 is nar-
rower 0.15a to match the guided band of port1 in the operating band. Furthermore, the location
of the holes in the port3 area is shifted 0.30a to improve the isolation of the bar and cross states.
Fig. 6 shows the field distributions of the guided mode for the bar and cross states at 0.32 and
0.33THz, respectively. Fig. 7 shows the experimental results of the transmission spectrum. The
3-dB bandwidth of cross state is 2.3-% of the operation frequency, which is over 10 times wider
compared with that reported in the light-wave region [15]. The isolation of the cross and bar states
is over 30 dB.

4. GRATING COUPLER

Using a grating coupler is one of the methods to realize an input/output interface in the circuit.
Fig. 8 shows the schematic of the grating coupler. Period Λ, grating depth d, and number of
period N are set to 600µm, 200µm, and five, respectively. We have successfully demonstrated the
operation with a center frequency of 0.327THz, as shown in Fig. 9. The 6% transmittance can be
improved to > 50% by optimization of the grating parameters [10].
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Figure 5: Schematic of the diplexer structure.

(a)

(b)

Figure 6: Electric-field intensity distributions.

Figure 7: Transmission spectrum of the diplexer.

(a)

(b)

Figure 8: (a) Schematic of a grating coupler. (b)
Structure parameters.

Figure 9: Transmission spectrum.

5. INTEGRATION WITH DIODE CHIP

We consider two schemes for the integration of diodes to the PC waveguide, as shown in Fig. 10.
We apply a directional coupling method for the diode with a tapered slot antenna [11]. The diode
chip is mounted on the PC waveguide with a center alignment of the diode to the PC waveguide.
The guided terahertz wave in the PC waveguide is directionally coupled to the substrate of the chip
and propagates in the tapered slot antenna, as shown in the simulated electric-field distribution in
Fig. 10(a). In contrast, we use an end-fire coupling when the diode has simple two square electrodes.
A diode chip is attached to the edge face of the PC waveguide. A terahertz wave propagating in
the PC waveguide directly enters into the substrate of the diode chip through the junction normal
to the propagation direction as shown in Fig. 10(b). Fig. 11 shows photographs of each fabricated
module connected to a coplanar waveguide (CPW) and a coaxial connector.
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Figure 12 shows the block diagram of the experimental setup for the frequency-response mea-
surement. Signals in the range of 0.28–0.38 THz, modulated at 100 kHz by a −5-dBm output, were
generated in which the millimeter-wave signals were multiplied nine times in the frequency range
of 31–42 GHz. The generated terahertz wave was input via the tapered structure at the edge of the
PC waveguide from the WR-3 rectangular waveguide [16]. The terahertz wave was detected by the
diode, and the demodulated signal was transmitted to the coplanar strip line and coaxial connector
and then measured by a spectrum analyzer. A direct-current voltage was applied to the diodes
using a bias tee, and the output signal was extracted by the same CPW. Fig. 13 shows the measured
frequency dependence of the normalized output signal power, which is demodulated by the diode
detectors. In the theoretical propagation band of the PC waveguide, the intensity is increased by
> 30 dB compared with the noise floor at 0.30 THz to 0.31THz. This result demonstrates that the
terahertz wave that propagates through the PC waveguide is successfully delivered to the electric
devices. The end-fire coupling has wider broadband operation that the directional coupling. This
difference is due to the multiple reflection inside the larger chip substrate of the directional coupling
structure.

Finally, we demonstrated a terahertz-wave transmission using the fabricated detector module.
Fig. 14 shows the block diagram of the experiment. The millimeter-wave was ON-OFF modulated
using an intensity modulator, which was driven by a pulse pattern generator. The generated
millimeter-wave was multiplied by nine times using a frequency multiplier. At the receiver side, the
detected signal was amplified by a 25-dB-gain pre-amplifier with a bandwidth of 12 GHz, followed
by waveform sharpening using a limiting amplifier. Fig. 15 shows the eye diagram at a bit rate of
7.5Gbit/s with a frequency of 0.351THz. Error-free transmission was confirmed using a bit error
rate (BER) tester (BER < 10−11). Terahertz-wave communication was successfully achieved via

(a)

(b)

Figure 10: Schematics and simulated results of each
coupling structure. (a) Directional coupling. (b)
End-fire coupling.

(a)

(b)

Figure 11: Photographs of each fabricated module.

Figure 12: Block diagram for the measurement of
the frequency response.

Figure 13: Measured frequency dependence of out-
put signal power.
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Figure 14: Block diagram for the terahertz commu-
nication experiment.

Figure 15: Measured eye diagram.

the integration of a Schottky Barrier diode chip with the PC waveguide.

6. CONCLUSION

We have presented terahertz-wave components using PC. We have developed a PC waveguide with
very low propagation loss. On the basis of this PC waveguide, we have developed a diplexer using
a small directional coupler. We fabricated a grating coupler for the waveguide as an input/output
interface. We have successfully integrated terahertz diode detectors to the PC waveguide and eval-
uated the frequency characteristics at the 0.3-THz band. We have also demonstrated a 7.5-Gbit/s
error-free terahertz transmission as a receiver module. In our future works, we plan to integrate a
terahertz resonant tunneling diode (RTD) oscillator [17] with a PC waveguide for demonstration as
a terahertz transceiver module. The important challenge would be the improvement of the coupling
efficiency of the diode and PC waveguide. These efforts will lead to the realization of terahertz-
wave ICs based on a PC that reduces the size of terahertz-wave systems for advanced information
communication technologies.
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Abstract— A terahertz metal wire-grid polarizer on a low-loss dielectric (crystalline quartz)
substrate was simulated using High Frequency Structure Simulator (HFSS) and modeled with
equivalent-circuit theory. The transmittance of the polarizer was calculated for electromagnetic
radiation at normal incidence from 100 to 1000 GHz for both s-polarization (perpendicular to
the grid) and p-polarization (parallel to the grid). The phase difference in S21 between the HFSS
input and output ports was calculated and plotted versus frequency and versus fill-factors of 0.3,
0.5, 0.7, 0.9, and 0.95 for both polarizations. Analysis of the S-polarized S21 shows that the
phase-angle differences are all negative. This is interpreted as the phase of the current in the
wire grid leading the phase of the voltage across the gaps, and thus the electric field across the
gaps. This behavior was seen for all fill-factors. Therefore, a capacitive effect is exhibited by
the wire-grid polarizer for S-polarization. Analysis of the P -polarization results show the phase
angle differences are positive for fill-factors less than or equal to 0.9 and negative at the fill-factor
of 0.95. Thus, the wire-grid current lags the gap voltage for P -polarization at fill-factors ≤ 0.90
(an inductive effect) while wire current leads the gap voltage at fill-factor = 0.95 (a capacitive
effect). This behavior is the spatial analog of a parallel LC circuit.

1. INTRODUCTION

Wire-grid polarizers have been fundamental passive optical devices for over one hundred years.
They date back to 1888 when they were used by Heinrich Hertz to investigate radio waves [1].
Since then, wire-grid polarizers have been used throughout the electromagnetic spectrum from ra-
dio frequencies through the ultraviolet [2–5]. The wire-grid polarizer in this study was designed for
the millimeter wave and terahertz (THz) regions. It consists of a regular periodic array of fine alu-
minum (Al) strips of width ws and gaps wg pattered on an insulating polycarbonate substrate. The
objective was to study the characteristics of this basic design as the fill-factor, FF = ws/(ws +wg),
was varied from low to high values. Full-wave numerical simulations were carried out using High
Frequency Structure Simulator® (HFSS). The frequency response of the magnitude of the trans-
mittance has previously been reported [6, 7]. Extraordinary optical transmission and exceptionally
high extinction ratios that increased with increasing fill-factor were numerically predicted and ex-
perimentally observed. Here, the response of the phase angle of the transmittance will be presented
and modeled.

2. POLARIZER DESIGN AND SIMULATION

Based upon previous studies [6, 7], the period of the THz wire-grid polarizer was 40µm, the thick-
ness of the metal strips was 0.2µm, and the thickness of the polycarbonate substrate was 1.5mm.
The numerical simulations were carried out for incident radiation polarized perpendicular (S) and
parallel (P ) to the strip axis at frequencies from 100 GHz to 1000GHz in steps of 1 GHz. The fill-
factor was varied by changing the strip width from 0 to 39.9µm (FF = 0 to 0.9975). The simulated
incident radiation was always at normal incidence to the substrate. To improve the accuracy of the
simulations, the electrical properties of the Al strips where represented by the Drude model for AC
conductivity [8]. The absorptive losses in the polycarbonate were modeled with a separate look-up
table based upon a frequency-dependent dielectric function derived from transmission data taken
with a THz photomixing spectrometer.

The phase angles calculated in this study are plotted in terms of the phase-angle difference
between the input and output waveports with the wire strips and substrate in place, minus the
phase difference between the input and output waveports with only the substrate in place (i.e.,
FF = 0.0). This subtracts out the uninteresting evolutionary phase effect of the substrate and
allows us to focus on the effect of the wire grid only. As plotted in Figure 1, the phase angle
difference is seen to decrease monotonically with increasing frequency for S polarization at all fill
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factors, and do the same for P polarization except at the highest FF (0.95), which displays a peaked
behavior. For low fill-factors, the decrease is linear. For higher fill-factors, nonlinear dispersion
emerges. The negative phase angle differences may be interpreted as the currents generated on the
wire strips leading the voltages generated across the gaps (and hence the electric fields) in phase.
This type of phase relationship is similar to that seen in capacitors.

Physically, this makes sense for S-polarization as the surface currents flow across the wires and
along the gap walls. For P -polarization, the phase differences are all positive for fill-factors less
than 90%. The positive phase angle differences indicate that the currents on the wire strips lag the
voltages (and the electric fields) across the gaps. This type of phase relationship is similar to that
seen in inductors. At very high fill-factors, some threshold is crossed for P -polarization. A sign
change occurs and the phase difference becomes negative (capacitive). This behavior is reminiscent
of that seen in a parallel LC tank circuit with fill-factor taking the place of frequency. In a parallel
LC circuit, the response is inductive below the resonant frequency and capacitive above it. In the
wire-grid polarizer, the response to a P -polarized wave is inductive below some critical fill-factor
and capacitive above it.

The behavior of the phase angle difference versus fill-factor, at four spot frequencies (104, 275,
530, and 1000 GHz) was calculated and plotted. For S-polarization, Figure 2(a) shows the phase
angle difference increases in the negative sense with increasing fill-factor, a capacitive effect. This
can be explained by the fact that increasing fill-factor means decreasing gap size and hence increas-
ing capacitance. The plot also shows the phase angle difference increasing in the negative sense
with increasing frequency in agreement with Figure 1(a). For P -polarization, Figure 2(b) shows
the phase angle difference initially increasing in the positive sense with increasing fill-factor, an
inductive effect. Then, between fill-factors of 0.9 and 0.95, a large negative phase shift occurs. This
behavior is in agreement with Figure 1(b). Apparently, the critical fill-factor is somewhere between

(a) (b)

Figure 1: Calculated phase angle differences for various fill-factors versus frequency, (a) S-polarization,
(b) P -polarization.

(a) (b)

Figure 2: Calculated phase angle differences versus fill-factor for 104GHz, 275 GHz, 530 GHz, and 1000 GHz,
(a) S-polarization, (b) P -polarization.
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0.90 and 0.95. The impedance switches from inductive to capacitive within this range. Again, this
is behavior analogous to that seen in an LC tank circuit.

3. ANALYSIS OF SIMULATION RESULTS

Based upon the behavior of the phase angle difference for P -polarization, the wire-grid self-
resonance frequency was estimated for various fill-factors. The wire grid was modeled as an array of
slotlines each having characteristic impedance Z0 and effective dielectric constant εeff on a 1.5-mm-
thick polycarbonate substrate having εr = 2.89. These were calculated from analytic expressions [9]
that were previously confirmed to be good approximations to more precise results from the method
of moments [10]. From these, the specific capacitance C ′ and inductance L′ were calculated from
the transmission-line relations, C ′ = (Z0v)−1 = (εeff )1/2/(Z0c), and L′ = Z0(εeff )1/2/c, where c is
the speed of light in vacuum. The resulting curves for C ′ and L′ are plotted in Figures 3(a) and
(b) in the interesting range of fill factors between 0.85 and 1.0.

From C ′ and L′, we can calculate corresponding sheet values knowing the grid period a, as
CS = C ′ · a, and LS = L′ · a. The resulting distributed resonant frequency is then given by

f0 =
1

2π
√

LSCS
(1)

For example, at the threshold fill factor of 0.90 in Figure 2(b), Figure 3(a) displays C ′ ≈ 5.0 ×
10−13 F/cm, and 3(b) displays L′ ≈ 6 × 10−9 H/cm. These become CS = 2.0 fF/sq and LS =
24pH/sq upon substitution of the fixed grid period a = 40 µm (0.004 cm), leading to a resonant
frequency from (1) of f0 = 726 GHz. This is well within the simulated frequency range and supports
the existence of a distributed resonance effect.

 (a)   (b)

Figure 3: (a) Specific gap capacitance versus fill-factor, (b) specific sheet inductance for fill-factors, for
fill-factors from 0.85 to 1.0.

4. CONCLUSION

Thus, full-wave numerical simulations of THz radiation incident on a wire-grid polarizer pre-
dict some interesting electromagnetic phenomena. For S-polarization, the wire-grid acts as an
impedance with a capacitive reactance to the incident wave. For P -polarization, the wire-grid acts
as an impedance with an inductive reactance at low fill-factors. At high fill-factors (somewhere
between 0.90 and 0.95), the reactance changes abruptly to capacitive. This behavior is analogous
to that seen in a lumped LC tank circuit and could possibly be exploited for use in plasmonic-like
circuitry.
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Abstract— We present the design and simulation results of a novel dual-wavelength laser
based on III-V/silicon heterogeneously integration platform. A single-mode symmetric splitting
in reflection spectrum appears when embedding shoulder gratings inside a micro-ring resonator.
We use the grating micro-ring (GMR) as the front reflector of the laser. By adjusting the
reflection coefficient of the gratings and the coupling coefficient between the ring and the straight
waveguide, the difference between the two lasing wavelengths can vary from 0 to more than 1 nm.

1. INTRODUCTION

Terahertz wireless communication is considered as an excellent candidate to meet the rapidly in-
creasing demand for broadband wireless network, due to its inherently higher bandwidth compared
to microwave solutions [1]. Mode-beating dual-wavelength lasers, which can be used for continu-
ous wave (CW) THz carrier signal generation [2] and all-optical clock recovery [3], have attracted
significant attention. Monolithically integrated dual-wavelength lasers (DWLs) are more compact,
cost-effective than the free-running laser pair [4] as an optical beat source. Compared to two dis-
crete free-running lasers, the DWL has more stable frequency leading to a smaller drift of the
THz signal when undergoing similar environmental fluctuations. Several ways to achieve mono-
lithically integrated dual wavelength laser have been published, such as multi-section distributed
feedback (DFB) lasers [5, 6], independent lasers on a chip with optical combiner [7] and single cavity
dual-wavelength laser [8, 9].

In this paper, we demonstrate a novel hybrid integrated DWL. By incorporating a shoulder
grating into a micro-ring, we can enhance the coupling between the two counter-propagating modes.
The reflection spectrum of GMR shows symmetric splitting when the reflection coefficient of the
gratings and the coupling coefficient between the ring and the straight waveguide are appropriately
designed.

2. DEVICE PRINCIPLE

Figure 1: The schematic of the dual-wavelength laser.

The structure of the DWL is shown in Fig. 1. It can be divided into 3 sections: Section 1 for
the grating embedded micro-ring, Section 2 for the gain and phase adjustment, and Section 3 for
the DBR as rear reflector.

The DWL can be monolithically integrated by BCB bonding technique on SOI wafer [10]. The
shoulder gratings are embedded into the entire micro-ring resonator. The regular period of the
shoulder gratings is equal to half of the angular period of the micro-ring resonance order, so it
couples with only one resonance mode [11].

We use the transfer matrix method for simulation. For the ring part, as shown in Fig. 1, k11

and k22 are self-coupling coefficients, we have k∗11 = k22, k12 and k21 are cross-coupling coefficients,
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and we have k∗12 = −k21, k11k12 − k21k12 = 1, n stands for the number of periods of the grating.
The transmission matrix of the ring is given by.

[
Si

S0

]
=

1
k12

[
1 −k∗11

k11 −1

] [
A1

An+1

]
(1)

Representing the relation between An+1 and A1 by An+1 = f (A1), we can obtain

Si =
A1 − k∗11f (A1)

k12
, So =

k11A1 − f (A1)
K12

(2)

Considering the grating, as shown in Fig. 2, we use the transmission matrix T for the interface
of two medium and P for homogeneous medium. Λ is the period of grating, L1 is the length of
grating teeth, D (defined as L1/Λ) is the duty cycle of the grating, r is the reflection coefficient at
interface, Ai (or Bi) gives steady-state amplitudes of the forward (or backward) mode at different
periods.

Figure 2: Schematic of the gratings.

(a)

(b)

(c)

(d)

Figure 3: (a) The reflection spectrum of GMR when r = 0.001, k11 = 0.3. (b) Enlarged view of the spectrum
around reflection peak. (c) Reflection spectrum when r = 0.002, k11 = 0.3. (d) Reflection spectrum when
r = 0.0003, k11 = 0.3.

The relations between A1, B1, An+1, Bn+1 can therefore be written as follows:
[

A1

B1

]
= [T1P1T2P2]

n

[
An+1

Bn+1

]
= M

[
An+1

Bn+1

]
. (3)

Use Bloch wave method to solve the M matrix:

M =
[

m11UN−1 − UN−2 m12UN−1

m21UN−1 m22UN−1 − UN−2

]
, (4)
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where

UN =
sin ((N + 1)KΛ)

sin (KΛ)
,KΛ = cos−1

(
m11 + m22

2

)
. (5)

The relation between B1 and Bn+1 is as follows:

Bn+1 = k22B1 = k11B1 (6)

From Equations (2)–(6), we can obtain:

So

Si
=

k11M11 + k∗11M22 − k11k
∗
11 det (M)− 1

M11 + k∗2
11

M22 − 2k∗11

(7)

Table 1: Parameters used in the simulation.

Parameters Description Value

ng Group velocity 3.6416

λ0 Center wavelength 1.55 µm

neff 0 Effective refractive index at the center wavelength 2.7136

nimo Imaginary part of effective refractive index at the center wavelength 1.357e-5

R Radius of the ring 30 µm

D Duty cycle of the grating 0.5

N Number of periods of the grating embedded in the ring 660

Γ Confinement factor of III-V waveguide 0.1

n Effective refractive index of III-V 3.2

L Effective length of the cavity 1500 µm

Ng Number of periods of the DBR 15

rg12 Reflectivity of the grating 0.045

neffs Effective refractive index of slot 2.523

neffg Effective refractive index of ridge 2.838

(a) (b)

(1)

(2)

(3)

Figure 4: (a) The reflection spectrum of GMR. (b) The transmission spectrum of whole DWL cavity. (1)
When r = 0.0007, k11 = 0.85; (2) when r = 0.00042, k11 = 0.9; (3) when r = 0.0002, k11 = 0.95.
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3. SIMULATION RESULTS

The parameters of the DWL used for the simulation are listed in Table 1.
The reflection spectrum of GMR changes with r, as shown in Fig. 3. When the self-coefficient

is settled, the coupling between the two counter-propagating modes becomes stronger with the
increase of reflection coefficient r, so the splitting appears.

Adjusting the phase section together with GMR parameters, we can obtain two lasing peaks at
two wavelengths of different intervals, as shown in Fig. 4. The difference between the two lasing
wavelengths are 1.0 nm, 0.6 nm, 0.2 nm, respectively. It is shown that r will decide the gap between
the two lasing peaks. When the gap becomes narrower, k11 need to be increased to get a larger
side mode suppression ratio.

4. CONCLUSION

We demonstrate a novel design of a DWL, which is based on the reflection spectrum splitting in
a grating embedded ring. By varying the ring coupling coefficient and grating reflectivity, we can
change the interval between two lasing wavelengths from 0 to 1 nm.
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Abstract— Carrying out astronomical observations at far-infrared wavelengths is critical in
enabling further progress in the fields of cosmology and astrophysics. Such observations will
allow additional insight into the birth and evolution of the Universe. To allow progress in these
areas, it is necessary to improve the sensitivity and resolution of the instrumentation that is used
to carry out these observations.
At the high frequencies in question (terahertz), the instruments typically make use of horn
antenna fed detector systems. To achieve the required performance, the horn designs must be
highly optimised. Full electromagnetic solvers (CST, HFSS, COMSOL etc.) struggle to predict
the performance of horn antennas at such high frequencies in a timely manner due to the large
electrical size of the structures. It is therefore very challenging to perform the optimisation using
such solvers particularly for multi-mode systems where each mode would have to be considered
individually.
In this paper we outline an alternative technique for modelling multi-mode (partially coherent)
horn antennas based on the mode-matching technique, which allows electrically large structures
to be modelled in a highly efficient manner. This technique returns a set of scattering matrices
which gives a full vector definition of the transmission and re ection characteristics of the resulting
design at a given frequency. We demonstrate how this can be used to extract field patterns and
other figures of merit that are important for evaluating the electromagnetic performance of a
horn design.
An efficient genetic algorithm based optimisation technique (using mode-matching) is also pre-
sented. The optimisation process is based on a piecewise conical profile horn design and produces
a geometry that is optimised with respect to some figure of merit that is of critical importance
for the application in question. This allows the instrument to realise the high levels of optical
performance that are required for astronomical applications.

1. INTRODUCTION

In order to further progress in the fields of cosmology and astrophysics, it is necessary to carry
out astronomical observations at far-infrared wavelengths. Observations carried out at these wave-
lengths will allow insight into the birth and conditions necessary for the evolution of galaxies, stars,
planetary systems and the evolution of matter. Such observations will allow further constraints
to be placed on the theories and models that govern the origin and evolution of the Universe. In
order to make progress in these areas, it is necessary to improve the sensitivity and resolution of
the instruments that are being used.

One method that is used to increase the sensitivity is to make use of multi-moded horns. These
horns provide additional channels of power relative to their single-modes counterparts, resulting
in increased throughput to the incoherent detectors that they feed, which results in increased
sensitivity. Since in incoherent systems these modes will couple independently to the detector, a
higher level of control over the beam definition is possible, resulting in an increase in the packing
factor when arrays of such detector pixels are used, which will further increase sensitivity. Multi-
moded horns have already been used on the European Space Agency Planck satellite, allowing the
mapping of the Cosmic Microwave Background radiation with hitherto unseen levels of sensitivity
and angular resolution [1]. The horns were used on the HFI instrument [2, 3] for the 545 GHz
and 857 GHz channels. These channels were used to remove foreground sources from the data,
and were an excellent example of how such horns can be used to retain high levels of sensitivity,
resolution and beam pattern control. In terms of application to far infrared missions, multi-mode
horn antennas are being investigated as candidates to feed transition edge sensor based detector
arrays, for example in the case of the SAFARI instrument on board the proposed SPICA satellite [4].
In this case, smooth-walled profiled horns are being examined as the feeds.

At the high frequencies in question for far infrared missions, the horn antennas must be carefully
optimised in order to comply with the stringent optical performance requirements that are enforced.
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A full electromagnetic analysis can be carried out using solvers such as CST, HFSS, COMSOL etc.,
however such structures tend to be electrically large at these frequencies, and so these solvers
will struggle to predict their performance in a timely manner. The mode-matching technique
offers an alternative method for modelling waveguide structures, and allows electrically large multi-
moded structures like those in question to be modelled in a more efficient manner than is typically
encountered when using full electromagnetic solvers.

2. ELECTROMAGNETIC MODELLING OF MULTI-MODED STRUCTURES — THE
MODE-MATCHING TECHNIQUE

The mode-matching technique [5] efficiently implements a scattering matrix technique which gives
a full vector definition of the transmission and reflection characteristics of a waveguide structure
at a given frequency for each mode at the input port of the system. In this approach (where we
assume a waveguide structure of cylindrical geometry), the structure is split into sections of varying
radii such that when placed together, return the original structure. The mode-matching approach
works by starting at one end of the horn, typically the throat or narrower end, considering the
first two sections and then working through the entire structure considering all consecutive sections
such that each junction between adjacent sections is considered.

In any given step of the process, two arbitrary adjacent sections are considered, as shown in
Figure 1, where the field is nominally propagating either from a narrower waveguide to a larger
waveguide (depicted on the left of Figure 1), or vice versa. The fields propagating in the sections
either side of a given junction are represented using circular transverse electric (TE) and transverse
magnetic (TM) modes. In a given section, the distribution of power across the modes that are
supported in the section (based on the radius of the section and the frequency of the radiation
being used as the source) is fixed, with the only change being the phase of the modes as they
propagate through the section. At the junction between two adjacent sections, there is change in
radius and it is this change that results in power scattering between the supported modes, in both
the forward and backward propagating directions.

The mode-matching technique calculates this inter-modal scattering by matching the transverse
fields across the junction in both directions of propagation and by applying the usual boundary
conditions at the waveguide boundaries [5]. If [A] and [C] are vectors containing the mode coeffi-
cients for the input TE and TM modes to the sections either side of the junction, representing the
forward and backwards propagating modes respectively, then they can be related to the vectors [B]
and [D] (containing the mode coefficients of the output modes on the input and output sides of the
junction respectively) by the scattering matrix S according to

[
[B]
[D]

]
= [S]

[
[A]
[C]

]
=

[
[S11] [S12]
[S21] [S22]

] [
[A]
[C]

]
. (1)

The sub-matrices of the S matrix, Smn, are defined such that they give the amount of each waveguide
mode arriving at port m, relative to the amount of the mode excited at port n. For example,
assuming that the input of the horn (the throat) is port one, then the S21 matrix represents the
amount of each mode arriving at the horn aperture relative to the amount by which the mode was
exited at the throat, which we assume to be unity power. By calculating the scattering matrices for
each junction, it is possible to cascade them in sequence [6] in order to find the set of S matrices that
determine the behaviour of the bulk waveguide structure, allowing the transmitted and returned
modal distributions obtained by illuminating the structure with a single frequency to be evaluated.

Typically for single or few-moded structures, it is only necessary to consider modes within the
n = 1 azimuthal order. This results in a relatively quick calculation, with the modes adding in
a partially incoherent manner. When dealing with multi-moded structures, the situation becomes
more complex. in the case where the waveguide structure is of cylindrical geometry (which this

Figure 1: Two adjacent sections of waveguide, as considered in the mode-matching technique, with a < b
and a > b. Taken from [6].
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paper deals with), the different azimuthal orders (i.e., modes with different values of n) are inde-
pendent and so no intermodal scattering occurs between modes with different values for n. Such
modes are said to be incoherent. This results due to certain symmetries that exist between modes
in which n is different [3]. Of course, the overall field distribution of the structure consists of con-
tributions from all of the modes present, and so to find the composite field, the fields due to the
individual azimuthal orders must be added correctly in quadrature.

In order to achieve this, since all azimuthal orders are independent, the waveguide structures
are considered one azimuthal order at the time, and so from this the modal composition of the field
distribution of the waveguide structure will be known for a given value of n. These mode coefficients
are then used to expand the appropriate basis set which gives rise to the field distribution that is
required (Bessel functions for the aperture field and their Fourier Transformed equivalents for the
farfield [6]. The field due to each individual azimuthal order is then calculated using a partially
coherent summation as in the single-moded case, however the field patterns due to the different
azimuthal orders are then added together incoherently to form the composite beam. This effectively
means that there is no phase interaction between independent modes, and so they do not mix.

The mode-matching technique assumes a fixed number of modes throughout the entire calcu-
lation, typically the number of modes needed to model the largest section at the frequency in
question, plus several additional modes to account for evanescent modes. When it comes to carry-
ing out post-processing on the resulting scattering matrices, it is found that many modes contribute
very little to the overall performance, if anything at all. Although these modes do not contribute to
the overall performance of the horn, the algorithm will still calculate this null contribution, which
is clearly time consuming. This is especially true of multi-moded horns were higher azimuthal
orders are considered and will increase the computational time significantly. For this reason, it is
desirable to make the simulation process more efficient. This can be easily accomplished by using
the method of singular value decomposition (SVD) [7].

If S is an m×n matrix, in this context the S21 matrix of the horn, then the SVD of S is defined
as

S = U.Σ ·V†, (2)

where U is an m×m unitary matrix, Σ is an m×n diagonal matrix with non-negative real numbers
on the diagonal. and V†, the complex transpose of V, is an n × n unitary matrix. The diagonal
entries of Σ, Σii, are known as the singular values of S, hereafter represented by σi, where σi = Σii,
and are arranged in order of decreasing value. It is usual that only the first β diagonal elements are
non-zero. The columns of V form a basis set for the input modes of the system and the columns
of U form a basis set for the output modes of the system.

Owing to the diagonal nature of σ, only input modes (columns) with a non-zero singular value
will propagate to the output of the system, with the appropriate singular value giving the amplitude
factor by which the mode is transmitted to the output. Given the new basis set for the output
modes (the columns of U) and the corresponding singular value, the field at the output of the
system, for example at the output of a multi-moded horn, can be easily reconstructed. To do this,
the fields corresponding to each of the individual “singular modes” are added in quadrature, even
if the modes originate within the sane azimuthal order, as each singular mode is mathematically
independent and so the modes are incoherent.

This new basis set represents all of the information contained within the original scattering
matrix in a much more compact form, allowing the fields to be reconstructed in a much more
timely manner. This is due to the fact that the number of non-zero singular values is typically
significantly less than the number of modes considered in the calculation. For example, in a single-
moded system which considers m modes throughout the scattering matrix calculation, one would
traditionally calculate the field using an m×m matrix, but by using SVD this matrix is replaced
by a m × 1 matrix which significantly reduces the computational time [8]. This also applies to
multi-moded systems, whereby in the traditional approach to field calculations one would need to
consider n m ×m matrices for a system that uses n azimuthal orders. Using the SVD approach,
only the azimuthal orders contributing useful power would be considered. In the worst case scenario
(computationally), all azimuthal would be considered, but in each case only the modes with non-
zero singular values would be retained, which would mean that the size of the matrix representing
each azimuthal order would be significantly reduced, resulting in a significant reduction in the
computational time for the radiation patterns of multi-moded horn antennas.
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3. OPTIMISATION OF MULTI-MODED STRUCTURES

The above approach to the calculation of field patterns for multi-moded horns can be applied
to the optimisation of these structures, as often the figure of merit that is being optimised with
respect to is derived from the analysis of several field patterns. For example, if a horn were
being designed to realise maximum beam symmetry in the farfield, then each horn design that
was tested (i.e., each iteration of the algorithm) would require the calculation of two orthogonal
cuts of the farfield in order to calculate the symmetry of the field pattern. Considering the fact
that most optimisation algorithms will require many iterations to converge to a solution, this is
a time consuming process even in the single-moded case, unless SVD is used. The use of SVD
can reduce the time required to converge to a solution to a matter of hours [8]. When few or
multi-moded designs (for example Winston Cones [10]) are being considered and several scattering
matrices are required when calculating field patterns, the advantages of using SVD as a part of this
process become even more apparent, as multi-moded optimisations carried out without using this
technique have been found to run out of memory prior to obtaining a solution.

It is necessary to combine this efficient approach to modelling multi-moded waveguide structures
with an efficient optimisation algorithm. The algorithm must also be able to deal with multi-variable
stochastic functions, as antenna optimisation problems tend to be of this nature, with several input
variables defining the geometry of the horn and the figure of merit function altering unpredictably
with these variables. The genetic algorithm [9] satisfies these requirements and provides an efficient,
robust optimisation algorithm. It is based on the theory of evolution and iterates towards a global
minimum.

By specifying the figure of merit in such a way that minimising it results in optimal horn
performance, the ideal horn design can be found. The genetic algorithm also allows users to specify
the allowed range for each of the optimisation variables. Since these correspond ultimately to the
physical parameters of the horn either directly or indirectly (for example overall length, aperture
radius, severity of any profiling being used etc.) this allows the overall minimum or maximum
dimensions of the horn or portions thereof, to be specified. This is useful if for example the horn is
being used in a confined space, such as a cryostat or in a focal plane array, as the size of the horn
can be constrained. It is particularly useful to be able to specify the allowed ranges for the horn
geometry at various points in multi-moded antennas, as the geometry (radii, step size between
sections) determines the modal content of the horn and the relative amplitudes of the modes,
which determines the performance of the horn antenna. This is critical in terms of determining
horn performance, and so being able to specify limits for the horn geometry assists the optimisation
process by bounding the problem and so reduces the execution time and ensures that the solution
space being investigated is the desired one.

The method has already been successfully demonstrated for a single-mode, smooth-walled con-
ical profile horn, operating at 100 GHz. The optimisation process returned a horn geometry which
was optimised with respect to minimising the maximum cross-polar level. The optimiser achieved
this by minimising the impedance mismatch between the horn and free space, with the resulting
decrease in re ections giving rise to low levels of return loss, low sidelobe levels and a high degree of
symmetry in the co-polar beam. As this horn was being designed for use in future CMB missions,
these were the performance metrics that were of interest and so the horn met the performance
requirements. The simulated results were further verified in CST. The horn was manufactured and
measured using a vector network analyser based testbed, with the measurements agreeing very well
with simulation, showing that the horn was able to largely meet the performance requirements,
despite being of a simple design. A more complete description can be found in [11].

4. CONCLUSION

Observations in the far-infrared will require greater sensitivity in the future, with multi-moded
detection systems allowing this due to the additional channels of power that are available in such
systems. Pixels for these systems will likely make use of multi-moded feed horn antennas, and so
the design and optimisation of such structures is a relevant problem. In this paper, an efficient
method for simulating multi-moded waveguide structures based on the mode-matching technique
was described. A modification to the traditional field pattern calculation method was also described,
which brings significant time savings to the calculation, particularly when multi-moded structures
are being considered, allowing simulations of these structures to be carried out in a relatively
short amount of time using standard desktop computing power. This has large implications for
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the optimisation of such structures which typically involve thousands of iterations of this code,
as demonstrated by its application to single-moded systems. A description of the optimisation
technique that would be used was also given, illustrating how an efficient modelling technique can
provide excellent results for multi-moded structures when coupled with an efficient optimisation
algorithm.
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Abstract— We have studied for the first time the simultaneous generation of terahertz and
X-ray radiation from noble gas based nano-cluster supersonic jet under “one-” and “two-color”
(fundamental and its second harmonic) excitation with high-power femtosecond laser pulses. It
was shown that optimal conditions for effective generation of terahertz and X-ray radiation are
different. That makes possible efficiently control the magnitudes of terahertz and X-ray signals
simultaneously generated from gas nano-cluster jet. Controlling could be provided by different
means: by varying of time delay between laser pulse and cluster jet formation moment, or by
varying of chirp parameter of laser pulses. Also we shown that efficiency of THz generation from
cluster jet could be effectively controlled by varying of ratio between clustered and buffer (carrier)
gases in mixture. Angular distribution of terahertz beam generated near by optical axis under
“two-color” laser excitation conditions has been measured as well.

1. INTRODUCTION

High-temperature plasma initiated by irradiation of target with high-power femtosecond laser pulses
with intensities of 1015–1016 W/cm2, is a source of high-energy particles, as electrons, ions and
neutrons. The plasma possesses strong nonlinear optical properties, and such interaction is ac-
companied by plenty of nonlinear processes, as self-focusing, stimulated Raman scattering, optical-
harmonic generation, X-ray and terahertz (THz) generation

Cluster medium is a subject of special worldwide interest recent years. These nano- and mi-
croparticles are aggregated from atoms or molecules and contain from few to 107 atoms or molecules,
which are held together due to different type bonds with energies from few tenth eV to few eV [1].
Recently, it has been shown that there are many nonlinear effects mentioned above take place un-
der interaction of high-power femtosecond laser pulses with gas-cluster jet such as self-focusing [2],
filamentation followed by plasma channel formation [3], optical harmonics generation [4], charac-
teristic X-ray [5, 6] and terahertz [7–10] generation. Noteworthy, that efficiency of spectrally bright
characteristic X-ray radiation from the cluster nano-plasma is comparable with efficiency in the
case of a solid target [11].

In present paper we have investigated interaction of high-power ultrashort laser pulses with
atomic and molecular clusters generated by means of supersonic expansion of gas into vacuum
through specially shaped nozzle [12]. We suppose that the gas-cluster jet is the most promising and
attractive medium for elaboration of nano-plasma generator of electromagnetic radiation, because:

- Such target combines advantages of both solid and gaseous media at the same time. Cluster
density is close to the density of condensed phase of the matter, and this leads to high efficiency
of interaction of such target with intense laser radiation — gas-cluster jet is able to absorb up
to 90–95% of laser pulse energy, and generated plasma is heated to high temperatures. But
there is no ablation and spreading of drops and fragments.

- The initial properties of the medium are restored to each subsequent interaction act. Thus,
there is no accumulation of medium degradation occurs, and such target is a unique one for
efficient interaction with high-power femtosecond laser pulses.

- Cluster size and number of atoms therein may be easily controlled by varying of gas back-
pressure [12, 13]. Efficiency of clustering and hence concentration of clusters in the jet could
be controlled by adding of carrier gas.
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Here we have demonstrated the possibility of simultaneous generation of terahertz and X-ray ra-
diation in nano-cluster medium — gas-claster jets under excitation by high-power femtosecond laser
pulses, shown existence of optimal conditions for these processes, and thereby complemented usage
range of nano-plasma-gas-cluster pulsed electromagnetic field generator with terahertz frequencies.

2. EXPERIMENT AND RESULTS

As excitation source we used radiation of Ti-Sa laser with wavelength of 810 nm amplified in re-
generative amplifier, pulses rate 10Hz, pulse energy up to 30mJ, pulse duration 76–300 fs. Pulse
duration could be varied by changing the distance between diffraction gratings in compressor, pro-
viding negatively and positively chirped pulses. Laser radiation was focused around 6mm below
the nozzle in a cluster jet by f/20 lense. Maximum value of laser radiation intensity at lense focus
was estimated as around 1016 W/cm2 and it was 1015–1016 W/cm2 in experiments when chirped
pulses were used for excitation.

Gas-cluster jet was formed with use of cluster generator on the base of vacuum and high-pressure
chambers and conical nozzle. Initial vacuum in vacuum chamber is 10−3 Torr, and working one is
10−2 Torr. Working pressure in high-pressure chamber could be varied between 10−2 atm and 50
atm. Input and output diameters of conical nozzle are 0.75 mm and 4 mm respectively, half-angle
is 5 degrees.

PMT equipped with a NaJ scintillator and a beryllium filter of 90 um thick was used to detect and
control the integral X-ray yield ranging over 2.5 keV. The PMT was placed at the cross direction
to the laser pulses propagation. Liquid helium cooled bolometer was used for detection of THz
radiation. Experimental scheme provided possibility to measure THz signal along laser pulses
propagation direction and at 45 degrees direction.

Figure 1 demonstrates dependencies of terahertz and X-ray radiation yields from Argon gas-
cluster jet as a function of the delay between laser pulse and cluster jet formation. Zero delay
corresponds to valve opening moment and coming of the laser pulses at the interaction point.
Both, the X-ray and terahertz signals arise after 0.3–0.4 ms delay required for the formation of
clusters flow and its arriving at the interaction point. Maximum X-ray yield is achieved at 0.4–
0.45ms delay, while the THz signal efficiency nearly unchanged throughout the duration of the
jet.

Amplitude of THz and X-ray signals generated in Ar clusters under “two-color” excitation along
direction of laser pulses propagation as a function of pulse duration τ and its chirp paramentr a is
shown at Figure 2. Efficiency of X-rays generation demonstrates maximum value in the region of
negative chirp, while the THz generation yield is minimal under these conditions. And vice versa
relation between values of THz and X-ray and THz signals is observed for the positively chirped
excitation pulses, i.e., decreasing of X-ray singnal on the way from negative to positive chirp is
accompanied by increasing of THz signal.

Also we have measured THz beam cross-section in the on-axis corner area of 15 degrees gener-
arted under the same conditions, and demostrated that THz signal is localized inside a cone with
half-angle of around 3,5-4 degrees with a deep minimum in the center on the laser beam axis.

Figure 1: Amplitude of THz and X-ray signals gen-
erated in Ar clusters jet along laser pulses propaga-
tion direction under “two-color” (fundamental and
its second harmonic) excitation versus the time de-
lay between laser pulse and the opening of the noz-
zle valve.

Figure 2: THz and X-Ray signals as a function of
laser pulse width and chirp. Pulse width τ was var-
ied by alteration of chirp parameter a (here chirp
parameter corresponds to phase factor exp(at2/τ2

0 ),
where τ0 is minimal pulse duration).
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3. CONCLUSION

To summarise, we have shown that optimal conditions for effective generation of THz and X-
ray radiation in nano-cluster supersonic jet under high-power ultrashort laser pulses excitation
are different, and that makes possible efficient control by ratio between values of THz and X-ray
signals generated simultaneously from gas based nano-cluster jet by means varying of time delay
between laser pulse and cluster jet formation and by varying of laser pulse’s chirp. Also it has
been demonstrated that efficiency of THz generation in clusters jet could be efficiently controlled
by varying the ratio between clustered and carrier (buffer) gases in gas mixture.

ACKNOWLEDGMENT

The authors acknowledge financial support from Russian Foundation of Basic Research (project 14-
22-01098 ofi m). Special thanks to Prof. V. M. Gordienko for valuable suggestions and discussions.
The authors thank Prof. A. B. Saveliev-Trofimov for providing of high-power femtosecond laser
pulses facilities.

REFERENCES

1. Pauly, H., Atom, Molecule and Cluster Beams, Vol. 2: Cluster Beams, Fast and Slow Beams,
Accessory Equipment, and Applications, Springer, New York, 2000.

2. Alexeev, I., T. M. Antonsen, K. Y. Kim, and H. M. Milchberg, “Self-focusing of intense laser
pulses in a clustered gas,” Phys. Rev. Lett., Vol. 90, 103402, 2003.

3. Kumarappan, V., K. Y. Kim, and H. M. Milchberg, “Guiding of intense laser pulses in plasma
waveguides produced from efficient, femtosecond end-pumped heating of clustered gases,” Phys.
Rev. Lett., Vol. 94, 205004, 2005.

4. Donnelly, T. D., T. Ditmire, K. Neuman, M. D. Perry, and R. W. Falcone, “High-order har-
monic generation in atom clusters,” Phys. Rev. Lett., Vol. 76, 2472, 1996.

5. Gordienko, V. M., M. S. Dzhidzhoev, I. A. Zhvaniya, V. T. Platonenko, D. N. Trubnikov, and
D. O. Fedorov, “Hard X-ray generation and plasma filament formation under interaction of
femtosecond laser pulses with large molecular clusters,” Europ. Phys. J. D, Vol. 67, 55, 2013.

6. Gordienko, V. M., M. S. Dzhidzhoev, I. A. Zhvaniya, V. T., D. N. Trubnikov, and D. O. Fe-
dorov, “Efficient x-ray line production from laser excited CF2Cl2 clusters. Mixed cluster for-
mation and control of the x-ray line yield,” Laser Phys. Lett., Vol. 11, 036003, 2014.

7. Nagashima, T., H. Hirayama, K. Shibuya, M. Hangyo, M. Hashida, S. Tokita, and S. Sak-
abe, “Terahertz pulse radiation from argon clusters irradiated with intense femtosecond laser
pulses,” Opt. Express, Vol. 17, 8807, 2009.

8. Jahangiri, F., M. Hashida, T. Nagashima, S. Tokita, M. Hangyo, and S. Sakabe, “Intense
terahertz emission from atomic cluster plasma produced by intense femtosecond laser pulses,”
Appl. Phys. Lett., Vol. 99, 261503, 2011.

9. Jahangiri, F., M. Hashida, T. Nagashima, S. Tokita, M. Hangyo, and S. Sakabe, “Enchancing
the energy of terahertz radiation from plasma produced by intense femtosecond laser pulses,”
Appl. Phys. Lett., Vol. 102, 191106, 2013.

10. Oh, T. I., Y. S. You, N. Jhajj, E. W. Rosenthal, H. M. Milchberg, and K. Y. Kim, ‘Intense tera-
hertz generation in two-color laser filamentation: Energy scaling with terawatt laser systems,”
New Journal of Physics, Vol. 15, 075002, 2013.

11. Faenov, A. Y., T. A. Pikuz, Y. Fukuda, I. Y. Skobelev, T. Nakamura, S. V. Bulanov,
Y. Hayashi, H. Kotaki, A. S. Pirozhkov, T. Kawachi, L. M. Chen, L. Zhang, W. C. Yan, D. W.
Yuan, J. Y. Mao, Z. H. Wang, J. L. Ma, V. E. Fortov, Y. Kato, and M. Kando, “Generation of
quantum beams in large clusters irradiated by super-intense, high-contrast femtosecond laser
pulses,” Contrib. to Plasma Phys., Vol. 53, 148, 2013.

12. Hagena, O. F. and W. Obert, “Cluster formation in expanding supersonic jets: Effect of
pressure, temperature, nozzle size, and test gas,” J. of Chem. Phys., Vol. 56, 1793, 1972.

13. Ditmire T., E. Springate, J. W. G. Tisch, Y. L. Shao, M. B. Mason, N. Hay, J. P. Marangos,
and M. H. R. Hutchinson, “Explosion of atomic clusters heated by high-intensity femtosecond
laser pulses,” Phys. Rev. A, Vol. 57, 369, 1998.



2276 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

Optical Frequency-interleaving Full-duplex Technique for
Fiber-optic Transmission of Millimeter-wave-band

Frequency-modulated Continuous-wave Downlink Signal and
10-Gb/s On-off-keying Uplink Signal

T. Kuri1, A. Kanno1, and T. Kawanishi2, 1

1National Institute of Information and Communications Technology, Japan
2Waseda University, Japan

Abstract— An optical frequency-interleaving full-duplex technique for fiber-optic transmission
of millimeter-wave-band frequency-modulated continuous-wave downlink signal and 10-Gb/s on-
off-keying uplink signals is newly proposed. The proposed full-duplexing technique with a flexible
wavelength channel selector is experimentally demonstrated.

1. INTRODUCTION

High-precision imaging technology has been in strong demand for safety and security at important
facilities. For example, for runway monitoring, several-inch class debris should be detected and
removed to ensure safe takeoff and landing [1]. To achieve such high-precision imaging by radio,
millimeter-wave (mm-wave) is a promising candidate because of its broad transmission bandwidth.
To overcome the large propagation loss and atmospheric attenuation in the mm-wave bands, the
introduction of a distributed antenna system (DAS) concept is necessary for large-area surveillance.
In the DAS, radio-over-fiber (RoF) technology aids in realizing easy radio signal distribution with a
low-loss optical fiber. We have demonstrated the optical generation for highly accurate frequency-
modulated continuous-wave (FM-CW) signal, which has high affinity with the RoF technology [2].
We have also demonstrated the distribution of FM-CW signals with three different frequency band
in a wavelength division multiplexing (WDM) RoF system [3, 4]. In the demonstrations, although
the downlink transmission of FM-CW signals has been verified, an uplink transmission for sending
sensed data back to a central control station (CCS) has never been considered.

In this paper, we investigate an optical frequency-interleaving full-duplex technique for fiber-
optic transmission of mm-wave-band FM-CW downlink signal and 10-Gb/s on-off-keying (OOK)
uplink signal. Their optical duplexing is experimentally demonstrated with a flexible wavelength
channel selector for two cases of downlink mm-wave-band, that is, 96-GHz-band and 48-GHz-band.

2. SYSTEM CONCEPT

Figure 1 shows the conceptual diagram of a proposed optical frequency-interleaving full-duplex
technique for fiber-optic transmission of both an FM-CW signal for the downlink and an OOK
signal for the uplink.

The system with the proposed technique basically consists of a sub-harmonic FM-CW source, a
proposed fiber-optic full-duplex link, a sensed data analyzer, an electrical multiplier, an electrical
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Figure 1: Conceptual diagram of a proposed optical frequency-interleaving full-duplex technique for fiber-
optic transmission of both an FM-CW signal for the downlink and an OOK signal for the uplink.
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duplexer, a mm-wave-band antenna, a differential frequency detector, and an analog-to-digital
(A/D) converter. The proposed fiber-optic full-duplex link fundamentally consists of two pairs of
electrical-to-optical (E/O) and optical-to-electrical (O/E) converters, two optical duplexers, and an
optical fiber. For the downlink, at first, a sub-harmonic FM-CW signal, frf (t)/2mn, is generated
as a driving signal of the E/O converter in a central control station (CCS). Here, m represents the
multiple number of the electrical multiplier. As mentioned in Section 1, no electrical multiplier
is necessary for the case that the output of the O/E converter is a desired-frequency-band FM-
CW signal. The E/O converter generates a desired ±n-th order harmonic optical two-tone signal
with the sub-harmonic FM-CW signal, fc ± frf (t)/2m, which is a kind of RoF signal as shown in
Figure 1(a) [4–6]. The RoF signal passes through the first optical duplexer and then is transmitted
to a remote antenna unit (RAU) over the optical fiber. In the RAU, the received RoF signal after
passing through the second optical duplexer is put into the O/E converter. The output of O/E
converter is multiplied by m with the electrical multiplier to generate a desired-frequency-band
FM-CW signal, frf (t). The generated FM-CW signal is radiated from the antenna to detect a
target. As an example, a saw-tooth FM-CW signal with the frequency transition of ∆f0 and the
repetition time of τ0 at the center frequency of fc is shown in Figure 1(d). In this case, frf (t) is
written as fRF + ∆f0 · (t − kτ0 − τ0/2)/τ0 [kτ0 ≤ t ≤ (k + 1)τ0], where fRF represents a central
carrier frequency of FM-CW signal. In our system, it is assumed that fRF is mm-wave band and
∆f0 isGHz-class for the detecting several-inch class debris. In the downlink system, therefore, the
E/O and O/E converter should have mm-wave-band interfaces. For the uplink system, the FM-CW
signal reflected from the target, frf (t−τ), is received at the antenna, where τ [= 2d ·c] represents a
transmission delay in proportion to a measurement distance between the antenna and the target, d,
with the velocity of light in the vacuum, c. As shown in Figure 1(c), a differential frequency between
the transmitted and received FM-CW signals, ∆f0 · τ/τ0 or ∆f0 · (1− τ/τ0), can be detected with
the differential frequency detector as a sensed data. The detected differential frequency component
is digitized with the A/D converter. Then the sensed data at the optical carrier frequency of
fc as shows in Figure 1(b) is sent back to the CCS over a conventional digital baseband fiber-
optic link. Note that the baseband uplink signal is allocated inside of the FM-CW RoF downlink
signal to enhance optical spectrum efficiency with a frequency-interleaving technique, which is our
proposal. Finally, the sensed data after passing through the optical duplexer is analyzed to obtain
the distance, d. In the system concept shown above, it is also noted that the fiber-optic full-duplex
link must simultaneously handle both an analog downlink signal and a digital uplink signal.
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Figure 3: Measured transmission characteristics of FWCS: (a)–(c) for 96-GHz-band signal transmission and
(d)–(f) for 48-GHz-band signal transmission.

3. EXPERIMENTAL DEMONSTRATIONS

In this paper, we concentrate on investigating the performance of the fiber-optic full-duplex link.
The experimental setup is shown in Figure 2. The setup basically consists of a sub-harmonic FM-
CW signal generator, an FM-CW signal analyzer, a bit error rate test set (BERTS), and a fiber-
optic full-duplex link. The fiber-optic full-duplex link consists of an optical two-tone generator, two
Erbium-doped fiber amplifiers (EDFAs), a flexible wavelength channel selector (FWCS), an optical
circulator (OC), an optical band-pass filter (OBPF), a photo-detector (PD), an FM-CW signal
analyzer, and two small form-factor pluggable plus (SFP+). To concentrate on investigating our
proposed optical frequency-interleaving full-duplex technique, in this experiment, a long-distance
optical fiber between the CCS and the RAU was omitted. For the downlink, the sub-harmonic FM-
CW signal generator generated a sub-harmonic FM-CW signal, whose frequency swept from 23 to
25GHz with the repeating time of 10µsec. In the same manner as the optical modulation scheme
shown in Refs. [5, 6], a RoF signal carrying a 96- or 48-GHz-band FM-CW signal at the center
of 1552.5 nm was generated with the optical two-tone generator. The RoF signal was transmitted
to the RAU via the FWCS. The FWCS is based on a wavelength selective switch and works as
the first optical duplexer. In the RAU, the received RoF signal after passing through the OC was
amplified and then detected to generate the desired 96- or 48-GHz-band FM-CW signal. Here, the
OC works as the second optical duplexer. The FM-CW signal was put into the FM-CW signal
analyzer to measure the spectrogram. Due to the limited bandwidth of spectrum-scope, the 96-
GHz-band signal was down-converted to an 11-GHz-band signal. For the uplink, the first SFP+
generated an optical OOK signal carrying a 10-Gb/s data at the carrier wavelength of 1552.5 nm,
where the data had a 31-bit pseudo random bit sequence (PRBS) pattern. Note that the OOK
uplink signal was allocated inside of the FM-CW RoF downlink signal. The optical OOK signal
was duplexed with the downlink RoF signal by using the OC and then sent back to the CCS. The
received optical OOK signal after passing through the FWCS was put into the second SFP+ to
regenerate the 10-Gb/s data. Finally, a bit error rate (BER) of the regenerated data was measured
with the BERTS.

First, we measured the fundamental transmission characteristics of FWCS for the purpose of
optical duplexer. Figure 3 shows the measured transmission characteristics of the FWCS used
in the experiment for both downlink and uplink directions. In this measurement, the direction
from port #1 to port COM represents the downlink and the direction from port COM to port
#2 represents the uplink. In addition, the measured spectrum for the direction from port #1 to
port #2 represents a leakage of the signal put into port #1 for port #2. As shown in Figure 3, the
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Figure 4: Measured spectra of (a)–(c) 48-GHz-band FM-CW RoF downlink signal and (d)–(f) 10-Gb/s OOK
uplink signal.

insertion loss of FWCS was less than 6 dB. The desired frequency components were clearly obtained
with the suppression ratio of more than 30 dB to undesired components and the leakage was less
than −40 dB for both directions.

Next, we measured the de-multiplexing performance of FWCS with a 48-GHz-band FM-CW
RoF signal for the downlink and a 10-Gb/s optical OOK signal for the uplink. Figure 4 shows
the measured spectra. As shown in Figure 4(a), the 48-GHz-band two-tone signal was successfully
generated. In this case, not only the noise floor at around 40 dBm but also some undesired fre-
quency components were observed due to the ASE noise and the nonlinear characteristics of optical
modulator, respectively. It can be seen from Figure 4(b) that the FWCS effectively eliminated the
undesired noise and frequency components. Figure 4(c) shows the received FM-CW RoF signal
put into the PD. Also in this case, an undesired component was observed due to a leakage of the
OOK uplink signal from the port #1 of OC. It is expected that the undesired component is not
seriously affect the generation of desired 48-GHz-band FM-CW signal because it will still appear
out of band. Figures 4(d) and (e) show the output of the first SFP+ and the input to the FWCS
for the uplink. Figure 4(f) shows the received OOK signal put into the second SFP+. As can be
seen, two undesired components, whose level was about 32-dB lower than that of desired OOK
signal, were observed due to a leakage of the FM-CW RoF downlink signal from the port #1 of
FWCS. Because the input level difference of the downlink and uplink signals was about 8 dB, it
is also considered from Figure 3(f) that the leakage level of −32 dB is adequate. Here, it is also
expected that the leakage is enough small not to seriously affect the BER. For a 96-band FM-CW
RoF signal for the downlink and a 10-Gb/s optical OOK signal for the uplink, it is confirmed that
the de-multiplexing performance of FWCS was similar to that in Figure 4.

To verify the FM-CW signal generation via the optical full-duplex link for the downlink, we
measured the spectrogram. The measured spectrograms are shown in Figures 5(a) and (b). As
mentioned above, the 96-GHz-band FM-CW signal was measured after down-converted to 11-GHz-
band FM-CW signal. It can be seen from Figure 5(a) that the frequency sweeping of 8 GHz from 7
to 15GHz was successfully obtained with the repetition time of 10µsec. Since the spectrogram for
48-GHz-band FM-CW signal was directly measured, the frequency sweeping of 4 GHz from 46 to
50GHz was also successfully obtained with the same repetition time of 10µsec. From the results, it
can be verified that the leakage of OOK uplink signal did not seriously affected the FM-CW signal
generation as expected.

To evaluate the transmission quality for the uplink, we also measured the BER at the output of
the second SFP+. The measured BERs are shown in Figure 5(c), where the circle, the diamond,
and square marks represent the BERs without any FM-CW signal, with the 96-GHz-band FM-
CW signal, and with the 48-GHz-band FM-CW signal, respectively. Here, it is noted that the
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Figure 5: Measured spectrograms at the output of PD: (a) 96-GHz-band FM-CW signal, which was measured
in the intermediate-frequency range, and (b) for 48-GHz-band FM-CW signal, and (c) measured BERs.

points on the BER of 10−12 represent that no error was observed within the measuring time at the
measured received optical power. From Figure 5(c), the BER of less than 10−12 was achieved for
all the cases. Compared with the BER with no FM-CW signal, no serious BER degradation was
observed when the FM-CW downlink signal was transmitted as expected. From the above, it can
be concluded that our proposed optical frequency-interleaving full-duplex technique is useful for
a fiber-optic simultaneous transmission of a mm-wave-band FM-CW RoF signal for the downlink
and a 10-Gb/s-class optical OOK signal for the uplink.

4. CONCLUSION

We have proposed the optical frequency-interleaving full-duplex technique for a fiber-optic simulta-
neous transmission of a mm-wave-band FM-CW RoF signal for the downlink and a 10-Gb/s-class
optical OOK signal for the uplink. We also experimentally demonstrated that no serious degrada-
tion for both the downlink and the uplink transmission was observed even if our proposed full-duplex
technique was introduced in the fiber-optic full-duplex link.
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Abstract— We present an analysis of electro-optic interaction of a fundamental WGM in a
dielectric microdisc with a radio frequency mode of a half-wave microstrip resonator placed on
the disc circumference. 2D and 3D numerical models of the system are developed. Both optical
and radio frequency modes are simulated using finite element method with Comsol Multiphysics
software. The comparison between the models is presented, and a theory of modulation in the
multi-mode system is discussed. The magnitude of electro-optic effect is calculated depending
on optical and radio frequency mode numbers and the microstrip length. The magnitude of the
effect in such system is shown to have an extremal dependence on the microstrip length for a
given set of mode numbers.

1. INTRODUCTION

Microwave systems, cellular networks and other various personal communications systems require
devices that are capable of receiving, converting and processing signals in the millimeter and cen-
timeter wave ranges. A broad palette of devices was developed recently for transferring radio
frequency and microwave signals directly to optics [1]. This presents all advantages of optical
communication channels, allowing to transmit data securely with high rates, low loss, low power
consumption. Electro-optic modulators based on interaction of optical and microwave waves in
high-Q nonlinear optical resonators with whispering gallery modes provide a promising platform of
that kind [2–4].

Resonators with whispering gallery modes are widely used in various applications [5]. Small
size and high density of the optical field in microcavities allows strong electro-optic interaction in
resonators made of traditional nonlinear optical crystals, with proper selection of the optical modes
and configuration of external high-frequency field.

2. THEORY OF WGM MODULATOR

The modulator consists of a semi-circular microstrip λ/4 resonator formed on top of an optical
microdisk near it’s circumference [3]. The microdisk plays the role of a dielectric layer for the
microstrip, thus carrying the radio-frequency field. A schematic view of the modulator is shown on
Figure 1. The resonator is made from electro-optical material, so an external electric field will lead
to a change in the refractive index and the shift of the resonance frequency. Using perturbation
theory, similar to [6], we obtain a general formula describing the frequency shift of the optical
modes:

δω

ω
=

1
2

∫
D

WGMp∗
i rijkE

RF
k DWGM

j dV

ε0WWGM
, (1)

where δω is the frequency shift of the optical mode (signal), ω — its original frequency, DWGM
j

— j-component of the signal mode optical displacement field, and D
WGMp∗
j — complex conjugate

of the pump mode field, WWGM =
∫

ε−1
0 DWGM∗

i ε−1
ij DWGM

j is the total energy of the signal mode,
and rijk is electrooptical coefficient. The integration is made over the volume of the microdisk and
summation over all indices is performed.

Frequency shift (1) can be simplified by using the properties of whispering gallery modes and
cylindrical symmetry [7] to 2D integral:

δω

ω
=

∫
S rcyl

lmnERF
n D

WGMp∗
l DWGM

m rdrdz

2ε0WWGM
. (2)
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Figure 1: A scheme of the modulator.

In this derivation the ei
mrf

α′ ϕ azimuthal dependence is presumed for radio-frequency field, where α′
is relative microstrip length (length divided by circle length). This assumption is discussed and
verified further by modeling. Introducing a generalized azimuthal number M = mp−ms + mrf

α′ the
rcyl
lmn is given by

rcyl
lmn(M,α′) =

3∑

k=−3

rcylk
lmn

sin(π(M + k)α′)
π(M + k)

eiπ(M+k)α′ . (3)

The rcylk
lmn are dependent only on rijk (rcyl0

lmn can be found in [7], taking εij = 1 there). The mp,
ms and mrf are azimuthal numbers (≈ number of waves over the circumference) for the pumped
mode, signal mode and radio-frequency mode. Note that for an open ring mrf can be half integer
due to the resonance condition of half-wave cavity.

The amplitude of the modulated signal is calculated starting from the Maxwell equations. Each
mode is taken in the form of a slowly varying amplitude, oscillating with the pump frequency
uj = Aj(t)e−iωt. Then

(
ω2

k − ω2
) Ak

c2
+

Äk

c2
− 2iω

Ȧk

c2
+

∑

j

∂2

∂t2
Uuj

c2
2δωkj

−
∑

iωAj
2
c2

κkj = FXk, (4)

where, κkj = c2

2 γj

R
~e†k~ejdV
ε0Wk

— overlap integrals between neighboring modes, Xk =
R

~e†k
~fpdV

ε0Wk
—

overlap integral of the modes with the pump field, δωkj
= 1

2

R
~e†k ε̂1~ejdV
ε0Wk

is a static frequency shift of
the mode (1). U is a time dependence of modulation.

For a closed ring the modulation can be represented in two forms — a standing wave and
traveling wave. In case of travelling wave the azimuthal and time dependencies are in the same
cosine argument Uε̂1 ∝ cos(mRF ϕ − ωrf t). Expanding the cosine into two exponents, we can
introduce δ+

ωkj
and δ−ωkj

, which are calculated by (1), (2), (3) with mRF = +mRF and mRF = −mRF

correspondingly. Assuming the derivative A and U with coefficients overlap δωkj
first order of

smallness we obtain

Ȧk =
∑

j

(
−i∆kδkj + i

(
δ−ωkj

µ+eiωRF t + δ+
ωkj

µ−e−iωRF t
)
− κkj

)
Aj + i

F c2

2ω
Xk, (5)

where ∆k = ω2
k−ω2

2ω ≈ ωk − ω and µ± = (ω∓ωRF )2

2ω .
In case of an open ring we have only a standing wave case and time and space cosines are separate

ε̂1 ∝ cos(mRF ϕ) cos(ωRF t). It is easy to see that the coefficients before the time exponentials in (5)

are equal then, as if δ+
ωkj

= δ−ωkj
=

δ+
ωkj

+δ−ωkj

2 .
We search for the solution in the form bk+a−k e−iωrf t+a+

k eiωrf t with constant a and b. Neglecting
the rapidly oscillating terms we obtain

a±k = µ±M−1
± δ∓ωkj

bj , (6)

bk =
Fc2

2ω
B−1Xk, (7)
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M = ∆k ±ωRF − e(ωRF )µ±δ∓ωkj
− iκkj and ∆k −µ+µ−(δ−ωkm

M−1
− δ+

ωnj
+ δ+

ωkm
M−1

+ δ−ωnj
)− iκkj . Here

e(ωRF ) is an unknown function that is close to 1 for small ωRF and close to 0 for high ωRF . For
the field amplitudes we obtain

bk ≈ Fc2

2ω

Xk

∆k − iκkk


1−

∑

j 6=k

Xj

Xk

κkj

∆j − iκjj


 , (8)

a±k ≈ (ω ∓ ωRF )2

2ω

δ∓ωkj
bj

∆k ± ωRF − iκkk


1−

∑

l 6=k

δ∓ωlj
bj

δ∓ωkjbj

κkl

∆l ± ωRF − iκll


 . (9)

As a result, each mode oscillates with the frequency of the pump with a constant amplitude bk,
proportional to the direct overlap with the mode pump Xk. Modulated part consists of oscillations
at frequencies shifted relative to the pump at ±ωrf , with amplitudes a±k , proportional to δωkp

, i.e.,
the static efficiency shift of the mode. The traveling and standing wave modulation cases differ only
in whether the δω is the expression with azimuthal number of corresponding sign or their half-sum.

3. MICROWAVE MODES

For optimal performance of the modulator, the frequency matching due to (9) need to be satisfied:
frf = ∆fopt

FSR. The ∆fopt
FSR = c

2πRn is the free spectral range of microdisk. Microwave frequency
should be an integer multiple of free spectral range of the resonator.

Both optical and radio frequency modes were simulated using finite element method with Comsol
Multiphysics software. Eigenfrequencies and distributions of the resonance fields in microstrip were
calculated by two different methods.

The first method was the eigenvalue problem numerical solution in three-dimensional geometry.
In the simulation, we changed the length of the strip in the range of α = α′×360◦ ∈ [90◦; 350◦] and
solved eigenvalue problem for each configuration separately. The result of numerical simulation for
the length of the microstrip 160◦ is shown in Figure 2(a). This picture illustrates the distribution
of the total electric field along the circumference of the WGM disc for half-wave mode of microstrip
(mrf = 1/2) with frequency frf = 2.8GHz.

(a) (b)

Figure 2: (a) The distribution of the total electric field along the circumference of WGM microdisc for
half-wave mode with of 160◦-length ring. (b) The ratio of the evanescent field energy to the full microwave
energy in the microstrip region for half-wave mode together with (10).

An evanescent field Eg can be seen at the ends of the microstrip, which decreases exponentially
outside the microstrip region. The fitting curve Eg = A cosh(gϕ) is drawn in red on a fig.2a. We
also can see the clear cosine azimuthal dependence of the field inside the microstrip region in the
same time. The | cos(mrf

a ϕ)| — blue curve on the graph.
Figure 2(b) shows the ratio Wg

Wrf
of the energy of the evanescent field to the microwave energy

in the microstrip region. At angles α < 330◦ the evanescent field contributes up to 10% to the
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overall picture energy. That is because the exponential evanescent field (and thus its energy) is
independent of the microstrip length, while the energy in the microstrip region decreases with α:

Wg

Wrf
∝ 2

∫ 180◦−α/2
e−2gϕdϕ∫ α cos

(mrf

a ϕ
)2

dϕ
=

1− eg(α−360◦)

gα
, (10)

where g is the depth of the evanescent field propagation. For α > 330◦ the evanescent fields from
opposite ends interact and its energy grows.

In [7] the 2D geometry static problem (vertical section of the system, constant voltage on
microstrip) was solved to represent the cross section field of the microstrip. To check that a
corresponding problem in 3D case was solved in full geometry and then the ρ-z section was made.
The comparison is made in the Figure 3.

(a) (b)

Figure 3: (a) Distribution of electric potential in the vertical section of the system, got from 3D model
of static voltage. The microstrip section is clearly seen. (b) The difference between electric potentials in
vertical section got from 2D model and 3D model in %. The white rectangle is the metal substrate under
the WGM resonator.

It can be seen that the distributions are not actually equal and have differences at the boundaries
of the modulator. This is due to the difficulty of boundary conditions specification in the numerical
program. However, the difference at the edges is not important as the area of electro-optical inter-
action is under microstrip on the edge of microdisk, where the difference is about 1% accuracy. So
the Figures 2 and 3 confirms the validity of approximations, used in [7] for Equation (2) derivation,
that the microstrip field can be taken as ~E3D(r, φ, z) = ~E2D(r, z) cos(mrf

a φ).

4. WGM MODES AND FREQUENCY SHIFT

To obtain the WGM field numerically, we use the method proposed in [8]. The method employs the
solution of 2D eigenvalues problem in a cross section of cylindrically symmetric optical microcavity.
WGMs are concentrated along the edges of the microdisc and its volume is small. Therefore it is
necessary to concentrate the microwave field on the edge of the microdisc. It was also shown in [4],
that the lower electrode has to be of the same diameter as the microresonator for the maximum
overlap of microwave and optical fields.

Equation (1) describes the overlap integral in the form of dimensionless coefficient — relative
frequency shift δω

ω . However this shift differs for different applied modulating voltage. Furthermore
the eigenvalue problem solution, which we use to find the fields, goes with arbitrary amplitude.
That’s why the quantity should be be normalized with the square root of the total electric energy
WRF = 1

2

∫
ε0ε

RF ERF E∗
RF dV . So we get the relative frequency shift per square root of joule.

Now we can calculate the frequency shifts in two different ways. First way is described in [7]:
it performs analitycal integration over the azimuthal angle ϕ and numerical integration of 2D
fields (2), obtained from static problem. In the second method we solve an eigenmode problem for
the microstrip in 3D and then revolve the 2D WGM field to perform the numerical integration (1)
in 3D.

The results are shown in Figure 4 for half-wave microstrip modes. The case of closed ring was
not considered. The maximum shift is observed at ring lengths of 150◦–280◦.
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Figure 4: Frequency shifts per root of joule for TE and TM optical modes in (a) 3D model and their difference
with (b) 2D model in %.

5. CONCLUSION

Though the 2D model works well for medium microstrip lengths and is much more efficient than the
3D model in terms of computational time, the latter is probably closer to reality. The difference is
within 15% for TE optical modes, but over 50% for TMs. The main source of error is a evanescent
field, which should be taken into account for short microstrips due to decrease of energy in it and
for long microstrips due to interaction between it’s ends.

The optimal microstrip length was found to be near 220◦, where the efficiency is by 13% higher
than for commonly used 180◦ length microstrips.
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Abstract— In this paper, optical frequency-chirped signal generation using a high-order optical
modulation technique is investigated. An optical frequency comb generator based on optical
modulation is utilized as a frequency multiplier. Its multiplication factor of 12 allows designing
a 300 GHz terahertz-band radar system. An input signal at the central frequency of 25 GHz
with a chirp bandwidth of 1GHz, 2GHz, and 3 GHz provides 6 GHz, 12 GHz, and 18 GHz optical
signals at 6th-order harmonics, respectively. A frequency separation of the +6th and −6th-order
components is equal to 300 GHz, with a chirp bandwidth of 12GHz and 24 GHz. The proposed
technique can be used to design high-precision imaging systems.

1. INTRODUCTION

Precise imaging technology using terahertz waves plays an important role in enhancing civil security.
In fact, at security check points of most airports, body scanners based on millimeter-wave imaging
are used to detect concealed and hidden metal materials [1]. Although the millimeter-wave imaging
technique is interesting, it has a limitation in the image resolution, owing to the used wavelength.
For example, the wavelength of the 60GHz frequency is equal to 5mm. However, small object
detection requires short wavelength radio signals. The terahertz band is a promising alternative
for high-resolution imaging for detecting concealed objects [2]. In addition, the available band-
width in the terahertz band is much broader than that in microwave and millimeter-wave bands.
Consequently, the range resolution in radar systems would increase. For example, in a frequency-
modulated continuous-wave (FM-CW) radar system, the range resolution can be approximated
as

∆R ∼ c

2fBW
(1)

where ∆R, c, and fBW denote the range resolution, speed of light, and bandwidth of the FM-
CW signal, respectivel [3]. In this regard, and because the resolution is inversely proportional to
the bandwidth of the radar signal, a high-range resolution is provided by high-frequency carrier
signals. However, particularly in the terahertz band, the high-precision signal generator cannot
be configured using only electronic devices. Therefore, terahertz frequency band devices have not
been achieved until now.

Photonics technology is a potential solution to provide terahertz signal generation with high
precision. In the 100-GHz band, modulation with an external optical modulator can generate high-
frequency signals using second-order harmonics [4]. This modulation technique is operated as a
frequency multiplier with a factor of 4, and has small degradation on a single-sideband (SSB) phase
noise. However, for terahertz signal generation, such as 300-GHz signals, higher-order harmonic
components are required to realize a higher-order multiplication. Therefore, optical frequency comb
generation using modulation is recommended for signal generation.

In this paper, we demonstrate 300-GHz optical signal generation for the FM-CW radar system
using optical frequency comb generation. Using a push-pull-type optical intensity modulator, the
generated optical frequency comb with a separation of 25 GHz is obtained. Electrically synthe-
sized FM-CW signals, with 1-GHz chirp bandwidth launched into the modulator, provide 300-GHz
FM-CW signals, which are characterized by a 12-GHz bandwidth, using 6th-order harmonics com-
ponents.

2. DEMONSTRATION

2.1. Setup
Figure 1 shows an experimental setup for FM-CW signal generation at 300GHz, based on pho-
tonics technology. The original FM-CW signal is generated electrically by an arbitrary waveform
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generator (AWG), with a sampling rate of 50 Gsa/s (gigasamples per second). The signal form is
a sawtooth-type frequency chirp signal that spreads from the frequency of 12.25 GHz to 12.75GHz
(12±0.25GHz), with a chirp duration of 10µs. For broader bandwidth signal generation, 12.5±0.5-
GHz and 12.5±0.75-GHz signals are also used with the same pulse duration. Using a frequency
doubler (×2), the FM-CW signal is multiplied to become a 25 GHz signal. An amplifier boosts
the signal, and then, a bandpass filter (BPF) suppresses the unwanted sidebands and noises. A
180-degree hybrid (180◦ hy) split into two signals is realized. The latter signals are fed to the input
ports of a dual-drive Mach-Zehnder interferometer-type optical intensity modulator (DD-MZM).
This configuration provides a push-pull operation on the modulator. In the optical domain, a
tunable laser diode (TLD) operated at a wavelength of 1550.11 nm is launched into the DD-MZM.
Then, the modulated signal, that is an optical frequency comb signal, is amplified by an erbium-
doped fiber amplifier (EDFA). In order to obtain the terahertz-wave signal, an optical two-tone
signal should be picked up from the optical frequency comb one. An optical filter bank (OFB),
which is composed of an optical grating and a liquid crystal on silicon that allow to configure a flex-
ible optical filter, suppresses unnecessary components from the optical frequency comb signal [5].
The filtered optical signal has two components, with a frequency separation of 300 GHz. The gen-
erated optical terahertz signal is boosted up again by the EDFA. Then, the optical BPF (OBPF)
suppresses the amplified spontaneous emission noise generated by the EDFA. A photomixer (PM)
converts the optical signal into its corresponding terahertz-wave signal using square-law detection.
The PM is based on a unitraveling-carrier-photodiode, and has an output port with a standard
waveguide WR-3.4 [6]. It should be noted that the launched power into the modulator is approxi-
mately 25 dBm, and the half-wavelength voltage of the modulator, denoted by V π, is approximately
1.7V (approximately 9 dBm). As a consequence, higher-order harmonic components are generated
by the modulation.

TLD DD-MZM

180° hy

PM

x2

OFB

AWG

OBPFEDFA

BPF Amp.
12.5±(0.25, 0.5, 0.75)-GHz FM-CW

or
12.5-GHz sinusoidal wave

Optical fiber

300-GHz signal

Figure 1: Experimental setup for terahertz FM-CW signal generation.

3. RESULTS

The generated optical frequency comb signal under the 12.5-GHz CW input condition is shown
in Fig. 2; the input frequency to the DPMZM is 25 GHz. The observed optical signal has 9th-
order harmonics within a carrier: 19 comb lines in total. ±6th-order harmonics for 300 GHz signal
generation have a signal-to-noise ratio larger than 40 dB. A transmission characteristic of the OFB
is also presented in Fig. 2. Indeed, the suppression ratio is larger than 40 dB and the associated
insertion loss is approximately equal to 7 dB. Finally, a two-tone signal with a frequency separation
of 300 GHz is obtained with a suppression ratio larger than 35 dB observed at the front of the PM.
The degradation could be caused by the noise generated by the EDFAs. The optical power dip,
observed at a wavelength of 1550.11 nm is caused by the OBPF characteristic. It does not affect
the 300 GHz signal.

In order to evaluate the generated signal quality, SSB phase noise spectra are observed by a
300GHz heterodyne receiver and an electrical spectrum analyzer, set at the output side of the
PM, as shown in Fig. 3. The heterodyne receiver is configured with a 300 GHz subharmonic
mixer, characterized by a multiplication factor of 12, and the local oscillator is set to the frequency
24.56GHz. The LO frequency of the mixer is 294.72 GHz. The behavior of the observed SSB
phase noises on the 300 GHz signal and the original signal inputs into the DD-MZM (frequency
equal to 25GHz), respectively, are similar at an offset frequency smaller than 1MHz. The phase
noise degradation in the frequency band 10–100 kHz is approximately equal to 22.5 dB. This result
agrees well with the theoretically calculated value of 21.5 dB. Ideally, a phase noise degradation by
multiplication is expressed by 20 log m, where m is the multiplication factor. When m is equal to
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12, the expected degradation is equal to 21.5 dB. An additional 1 dB degradation could be caused
by the noise generated by the EDFAs. Indeed, the phase noise degradation at an offset frequency
larger than 1 MHz is worse than that for a frequency smaller than 1MHz. This is due to the
EDFAs’ amplified spontaneous emission noise observed at the wavelengths between 1549 nm and
1551 nm, which could cause the signal degradation in the high frequency region. The degradation
is dominated by the multiplication effect, and insignificant degradation can be caused by other
factors. This photonics technology is seen as an ideal frequency multiplier.

(a) (b)

(c)

Figure 2: (a) Optical spectrum of optical frequency comb with 25-GHz spacing, (b) transmission spectrum
of an optical filter bank, and (c) optical spectrum of the filtered 300-GHz optical signal.

Figure 3: Observed SSB phase noise spectra of (black) generated 300-GHz comb signal and (gray) 25-GHz
electrical signal launched into the DD-MZM.

In order to evaluate FM-CW signal generation in the 300 GHz band, we assess in Fig. 4 the
optical spectra using the FM-CW signals with a bandwidth of 1GHz, 2GHz, and 3GHz at a center
frequency of 25GHz, respectively. These bandwidths represent the bandwidths of the signal fed
into the DD-MZM. Resultant bandwidths of the FM-CW signal at the 300GHz frequency band
are 12, 24, and 36GHz, respectively. On one hand, at the 1-GHz bandwidth input, clear optical
comb separation is observed for ±6th-order harmonics. Signals are at wavelengths 1548.8 nm and
1551.4 nm respectively. On the other hand, 2-GHz bandwidth input signals have smaller guard
bands between neighboring harmonics. Particularly, for the 3-GHz bandwidth signal input, targeted
components overlap with neighboring ±5th and ±7th order harmonics, owing to the frequency
separation of the 25 GHz comb signals. Thus, a 3-GHz bandwidth signal is not suitable for FM-
CW signal generation at the 300 GHz frequency band by this technique. However, because the
bandwidth of the FM-CW signal can be optimized by the AWG, the maximum bandwidth for the
FM-CW signal (potentially 20 GHz), will be generated by this configuration.

Quality of the FM-CW signal is absolutely important for the design of the radar system. Fig. 5
shows a temporal evolution of the FM-CW signal as a spectrogram. For clarity, we configured
a 300-GHz receiver comprised of a heterodyne detector and a high-speed digital oscilloscope [7].
The analog bandwidth and sampling rate of the oscilloscope are equal to 33 GHz and 80 Gsa/s,
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respectively. The LO of the heterodyne receiver is set at 286.8GHz. This parameter is realized by
the subharmonic LO input of 23.9 GHz. The observable frequency range of the receiver is 286.8–
319.8GHz. In the spectrogram of Fig. 5, the sawtooth-type behavior of the signal in the frequency
band 294–306 GHz, with a pulse duration of 10µs, is clearly shown with small fluctuations. Larger
fluctuations in the frequency domain are observed away from the central frequency of the FM-
CW signal 300 GHz. This could be caused by the poor bandwidth of the used AWG. In fact, the
3 dB bandwidth of the AWG is approximately 14GHz, and therefore, the uncertainty of the signal
becomes larger. This issue could be solved by optimizing the electrical signal generation technique.

(a) (b)

(c)

Figure 4: Observed FM-CW signal with the input signal bandwidth of (a) 1 GHz, (b) 2GHz, and (c) 3 GHz.
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Figure 5: Obtained spectrogram of 12-GHz-bandwidth sawtooth-type FM-CW signal.

4. CONCLUSION

In this paper, we demonstrated and evaluated the 300 GHz radar signal generation using optical
modulation technique. The generated signal by the optical frequency comb generator, with a comb
separation of 25GHz, presents an identical phase noise degradation, caused by frequency multi-
plication. For FM-CW signal generation, 12-GHz bandwidth signals have a moderate frequency
response and frequency chirp characteristics, when a pulse duration of 10µs is used. This technique
is can generate possibly 20-GHz FM-CW signals. The proposed photonics-based signal generation
technique for imaging is applicable to advanced distributed antenna systems, directly connected to
optical fiber networks [7].
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Abstract— We have developed a 60-GHz hybrid integrated photoreceiver module using a
quantum-dotbased optical semiconductor amplifier and a high-speed PIN photodetector for high-
baud-rate opticalfiber communications. A high responsivity of 25 A/W and a high sensitivity of
−20.5 dBm were achieved.

1. INTRODUCTION

With the data traffic carried over optical-fiber communication systems increasing every year, ad-
vanced modulation formats such as QPSK, 16QAM, and advanced parallel transmission technology
such as space-division multiplexing are now implemented at baud rates of 25–30Gbps [1]. Higher-
baud-rate optical transmission is very attractive to improve the data rate capacity in long-reach to
short-reach communications. Opto-electronic devices are a bottleneck for achieving high-frequency-
response performance. For example, in photoreceivers using a transimpedance amplifier (TIA), the
3-dB bandwidth is limited by the TIA’s bandwidth of 30GHz [2]. Using an optical amplifier in
place of an electric amplifier (TIA) makes high-baud-rate communication possible because of its
wide frequency bandwidth. Very few compact photoreceiver modules operating at high baud rates
have been reported. In this report, we present a compact photoreceiver module integrated with
a PIN photodiode (PD) and 1.5-µm quantum dot (QD)Vbased semiconductor optical amplifier
(SOA).

For QD emission devices such as QD lasers and QD SOAs, a low threshold current, temperature
stability, high modulation bandwidth, low chirp, and a fast response is expected. This is because a
QD is confined in all three dimensions [3]. We fabricated broad-area laser diodes comprising a 30-
layer stacked InAs QD by using strain compensation. They had a high characteristic temperature
(T0) of 113 K at room temperature [4]. The devices exhibited ground-state lasing at 1529 nm.
Because high-speed photo-emission carriers in the ground state are confined to a tiny quantum dot
structure, a higher frequency response can be also be obtained. On the other hand, simulations
using intermediate band models indicate a high conversion efficiency (> 70%) in the QD solar cell
[5]. In addition, we report results for the basic optical properties (large absorption coefficient, low
dark current, and avalanche multiplication effect) of the high-density QD absorption layer [6]. A
monolithic integrated photoreceiver with a high-density QD active layer in an SOA, and a PD is
the ideal device to improve sensitivity at higher baud rates. We designed and investigated the basic
properties of a hybrid integrated photoreceiver with a QD-SOA as the first stage.

2. FABRICATION

Highly dense InAs QDs were fabricated using the conventional solid-source molecular beam epitaxy
(MBE) technique. The stacked QD structures were then fabricated on an N+InP(311)B substrate.
By using the strain compensation technique [7], a 20-layer stack of high-density InAs QD, and
20-nm-thick InGaAlAs spacer layers were grown on a 150 nm n+ InAlAs buffer layer, where the
InAs QD density was greater than 1.3×1012 cm−2. A 2.7-µm ridge waveguide was fixed at an angle
of 6◦ to the surface, normal to the cleaved facet, in order to reduce the reflection of light. The
cavity length was designed as 2 mm. We obtained the following optical characteristics: an amplified
spontaneous emission (ASE) wavelength in the range 1480–1580 nm, a full width half maximum
(FWHM) of 40 nm in the ASE peak, and a high gain greater than 20 dB [8].

We report the possibility of using an InAs QD absorption layer for high-speed PDs, which ex-
hibits a high absorption coefficient, low dark current, and avalanche multiplication effect. However,
a large coupling loss between the QD-SOA and the waveguide QD-PD is expected because the
photoreceiver module used in this experiment was designed using microlens coupling in free-space
optics. To overcome this, a back-illuminated InGaAs-based PIN-PD with a large photodetective
area (diameter: 10µm) was designed. To obtain a larger 3-dB bandwidth and a high responsivity,
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an optimum InGaAs absorption layer thickness was employed in the PIN structure. The measured
responsivity and the 3-dB bandwidth using wafer testing were as high as 0.4 A/W at 1550 nm and
60GHz, respectively.

QD

SOA
PIN

PD
Filter

TEC

Lens
RF(out)OPT(in)

Fiber

Figure 1: 60-GHz hybrid integrated photoreceiver with a QD-SOA (left part), and the schematic diagram
for the module structure (right part).

A high-speed butterfly package for a hybrid integrated photoreceiver was carefully designed for
achieving a low insertion loss of 0.5 dB and a low return loss of 10 dB at 65 GHz, using electro-
magnetic simulations. All optical components (PD, SOA, Thermo Electric Cooler, 4 lenses, filter
and other parts) were implemented in a compact package (W : 18 mm × D : 29 mm × H : 9mm).
Then, each device was optically coupled using free-space optics. The emitted light from the QD-
SOA was filtered by a 1530- nm optical band-pass filter and focused on a 5-µm spot with a PD.
The operational temperature was controlled at 20–40◦C (see Fig. 1).

3. RESULTS AND DISCUSSION

For the photoreceiver, the PD’s DC responsivity at 1532 nm was measured with a QD-SOA driving
current of 200mA and an optical input power of−20 dBm. The output power from the QD-SOA was
measured with a micro-optics apparatus. Although, a responsivity of 0.4 A/W was expected during
wafer testing, a 20% variation (0.32–0.4 A/W) was seen in the photoreceiver. It was caused by an
optical mismatch between the designed photodetective area (diameter: 10µm) and the incident
beam spot size (diameter: 5µm). Fig. 2 shows the photoreceiver’s responsivity dependence on the
SOA driving currents in the range 0–400 mA. At 400mA, a high responsivity of 14–25 A/W without
saturation in the curve was observed. It was different from the expected responsivity of 40A/W
(PD responsivity: 0.4A/W, SOA gain: 20 dB) because of the characteristics variation in the SOA
wafer. The peak ASE wavelength in the implemented SOA die was 1500 nm, which exhibited a
blue shift of 32 nm from the averaged ASE peak wavelength in the wafer. Comparing the optical
gain at 1500 nm with that at 1532 nm, the gain at 1532 nm would be as small as 4.5 dB.

Figure 2: PD responsivity of the photoreceiver
module vs. the QD-SOA driving current.

Figure 3: Frequency response for photoreceiver
module for a QD-SOA driving current of 200 mA.

Next, the frequency response of the PD at a reverse bias voltage of −2V was measured for the
photoreceiver modules with a QD-SOA by a Lightwave Component Analyzer (LCA). By applying
a driving current of 200 mA to the QD-SOA at a wavelength of 1532 nm, the 3-dB bandwidth
(f3dB) of 62GHz was obtained, as shown in Fig. 3. Note that a photoreceiver without a QD-SOA
had the same 3-dB bandwidth under the same testing conditions. The measured f3dB are in good
agreement with the calculated f3dB of 56GHz, which was estimated from the CR time constant
and the carrier drifting time in the depletion layer.

A bit error rate (BER) test was carried out to study the optical noise affection in QD-SOA.
It is well known that the quality factor (Q) or the signal-to-noise ratio (SNR) is proportional to
the BER as described in Equations (1) and (2). We investigated the BER at 10 Gbps (NRZ
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format, PRBS = 231− 1). When a large ASE noise was generated in the QD-SOA, a curving BER
characteristic with noise floor was expected. Fig. 4 shows the BER characteristics with driving
currents of 200 mA, 300mA, and 400 mA in the QD-SOA. For a BER = 1× 10−12, sensitivities of
−13.5 dBm, −17 dBm, −20.5 dBm were observed, respectively. The sensitivity of −20.5 dBm at a
driving current of 400 mA is useful for a commercially available 10-Gbps ROSA (−18 dBm). By
tuning the wavelength range in the QD-SOA to the ASE peak, the sensitivity of 4.5 dB can be
improved. (−25 dBm)

BER = 1/2 ∗ erfc(Q/
√

2) (1)
SNR = 4Q2 (2)

Figure 4: BER curve at 10 Gbps (NRZ) at various
QD-SOA driving currents.

Figure 5: Eye diagram at 50 Gbps, optical input
power of −7 dBm, SOA driving current of 290mA.
(Time: 10 psec/div).

The photoreceiver, which consists of a 60-GHz PIN-PD and a wide frequency bandwidth QD-
SOA, can be expected to work well under high-baud-rate conditions (> 60Gbps). To test the
high-baud-rate performance, an eye diagram test at a maximum baud rate of 50 Gbps (NRZ) was
conducted with optical input power ranging from −20 dBm to +0dBm. In Fig.5, the eye diagram at
an input power of −7 dBm is shown. High quality eye diagrams with clear eye opening were found
in range from 10 Gbps to 50 Gbps. In results, we strongly suppose that the BER performance with
high sensitivity could be obtained up to 50Gbps. The results suggest that the hybrid photoreceiver
is a good candidate for higher-baud-rate opticalfiber communications. Furthermore, it would not
be difficult to make a monolithic integration of the QD using the SOA and PD.

4. CONCLUSION

We have a developed 60-GHz hybrid integrated photoreceiver, which consists of a 1.5-µm QD-SOA
and a high-speed PIN-PD. A maximum responsivity of 25 A/W at a QD-SOA driving current
of 400 mA and a 3-dB bandwidth of 62 GHz was achieved. A high sensitivity of −20.5 dBm was
obtained through a BER test at 10 Gbps, and a clear eye diagram at 50 Gbps was also obtained. We
believe that this design is well suited for high-baud-rate optical-fiber communications. A monolithic
integrated device combining the QD-SOA and QD-PD will show higher responsivity. Further, the
photoreciever can be used for radio over fiber communications.
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Abstract— We present a novel type of the surface plasmon resonance (SPR) sensor based on
the magnetophotonic plasmonic heterostructure and show that utilization of specially designed
1D photonic crystals (PC) along with the magnetic layers (ML) significantly enhances the quality
factor and magnitude of the optical and magnetooptical resonances and therefore allows for a
several orders of magnitude increase of the SPR-sensor sensitivity.

1. INTRODUCTION

The surface plasmon resonance (SPR)-sensors are one of the most efficient optical sensors available
nowadays. Their operation concept is based on the significant variation of the resonant conditions
of the surface plasmon polariton (SPP) under the impact of the small variations of the surrounding
medium [1, 2]. Such approach allows for a ultra-high sensor sensitivity to the refractive index varia-
tions and the selectivity of the sensor is achieved via the special coatings of the plasmonic layers (e.g.,
antibodies for antigen detection) that attracts the molecules or cells of the certain type. Therefore
SPR-sensors are an efficient tool for a wide range of biological, medical and chemical applications
among which are detection of chemical and biological compounds, investigation of biomolecular
interactions, medical diagnostics pharmacological treatment, monitoring of environment and food
control [2].

Lowering the detection threshold of the corresponding substances via the SPR-sensor sensitivity
improvement is an important problem of further SPR-sensor development. One of the ways to
increase the SPR-sensor sensitivity nearly by an order of magnitude is the utilization of the magnetic
layers in the plasmonic structures and tracking of the magnetooptical (transversal magnetooptical
Kerr effect (TMOKE), namely) resonance instead of the reflection one [3, 4]. TMOKE has sharper
resonance and its magnitude is enhanced compared to the case of the isolated magnetic interface
since the excitation of the surface waves leads to the increase of the effects associated with gyrotropic
properties of the media [5–8].

The quality factor of the plasmonic or magnetoplasmonic resonance is determined by the damp-
ing of the SPP waves excited at the interface. For this reason the magnetic metals (e.g., cobalt,
nickel or iron) that have high optical losses are usually used in a combination with the noble ones
(such as gold) in the plasmonic structure [3, 4, 9]. If the sensor plasmonic structures are designed to
support long-range propagating SPP modes [10–12] the sensitivity is enhanced due to the increase
of the optical resonance quality factor. However, usually the refractive index of the analytes (gases
or liquids) is smaller than the refractive index of the dielectric layers on which plasmonic structure
is deposited on. This makes the structure asymmetric and prohibits the long-range propagating
modes existence. At the same time, 1D photonic crystal (1D PC) can be designed to have almost
any predetermined effective refractive index and therefore the structure 1D PC-metal-analyte can
support long-range SPP modes [12]. It should be pointed out that besides the ultralong-range mode
excitation PC is responsible for the enhancement of the MO effects [13].

We propose to use an original magnetophotonic plasmonic heterostructure for the significant
enhancement of the SPR-sensor sensitivity. It contains the 1D photonic crystal (PC) for the
support of the ultralong-range propagating modes tuned to have the same effective refractive index
as analyte. The plasmonic layer contains the magnetic metal film that causes the magnetooptical
effects and the layer of the noble metal that prevents the film oxidation.

2. MAGNETOPHOTONIC PLASMONIC HETEROSTRUCTURE FOR SENSING
APPLICATIONS

An original magnetophotonic plasmonic heterostructure that is very sensitive to the environmental
refractive index changes is proposed to be used in SPR-sensor. The structure is designed to have a
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resonance at the wavelength of λSPR = 780 nm and to perform sensing of the gas refractive indexes
as analytes (na ∼ 1). Let us discuss the basic compounds of the structure.

The laser radiation is transformed into the SPP wave via the glass prism made of BK-7 glass.
At the operating wavelength it has the refractive index npr = 1.513 that correspond to the total
internal reflection angle of θTIR = 41.39 for the BK-7/air interface.

1D photonic crystal is used for the ultralong-range SPP mode excitation. We use a SiO2/Ta2O5

layered structure (nSiO2 = 1.455, nTa2O5 = 2.071) which layer widths and number of layers are
tuned to maximize the SPP propagation distance according to the impedance method described
in [14]. Our analysis shows that the optimal layer widths are lSiO2 = 164 nm and lTa2O5 = 119.4 nm,
and the optimal number of layer pairs is 16. Such PC parameters correspond to the bandgap center
at the operating wavelength near angle corresponding to the surface plasmon resonance:

nTa2O5 lTa2O5 cos
(
θTa2O5
SPR

)
+ nSiO2 lSiO2 cos

(
θSiO2
SPR

)
=

1
2
λSPR, (1)

where θj
SPR is the SPR incidence angle in the corresponding layer of the PC. The numerical simu-

lations show that the quality factor of the SPR resonance is increased if the PC is accompanied by
the defect layer of Ta2O5 deposited on the PC structure. Optimal width of the defect Ta2O5 layer
is 108 nm.

The PC is coated with a cobalt film. On the one hand, this film provides the magnetooptical
response of the structure. The saturation magnetic field for this film is as low as 7 mT so that very
compact electromagnets can be used for remagnetizization of the structure. Application of a very
moderate magnetic field of 10–15 mT causes the magnetooptical response of the structure with the
gyration constant of about g = −0.8−0.7i. The magnetic field is applied in a transversal geometry
in order to observe the transversal magnetooptical Kerr effect (TMOKE). On the other hand, Co
has very high optical losses: the imaginary part of its permittivity is about 3 times larger than the
real part εCo = −9.2+33.0i. In order to get the quality factor of the whole heterostructure as high
as possible we use a thin Co film of 8 nm thickness in a combination with a gold film deposited on
the top of the Co layer.

The imaginary part of the gold permittivity is rather small for this wavelength εAu = −24.1+1.7i
so the losses of the SPP wave excited in plasmonic structure are rather small. The width of Au
layer is chosen 20 nm in order to protect Co layer from oxidation. At the same time, Au is a noble
metal and has rather good environmental stability. The schematic representation of the considered
magnetophotonic plasmonic heterostructure is shown in Fig. 1.

Figure 1: The magnetophotonic plasmonic heterostructure for the SPR-sensor.

The resonance associated with the SPP excitation in this structure is clearly seen in the absorp-
tion spectra for TM-polarized radiation (Fig. 2(a)). Due to the excitation of the ulralong-range
propagating SPP waves the resonance is extremely narrow and has the spectral width of 4 nm and
angular width of 0.08◦. The minimal value of the reflection coefficient is 6%.

The magnetization of Co layer affects the SPP in a non-reciprocal way: the propagation constant
acquires linear on gyration coefficient addition that has opposite sign for the opposite SPP propa-
gation directions, or, which is the same, for the opposite direction of the magnetic field. This is the
origin of the TMOKE δ which reveals in a difference between the structure reflection coefficients
Rj for the two opposite magnetization directions:

δ = 2
RM+ −RM−
RM+ + RM−

. (2)
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(a) (b)

Figure 2: (a) The absorption and (b) TMOKE spectra of the magnetophotonic plasmonic heterostructure
of the SPR-sensor.

The TMOKE spectra of the sensor structure is depicted in Fig. 2(b). It is clearly seen that
TMOKE resonance is narrower than the reflection (absorption) one and have the spectral width
1.5 nm and angular width 0.03◦. The excitation of the SPP wave rises its absolute value up to
δ = 10%.

3. SENSITIVITY OF THE SPR-SENSOR BASED ON THE MAGNETOPHOTONIC
PLASMONIC HETEROSTRUCTURE

The sensitivity of the sensor S can be determined as a derivative of the experimentally measured
value A with respect to the refractive index of the sensor environment (analyte):

S =
∂A

∂na
. (3)

The threshold variation of the refractive index that can be measured with the sensor equals to

∆nmin = Amin/S, (4)

where Amin is the minimal detectable variation of the A value. There are two basic schemes of
the refractive index variation measurement with the SPR-sensor of conventional or magnetooptical
type.

The first scheme is to use a convergent light beam of the monochromatic laser radiation focused
on a metal surface and an array detector (CCD matrix, for example). The angular components of
the beam that corresponds to the near-SPR angle θSPR are significantly absorbed while the others
are reflected so that the variation of the θSPR due to the environmental changes are seen as the
shift of position of the minimal reflection intensity. Using the same scheme the shift of the TMOKE
resonance position can be tracked. Notice that although the shift of the TMOKE is determined by
the shift of the SPP resonance and thus has absolutely the same value it is usually much easier to
measure the θSPR by magnetooptical measurement. The first reason for this is that the TMOKE
resonance, as it is shown above, is much narrower than the SPR. Secondly, δ changes its sign near
the SPR so that the shift of the point δ = 0 can be measured more precisely than the shift of the
minima of the reflection spectra. The sensing process is illustrated in Fig. 3(a).

(a) (b)

Figure 3: (a) Reflection and TMOKE spectra for two different analyte refractive indices. (b) The linear shift
of θSPR for different refractive indices of analytes.
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Figure 4: The variation of the structure reflectivity and TMOKE for different analyte refractive indices and
the fixed measurement angle.

The numerical estimations predict the sensitivity S = 44◦/RIU (per refractive index unit).
Taking the typical resolution of of θSPR measurement as 5 · 10−6 (see, for example, [3, 12]) we
obtain the threshold ∆nmin = 10−7.

Analogous measurements can be performed with a polychromatic light source (¡halogen¿ lamp,
for example) and spectrometer. Instead of the θSPR shift the wavelength corresponding to the
SPR λSPR changes under the environmental variations. The numerical estimations predict the
sensitivity of the proposed sensor S = 1800 nm/RIU. Using a tunable laser with one can achieve
0.01 nm accuracy in spectral resolution and ∆nmin = 5 · 10−6.

The second scheme implies the usage of the collimated monochromatic light beam and the
measurement with the photodetector of the reflection or TMOKE variation for the fixed operating
angle and wavelength corresponding to the SPR of the reference analyte.

The sensitivity of the SPR-sensor in such scheme depends not only on the shift of the SPR
position but also on the value of the measured value (reflectivity or TMOKE) gradient. The
enhancement of the magnetooptical effects results in the increase of the sensitivity of the magne-
tooptical SPR-sensor compared to the conventional one since the TMOKE effect cam be measured
with the higher precision. Fig. 4 illustrates the sensing process.

4. CONCLUSION

A novel type of the surface plasmon resonance (SPR) sensor based on the magnetophotonic plas-
monic heterostructure was presented. The feature of this sensor is the simultaneous utilization
of the magnetic layers in order to get the magnetooptical response and the specially designed 1D
photonic crystals (PC) that significantly enhances the quality factor and magnitude of the optical
and magnetooptical resonances. The resulting sensor is shown to have the ultra-high sensitivity
compared to the conventional sensors.
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A Simulation Based Distributed MIMO Network Optimisation
Using Channel Map

J. Weng, J. M. Rigelsford, and J. Zhang
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Abstract— Channel map is an essential tool in network planning and optimisation. In this
work, we present an example of MIMO channel map for distributed MIMO network optimisation.
Based on the simulation of MIMO channel map, we optimise the MIMO channel capacity and
the bit error rate. The results demonstrate that the effectiveness of the MIMO channel map in
network optimisation.

1. INTRODUCTION

With the increasing demand for higher data rate communications, wireless network operators are
facing the challenge of providing high quality network services. Network planning plays a key role in
meeting the ever increasing demand for high data rate networks. The purpose of network planning
is to deploy the network nodes in optimal locations to provide guaranteed quality of network service.
The network nodes location planning relies on the channel information map which gives channel
information over the physical location on a map.

A lot of research work has been focused on finding the optimal base station locations to achieve
the optimal network performance. To achieve the target of optimal base station deployment, a
signal coverage map over the deployment space is essential. Various candidate locations in the map
are compared and the optimal one is chosen. Such a coverage map is widely used in the network
planning practice. To accurately predict the channel information requires significant amount of
computation and resources, hence computer-based simulation tools such as the WiSE tools by
Bell Labs [1] was specially designed for planning indoor networks. The method of building such
channel maps is mainly based on two deterministic channel modelling methods: finite-difference
time-domain (FDTD) related models and ray based models. The work in [2] first used the name
of channel map and proposed a ray tracing method for building the channel map. The work [3]
proposed a computationally efficient numerical method for building the channel map. A complete
review of the channel modelling in HetNet can be found in [4]. The channel map has long been
widely used as an essential tool in network design. However, it still lacks a rigorous mathematical
formulation thereby limiting the further application of the channel map as an essential tool in
network planning, especially for MIMO network planning.

With the application of advanced wireless transmission techniques, such as MIMO, the network
performance is largely improved [4]. Meanwhile, to plan networks equipped with these advanced
techniques is challenging, especially due to a lack of rigorous formulation for the channel map. This
limits the application and functionality of the channel map as a tool in advanced network planning,
such as MIMO network planning. The purpose of the paper is to demonstrate the MIMO channel
map tools for advanced MIMO network planning and optimisation.

2. AN INDOOR MIMO CHANNEL MAP

In this section, we give an example of the MIMO channel map to demonstrate its application
in distributed MIMO systems. We build a distributed 2 × 2 MIMO channel map for a typical
indoor network deployment scenario. The simulation tool for single channel map construction is
the computer simulation tool presented in [3].

The simulation scenario is a typical office environment. The oor map is shown in Figure 1. The
environment comprises walls, doors, windows and ceilings. The frequency is set to be 2.4 GHz. The
bandwidth is set to be 15 kHz as one single carrier bandwidth in the long term evolution (LTE)
networks. We deploy a 2× 2 distributed MIMO system in the environment.

For the purpose of demonstration, we only choose one set of locations to deploy the 2 distributed
transmitter antennas. The transmitter locations are marked in Figure 1. The simulated channel
amplitude maps and channel phase maps are shown in Figure 2 and Figure 3, respectively.

Although distributed receiver antennas are still rare in mobile terminals, it is a potential tech-
nique for high data rate backhaul connection. It also has the potential to be implemented in a
form of cooperative networks. We first construct the channel map vector. The channel amplitude
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Figure 1: The transmitter antenna locations.

Figure 2: Channel amplitude map vector. Figure 3: Channel phase map vector.

map vector generated by the simulation tool with transmitters at 2 locations is shown in Figure 2.
The channel phase map vector is shown in Figure 3. We arrange the 4 channel maps to a form of
channel vector.

The total number of location points in the map is 988320. The number of the total potential
location vectors is C2

988320 ∼ 4.8839 × 1011. It costs high computational resource to search the
whole possible combinations of the receiver locations. We sample the 988320 receiver locations to
choose 2000 locations as the candidate locations. Thus, the search space reduces C2

2000 = 1999000.
We generate the complete set of the receiver location vector according to the combination of the
location set. Each element in the set is then applied to the channel map vector to identify the
channel value as:

H(L) =
[
f1(l1) f1(l2)
f2(l1) f2(l2)

]
(1)

3. CHANNEL CAPACITY OPTIMISATION

In this part, we optimise the network performance by choosing the receiver locations which achieves
the maximum channel capacity.

We look up the channel matrix values in the channel map corresponding to all the receiver
location vectors. The result is a table mapping from the receiver location vector to the corresponding
channel matrix. In this case, the SNR at the transmitter is fixed and we then adopt the the capacity
formula to calculate the capacity:

C = log2 det(I + snrHH∗) (2)

where H∗ is the complex conjugate of the matrix H and snr is the signal-to-noise-ratio at the
transmitter.

The cumulative distribution function (CDF) of the resulting channel capacity is shown in Fig-
ure 4. The probability density function (pdf) of the capacity is shown in Figure 5. The statistics
of the resulting capacity values are summarised in Table 1. The mean value of the capacity is
31.5006 bits/s/Hz and the maximum value is 86.4459 bits/s/Hz. The optimal receiver antenna
locations that achieve the maximum capacity are indicated in Figure 6.
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Figure 4: The CDF of capacity in distributed
MIMO.

Figure 5: The PDF of capacity in distributed
MIMO.

Figure 6: The optimal locations for receiver anten-
nas.

Figure 7: The CDF of error rate in the distributed
MIMO.

Table 1: Statistics of the capacity values.

Maximum Minimum Mean Median
standard
deviation

86.4459 0.0144 31.5006 30.2073 11.5412

Table 2: Statistics of the error rate.

Maximum Minimum Mean Median
Standard
Deviation

0.5161 0.0261 0.4906 0.4984 0.0321

The gain of optimally designed receiver location over a random choice of receiver locations is
significant in this case. We can see that the majority of the receiver locations supports a capacity
near the mean value of from 20 to 40 bits/s/Hz range. The optimal capacity value offers a nearly
3 times gain from these mostly likely receiver locations by random choice. This shows that the
a significant capacity gain can be achieved by carefully choosing the locations of the distributed
antennas.

4. ERROR RATE OPTIMISATION

By using the channel map generated for the distributed MIMO system, we also study the impact
of receiver locations on error rate performance. We adopt the Alamouti block space time code to
be used in the distributed MIMO system in our simulation. The SNR at the transmitter is set
to be 10 dB. We simulate the MIMO system using all the candidate channels from the candidate
receiver locations. The CDF and the PDF of the error rates at all the candidate locations are given
in Figure 7 and Figure 8, respectively.

The statistics of the error rate are given in Table 2. We see that by choosing the optimal
locations of the receiver locations we can achieve the optimal error rate 0.0261 while the mean
error rate is about 0.5, which is due to poor channel condition. The receiver antenna locations
achieving this optimal error rate are indicated in Figure 9. This result shows that we can achieve
good error rate performance even the the majority of the signal coverage is poor, by choosing the
optimal receiver locations.
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Figure 8: The PDF of error rate in the distributed
MIMO.

Figure 9: The optimal receiver antenna locations.

5. CONCLUSION

In this paper, we give a MIMO channel map tool in network planning. Following the formulation
we propose a method for constructing MIMO channel maps using existing single antenna channel
map tools. The MIMO channel map extends the conventional single antenna channel map tools
to advanced MIMO network planning scenarios. A numerical example is given to demonstrate the
construction and application of the channel maps in MIMO network planning. The results show
that the MIMO channel maps are an effective tool in MIMO network planning. Significant gains in
both spectral efficiency and error rate performance are achievable by using the channel map tool
to carefully plan the locations of the MIMO antennas.
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Abstract— Radio frequency range between 3–30 MHz is called high frequency or shortwave
radio. For a long time, the high frequency band has been considered as the most important
means for communications over long distance. The advent of new technologies, such as satellite
and terrestrial communications, made the high frequency systems obsolete. Despite that, a new
interest for these systems is growing due to the need of having a relatively cheap and simple system
for data and voice exchange, which could be a real alternative to existing system in case of their
failure. This paper aims to present an effective and flexible HF digital transceiver demonstrator
based on the software defined radio paradigma. The purpose of this demonstrator is to maintain
the “essential” information among the authorities in case of the failure of both satellite and
Internet communications for critical scenarios (e.g., terroristic attacks, natural disasters).

1. INTRODUCTION

The High Frequency (HF) band lies within 3–30 MHz. This part of the electromagnetic spectrum
provides several propagation modes such as ground wave, surface wave and sky-wave, which permit
long haul communications. The HF communications have been used for many years. Throughout
the 1960 and 1970, HF sky-wave systems were the core of the long distance communications. With
the inception of the satellite communications in the late 1960, the HF systems were relegated to
a back-up role. Indeed, the satellites represent a flexible solution for broadcasting and mobile
applications; moreover they allow a provision of service to remote or undeveloped areas. Despite
these advantages, the interest of the HF systems was increasing because of their ability to perform
long distance connections without the need of using channel infrastructures such as repeaters or
radio link, but simply using the ionospheric propagation. Therefore, despite a HF connection
is characterized by a low data rate transmission, the absence of the support structures for the
link establishment makes these systems much more reliable and robust respect to other systems.
Indeed, both satellite and terrestrial communications are very weak to electronic attacks and to
destruction events. These features make HF systems suitable to protect those infrastructures which
are essential for the health, security and economic asset of the citizens as well as for the effective
functioning of governments in European Union (EU) countries [1]. In this context, we propose a HF
sky-wave technological demonstrator which exploits ionospheric propagation to exchange sensitive
information among the European Critical Infrastructures (ECIs) when the Internet connection fails
as the critical events occur. The consolidated technology in HF band enables the use of COTS and
reliable hardware and software solutions for the realization of the demonstrator.

2. SYSTEM ARCHITECTURE

The system is realized via a hybrid technology (Figure 1), which combines techniques of Software
Defined Radio (SDR) and analogue/digital components. The Band Pass Fiter (BPF), the Low
Noise Amplifier (LNA) and the transmitting Power Amplifier (HPA) are implemented in analogue
domain while the Analogue to Digital Down Conversion (ADC), the Digital Down Conversion
(DDC), the Low Pass Filter (LPF) and data rate conversion, which is decimation, are carried out
in the digital domain. A host personal computer (PC) manages and coordinates each operative
stage as devices control and signal processing. Specifically it is devoted to perform the following
tasks:

1. Universal Software Radio Peripheral (USRPs) control by using a Gigabit Ethernet interface.
2. Generation, modulation and demodulation of the transmitted/received signal;
3. Data acquisition and data reconstruction.

The Laboratory Virtual Instrumentation Engineering Workbench (LabVIEW) [2] programming
language has been used for the realization of the HF demonstrator. This decision lies in the ability
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of this language to have user-friendly interfaces (called front panel) and to perform some tasks like
acquisition, analysis, display, data storing and instruments control. Moreover, an extensive support
for accessing instrumentation hardware, the presence of a large number of libraries, the possibility
of code reuse without modifications and the possibility of creating stand-alone executable, make
LabVIEW particularly suitable for a practical implementation of the HF demonstrator. It is im-
portant to underline that, the USRP plays a key role for both functioning and reconfiguration of
the HF demonstrator. Indeed, the USRP is a software reconfigurable hardware and this feature
together with a host PC, makes this choice an ideal solution for performing any kinds of RF band
pass signal processing. Finally, referring to Figure 1, it is worth noting the presence of a LNA,
which is a key component for the reduction of the noise at receiver. It is placed at front-end of
the radio receiver in order to amplify very weak signal minimizing the injection of additive noise.
For these reasons the LNA should have a high gain and a low Noise Figure (NF). The Mini Cir-
cuits ZFL-1000LN+[3]-Figure 2 characterized by an operative bandwidth which ranges between
0.1MHz and 1000MHz, 2.9 dB of Noise Figure and a 20 dB of gain, represents a good solution for
the realization of the receiver chain in the HF band. The High Power Amplifier at transmitter is
responsible for the amplification of the transmitted signal; the transmission gain should guarantee
a sufficient Signal to Noise Ratio (SNR) at receiver. Moreover, it should be as linear as possible
in the operative bandwidth, in order to minimize amplitude fluctuations [4]. Among all the HPA
models, the BT00500-ALPHA-S-CW [5]-Figure 2 manufactured by Tomco Technologies is one the
most suitable for our purposes. This amplifier is solid state technology throughout designed for
amplifying continuous waves between 3 MHZ and 30 MHz with a peak power of 500 W. BPF at
receiver is designed in order to reject out-of-band noise. A Global Position System (GPS) and a
stable 10MHz clock source can be used to synchronize the USRPs in the transmitter and receiver
chains. This is essential in a HF real scenario where the transmitter and the receiver stations are
located far from each other. Indeed, sky-wave links are typically used for long circuits which range
from about 160 km up to 12000 km [6].

Figure 1: System architecture.

Figure 2: LNA (ZFL-1000LN+ model) and HPA (BT00500-ALPHA-S series).

3. LABORATORY TEST EXPERIMENT

The reliability of a HF radio transmissions is dependent on a large number of factors such as [7, 8]:

1. The propagation channel is space-time variable. The propagation behavior depends on the
operating frequency, season, time of day, location and solar activity (identify by the Sun Spot
Number — SSN) [9];

2. The HF spectrum is strongly crowded by communications and broadcasting transmission;
therefore the number of free channels are limited and often available only for a limited time;

3. The strong presence of back-ground noise like atmospheric, cosmic and man-made. Internal
noise is almost negligible [10].

Therefore the characterization and implementation of a HF radio link is a very complex matter.
In a first instance, a simplified simulated scenario has been taken into account. The simulated
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scenario includes the following items:

1. Connection type: point-to-point;
2. Single carrier;
3. Phase-Shift-Keying (PSK) modulation.

Figure 3: Simulation equipment.

Figure 4: Transmitter and Receiver user interface.

Two USRP N210 [11] connected with the host PC through a Gigabit Ethernet connection
have been used (Figure 3). The N210 consists of a Xilinx Spartan FPGA, 100MS/s dual ADC,
400MS/s dual DAC. These USRPs are equipped with LFTX [12] and LFRX [13] daughter-boards
for transmitting and receiving HF signals. Signal processing, modulation/demodulation and USRPs
control are performed by means of labVIEW programming language. The experiment implements
a simple communication system for transmitting a text message making use of PSK modulation.
Specifically, the message to be sent is converted to a bit-stream. After that, this bit-stream is
organized in packets. Each packet consists of useful data and additional bits such as the synch
bits and the guard bits. The synch bits provide a reference for synchronization and data validation
(check the detected packet), while the guard bits protect against the filter effect. The data is then
converted in the analogue domain and the base-band waveform is mixed with the carrier frequency
for being transmitted by the USRP. At receiver the data is continuously acquired by the receiver.
After demodulation, the guard bits are removed and the data bits can then be recovered. The packet
number is used to organize the data in the correct order and allows the receiver to determine when
all packets have been received. At this point the full text can be retrieved. This PSK demonstrator
allows on the fly setting and selection of the main HF communication parameters. This is made
possible by means of the LabVIEW interactive user interfaces (Tx interface and Rx interface —
Figure 4). The following list summaries the main parameters that the user can define:

1. Signal parameters (red box-left hand of the Figure 4): the signal parameters consist of the RF
carrier frequency (in Hz), the baseband sample rate (S/sec), tha antenna gain (in dB), the
connector name on the front panel device. It is important to underline that at the receiver,
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these parameters must be forced to be equal to those of the transmitter. The same is true for
the modulation parameters (yellow box-Figure 5) and filter parameters (pink box-Figure 5).
These filters are important in order to reduce the amplitude and phase transition of modulated
signal and to reduce the inter-symbol-interference (ISI). It is worth noting that the parameters
should be choosen taking into account external environment, however it could happen that
the used device cannot satisty those specifications. In this case, the USRP sets his parameters
in order to try to satisfy the requirements and to comply its own technical specifications (see
violet box-Figure 4);

2. Device names (yellow box of the Figure 4): specifies the USRPs IP address;
3. Packet size (yellow box of the Figure 6): this tab specifies the packet structure together with

the bits number of each field that composes the packet. About the packet structure, the guard
bits protects against the filter edge effect, the synch bits are used for the carrier and clock
recovery and finally the packet number allows to reorder the packet and to detect missing
packets. The length of the useful data is specified by the data field. In order to have a
constant packet size and therefore to make easy the receiver configuration, a fixed number of
the samples are appended at the end of the signal;

Figure 5: Transmitter and Receiver modulation interface.

Figure 6: Transmitter and Receiver packet interface.

Although the experiment was conducted in a controlled environment, the insertion of a sim-
ulated zero-mean complex additive white Gaussian noise (AWGN), with uniform power spectral
density, allows to reproduce a more realistic environment. This operation returns a signal-plus-
noise waveform with a user specified Eb/N0 (pink box-Figure 4), where Eb is the the energy per bit
and N0 is the noise variance. A number of plots are shown through the user interface, specifically:

1. Transmitter (green box-left hand in Figure 4) and receiver (yellow box-right hand of the Fig-
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ure 4) constellation graph;
2. The spectrum of transmitted base-band complex waveform with and without noise (blue box-

Figure 5);
3. The resulting message(red box-right hand of the Figure 4);
4. Time-amplitude behavior of the raw-received signal (blue box-right hand of the Figure 4)

4. CONCLUSION

In this paper the main concepts and results on the design of a demonstrator for HF communica-
tions have been described. The demonstrator is based on USRP N210 and LabVIEW programming
language which guarantee a low cost and an extremely flexible solution suitable for SDR imple-
mentation. A preliminary laboratory test has been performed to validate the functionality of the
system. The experiment has been focused on the PSK modulation. This demonstrator is designed
to allow the main communication parameters to be changed on the fly. The effect of additive Gaus-
sian Noise has been evaluated by using a set of different SNR. The system, equipped with the RF
devices (e.g., antenna, LNA, HPA), could be tested in a real scenario without any modification. It is
worth noting that in a real scenario, the communication parameters should be chosen according to
the ionospheric channel and the external noise level. For this reason, the future developments aim
to realize a fully automated system which integrates operations such as the spectrum management
and the ionosphere monitoring in order to make the system able to adaptively operate in function
of the scenario changes.
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Abstract— A curvilinear stochastic finite-difference time-domain (S-FDTD) methodology is
presented in this paper for the systematic analysis of lightning-induced fields over rough terrains
with statistical uncertainties. The novel 3-D technique stems from a covariant/contravariant
formulation which can profitably handle the variation of specific parameters during a single run.
To achieve further acceleration, graphics processing units (GPUs) with large core densities are
utilized, while a set of realistic setups is addressed for the validation of proposed algorithm.

1. INTRODUCTION

A significant number of engineering problems are directly or implicitly related to the electromagnetic
(EM) fields generated by lightning strikes. This fact has motivated the development of several
schemes for the efficient prediction of such pulses [1–3]. Also, the presence of various uncertainties
and especially rough surface/terrain statistical fluctuations, renders these applications an even more
challenging area of research [4–6]. To this aim, the multiple-run Monte-Carlo (MC) approach [7]
has been a suitable, yet computationally expensive, candidate, while the stochastic finite-difference
time-domain (S-FDTD) algorithm [8, 9] and the FDTD-polynomial chaos expansion (FDTD-PCE)
technique [10] have been presented as effective alternatives for material and geometric tolerances.

In this paper, a computational framework based on the 3-D FDTD method is presented for
uncertainties inherent in certain aspects of lightning-related problems. In particular, the effects that
non-flat terrains (altitude varies with respect to the horizontal plane) have on lightning-induced
fields are thoroughly investigated. The realistic geometric features are realized via a random rough
surface algorithm, where a length-correlation parameter is introduced as an indicator of terrain
roughness. To statistically resolve the problem, we first employ the MC technique as a means to
extract the stochastic parameters of EM fields. Next, we develop a geometric adaptation of the S-
FDTD method along with a modified convolutional perfectly matched layer (CPML), founded on a
covariant/contravariant concept, where the statistical variation of suitable curvilinear parameters is
considered. Moreover, for the substantial reduction of simulation times, the power of contemporary
graphics processing units (GPUs) and optimized parallel programming is exploited. Numerical
results from diverse real-world applications reveal the efficiency of the featured technique.

2. DERIVATION OF 3-D GENERALIZED S-FDTD SCHEMES

Assume an arbitrary coordinate system and its gpq (p, q = 1, 2, 3) metrics, where vectors can be
decomposed via the covariant u1, u2, u3 or the contravariant u1, u2, u3 base [11]. In this way,
electric E and magnetic H field intensities may be analyzed into covariant (e1, e2, e3), (h1, h2, h3)
or contravariant (e1, e2, e3), (h1, h2, h3) components, respectively. Starting with the FDTD ex-
pressions, we apply operator K (mean value M or variance σ2) to derive the new update equations.
For instance, the covariant e1 electric and the contravariant h3 magnetic component are written as
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where g is the Jacobian determinant and ∆up the spatial step along the covariant up direc-
tion. Coefficients Da|i+ 1

2
,j,k = (2εi+ 1

2
,j,k−σ̄i+ 1

2
,j,k∆t)/(2εi+ 1

2
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2
,j,k∆t) and Db|i+ 1

2
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2∆t/(2εi+ 1
2
,j,k + σ̄i+ 1

2
,j,k∆t) contain all media parameters, while ζ are the covariant CPML com-

ponents [12].
Generally, a stochastic variable can be any of the gpq elements of the Jacobian matrix in (1)

and (2). However, our interest focuses exclusively on a small stretch on the z axis, along a few cells
vertical to the ground surface. So, we introduce a single stochastic variable affecting only two of the
metric variables, i.e., g33 and

√
g. The next step is to reduce M and σ2 to the individual variables

of both parts. To this goal, we use the Delta method [13], which applies a Taylor series expansion
on each side of (1) and (2). Thus, selecting up to first-order approximations [8], the mean value
and variance of an f(x1, x2, . . . , xn) function with multiple random variables x1, x2, . . . , xn, are

M{f(x1, x2, . . . , xn)} ≈ f(mx1 ,mx2 , . . . , mxn
), (3)
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where m = mx1 ,mx2 , . . . , mxn
are the mean values of x1, x2, . . . , xn. We may notice that the mean

value calculation reduces to the regular FDTD one, by replacing each random variable with its
mean value. In contrast, to calculate the variance, we must set K = σ2 and then take into account
the σ2{x1±x2} = σ2{x1}+σ2{x2}±2Cov{x1, x2} relation for all added terms in (1) and (2), after
the application of (4), with Cov{x1, x2} = ρx1,x2σ{x1}σ{x2} the covariance of random variables x1,
x2. Observe that ρ is an indicator of the stochastic dependence between metric variables and EM
fields. Nonetheless, having only a single independent stochastic variable (i.e., the vertical stretch)
and considering small perturbations for an almost linear relationship, we may safely set ρ = 1. In
this context, the standard deviation of the contravariant e1 electric component is given by
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with analogous equations formed for the other EM quantities. It is stressed that the incorporation of
the above geometric uncertainties does not influence the discretization procedure of our algorithm,
hence permitting the consistent manipulation of more arbitrary geometries.

3. ACCELARATION VIA GPU AND CUDA PROGRAMMING

The proposed algorithm has been developed via the CUDA 6.0 (compute unified device architecture)
programming platform to exploit the capabilities of modern multiprocessor GPUs. This choice is
additionally favored by the parallelization potential of the FDTD method [14, 15]. The nature of the
technique allows the fully independent execution of update equations at each point in the domain
at a single time-step. Based on this remark, we assign each point of our computational space to
the various independent execution flows of the hardware, in an attempt to achieve the maximum
performance through a thorough optimization process. In the CUDA programming environment,
independent processes (threads) are arranged in an algorithmic 3-D “grid”. Such a structure
provides these threads with unique coordinates, hence allowing the manipulation of the actual space
coordinates in the domain. To accomplish this objective, we assign specific memory addresses from
our 3-D matrix (i.e., the EM field space) to specific thread coordinates, for the entire simulation
space, and simultaneously connect nearby memory addresses with equally adjacent threads.

Several optimization strategies have been hitherto employed to offer a better performance. For
a high degree of parallelization, the kernels have been optimized in terms of the block size. A
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grouping of 32×16 threads-per-block guarantees very good performance, with a measured difference
of over 20% in simulation time, compared to other block-size options. In the simple case of fully
orthogonal grids for the update of each field, such a task seems sufficient. However, we have found
that a multi-kernel implementation is more beneficial for our S-FDTD algorithm. To calculate
fields in the absorbing layers, 2 groups of kernels are introduced. Each one comprises 12 extra
CPML kernels and is initiated after the execution of the corresponding main ones. This structure
is the result of our pursuit for optimal performance, which determined that each kernel should be
responsible for one boundary layer as well as for a specific component of the EM field. Specifically,
the update process within each of the domain’s 6 sides requires 4 different kernels (2 for electric
and 2 for magnetic components) in order for the necessary additional calculations (due to the extra
CPML terms) to be completed. Also, to increase parallelization, we use streams since they allow
kernels to be executed concurrently. Thanks to them, we have been able to partially achieve the
simultaneous execution of the main and the CPML kernels. The increase in performance reaches
up to 30%, however this usually declines as the number of cells in the FDTD grid rises.

Finally, various types of memories available in the hardware have been utilized, including the
global memory for the storage of the main field components and CPML variables, along with
the constant memory for storing the constants used in each simulation. Parameter matrices are
also loaded to global memory, yet mapped to a surface reference, exploiting the texture memory.
Attention has been drawn to the proper matrix alignment in memory, which ensures that adjacent
threads in the kernels access similarly-placed elements from memory. Only when the prior action
takes place, then transfers of 32 elements from global memory (in the case of floats) are performed
in a single access cycle (coalesced access), decreasing by over half the time for a kernel cycle.

4. CONFIGURATION OF THE NON-DETERMINISTIC TERRAIN PROBLEM

The application of the featured methodology concentrates on the analysis of lightning-oriented EM
fields in the vicinity of a non-deterministic terrain, whose specific structural variables are known
and enable us to perform realistic time-wise stochastic simulations. For this purpose, we introduce
the mean height of the altitude Mh along with a correlation length coefficient cl, as indicators
of horizontal diversity, either assumed predetermined or varying within a small fluctuation width.
Typical Mh values will not exceed the level of 1 or 2 meters, which may cause accuracy issues with
the selected Yee cell of 1 m3 volume, owing to poor staircase approximation in standard meshes.
So, we exploit the aforementioned curvilinear S-FDTD algorithm to decrease the cell height in the
problematic regions (Figure 1(a)), without sacrificing valuable resources elsewhere in the grid.

To generate the desired terrain, we apply the random rough surface (RRS) algorithm [13].
The power spectral density function is defined as a 2-D uniform pulse bounded by the prefixed
cl values. Assuming a Gaussian distribution of the power for each spatial frequency, we conduct
the convolution with the analytically calculated inverse Fourier transform of the defined density
function. Figure 1(b) presents some indicative ground structures, obtained through this process.
Moreover, all field quantities are computed in a 3-D space, occupied by either air or ground with
ε = 5ε0 and a conductivity of σ̄ = 0.01 S/m. The excitation sources appear only in the lightning
channel, where the current distribution is described by I(z, t) = I(0, t − z/v)e−αzu(t− z/v), with
u(t) the unit-step function, v = 1.5× 108 m/s the speed of the return stroke, α = 1/2000m−1 the
exponential decay, and I(0, t) the temporal variation of the channel base current expressed as
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2∑
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(
t

τ`1

)2 e−t/τ`2

1 + (t/τ`1)
2 for η` = exp
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√
(2τ`2/τ`1)

]
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and ` = 1, 2. The remaining parameters in (6) receive the typical values for the subsequent
cl = 18 cl = 10 

(a) (b)

Mh±σ {Mh}

Figure 1: (a) Staircase optimization via a non-square grid at the ground-air interface (red rectangle indicates
the problematic (lower) and the optimized (upper) area) and (b) a variety of stochastic ground structures.
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stroke, i.e., I01 = 10.7 kA, τ11 = 0.25µs, τ12 = 2.5µs and I02 = 6.5 kA, τ21 = 2 µs, τ11 = 230µs.
With z referring to the height of ground’s surface, the computational domain is discretized into
150× 150× 1000 cells and truncated by a 16-cell CPML with a quadratic conductivity profile.

5. NUMERICAL VERIFICATION

The first scenario deals with the extraction of statistical results for the lighting-induced fields,
taking into account the lack of knowledge for the exact terrain profile. Through a MC approach,
and choosing a constant cl parameter, we obtain the numerical outcomes of Figure 2. Three different
cl values are depicted for both the mean value and standard deviation of the radial electric field
component, 100 m away from the source. It can be detected that the standard deviation of the
field values is quite significant and may reach some levels up to the 10% of the mean value at the
corresponding time instants. In addition, one may deduce that larger correlation lengths trigger
higher field levels. Such an observation is to be expected, since shorter correlation lengths imply
“rougher” surfaces which create a stronger scattering from the ground at random directions.

In the second application, we select a specific terrain shape, generated from the RRS algorithm
and embedded in the geometry for every simulation. The variation is then induced at the height
of the surface by perturbing the associated metric variables on a 150 m × 50m × 10m section of
the computational mesh that includes the air-ground interface. The retrieval of the mean value
and variance is performed via both the MC and the curvilinear S-FDTD method, while results
are given in Figures 3(a) and 3(b) for the radial electric field component at the same point as
in the previous example and a height variance of σ{Mh} = 0.01Mh. A very good agreement is
achieved, justifying the competence of the novel method to provide accurate stochastic simulations.
Nevertheless, compared to the above case, one may notice significantly lower values for the standard
deviation.

For a more comprehensive and real-world examination of the effects of a random terrain en-
vironment, we consider both the height and shape of the terrain in a single MC simulation. At
each run, we generate a different terrain with a constant cl and perform an S-FDTD simulation;
therefore automatically involving the height variance. It is clarified, herein, that such an approach
is the only efficient way of extracting the desired results. A full MC solution would inevitably
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Figure 2: (a) Mean value and (b) standard deviation of the radial electric field, obtained with MC simulations,
at point (r, z) = (100m, 10m), in the case of a non-flat terrain.
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involve several other FDTD runs to account for the height, requiring excessive simulation times,
even with an optimized CUDA implementation. Figure 3(c) illustrates the final results for cl = 12
and σ{Mh} = 0.01Mh together with a curve extracted from a single S-FDTD run, whereas the
corresponding curve from Figure 1(b), for the specific parameters, is also repeated for comparison.
It becomes evident that the morphology of the terrain, rather than its height, has the most pro-
found effect on the field variance. Finally, it should be mentioned that in all simulations the use of
GPU achieved up to 50 times decrease in execution time both for the featured S-FDTD and MC
method.

6. CONCLUSION

The accurate modeling of lightning-generated EM fields over arbitrarily-rough terrains with non-
deterministic geometric variations has been conducted in this paper, through a 3-D GPU-accelerated
S-FDTD algorithm. The new single-run method is based on a consistent covariant/contravariant
formulation, blended with a properly altered CPML. Numerical outcomes prove the reliability of the
technique along with its enhanced speed, unlike the overall time required by existing approaches.
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Abstract— While the modelling of electromagnetic field coupling through apertures constitutes
a well-known problem class in electromagnetic theory, it still is a nontrivial problem to determine
accurate electromagnetic field solutions for specific cases of aperture coupling. In this contribution
this circumstance is illustrated by a number of explicit examples which are, in increasing order
of complexity, given by single circular apertures in planar shields, single circular apertures in
rectangular cavities, and by an aperture array within a rectangular cavity. It is seen that both
analytic solutions and numerical standard methods exhibit restrictions due to their approximative
character in terms of validity and discretization, respectively. As a result it is concluded that,
depending on the type of problem, standard solution techniques still are limited for accurately
predicting aperture coupling such that refined hybrid numerical methods become required.

1. INTRODUCTION

The modelling of electromagnetic field coupling through apertures is a canonical problem that has
been studied by many researchers, see, e.g., [1] and references therein. Within the electromagnetic
compatibility (EMC) community the related concepts and methods are an important basis for the
design of efficient metallic shielding enclosures [2]. Such metallic enclosures are commonly used
to shield against radiated EM fields or to prevent leakage effects from interior components. The
shielding effectiveness (SE) then typically is reduced by apertures and slots which may be necessary
for ventilation or as lead throughs.

Depending on the electrical size and thickness of relevant apertures a variety of analytic models
exist to solve the electromagnetic boundary value problems that are related to compute the aperture
coupling and SE [1, 2]. Most of them are approximations and their limitations need to be kept in
mind, even though they can provide benchmark solutions in certain frequency regimes or lead to
a useful understanding of parameter dependencies. Additionally, for practical EMC analyses of
realistic systems it is tempting to use modern numerical standard techniques in order to determine
aperture couplings and shielding efficiencies. A straightforward use of such methods, however,
requires some caution and care since apertures often constitute geometries that are characterized
by sharp edges and small geometries such that careful discretizations are required to properly model
diffraction phenomena or complicated near-field contributions, for example.

In the following the still prevailing difficulties that are connected to an accurate determination
of aperture coupling are illustrated by a variety of analytical and numerical methods that are
applied to three canonical and one realistic geometry. The canonical geometries comprise the
infinite and finite planar shield with a small circular aperture and a rectangular cavity with a small
circular aperture. Both analytical and numerical results can be applied in these case. The realistic
geometry involves a rectangular cavity with finite aperture array where no closed form solutions
are available. As numerical standard tools the method of moments (MoM), as implemented in the
CONCEPT-II software package [3], and the Finite Integration Technique (FIT), as implemented in
the CST Microwave Studio [4], are used. These methods are applied with the best of our knowledge
and from the perspective of an EMC analyst who is interested in obtaining accurate solutions with
meaningful computational effort. It is not our interest to show which methods are “better”, but it is
our aim to make clear that the field coupling through small apertures still constitutes a demanding
computational problem, even with fine and careful discretisations.

2. ANALYTICAL AND NUMERICAL COMPUTATION OF APERTURE COUPLING:
CASE STUDIES

2.1. Infinite and Finite Planar Shield with Small Circular Aperture
To begin with, the problem of finding the transmitted EM field through a planar, infinitesimally
thin, and perfectly conducting screen of infinite extent perforated with a finite aperture is consid-
ered, compare Fig. 1. As an analytic approach, the Bethe theory for small apertures [5] can be
used to represent the field scattered by the aperture as superposition of an electric-dipole field and
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Figure 1: An electromagnetic plane-wave propagates towards a perfectly conducting infinitesimally thin
planar screen with a small circular aperture, the propagation direction is normal to the shield in z-direction.

a magnetic-dipole field due to electric and magnetic dipole sources, respectively, both being located
at the center of the aperture.

The aperture equivalent electric and magnetic dipole moments ~pe and ~pm are related to the
electric and magnetic (imaged) polarizability tensors

↔
αe and

↔
αm of an aperture in an infinite,

perfectly conducting plane by

~pe = 2ε0
↔
αe · ~Esc and ~pm = −2

↔
αm · ~Hsc, (1)

where ~Esc, ~Hsc are the short-circuit fields at the aperture [6]. On this basis the electric dipole field
at an observation point ~r radiated by ~pe and ~pm from the origin ~r′ = ~0 can be derived from [7]

~E (~r) = −1
ε
~∇×


~pe × ~∇′ e

−jk|~r−~r′|
4π

∣∣∣~r − ~r′
∣∣∣


 + jωµ


~pm × ~∇′ e

−jk|~r−~r′|
4π

∣∣∣~r − ~r′
∣∣∣


 . (2)

In the setup of Fig. 1 the z-axis of the coordinate system is perpendicular to the aperture such that
the polarizabilities for a circular aperture with radius r0 are given by

αe,z =
2
3
· r3

0 and αm,x = αm,y =
4
3
· r3

0. (3)

It follows
Esc,⊥ = Esc,x = 0, Hsc,y = 2Ĥ i = 2Êi/η0, Hsc,z = 0, (4)

where Êi, Ĥ i denote the amplitudes of the incoming field and η0 = 377 Ω is the intrinsic impedance
of free space. With these values the dipole moments become

~pe = 0, pm,x = pm,z = 0, pm,y = −2 · 4
3
r3
0 · Ĥ i. (5)

It follows that the electric field component Ex, for example, transmitted through the small circular
aperture and evaluated along the z-axis is given by

|Ex(0, 0, z)| =
∣∣∣∣jωµ · pm,y · e−jkz

4πz
· 1
z + jk

∣∣∣∣ , z > 0. (6)

As a result, Fig. 2 shows the penetrating electric field along the z-axis through an infinite, per-
fectly conducting screen with circular apertures of radii r0,1 = λ/10 and r0,2 = λ/100, respectively,
where Êi = 1 V/m and f = 600 MHz. To account for the infinite extent of the screen, the Babinet
principle [7] was used within the MoM, while within the FIT it was possible to model the infinite
extent by a suitable setting of boundary conditions. It is known that the analytic result obtained by
the Bethe theory exhibits an unphysical singularity at ~r′ where the aperture and equivalent dipoles
are located. Distant from the aperture the agreement with the numerical solutions improves. It
also is seen that for decreasing aperture radius the numerical solutions tend to yield increasingly
different results.

Additionally, a perfectly conducting, finite planar screen of dimension 2λ× 2λ has been consid-
ered with the setup of Fig. 1, the corresponding results are shown in Fig. 3. For this finite geometry
the application of Bethe’s theory is no longer meaningful. The numerical solutions qualitatively
agree well but show considerably differences close to the aperture where a minimum of the field
values occurs.
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Figure 2: Penetrating electric field component Ex for an infinite planar screen with a circular aperture of
different radii r0,1 = λ/10 and r0,2 = λ/100.
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Figure 3: Penetrating electric field component Ex for a finite planar screen with a circular aperture of
different radii r0,1 = λ/10 and r0,2 = λ/100.

2.2. Rectangular Cavity with Small Circular Aperture
To tend to a more practical geometry, the electromagnetic coupling through a small circular aperture
of a rectangular cavity with dimensions a, b, and c is considered next. The circular aperture is
located with its center at coordinates (xA, yA, zA) and illuminated by an exterior plane wave,
compare Fig. 4. An analytic description of the nonvanishing electric field components within the
rectangular cavity is given in [8] and yields, e.g., the expression for the z-component of the electric
field in the form

Ez(~r, jω) =
4
3

d3

V

∞∑

nx=1

∞∑

ny=1

∞∑

nz=0

ε0,nz
kx sin(kxx) cos(kxxA) sin(kyy) sin(kyyA)

× cos(kzz) cos(kzzA)
jkÊi(jω)

k2
x + k2

y + k2
z − k2 + jδ

, (7)

with kx = nxπ/a, ky = nyπ/b, kz = nzπ/c. The Neumann symbol ε0,i assumes the values 1 for
i = 1 and 2 for i 6= 1. The parameter δ characterizes losses within the cavity. These losses can be
included in the wave number according to

k → k

(
1− j

2Q

)
, δ =

k2

Q
, (8)

where Q(k) denotes the quality factor of the resonator [9].
The electric field component Ez inside a perfectly conducting rectangular cavity with dimensions

a = 0.20m, b = 0.509 m, c = 0.40m and a single circular aperture of radius r0 = 2.5 cm has been
evaluated for frequencies 400 MHz to 1200 MHz at the interior position (0.13, 0.15, 0.15)m. The
center of the aperture is located at (0.20, 0.15, 0.15) m and it is illuminated by a normally incident
plane wave with Êi = 1 V/m, as also indicated in Fig. 4. The corresponding analytic and numerical
results are shown in Fig. 5.

For a proper discussion it is noted that the analytic solution has been obtained on the basis
of a quality factor Q = 0.05

√
f/Hz to account for resonator losses that are due to the presence
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Figure 4: Geometry of rectangular cavity with cir-
cular aperture, excited by an electromagnetic plane
wave.
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Figure 7: Electric field component Ez within the
rectangular cavity with aperture array, evaluated at
position (0.150, 0.359, 0.130)m.

of the aperture. Two versions of MoM calculations have been used, one based on a traditional
LU -decomposition and one based on an advanced solution algorithm which takes advantages of the
formalism of H-matrices and already proved useful for the modelling of electromagnetic coupling
within resonators [10, 11]. The calculation in CST required an exceedingly long computation time
to achieve the necessary bound for sufficient energy decay within the resonator. The agreement
between the results in Fig. 5 is quite satisfying but already required a rather careful discretization
of the geometry, in particular in the vicinity of the aperture.

2.3. Rectangular Cavity with Aperture Array

A more realistic aperture array of a rectangular cavity is shown in Fig. 6. The array consists of
19× 9 apertures of radius r0 = 0.4 cm; the upper left hole has coordinates (0.04, 0, 0.16)m and the
centers of adjacent apertures are separated by 1.2 cm from each other. Again, a plane wave with
amplitude Êi = 1 V/m is taken to illuminate the structure and the Ez-component is evaluated at
position (0.150, 0.359, 0.130) m. For this configuration, a closed form solution does not exist, such
that results have been obtained on a numerical basis only.

For the method of moments solution both the traditional LU -decomposition and H-matrix
algorithm have been used. The numerical solution based on FIT, again, requires a rather long
computation time and it turns out to be difficult to reach the necessary bound for sufficient energy
decay, as also can be seen from spurious oscillations in the frequency domain result. Therefore an
additional calculation has been performed with slight losses of tan(δ) = 0.001 added to the inside
volume of the resonator.

The numerical results are displayed in Fig. 7. All curves capture the main resonance peaks
correctly. The two MoM curves show a very good agreement and also the two FIT curves agree,
if averaged, fairly well with each other, where it is clearly understood that the introduction of
artificial losses leads to lower resonance peaks. But the conceptually different numerical methods
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MoM and FIT lead, in this example, to different field levels by about 15 dB for most of the frequency
range. While the discretization of the apertures has been peformed with similar care and effort if
compared to the simpler examples, it is now no longer obvious from Fig. 7 which result is the more
accurate one. Therefore it appears that a limit is reached where conventional numerical mehods
may no longer accurately predict the solution of a nontrivial electromagnetic aperture problem.
Similar observations obtained by a larger variety of different numerical field solvers already have
been observed in the context of electromagnetic coupling into an aircraft geometry with electrically
larger apertures involved [12].

3. CONCLUSION

It has been demonstrated by examples of increasing complexity that the classic problem of aperture
coupling still is a challenging task if quantitatively accurate results are required. For canonical
problems it is possible to have analytical results available that may serve as a reference for numerical
results. For realistic cases of aperture coupling, which are of great interest to the EMC community,
analytical results typically are no longer available. In this case, the application of different standard
numerical tools can lead to different results such that for a definite answer it appears as necessary
to provide either additional measurement results or to possibly develop refined numerical methods
of higher accuracy that are adapted to particular aperture configurations.
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Determination of Optimal Pairs of Radii of Dielectric Samples for
Complex Permittivity Measurement of Dispersive Materials

R. Kushnin, J. Semenjako, and T. Solovjova
Riga Technical University, Latvia

Abstract— The goal of this work is to find the optimum pair of values of radii of two full
height cylindrical samples with the same constitutive properties centrally located in a rectangular
waveguide for measurements of the complex dielectric constant. We refer to a pair of values
of radii of samples as optimal if the value of measurement uncertainty for the pair is smaller
than for other pairs of values. To determine the measurement uncertainty the well known and
very powerful Monte Carlo method is employed. Since this method requires a large number
of iterations to obtain reliable estimations, the computation of the reflection and transmission
coefficients is accelerated by employing an accurate approximation based on a mixed polynomial-
rational model.

1. INTRODUCTION

The accurate measurement of the complex dielectric constant is of great importance in electromag-
netics, but it is of greater importance medicine. While in electromagnetics uncertainty associated
with the the measurement of the dielectric constant can be compensated for by adjusting some
adjustable device components, in medicine this, however, may result in, for example, incorrectly
made diagnosis. There is a lot of different kinds of measurement techniques such as among others,
resonant cavity, transmission line and free space methods. Each of this methods has it’s drawbacks
and advantages. For example, resonant cavity method allows one to measure the dielectric constant
and loss tangent of low loss materials with very high accuracy, but when material under consider-
ation has middle losses the resonant peaks become broader that makes determination of resonant
frequency and quality factor less accurate that, in turn, yields higher uncertainty in measurements
of the complex dielectric constant. The main drawback of the free space method is that for the
accurate measurement of the constitutive properties of materials, the size of the sample must be
large enough to neglect diffraction on its sides. One of the main drawbacks of the transmission line
methods is lower measurement accuracy as compared to the resonant cavity methods, but at the
same time these methods do not require lengthy preparation procedure, that is the case for their
resonant counterparts and do not suffer from diffraction on sample sides as free space methods
do. For this reason, in the present study we make an attempt to quantify uncertainty measure-
ments of the complex dielectric constant for one of the transmission line methods. The method
considered consists in successively placing and making measurements for two dielectric cylindrical
samples with different radii. There are two most commonly used methods for quantification of
the measurement uncertainty and both are covered in GUM (Guide to Expression of uncertainty
in measurements) [2]. The simpler one is the so-called uncertainty propagation method. Unfor-
tunately, validity of this method is restricted only to models that lend themselves to a adequate
linear approximation, that makes this method inapplicable to nonlinear models. Another method
is the Monte Carlo method that is more powerful, but the main drawback of it, is that it requires
powerful computers. For this reason, the uncertainty analysis for measurements of constitutive
properties of materials still remains a very time consuming task, because the Monte Carlo method
requires a very large number of iterations in order for estimation of the measurement uncertainty
to be reliable and because in each of these iterations the inverse scattering problem needs to be
solved that, in turn, is a very time consuming task. Since the computational effort required to
solve the inverse scattering problem depends directly on the computational time required by the
method for the direct scattering problem one needs to find the fastest approach for solving the
direct scattering problem. In [3] the reduction in the computation time have been achieved by
using piecewise linear interpolation for dependence of the phase and absolute values of the reflec-
tion and transmission coefficients on system parameters, separately. Unfortunately, this kind of
interpolation proves to be quite inaccurate in vicinity of resonances, that may lead to considerable
discrepancy between prediction and actual values of uncertainties. We found that it is more effi-
cient to interpolate the sum and difference of the reflection and transmission coefficients, since for
a symmetric obstacle both these quantities have absolute value equal to unity for all real values of
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the relative dielectric constant that, in turn, means that each pole of this function have the cor-
responding root such that they are mutually complex conjugate values. Also, these two functions
are analytic with respect to the relative complex dielectric constant. Both these properties enable
us to use mixed rational-polynomial approximation involving roots and poles of these functions
and a polynomial approximating the remaining parts of the functions. The coefficients of these
polynomials are found by using least-squares method. In general case, these pairs can be found
successively from the derivative of the phase of the functions, but in our case it is simpler and more
convenient to determine poles by finding roots of the determinant of a system matrix, since it may
be easily proved that the roots of the determinant are the roots of the aforementioned functions
as well. Also, in this study we use three normalized quantities, namely, the relative wavelength
λ̃, relative radius r̃ and relative dielectric constant ε̃. The main advantage of using normalized
quantities is that it leads to reduction in the number of system parameters from four to three and
from five to four for dielectric and magnetodielectric materials, respectively. Since in the present
study we restrict ourselves to consideration of only dielectric materials we will use only three quan-
tities. Moreover, in case of dielectric samples two of three system parameters have limited range of
values, provided the waveguide operates in a single mode regime. Since the functions are analytic
they can be completely represented in terms of their poles and roots. As mentioned above, in
our case functions have a special structure, that is, its poles and zeros are symmetrically located
with respect to the real axis on the complex plane, that simplifies the approximation procedure.
Numerical experiments show that, it is sufficient to take only several poles and roots that lie closer
on the complex plane to range of interest. This trick allows us to remove rapid changes of function
values in the range of interest. The remaining part of the function can be approximated well by
low degree polynomial. The number of poles to be extracted is dependent upon values of other two
parameters and length of the interval over which the function is approximated. Both the sum and
difference of the reflection and transmission coefficients can be approximated as follows

f(ε) = p(ε)λ̃,r̃ ·
N∏

n=1

ε− ε̃n(λ̃, r̃)
ε− εn(λ̃, r̃)

(1)

It is obvious that coefficients of the approximating polynomial as well as poles and roots are
functions of λ̃ and r̃. Fortunately, this functions are monotonous and do not exhibit any rapid
changes, that is, they can be accurately approximated using piecewise linear approximations.

2. SOLUTION OF THE DIRECT SCATTERING PROBLEM

Despite the fact, that many approaches for determination of the reflection and transmission coeffi-
cients over the last several decades, not all of them provide results with reasonable accuracy and the
same time show rapid convergence. From many approaches that have been proposed over the last
several decades [4–13], we have chosen that proposed by Sahalos et al. [11] as it provides reasonably
accurate results and at the same time shows very rapid convergence. This approach is based upon
expressing the fields in the homogenose regions in terms of series of solutions of the homogenous
Helmholtz equation. Such kind of representation allows one to solve boundary problem on the
surface of the post analytically that, in turn, considerably reduce overall computational effort. The
first approach of this kind have proposed by Nielsen [12], but it converged only for cylindrical
samples with quite small electrical radius. Sahalos et al. have overcome this limitation by replacing
the rectangular interaction region with the circular one, where the center of the circular interaction
region coincides with the axis of the post and its radius is equal to half the width of the broader
wall of the waveguide. Later it was found that applying numerical integration on the surface of the
interaction region instead of point matching procedure yields faster convergence [13].

In order to simplify solution problem under consideration, we need to make several assumptions.
The first one is that the walls of the rectangular waveguide are treated as perfectly conducting,
which is the case since walls of waveguides are typically covered by highly conductive material.
Also we assume that only dominant mode may propagate in the waveguide and all other modes
don’t take part in power transfer and decay very rapidly with distance from the sample. In order
to solve the problem we divide the waveguide into three separate regions as depicted in Figure 1.
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In region I and III scattered fields are represented in terms of waveguide modes.

EI
y =

∞∑

m=1

Am cos
mπx

a
e−jkmz (2)

EIII
y =

∞∑

m=1

Bm cos
mπx

a
ejkmz (3)

In region II fields and inside the cylindrical sample fields are represented in terms of cylindrical
waves.

EII
y =

∞∑

n=0

(
CnJn

(
2πλ̃r̃

)
+ DnYn

(
2πλ̃r̃

))
cos (n · ϕ) (4)

Ep
y =

∞∑

n=0

EnJn

(
2πλ̃r̃ε̃

)
cos (n · ϕ) (5)

where km = ko

√
1− 4

λ̃2
— is the waveguide wavenumber, ko — wavenumber in free space. Ex-

pressions for corresponding magnetic fields in these regions may be obtained by using the second
Maxwell’s equation.

Enforcing boundary conditions on the surface of the post as well as taking the advantage of the
mutual orthogonality of cylindrical waves with respect to azymuthal coordinate and eliminating
the unknown constants, the expression for the electric field in region II may be written as follows

EII
y =

∞∑

n=0

(
CnJn

(
2πλ̃r̃

)
+

αn

βn
Yn

(
2πλ̃r̃

))
cos (n · ϕ) (6)

where

αn = Jn(2πλ̃r̃ε̃)J ′n(2πλ̃r̃)− ε̃J ′n(2πλ̃r̃ε̃)Jn(2πλ̃r̃) (7)

βn = ε̃Yn(2πλ̃r̃)J ′n(2πλ̃r̃ε̃)− Y ′
n(2πλ̃r̃)Jn(2πλ̃r̃ε̃) (8)

In order to obtain a system of linear equations for unknown expansion coefficients, one has to
enforce the boundary conditions on the surface of the interaction region S. Since in this case the
boundary value problem cannot be solved analytically we employ the variational approach, that is,
we formulate boundary conditions for the tangential components of the electric and magnetic fields
on the imaginary surface (interaction region) in the weak form. In other words, we require that
the projection of the difference between field representations on both sides of the interaction region
S upon a properly chosen set of test functions equal to zero almost everywhere. There are many
different sets of testing functions, but in the present case the most suitable choice is the following set
of trigonometric functions satisfying periodic boundary conditions cos pϕ (where p = 1, 2, ..., M).

Figure 1: The rectangular waveguide containing the cylindrical dielectric sample.
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3. DISCUSSION

It is well known that the analytical solution of the inverse scattering problems is possible only
for structures under consideration, having very simple problem geometries. Even when the direct
scattering problem may be solved analytically it not always possible to solve the corresponding
inverse problem analytically without any approximations. Due to this fact, we will use one of the
most common numerical procedures that consist in converting an inverse problem to an equivalent
numerical minimum finding problem, i.e., optimization problem. An objective function is chosen
as the distance between calculated and measured values of S parameters.

Q(f) =

√√√√
2∑

m=1

2∑

n=1

(Ss
mn − Sm

mn) (9)

where — is Q(f) the objective function; Sm
mn — measured values of scattering matrix entries; Ss

mn —
values of the scattering parameters obtained by solving the corresponding direct scattering problem.
Since the objective function consists of a sum of the squares, it takes minimum value when values
of the coordinates correspond to the solution of the inverse scattering problem. There are many
algorithms that may be employed for finding the global minimum of objective functions, but after
a number of numerical investigations we found that for solving the problem under consideration a
simple pattern search method [14], the Nelder-Mead simplex method [15], as well as its improved
versions are the best candidates. One of the most widely used approaches for measurements of the
dielectric constant is the so-called multi-frequency approach. It consists in making measurements
of scattering data at, at least, two different frequencies in order for a solution to be unique as
it is obvious that when measurements are made only at one particular frequency the scattering
coefficients may take the same value at different values of the complex permittivity. Nevertheless,
this multi-frequency method cannot be applied in a case of highly dispersive materials, where
constitutive parameters vary very rapidly with frequency. In this case we need to employ another
measurement method, which not only ensures uniqueness of the solution, but also allows one to
make all measurement at some fixed frequency. One such method is to make measurements of two
samples with different values of some geometric parameters at a fixed frequency value. Another,
also, widely used in practice measurement method is to make measurements at fixed frequency,
but for different positions of a movable short circuit, terminating one of the ends of the waveguide
or transmission line section. The latter approach, however, has a limitation, namely, the absolute
value of the reflection coefficient is always equal to unity for samples made from lossless materials.
In other words, the only quantity we can measure is the phase of the reflection coefficient. In the
present study we employ the former one while the latter one will be the subject of the forthcoming
studies.

4. NUMERICAL RESULTS

It is convenient to represent measurement process in terms of model with its input and output
quantities. There are uncountably many factors that affect the accuracy of measurements, but in
practice it suffice to take into consideration only those that make the most significant contribution
to the overall accuracy. Among the factors belonging to these category are the limited resolution,
residual systematic error, connection mismatch, and geometrical imperfections of the sample, such
as a small shift in the position of the sample and the accuracy of the measurement of the radius
of the cylindrical sample. Typically, the uncertainty of the measurable quantity is dependent upon
value of model parameters. In other words it may be possible that for some optimal combinations
of values of these parameters the standard uncertainty u(ε) of the output quantity will be smaller
than for all other combinations.

In this paper we consider the dependence of the standard uncertainty u(ε) of the output quantity
upon two system parameters, namely, the radii of the cylindrical samples. In order to find optimal
values of the radius of the sample we estimate the standard uncertainty in measurement of the
dielectric permittivity by using the Monte Carlo method. According to standards, probability
distributions for input quantities of the model are assigned according to the maximum entropy
principle. In our case we take into account uncertainties due to the frequency accuracy, imperfect
measurement of the radii of the samples and scattering data. Also, we assume that errors associated
with measurements of scattering data are distributed according to the normal distribution, while
those associated with frequency and dimensional parameter measurements are distributed according
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Figure 2: The standard uncertainty u(ε) of the di-
electric constant versus the relative radius of the
post r̃ = r/a, measuring absolute values the reflec-
tion and transmission coefficients with the follow-
ing values of standard uncertainties of input quan-
tities: u(|R|) = 0.02%, u(arg(R)) = 3 degrees,
u(r) = 0.01 mm, u(f) = 1.0 MHz.

Figure 3: The standard uncertainty u(ε) of the di-
electric constant versus the relative radius of the
post r̃ = r/a, measuring absolute value and phase
of the reflection coefficient with the following val-
ues of standard uncertainties of input quantities:
u(|R|) = 0.02%, u(arg(R)) = 3 degrees, u(r) =
0.01mm, u(f) = 1.0MHz.

Figure 4: The standard uncertainty u(ε) of the di-
electric constant versus the relative radius of the
post r̃ = r/a, measuring both the absolute value
and phase of the transmission coefficient with the
following values of standard uncertainties of input
quantities: u(|R|) = 0.02%, u(arg(R)) = 3 degrees,
u(r) = 0.01 mm, u(f) = 1.0 MHz.

Figure 5: The standard uncertainty u(ε) of the di-
electric constant versus the relative radius of the
post r̃ = r/a, measuring both the absolute value and
phase of the reflection and transmission coefficients
with the following values of standard uncertainties
of input quantities: u(|R|) = 0.02%, u(arg(R)) =
3 degrees, u(r) = 0.01mm, u(f) = 1.0MHz.

to uniform distribution. Normally distributed random numbers are generated by using uniformly
distributed random numbers that are, in turn,generated by the pseudo-random number generator
and by applying Box-Muller transform. In this study we assume that the systematic part of
measurement uncertainty is very small, which is the case, provided proper calibration procedures
have been performed before measurements.

5. CONCLUSION

To find values of the radius of the cylindrical sample at which the value of measurement error
has the smallest influence on the accuracy of determination of the dielectric permittivity, we have
applied the Monte Carlo method with a total of 10000 iterations. All graphs are obtained for system
with following parameter values λ̃ = 0.8 and ε̃ = 5.0. As have been expected, the numerical results
show that the uncertainty of measurement of the dielectric permittivity varies with the value of



Progress In Electromagnetics Research Symposium Proceedings 2325

the relative radius of the sample r/a. It is seen in Figures 2–5 that there are many optimal pairs
of values of radii of samples under investigation, provided at least one of these values belongs to
the range of r̃ where the reflection and transmission coefficients as functions of r̃ have very high
steepness. Unfortunately, the greater is the steepness, the shorter is the optimal range of r̃ which
makes it very difficult if not impossible to produce sample such that its radius is in the desired
range of values.
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On the Possibility of Water Detection under Asphalt Layer Using
Microwave Radar System

A. V. Brovko
Yuri Gagarin State Technical University of Saratov, Russia

Abstract— The problem of non-destructive evaluation and testing of road quality using mi-
crowave radar system is considered. Performance of two types of radar system was studied
numerically with FDTD modeling: the system with a single antenna, and the system with two
horn antennas. Numerical analysis shows the general ability of microwave radar system to detect
thin water layer between asphalt and concrete layers. The details of implementation of the radar
system and their influence on the performance are discussed in the paper.

1. INTRODUCTION

Detection of water between asphalt and concrete layers is important part of monitoring and main-
tenance of road quality. Thin layer of water may cause further damage of the road, and quick
discovering of this layer is important for road exploitation services. For the sake of non-destructive
evaluation of the road state, different NDE/NDT technologies can be used [1]. In this paper,
possibility of application of microwave radar system for detection of water layer under asphalt is
explored.

2. METHOD

Two types of radar system are considered in this paper: the system with a single horn antenna
(Fig. 1(a)), and the system with two horn antennas (Fig. 1(b)). The performance of the system
was estimated numerically with FDTD modeling of wave diffraction on the layers of road using
full-wave electromagnetic modeling software Quick Wave-3D [2].

(a) (b)

Figure 1: (a) Numerical model of single antenna and (b) multiple antennas radar systems for detection of
water under asphalt layer.

The purpose of the numerical modeling was estimation of the difference in the reflected elec-
tromagnetic wave parameters in the cases of presence and absence of the thin water layer between
asphalt and concrete layers of the road.

3. RESULTS

During the modeling, the parameters of the road layers were accepted as follows:

• First asphalt layer (Deckschicht): relative permittivity ε = 4.2− j0.06, thickness d = 40 mm;
• Second asphalt layer (Binderschicht): ε = 4.5− j0.06, d = 60 mm;
• Third asphalt layer (Schutzschicht): ε = 4.9− j0.06, d = 50 mm;
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• Water layer: ε = 77− j12.09, thickness is changing between 0 and 5 mm;
• Bitumen layer: ε = 2.8− j0.039, d = 10 mm;
• Concrete layer: ε = 4.5− j0.06, d = 150mm÷ 300mm.

The results of modeling of the single antenna system are shown in Fig. 2.
Though the frequency dependence of reflection coefficient S11 is different for the cases of presence

and absence of water layer, it seems to be difficult to apply this system for practical detection of
water layers between asphalt and concrete.

The results of modeling of two-antennas system is shown in Fig. 3. The picture in Fig. 3
corresponds to TM polarization (antenna orientation). It can be seen that the absolute value of
the transmission coefficient S21 grows gradually with increasing of water layer thickness in the
frequency range from 4.8 to 5.6 GHz. This effect can be used for practical detection of water layer
between asphalt and concrete and for estimation of the layer thickness.

Additional modeling shows that in case of TE polarization (with horn antennas rotated by 90
degree) this effect is not observed, and the frequency dependence of S21 is similar to Fig. 2.

Figure 2: Reflection coefficient S11 of road structure with 1 mm water layer (blue line) and without water
layer (red line) in the single antenna system.

Figure 3: Transmission coefficient S21 of road structure in two horn antenna system (TM polarization) with
water layer of different thickness.
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4. CONCLUSION

Numerical analysis performed in this paper allows making the following conclusions:

• Detection of water layer under asphalt withthe use of microwave energy is possible.
• System with two horn antennas is more sensitive to the water layer in terms of transmission

coefficient S21 than the single antenna system in terms of reflection coefficient S11.
• System with TE polarization of electromagnetic wave is less sensitive to the water layer in

terms of transmission coefficient S21, than the system with TM polarization.
• With increasing of water layer thickness from 0 to 1 mm the difference in S21 parameter is

increasing gradually, but after 1 mm the difference in S21 is small.
• Dissipated power in water layer is of the same values as in the first asphalt layer despite of

smaller values in the intermediate layers; this provides potential way of elimination of water
from asphalt layer by microwave heating.
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Detection of Discontinuities in the Samples of Changing Sizes with
ANN-based Technique

A. V. Brovko
Yuri Gagarin State Technical University of Saratov, Russia

Abstract— The problem of non-destructive evaluation and testing of dielectric samples of
changing sizes is considered. The method is based on the application of the artificial neural
network, which takes into account not only parameters of discontinuities in the samples, but
also sizes of sample. Performance of different measurement systems is explored numerically, and
conclusions about possible precision of parameters reconstruction are formulated.

1. INTRODUCTION

Detection of discontinuities in dielectric samples using microwave imaging is an important part
of non-destructive evaluation and testing technology. Recently, the technique of detection of a
spherical inclusion in homogeneous dielectric sample has been proposed [1]. The technique is based
on application of artificial neural network (ANN) as numerical inverter, which is trained with
numerical modeling data, and after training the ANN may be applied for reconstruction of the
inclusion parameters using physical measurement results. Advantages of the approach described
in [1] include simple measurement technique and possibility to work with closed measurement
waveguide system. However, the technique is limited to the case of constant sizes of dielectric
sample. Variations of sizes may destroy completely the procedure and corrupt the results. Moreover,
the technique described in [1] requires changing of the positions of sample inside measurement
system in the course of measurement, which is not convenient for practical implementation.

In this paper, the attempt to overcome the limitations of technique, described in [1], is under-
taken. The sizes of sample are included into a set of parameters which are reconstructed using
ANN. In order to provide more input information for ANN to reconstruct the extended set of pa-
rameters, different multiport measurement systems are investigated in this paper, namely, turnstile
waveguide junction, and junctions of four and five rectangular waveguides.

2. METHOD

The technique of reconstruction of the parameters of discontinuity in dielectric sample, based on
application of a section of rectangular waveguide as measurement system, was proposed in [1].
Here the approach in general follows to one described in [1], but it requires some changes in order
to overcome limitations of the technique. Firstly, the linear sizes of the sample may be included
into the set of output parameters of the ANN. So, the ANN, after appropriate training, is able to
reconstruct not only the parameters of discontinuity in the sample of changing sizes, but also the
sizes of sample itself. However, this approach does not work with simple measurement system like a
section of rectangular waveguide providing just reflection and transmission coefficients at two ports
as measurement data. In this paper, three types of measurement system considered, as shown in
Fig. 1.

          

  (a)       (b)     (c) 

Figure 1: Measurement systems for reconstruction of the parameters of discontinuity in the dielectric sam-
ple: (a) turnstile junction, (b) five-port junction of rectangular waveguides, and (c) four-port junction of
rectangular waveguides.

All the systems depicted in Fig. 1 are multiport waveguide junctions, so they can provide more
measurement data (full S-matrix of multiport junction), which can be used for reconstruction.
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Reconstruction of the parameters of discontinuity in the dielectric sample is performed with
ANN. The architecture of ANN corresponding to turnstile junction (Fig. 1(a)) is shown in Fig. 2.
Inputs of the ANN are full S-matrix of the six-port turnstile junction (36 complex values or 72 real
values). Outputs of the ANN are the coordinates and radius of spherical discontinuity, and also
linear sizes of the sample.

Figure 2: ANN architecture for the case of application of the turnstile junction (Fig. 1(a)) as a measurement
system.

In the case of five- and four-port junction of rectangular waveguides (Figs. 1(b) and 1(c)) the
number of inputs are 50 real values and 32 real values respectively.

Mathematics behind ANN operation is the same as in [1]. The difference is only in the number
of input and output parameters. The ANN is trained using the results of direct numerical modeling
of the measurement system with full-wave electromagnetics simulation software QuickWave-3D [2].
After appropriate training the ANN is able to reconstruct the parameters of discontinuity in the
sample using measured S-parameters of the electromagnetic system.

     (a)       (b)  

 
   (c)       (d)  

Figure 3: ANN performance in reconstruction of coordinates and radius of spherical inclusion (a), (b), and
sizes of dielectric sample (c), (d). Number of ANN training points: 3500; number of testing points: 100.
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3. RESULTS

The results obtained with turnstile junction of waveguides are illustrated in Fig. 3. The parameters
of the measurement system were the following: cross-section of the rectangular waveguides 248×
124mm, radius of the circular waveguide 107.57 mm. The sample has linear sizes in the range
95 ÷ 105mm along Ox and Oy axes, and 75 ÷ 85mm along Oz axis. Permittivity of the sample
was ε′ = 2.0, ε′′ = 0.0.

In the case of constant permittivity of the spherical discontinuity (ε′ = 6.0, ε′′ = 0.0) the coordi-
nates of the sphere are reconstructed with absolute error 1.5÷2.3mm, radius is reconstructed with
average error 0.4 mm (for some points the error may be up to 2mm), and the error in reconstruction
of the sample sizes is in the range 0.3÷0.7 mm (for some points up to 2mm). In the case of constant
radius and changing permittivity of the sphere the error in coordinates is in the range 1.3÷2.5 mm,
the average error in permittivity reconstruction is 0.86. In the case of changing parameters of both
radius and permittivity of the spherical inclusion, the errors become unacceptably large.

The results obtained for five-port junction of rectangular waveguides (Fig. 1(b)) are similar
to those for turnstile junction. In the case of constant permittivity and changing radius of the
sphere, the error in the reconstruction of coordinates is in the range 2.7 ÷ 8.6mm, average error
in reconstruction of the radius is 0.52 mm, average error in reconstruction of sizes of the sample is
0.2mm. In the case of constant radius and changing permittivity of the sphere, the error in the
reconstruction of coordinates is in the range 1.2 ÷ 3.3mm, average error in reconstruction of the
permittivity is 0.8, average error in reconstruction of sizes of the sample is 0.64 mm.

The results, obtained for four-port junction (Fig. 1(c)) of rectangular waveguides, lead to
conclusion that four-port junction does not provide sufficient amount of measurable data for the
reconstruction of discontinuity parameters in the sample with changing sizes. The errors of recon-
struction are unacceptably large in the cases of changing radius or permittivity of the sphere.

4. CONCLUSION

In this paper, the modification of ANN based technique for reconstruction of the parameters of the
spherical inclusion in the dielectric sample with changing sizes has been presented. The technique
permits reconstruction not only for spherical inclusion parameters, but also is able to reconstruct
actual sizes of the sample. Performance of the technique with three types of electromagnetic
measurement system has been demonstrated. The turnstile junction and five-port junction of
rectangular waveguides are able to provide reconstruction of sphere coordinates with relative error
1.5%–10%, reconstruction of radius of the sphere with relative error 3%–7%, reconstruction of
sphere permittivity with relative error 7%–16%. Practical implementation of the technique may
require development of commutation scheme for the measurement system in order to obtain full
S-matrix of the junction.
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Abstract— The scaled gradient projection (SGP) method is a variable metric forward-backward
algorithm designed for constrained differentiable optimization problems, as those obtained by
reformulating several signal and image processing problems according to standard statistical ap-
proaches. The main SGP features are a variable scaling matrix multiplying the gradient direction
at each iteration and an adaptive steplength parameter chosen by generalizing the well-known
Barzilai-Borwein rules.
An interesting result is that SGP can be exploited within an alternating minimization approach
in order to address optimization problems in which the unknown can be splitted in several blocks,
each with a given convex and closed feasible set. Classical examples of applications belonging to
this class are the non-negative matrix factorization and the blind deconvolution problems.
In this work we applied this method to the blind deconvolution of multiple images of the same
target obtained with different PSFs. In particular, for our experiments we considered the NASA
funded Fizeau interferometer LBTI of the Large Binocular Telescope, which is already operating
on Mount Graham and has provided the first Fizeau images, demonstrating the possibility of
reaching the resolution of a 22.8 m telescope. Due to the Poisson nature of the noise affecting
the measured images, the resulting optimization problem consists in the minimization of the sum
of several Kullback-Leibler divergences, constrained in suitable feasible sets accounting for the
different features to be preserved in the object and the PSFs.

1. INTRODUCTION

Interferometry is a standard way exploited in astronomical imaging to obtain high angular resolution
starting from two or more telescopes with smaller diameters. Famous examples of astronomical
interferometers are the Very Large Telescope Interferometer (VLTI), the Navy Prototype Optical
Interferometer (NPOI) and the Center for High Angular Resolution Astronomy (CHARA) array.
A further Fizeau interferometer which recently provided its first images is that located at the
Large Binocular Telescope (LBT, Mount Graham, Arizona) and called Large Binocular Telescope
Interferometer (LBTI [1]). With its two 8.4-m primary mirrors, separated by a 14.4-m center-to-
center distance, and mounted on a common alt-az mount, LBT can be considered the very first
Extremely Large Telescope (ELT). The adaptive secondary mirrors provide high-order adaptive
optics corrections which produce images with Strehl Ratio (SR), i.e., the ratio of peak diffraction
intensity of an aberrated versus perfect waveform (see, e.g., [9]), greater than 0.9. LBTI collects the
light from both primary mirrors and combines the two beams on the image plane (Fizeau imaging).
In order to obtain a uniform coverage of the frequency plane, several LBTI images at different
rotation angles are needed. Each of these measured images will be affected by several sources
of noise, whose statistical nature includes both Poisson (due to, e.g., radiation from the object,
background, dark current) and Gaussian (read-out-noise (RON) due to the amplifier) components.
It has been shown [14] that the latter one can be handled by adding the variance of the RON to the
measured images and the background and considering the resulting data as purely Poissonian. As a
result of this, a statistical approach to the image reconstruction problem leads to the minimization
of the sum of a given number p (equal to the number of images acquired by LBTI) of Kullback-
Leibler divergences

min
f∈Ωf

ω1,...,ωp∈Ωω

KL(f, ω1, . . . , ωp) ≡
p∑

k=1

n2∑

i=1

(gk)i ln
(

(gk)i

(ωk ⊗ f + bk)i

)
+ (ωk ⊗ f + bk)i − (gk)i, (1)
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where:

• f is the n× n image to be recovered;

• gk is the k-th n× n measured image, and bk the corresponding n× n background radiation;

• ωk is the unknown n×n point spread function (PSF) related to gk, which has to be estimated
during the reconstruction procedure;

• Ωf and Ωω are the feasible sets of f and ω, accounting for physical constraints that object
and PSFs have to satisfy.

Since we are assuming that the PSFs are unknown, problem (1) is a so-called blind deconvolution
problem [7], which is highly ill-posed due to the infinite solutions available. Moreover, from the
optimization point of view the objective function in (1) is nonconvex, thus leading to the presence
of multiple stationary points. A possible way to address this kind of problems is to introduce
suitable constraints on the unknown to reduce the set of feasible solutions. In particular, in [11, 12]
the following feasible sets have been considered

Ωf =

{
f ∈ Rn2 |f ≥ 0,

n2∑

i=1

fi =
1
p

p∑

k=1

n2∑

i=1

(gk − bk)i

}
, Ωω =

{
ω ∈ Rn2 |0 ≤ ω ≤ s,

n2∑

i=1

ωi = 1

}
,

where the upper bound s is estimated from the knowledge of the SR. Moreover, in [12] an alternating
minimization approach for the solution of (1) has been proposed based on the scaled gradient
projection (SGP) method [3].

The aim of this paper is to exploit the same optimization approach to clash with a further
defect which characterizes interferometric images. As known, the PSF can be described as the
product of the Airy function (representing the PSF of a single mirror) by the interferometric term
(1 + cos θ), where θ depends on the current pixel and the orientation of the baseline (besides the
other parameters of the acquisition system)1. If we consider a (small) difference in the two optical
paths, i.e., there is a residual error when the system corrects for the so-called “piston error”, then
the interferometric term becomes (1 + cos(θ + φ)). This phase error φ moves the position of the
fringes in the direction of the baseline (and therefore in the direction orthogonal to the fringes
themselves) with the result that the PSF is not symmetric with respect to the original PSF. The
corresponding image is affected by the same effect.

2. THE CYCLIC BLOCK COORDINATE GRADIENT PROJECTION METHOD

The cyclic block coordinate gradient projection (CBCGP) method is an alternating minimization
algorithm originally proposed in [2] in the context of non-negative matrix factorization [6] and
adapted in following works to astronomical blind deconvolution problems [4, 11, 12]. The main idea
at the basis of this approach is a partial minimization over each block of variables in a Gauss-Seidel
style performed inexactly by means of the scaled gradient projection (SGP) method [3]. The SGP
algorithm is a first-order method which applies to a general constrained optimization problem

min
x∈Ω

ϕ(x). (2)

The main steps of SGP are reported in Algorithm 1, where D is the set of diagonal positive definite
matrices with diagonal elements bounded in a positive interval. If ϕ is equal to the Kullback-Leibler
divergence and the PSFs are normalized to unit volume, a frequently used scaling matrix is the one
borrowed from the Richardson-Lucy method [8, 13] and defined as

[Dk]ii = max
{

1
µ

, min
{

µ, x(k)
}}

,

with µ > 1 (see, e.g., [3, 5, 10]). As concerns the choice of the steplength parameter αk, we adopted
a suitable alternation of the Barzilai and Borwein rules (see [3, 10] for further details).

The CBCGP scheme applied to problem (1) is reported in Algorithm 2.
1For more details: θ(n1, n2) = A(n1 cos α + n2 sin α), where α is the hour angle of the baseline and A = 2π∆B/λ, being ∆

the pixel size of the image in rad/px, B the distance between the two mirrors and λ the observed wavelength.
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Algorithm 2: Scaled gradient projection (SGP) method

Choose the starting point x(0) ∈ Ω, set the parameters β, δ ∈ (0, 1), 0 < αmin < αmax.

For k = 0, 1, 2, ... do the following steps:

Step 1. Choose the steplength parameter αk ∈ [αmin, αmax] and the scaling matrix Dk ∈ D;

Step 2. Projection: y(k) = PΩ,D−1
k

(x(k) − αkDk∇ϕ(x(k)));

Step 3. Descent direction: d(k) = y(k) − x(k);

Step 4. Set λk = 1;

Step 5. Backtracking loop:
If ϕ(x(k) + λkd(k)) ≤ ϕ(x(k)) + βλk∇ϕ(x(k))T d(k) then

go to Step 6;
Else

set λk = δλk and go to Step 5.
Endif

Step 6. Set x(k+1) = x(k) + λkd(k).

End

Algorithm 3: Cyclic block coordinate gradient projection (CBCGP) method

Choose the starting points f (0) ∈ Ωf , ω
(0)
1 , . . . , ω

(0)
p ∈ Ωω, and two integers Nf , Nω ≥ 1.

For h = 0, 1, 2, ... do the following steps:

Step f . Choose an integer 1 ≤ N
(h)
f ≤ Nf and compute f (h+1) by applying N

(h)
f iterations of

Algorithm 2 to problem
min
f∈Ωf

KL(f, ω
(h)
1 , . . . , ω(h)

p ) (3)

starting from the point f (h).

Step ω. For k = 1, . . . , p do the following steps:

Choose an integer 1 ≤ N
(h)
ωk ≤ Nω and compute ω

(h+1)
k by applying N

(h)
ωk iterations of

Algorithm 2 to problem

min
ω∈Ωω

KL(f (h+1), ω
(h+1)
1 , . . . , ω

(h+1)
k−1 , ω, ω

(h)
k+1, . . . , ω

(h)
p ) (4)

starting from the point ω
(h)
k .

End

End

3. NUMERICAL EXPERIMENTS

We simulated several diffraction limited, SR = 1, LBTI PSFs changing the values of the mentioned
phase error. Each set of PSFs is a cube of three PSFs with baseline angles at 0◦, 60◦, and 120◦
and corresponds to a different value of φ (ranging from 0, 0.2, . . ., 1.0). An horizontal cut of the
0◦ PSFs is shown in the left panel of Fig. 1. By choosing a model of star cluster (based on the
nine brightest stars of the Pleiades, as described in [10, 11]), we used these PSFs for generating
several multiple images. We adopted a pixel-size of ∼ 11mas and we supposed to acquire images
in M-band (λ = 4.8µm).

We applied our blind algorithm by using as initialization the autocorrelation of the ideal diffrac-
tion limited PSF (i.e., the PSF with no phase error). We remark that this choice has a SR of about
0.35, as described in our previous papers, with positions of the fringes that do not correspond with
those in the images. Therefore our goal is to verify whether the algorithm is able to reconstruct
both the object and the PSFs and what is the maximum phase error which gives satisfying results.
Following [11, 12], we chose N

(h)
f = 50 and N

(h)
ωk = 1 for all h, k, and we performed 1000 outer
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(a) (b) (c)

Figure 1: (a) The horizontal cut of the simulated PSFs for each of the phase error φ and for the baseline angle
of 0◦. A positive value moves the position of the fringes towards left. (b) The input image corresponding to
φ = 1.0 for the baseline angle of 0◦. (c) The 0◦ PSF used for the initialization. The images are shown in log
scale with a zoom factor of 2.

Table 1: Astrometric error (AE), magnitude average relative error (MARE) and root mean square error
(RMSE) for different phase errors φ. For the three PSFs, the values in brackets denote the errors after
re-centering. The normalized value of the objective function is also shown.

φ AE (pixels) MARE RMSE0◦ RMSE60◦ RMSE120◦ 2/(pn2)KL

0.0 < 0.01 7.5× 10−5 0.7% 0.7% 0.7% 0.7318
0.2 < 0.01 1.0× 10−4 0.6% 0.6% 0.6% 0.7363
0.4 0.22 7.6× 10−5 7.9% (4.5%) 28.0% (16.5%) 26.6% (16.2%) 0.8417
0.6 0.92 1.1× 10−4 35.4% (15.9% ) 45.2% (18.3%) 20.0% (11.8%) 0.9081
0.8 1.26 9.6× 10−5 37.4% (20.0%) 64.1% (9.3%) 39.1% (9.2%) 0.8234
1.0 1.27 1.1× 10−4 37.5% (18.8%) 64.5% (9.1%) 39.0% (9.1%) 0.8192

(a) (b)

Figure 2: (a) The horizontal cut of the reconstructed PSFs for each of the phase error φ. (b) The six
reconstructed PSFs corresponding to φ = 0, 0.2, . . . , 1.0 (in order from left to right, from top to bottom) and
for the baseline angle of 0◦. The images are shown in log scale with a zoom factor of 4.

iterations. In order to evaluate the quality of the reconstructions we computed three errors: the
astrometric error (AE), the magnitude average relative error (MARE), and the root mean square
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error (RMSE). The three errors are defined as:

AE =
1
q

q∑

i=1

√
(xi − x̃i)2 + (yi − ỹi)2; MARE =

1
q

q∑

i=1

|mi − m̃i|
m̃i

; RMSEk =
‖ωk − ω̃k‖2

‖ω̃k‖2

where q is the number of stars, (xi, yi) and (x̃i, ỹi) are the reconstructed centroid and the original
position of each star, mi and m̃i are the reconstructed and the true magnitudes, ωk and ω̃k are the
reconstructed and true PSFs and ‖ · ‖2 denotes the Euclidean norm.

All the errors are reported in Table 1. As concerns RMSE, it is interesting to note that the
values are quite high for all cases with φ > 0.2. Indeed, since each star is reconstructed with a
small, but significant, astrometric error, this causes a small displacement of the reconstructed PSF
with respect to the original one used in the computation of the RMSE. Therefore we re-centered
each PSF by means of a sub-pixel-precision procedure and we computed again the RMSE (the new
values are shown in parenthesis). Of course, in case of real images this operation is not necessary.

In conclusion, the proposed strategy seems to provide good reconstructions of the PSFs only if
the measured images are affected by a low phase error, although the magnitude of the stars are in
general well recovered. Future work will include the addition of explicit regularization terms in the
objective function specifically aimed at preserving the features which characterize the LBTI PSFs.
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Abstract— Inverse source problem is addressed in a multipath environment. In particular,
within a 2D scalar framework, the simple case multipath is due to a single thin PEC (Perfect
Electric Conductor) cylinder scatterer deployed between the scene under investigation and the
measurement line is considered. The role of the passive scatterer’s position on the achievable
performance is analysed for two different inversion schemes: back-projection and TSVD.

1. INTRODUCTION

As is well known, retrieving a current source from its radiated field is an ill-posed inverse prob-
lem [1]. It often happens that apart from the field due to the source, the fields produced by further
scattering objects (generally unwanted) are collected as well. This can degrade the achievable per-
formance as spurious artefact can crow the reconstructions. Nevertheless, if the in-homogeneous
background is someway characterized (i.e., because it is artificially created) these waves can be
exploited positively [2, 3].

In this contribution, we analyse the role played by a single PEC passive scatterers on imaging.
Two inversion methods are considered. The first one consists in inverting the radiating operator
which rigorously describes the radiation of unknown source in presence of a passive scatterer by a
TSVD scheme. In the second one, the inversion is achieved by BACK-PROJECTION, which is one
of the methods most commonly used in imaging. We will show how the achievable performance
changes with the passive element compared to the free-space case, and how the the positions of the
extra-scatterer acts.

2. MATHEMATICAL MODEL

The scenario of interest is depicted in Fig. 1. It consists of a scalar 2D geometry (invariant along
the z-axis) including a infinitely long PEC cylinders (passive element) placed between the spatial
region under investigation and the measurement line Γ0. Accordingly, the radiated field (TMy

polarization is considered) can be expressed as

E(y, k) =
∫

DI

GBG(y, z, p, k)J(p, k)dp (1)

where E(y, k) and J(p, k) = I(k)f(p) are the radiated field and the current distribution, respec-
tively, k being the wavenumber. Note that, source frequency behaviour I(k) is a priori known
(for simplicity I(k)=1). DI is the spatial domain where the source is assumed to reside, y is the
observation point and z is the position of the passive element. The frequency ranges within [1,
1.5]GHz.

In order to exploit the effect due to grid, the passive element must be incorporated in the
background model. In this case, the background is the whole environment depicted in Fig. 1 apart
from the source. Therefore, if we assume that the PEC cylinder is “thin” in terms of wavelength
(i.e., radius ¿ λmin), the corresponding Green’s function GBG can be written as

GBG(y, z, p, k) =
e−jk|y−p|
√
|y − p|

+ a0(k)
e−jk|y−z|e−jk|z−p|
√
|y − z|

√
|z − p|

(2)

with a0(·) the first term of the cylindrical harmonic expansion of scattering from the passive element.
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(a) (b)

Figure 1: Geometry of the problem. (a) Passive element in (−1λmax, −5λmax). (b) Passive element in
(−12λmax, −5λmax). Investigation domain DI = [−8λmax, 8λmax]× [−10λmax, −26λmax]. Measurement line
Γ0 = [−4λmax, 4λmax] is located at stand-off distance of 10λmax from the investigation domain. Source in
(2λmax, −15λmax).

3. BACK-PROJECTION

By performing the inversion scheme with back-projection the reconstruction can be written as

I(p) =
∫

Ωk

∫

Γ0

E(y, k)
(
GBG(y, z, p, k)

)∗
dydk (3)

This image is the sum of four contributions that we address as I11, I12, I21 and I22. Below, we
analyze the kernels (point spread functions) of the various terms.
3.1. Term 11

I11(p) =
∫

Ωk

∫

Γ0

ejk(−|y−x|+|y−p|)
√
|y − x||y − p|

dydk (4)

Henceforth, the phase term of each contribution of the image will be indicated briefly as Φ(k, y). It
can be shown that Eq. (4) provide a significant contribution in the reconstruction when5k,y(Φ) = 0.
This condition explicitly becomes

∂Φ(k, y)
∂k

= 0 =⇒ |y − x| = |y − p| (5)

∂Φ(k, y)
∂y

· îx = 0 =⇒ ŷ − x · îx = ŷ − p · îx (6)

The aim is to find the conditions that satisfy the equations just written. In other words, fixed the
measurement set-up (passive element z, investigation domain DI and extent of the measurement
line Γ0), we check whether a stationary-point exists or not. The first and the second equation are
constraints on the distance (henceforth denoted as “modulus condition” c.m) and on the position
(henceforth denoted as “position condition” c.p), respectively. Analyzing these conditions we can
assert that for each observation y and wave-number k, the max value produced from integral I11

is located in a neighbourhood of the source point x. Therefore, there is focusing on the source as
shown clearly in Fig. 2(a).
3.2. Term 12

I12(p) =
∫

Ωk

∫

Γ0

a∗0(k)
ejk(−|y−x|+|y−z|+|z−p|)
√
|y − x||y − z||z − p|

dydk (7)

Reconstruction (7) becomes significant when

∂Φ(k, y)
∂k

= 0 =⇒ −|y − x|+ |y − z|+ |z − p| = 0 (8)

∂Φ(k, y)
∂y

· îx = 0 =⇒ ŷ − x · îx = ŷ − z · îx (9)
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Figure 2: Reconstruction for scene layout depicted in Fig. 1(a): (a) I11. (b) I12. (e) I21. (h) I22. (d)
(I11 + I12 + I21 + I22). Reconstruction for scene layout depicted in Fig. 1(b): (a) I11. (c) I12. (f) I21. (i)
I22. (g) (I11 + I12 + I21 + I22). In all the figures actual source’s position is displayed as black asterisk.

When the passive element is placed in front the measurement line, the above equations say there
will be a dominant artefact in the reconstruction characterised from a circular geometry. Moreover,
it includes the source position (see Fig. 2(b)). Although the artefact is due to a stationary-point,
we observe that here this situation happens only for few observation points. This explains why the
amplitude dynamic of I12 depicted in Fig. 2(b) is lower than the one showed in Fig. 2(a). If the in-
homogeneity is placed outside the measurement line, from c.m and c.p conditions, we expect again
a circular artefact in the image I12. However unlike the case already examined, here the source
position does non belong to the it (see Fig. 2(c)). Finally, we observe that this specific artefact
has a dynamic influenced from the position of passive element, and its location within investigation
domain depends from the relative position between passive element z and the source x.
3.3. Term 21

I21(p) =
∫

Ωk

∫

Γ0

a0(k)
ejk(−|y−z|−|z−x|+|y−p|)
√
|y − z||z − x||y − p|

dydk (10)

The image (10) assumes the maximum value when

∂Φ(k, y)
∂k

= 0 =⇒ −|y − z| − |z − x|+ |y − p| = 0 (11)

∂Φ(k, y)
∂y

· îx = 0 =⇒ ŷ − z · îx = ŷ − p · îx (12)
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Once again c.m and c.p conditions are examined in two different scenarios. For the geometry
depicted in Fig. 1(a), we can assert that each observation points is stationary hence more artefacts
appear in the image I21, including the one focuses on the source point x (see Fig. 2(e)). Instead, for
the scenario shown in Fig. 1(b) no stationary-point is allowed. Therefore, as depicted in Fig. 2(f),
we deduce a lower dynamic reconstruction. Moreover, although it would not seem, the nature of
artifact is again circular.
3.4. Term 22

I22(p) =
∫

Ωk

∫

Γ0

|a0|2 ejk(−|z−x|+|z−p|)
√
|z − x||z − p|

dydk (13)

In this specific case, Eq. (13) provide a relevant contribution if

∂Φ(k, y)
∂k

= 0 =⇒ |z − x| = |z − p| (14)

while the condition c.p not provide any additional information. The latter equation implies an
artefact of circular geometry (see Fig. 2(h)) similar to the reconstruction of the term I12. However,
its dynamic is very different because in Fig. 2(b) the artefact is due to a limited number of receiver
positions y, whereas here it is the same for all the elements of the measurement line Γ0. Finally, we
observe that the nature of the artefact is not depend from the passive element z (Figs. 2(h)–(i)).

Eventually, we can foresee that many artefacts can corrupt the reconstructions, as show in
Figs. 2(d)–(g). Nevertheless, a resolution improvement occurs when the extra point scatterer is
positioned as in scenario Fig. 1(b).

4. TSVD STRATEGY

Since the Eq. (1) is a linear integral operator, another possible inversion scheme is the TSVD. With
this approach, the reconstruction can be expressed as

I(p) =
NT∑

n=0

〈E, vn〉
σn

un (15)

where I(p) represents the regularised reconstruction of J(·), (vn, un)∞n=0 form ortho-normal bases
in the data and unknown space, respectively, and (σn)∞n=0 is the set of singular value. NT is a
truncation index determining the degree of regularization of the solution.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 3: (Top panel) The geometry is the same of Fig. 1(a). (a) Singular values behaviour. (b) Reconstruc-
tion with passive element choosing γ = −5 dB. (c)–(d) Reconstruction (γ = 44dB) with and without passive
element, respectively. (Bottom panel) The geometry is the same of Fig. 1(b). (e) Singular values behaviour.
(f) Reconstruction with passive element choosing γ = −5 dB. (g)–(h) Reconstruction (choosing γ = 44 dB)
with and without passive element, respectively. In all the figures actual source’s position is displayed as
white asterisk.
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We begin our analysis from the scenario depicted in Fig. 1(a). The singular values behavior
reported in Fig. 3(a) suggests that the scatterer is responsible of a steep climb in the first part of
singular values (red line). To understand the effect of this phenomena on imaging, in Fig. 3(b) is
depicted I(p) choosing a suitable threshold γ in order to consider only the singular values corre-
sponding to that rise. Comparing Fig. 2(h) with Fig. 3(b), we can say that the pedestal in the
singular value behavior provides merely the equivalent artefact of the terms I22 achieved with back-
projection strategy. Going beyond, that is adding about 10 more singular values, the two singular
value curves are almost identical (Fig. 3(a) not normalized trend). Therefore, regardless of the
choice of the threshold, the value and the number of singular values used for the reconstruction is
the same. In order to compare actual performance in two different contexts, we choose the trunca-
tion threshold γ = 44 dB. Although the number of singular values is similar in both configurations
(about 90), regardless of the presence or absence of the passive element, the two reconstructions
are similar (Figs. 3(c)–(d)).

In the bottom panel of Fig. 3 are depicted the reconstruction when the passive element z is placed
outside the measurement line. Observing the singular value behavior shown in Fig. 3(e), it can be
recognised that the passive element is responsible once again of a climb, but also of a bulge. In
other words, passed a critical threshold value, the curve of singular values with the passive element
is always higher than the one without passive element (Fig. 3(e) (not normalized behavior). This
suggests that choosing properly the truncation threshold, with the passive element the performance
achievable can improve. In Fig. 3(f) is shown the reconstruction when the threshold γ = −5 dB
(normalized behavior). Since in this case, in the inversion scheme are considered only about 10
singular values, the reconstruction achieved again corresponds essentially to the I22 depicted in
Fig. 2(i). Finally, in order to compare actual performance in two different contexts, we choose the
truncation threshold γ = 44 dB. Although with passive element the number of singular values is just
15 more than that in free space, the image shown in Fig. 3(g) is slightly narrower than Fig. 3(h).

ACKNOWLEDGMENT

This work was supported in part by POR Campania FSE 2007/2013-Embedded System.

REFERENCES

1. Bertero, M., “Linear inverse and ill-posed problems,” Advances in Electronics and Electron
Physics, Vol. 75, 1120–1989, Ed., P. W. Hawkes, Academic, New York, 1989.

2. Gennarelli, G., R. Persico, and F. Soldovieri, “Effective imaging systems based on periodic
lattices,” Applied Physics Letters, Vol. 104, 2014.

3. Cheney, M. and R. J. Bonneau, “Imaging that exploits multipath scattering from point scat-
terers,” Inverse Problems, Vol. 20, 1691–1711, 2004.



2342 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

Design and Analysis of Tunable Photonic Devices Based on the
Co-integration of Graphene and Dielectric Waveguides

A. Locatelli and C. De Angelis
Dipartimento di Ingegneria dell’Informazione, Università degli Studi di Brescia, Brescia, Italy

Abstract— The co-integration between dielectric waveguides and graphene can open the way
to the realization of photonic devices characterized by the well-established properties of mature
technologies and by novel functionalities, e.g., the ultrafast tunability of the optical properties,
that are typical of graphene-based devices. In this context, numerical modeling plays a key
role. Graphene is often modeled as a thin layer with atomic thickness that is immersed in a
micrometer-size dielectric structure, therefore the computational burden can become huge due to
the size mismatch between the graphene layers and the environment. Here we demonstrate that
the application of semi–analytical procedures based on the reformulation of techniques borrowed
from classical optical waveguide theory allows to efficiently evaluate the modal properties of
graphene–assisted dielectric waveguides. We consider two cases of study: first, we analyze an
electro-absorption modulator based on the tunability of the conductivity of graphene. Then, a
nonlinear waveguide where we exploit the huge third-order nonlinearity of graphene is studied.
The excellent agreement between full-wave simulations and results obtained by applying the
variation theorem for dielectric waveguides demonstrates the effectiveness of the approach.

1. INTRODUCTION

The peculiar properties of graphene have been attracting the ever increasing interest of the scientific
community since the 2010 Nobel Prize in Physics, which was awarded to Novoselov and Geim for
their groundbreaking studies. Scientists have already envisaged a plethora of innovative applications
in electronics and photonics that exploit the unique characteristics stemming directly from the
Dirac dispersion relation of electrons in graphene [1]. In particular, the ultrafast tunability of the
electromagnetic parameters of this two-dimensional material can be a key feature for the realization
of novel photonic devices. In this context, well-established analytical models are available nowadays
to describe both the linear and the nonlinear optical properties of graphene in terms of its 2D
complex surface conductivity σ2D (see, e.g., [2–5]).

The interaction length between light and graphene is limited by the atomic thickness of the ma-
terial; therefore, following the idea proposed by Liu et al. in a seminal paper [6], several structures
based on the co-integration of conventional dielectric waveguides and graphene have been reported,
with the goal of perturbing the propagation of a guided mode by means of localized (and tun-
able) variations of the electromagnetic parameters. This concept allowed to envisage, for instance,
graphene-based amplitude [6, 7] and phase modulators [8], tunable directional couplers [9, 10] and
highly nonlinear waveguides [11]. Most of these devices have been studied by resorting to full-
wave simulations where graphene was modeled as a 3D brick with atomic thickness ∆, and volume
conductivity σ3D = σ2D/∆. This approach is straightforward but it is characterized by a huge
and often unacceptable computational burden, thus modeling techniques based on surface current
boundary conditions [10, 11] and/or perturbation theory [8, 10] have recently been proposed.

In this work we illustrate the possibility of applying computationally efficient techniques such as
perturbation theory for the analysis of graphene-based devices operating both in the linear and in
the nonlinear regime. We demonstrate that the effects induced by the tunability of the conductivity
of graphene, which is due to an electrical bias and/or to the Kerr effect, can be accurately predicted
by exploiting the “concentrated” nature of the perturbation introduced by the graphene layers.

2. PERTURBATION THEORY FOR GRAPHENE-BASED WAVEGUIDES

The variation δβeff of the propagation constant of a guided mode propagating along z that is
induced by a perturbation δε of the xy transverse profile of the dielectric constant can be estimated
by exploiting the variation theorem for dielectric waveguides, as described in [12]:

δβeff ν =
ω

∫∞
−∞

∫∞
−∞ dxdyδεEν ·E∗ν

4P
, (1)

where ω is the angular frequency, P is the power carried by the mode ν and Eν is the corresponding
electric field profile.
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This general expression can be reformulated by taking into account the peculiar characteristics
of the problem at hand. In particular, our key issue is the analysis of the properties of conventional
dielectric waveguides that are co-integrated with graphene layers in order to introduce a tunable
perturbation of the mode propagation. The electromagnetic properties of graphene are anisotropic,
since graphene interacts only with the component of the electric field that is parallel with respect
to the 2D layers. As a matter of fact, analytical models typically provide the in-plane 2D conduc-
tivity of graphene as a function of ω and of the chemical potential µc (see e.g., [2] for the linear
conductivity). Therefore, the perturbation of the volume dielectric constant can be calculated from
the graphene surface conductivity by using the relation δε = −iσ2D/(∆ω), which stems directly
from Maxwell’s equations. If we also reasonably assume that the electric field is invariant inside
the graphene along the direction that is normal with respect to the layer itself we get

δneff ν = −i
1
k0

∫

g
dgEν · σ2D ·E∗ν , (2)

where k0 is the free-space wave-number and the mode profiles are normalized for the sake of
simplicity so that P = 1/4W. Notice that by exploiting the two-dimensional nature of graphene
the surface integral in Eq. (1) can be simplified to become a line integral running along the graphene
layers. We labeled this curve as g. If the structure under exam includes M graphene layers, and
the i-th layer is biased to a chemical potential µci, Eq. (2) can be recast in the final form

δneff ν = −i
1
k0

M∑

i=1

∫

gi

dgiEν · σ2D(µci) ·E∗ν . (3)

The same technique can be applied to estimate the nonlinear phase shift which is due to the
graphene–induced Kerr effect. It is worth saying that several recent papers report different models
for the 2D third-order conductivity σ3 of graphene [3–5]. In the nonlinear regime the total conduc-
tivity of graphene can be written as σnonlin = σlin + σ3 ·Eν ·E∗

ν , and Eq. (2) can be reformulated
as

δneff ν = −i
1

4k0P

∫

g
dgEν · σnonlin ·E∗

ν , (4)

where the correct tensor σ3 must be selected in order to model the Kerr effect (σ3 = σ3(−ω, ω, ω)),
and the mode profile is now normalized so that P corresponds to the real power which is carried
by the propagating mode ν.

3. NUMERICAL RESULTS

The first case of study is the graphene-based optical modulator described in Ref. [6]. The structure
is a silicon ridge waveguide on a silica substrate, and it is schematically depicted in Fig. 1(a). The
width of the ridge is 600 nm, whereas its height is equal to 250 nm. Also the 50-nm-thick silicon
layer that is necessary in order to bias the structure is considered. A thin layer of alumina (with
thickness equal to 7 nm) is inserted between the ridge waveguide and three graphene layers (G1 to
G3). In our simulations we have used a simple parallel-plate capacitor model in order to evaluate
the chemical potential of G1 and G2 starting from the bias voltage, whereas the chemical potential
of G3 was assumed to be zero. In order to be consistent with Ref. [6] the offset voltage was fixed to
−0.8V, and the operating wavelength is 1.53µm. In Fig. 1(b) we show the graphene conductivity,
calculated by using the analytical model described in Ref. [2], as a function of the bias voltage.

The propagating modes in this structure are hybrid, nevertheless in strict analogy with what is
commonly done in silicon photonics we can label the first mode as a quasi-TE mode (the dominant
component of the electric field is “horizontal”). In Fig. 2(a) we report the effective index of the quasi-
TE mode as a function of the bias voltage. Notice the perfect agreement between the results from
full-wave simulations and those from perturbation theory (Eq. (3)). It is also straightforward to see
that, as expected, the shape of the curve is the same as the one that represents the dependence of the
imaginary part of the conductivity on the applied voltage: when Im{σ2D} is positive the effective
index increases with respect to the unperturbed case, and the opposite happens when Im{σ2D} is
negative. In Fig. 2(b) we show the absorption (modulation depth) of the first mode in logarithmic
scale. Also in this case the estimate obtained by using the semi-analytical model is rather good,
indeed both the methods predict a maximum modulation depth equal to 0.06 dB/µm. Here the
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(a) (b)

Figure 1: (a) Schematic view of the graphene-based modulator reported in Ref. [6]. The graphene layers are
indicated in black. (b) Complex conductivity of graphene as a function of the bias voltage. Real part (solid
black line), imaginary part (red dashed-dotted line), and universal conductivity (black dashed line).

(a) (b)

Figure 2: Full-wave simulations (black solid lines) and results from perturbation theory (red dashed-dotted
lines) for the quasi-TE mode. (a) Effective index. (b) Modulation depth.

(a) (b)

Figure 3: Full-wave simulations (black solid lines) and results from perturbation theory (red dashed-dotted
lines) for the quasi-TM mode. (a) Effective index. (b) Modulation depth.

behavior of the curve is strictly related to the dependence of the real part of the conductivity on
the bias voltage (see Fig. 1(b)).

The second propagating mode can be identified as a quasi-TM mode (the dominant component
of the electric field is “vertical”). This part of the analysis is quite important because the exper-
imental results reported in Ref. [6] exploit the propagation of this mode, as it is possible to infer
from the analysis of Fig. 1 of that paper. In Figs. 3(a) and 3(b) we report effective index and
modulation depth of the quasi-TM mode as a function of the bias voltage. We can see the same
trend we have described for the previous case, in fact agreement between full–wave simulations and
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perturbation theory is still very good. It is quite interesting to compare Fig. 3(b) with the corre-
sponding experimental curve in Ref. [6]. The sharp transitions between high and low absorption
are smoothed in the experimental curve with respect to the numerical one, nevertheless agreement
is both qualitative and quantitative: experimental (numerical) results predict a maximum mod-
ulation depth of 0.1 (0.14) dB/µm, with high absorption for a range of voltages between −1 and
3.8V (between −1.3 and 3 V). As a matter of fact, comparison between experimental and numerical
results confirms that a single simulation of the structure without graphene is sufficient to determine
the behavior of the structure with graphene, also as a function of the bias voltage. A thorough
discussion about the peculiar behavior of this waveguide is well beyond the scope of the paper,
anyway it is worth noting that the modulation depth of the quasi-TM mode is much larger with
respect to the quasi-TE case, and this observation can be in some way counter-intuitive since the
dominant electric field component of the second mode is normal with respect to the graphene layers.
Nevertheless, we have found that in the quasi-TM case the modal field is strongly concentrated
near the graphene layers and the longitudinal component of the electric field Ez, which is parallel
to the graphene sheets, dominates with respect to the transverse components in that region.

The second case of study is the nonlinear waveguide described in Ref. [11]. A schematic view of
the structure is shown in the inset of Fig. 4(a). It is a simple slab waveguide, with graphene layers
that are placed at the interfaces between core (εco = 4.76) and cladding (εcl = 2.25). The width
of the slab is 2s = 400 nm, and the operating wavelength is 1.55µm. For the sake of simplicity we
considered only TE polarization. In Ref. [11] a model for the third-order nonlinearity, also including
saturation of the nonlinear response, has been extrapolated from Z-scan measurements [13]. A
detailed description of the model and the values of all the parameters can be found in the same
paper. Here we have used the nonlinear model of graphene reported in [11] with the goal of
performing a fair comparison, nevertheless the same analysis can be repeated by using analytical
models such as those described in Refs. [3–5]. It is straightforward to demonstrate that Eq. (4),
which is valid for the general nonlinear case, can be specialized for this structure so that we get

δneff = ∆
δεrKerr |Ey(x = ±s)|2

neff

∫∞
−∞ |Ey|2 dx

, (5)

where, by using again the same formulation as in Ref. [11], δεrKerr is the variation of the volume
dielectric constant of graphene which is due to the Kerr effect, and Ey(x = ±s) is the electric field
on the graphene layers. Notice that it is possible to use the well-known closed-form expression for
the mode profile Ey of the unperturbed slab (without graphene), by properly normalizing Ey in
order to have the desired peak intensity. In Figs. 4(a) and 4(b) we plot real and imaginary part of
the effective index of the slab waveguide as a function of the peak intensity, by comparing full-wave
simulations and results obtained by using Eq. (5). It is possible to see that the curves are perfectly
overlapped, thus the described technique can be considered as validated. Last, but not least, it
is worth noting that the reported analysis in the nonlinear regime can be easily applied to more
realistic structures such as the ridge waveguide in Fig 1(a).

(a) (b)

Figure 4: Effective index as a function of the peak intensity. (a) Real part. (b) Imaginary part. Full-wave
simulations (black solid lines) and results from perturbation theory (red dashed-dotted lines) are reported.
A schematic view of the slab is depicted in the inset, with the graphene layers which are indicated in yellow.
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4. CONCLUSION

We have demonstrated that photonic devices characterized by the co-integration of conventional
dielectric waveguides and graphene layers can be accurately and efficiently studied, both in the
linear and in the nonlinear regime, by exploiting the “concentrated” nature of the perturbation
introduced by graphene. In particular, we have shown that a clever and straightforward application
of the variation theorem for dielectric waveguides allows to develop simple semi-analytical tools
which allow to evaluate the propagation constants of the modes of complex guiding structures as a
function of the bias voltage and of the optical power.
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Abstract— We study electromagnetic properties of a metasurface formed by array of coupled
graphene nanoribbons. We show that surface conductivity tensor has principal components of
different sign and the system supports Dyakonov-like plasmonic surface modes.

1. INTRODUCTION

Metasurfaces are known as a two-dimensional analogue of metamaterials, and they offer unprece-
dented control over the light propagation, reflection, and refraction [1, 2]. One of the main advan-
tages of metasurfaces is that these structures are fully compatible with the modern planar fabri-
cation technology and they can be readily integrated into the on-chip optical devices preserving
the most of functionalities of three-dimensional metamaterials. Graphene, two-dimensional lattice
of carbon atoms, exhibits a wide range of unique electronic and optical properties [3]. Graphene
plasmonics [4] became a rapidly growing research field, both because plasmons in graphene exist
in widely demanded THz field and because they can be effectively tuned with an external gate
voltage. In [5] it has been shown that a wide range of metasurfaces can be constructed based on
graphene sheets. In our work we show that nanostructuring the graphene sheet we can tailor the
electronic properties directly and as consequence control the conductivity of these metasurfaces.

2. CONDUCTIVITY TENSOR

We study the system shown in Figure 1. We calculate the electronic band structure and eigen-
functions for the array of tunnel coupled armchair and zigzag nanoribbons. We show that the
coupled edge states of zigzag nanoribbons form the additional electronic band characterizing by
the hyperbolic Fermi surface and the band structure of coupled armchair ribbons is characterized
by the overlap of electron and hole bands which results in the Fermi surfaces which simultaneously
possess electron and hole pockets. Then, using the Kubo formula we calculate the AC conductivity
tensors of these structures. In the the case of armchair nanoribbons (see Figure 1) the system can
be described by an uniaxial conductivity tensor with principal components of different sign and low
loss:

σ̂0 =
(

σ⊥ 0
0 σ‖

)
. (1)

Here σ⊥ and σ‖ are frequency dependent conductivities per unit length corresponding to the prin-
cipal axes of the tensor.

Before analyzing dispersion equation let us discuss the form of conductivity tensor components
σ⊥ and σ‖. Conductivity tensor describes a response of the layer on external electromagnetic field.
In the common case, the response is not local in space and time that results in dependence of
the conductivity on the frequency ω and wave vector kz. Let us put forward the assumption that
conductivity tensor components depend on the frequency according to the Drude-Lorentz model:

σs(ω) = A
ic

4π

ω

ω2 − Ω2
s + iγω

, s = ⊥, ‖. (2)

Such dispersion shape is quite natural to many systems in optical, infrared, THz, and radio fre-
quency ranges [6]. In Eq. (2) Ωs are resonance frequencies along the principle axes of the con-
ductivity tensor, γ is a relaxation constant which is supposed to be isotropic. Constant A has a
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Figure 1: (a) Geometry of the problem. Surface wave propagates along z-direction. Atomic structure of the
array of (b) zigzag nanoribbons (c) armchair nanoribbons.

dimension of rad/s. Explicit expression of A is defined by the metasurface design. This constant
can be excluded from the analysis with the help of the following dimensionless variables:

σ̃s =
4πσs

c
; ω̃ =

ω

A
; γ̃ =

γ

A
;

κ̃ =
cκ

A
√

ε
; k̃z =

ckz

A
√

ε
.

(3)

Real part of σ̃⊥ and σ̃‖ is responsible for energy dissipation and imaginary part for the polarizability
of the structure. Typical frequency dependence of Im(σ̃⊥) and Im(σ̃‖) is shown in Figure 2. One can
see that signature of conductivity tensor (1) depends on the frequency. It is possible to distinguish
three cases: (i) capacitive metasurface when both Im(σ̃⊥) and Im(σ̃‖) are negative; (ii) hyperbolic
metasurface when Im(σ̃⊥)Im(σ̃‖) < 0; (iii) inductive metasurface when both Im(σ̃⊥) and Im(σ̃‖)
are positive.

3. DISPERSION EQUATION

We consider two isotropic media with permittivities ε1 and ε2 separated by an anisotropic non-chiral
metasurface or graphene sheet. In the figure we suggest one of the possible design of hyperbolic
metasurface representing a two-dimensional array of asymmetric subwavelength resonators. Within
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and σ̃‖. Parameters of conductivity tensor components are following: Ω̃⊥ = 1, Ω̃‖ = 3, γ̃ = 0.05.

the local homogenization approach the electromagnetic properties of such structure can be described
by a two dimensional conductivity tensor:

σ̂0 =
(

σ⊥ 0
0 σ‖

)
. (4)

Here σ⊥ and σ‖ are frequency dependent conductivities per unit length corresponding to the prin-
cipal axes of the tensor.

We will seek solution of the Maxwell’s equations in the form of a traveling wave propagating in
the z-direction and localized in the y-direction. The both electric and magnetic fields depend on
the z-coordinate and time t as exp(ikzz− iωt). We assume that α is the angle between z-direction
and one of principle axes of the tensor. Conductivity tensor is not diagonal in the chosen set of
coordinates and can be written as

σ̂ =
(

σxx σxz

σzx σzz

)
, (5)

where

σxx = σ⊥ cos2 α + σ‖ sin2 α; (6)

σzz = σ⊥ sin2 α + σ‖ cos2 α; (7)

σxz = σzy =
σ‖ − σ⊥

2
sin 2α. (8)

Electric and magnetic fields (E and H) obey the following boundary conditions on the metasur-
face:

[n,H2]− [n,H1] =
4π

c
σ̂E; (9)

[n,E2]− [n,E1] = 0. (10)

Index 1 (2) corresponds to the upper (lower) half-space, n is a unit vector normal to the interface.
Dispersion equation for surface waves can be obtained from Maxwell’s equations using boundary

conditions (9) and (10) and condition that electromagnetic field decays away from the interface
(

cκ1

ω
+

cκ2

ω
− 4πi

c
σxx

)(
ωε1

cκ1
+

ωε2

cκ2
+

4πi

c
σzz

)
=

16π2

c2
σ2

xz. (11)

Here κ2
1,2 = k2

z − ε1,2ω
2/c2 is inversed penetration depth of the surface wave into upper and

lower medium. Similar equation describes dispersion of magnetoplasmons, surface waves in a
two-dimensional electron gas in the presence of a strong DC magnetic field [7, 8].
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4. RESULTS AND DISCUSSION

In order to analyze dispersion of surface waves which is described by Eq. (11) let us neglect dissipa-
tion of the energy in the system and put γ̃ = 0. For the sake of simplicity, further we will consider
symmetric situation when ε1 = ε2 = ε. As an example, let us consider the structure with resonance
frequencies of conductivity tensor components Ω̃⊥ = 1 and Ω̃‖ = 3. Dependence of wave vector
kz on frequency ω and propagation direction α can be obtained analytically from Eq. (11). This
equation yields two solutions which correspond to hybrid polarized waves (quasi-TE and quasi-TM
plasmons). Their dispersion for α = 60◦ is shown in Figure 3.
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Figure 3: Dependence of k̃z on ω̃ for the surface waves on hyperbolic metasurface for different propagation
directions α. Two branches correspond to quasi-TM and quasi-TE surface plasmons. The inset shows the
structure of dispersion curves at α ≈ 90◦.

Surface waves of pure TE or TM polarization can propagate only along the principle axes of the
conductivity tensor (α = 0◦ and α = 90◦). In this case, right part of Eq. (11) is equal to zero and
the equation splits into two independent equations corresponding to two-dimensional TE and TM
plasmons.

Frequency cutoff of quasi-TE plasmon is equal to zero and does not depend on α. Frequency
cutoff ωc of quasi-TM plasmon belongs to the interval Ω⊥ 6 ωc 6 Ω‖ and depends on α. This
dependence can be found from the equation:

cot2 α = − σ‖(ωc)
σ⊥(ωc)

. (12)

Quasi TE-plasmon has a maximal frequency ωr at which it can propagate. Dependence of ωr on
the α yields by the equation:

tan2 α = − σ‖(ωr)
σ⊥(ωr)

. (13)

It follows from Eqs. (12) and (13) that simultaneous propagation of both surface waves at the same
frequency is possible only if

π

4
6 |α| 6 3π

4
. (14)

This condition does not depend on the specific dispersion of σ̃⊥,‖ and can be fulfiled for any
hyperbolic metasurface.

It was shown that an anisotropic interface separating a hyperbolic metamaterial and vacuum
can support a certain class of plasmonic modes analogous to the Dyakonov surface states [9, 10].
Dyakonov surface states [11] are localized modes which can propagate in a narrow angle range along
the interface of the anisotropic crystals. Despite the theoretical prediction back in the 1980s, these
modes have been experimentally demonstrated only recently [12]. This is due to the fact that for
the case of an interface of conventional anisotropic crystal these modes can propagate only in an
extremely narrow range of angles, and thus it is hard to excite them experimentally. Nevertheless,
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these modes attract a significant scientific interest since they suggest a route for virtually lossless
optical information transfer at the nanoscale, which is extremely important for the perspectives of
on-chip optical data processing devices.

5. CONCLUSION

We have presented a comprehensive analysis of surface waves propagating along hyperbolic graphene
surface. We have analysed dispersion of such waves in the most general form, not specifying a
specific design of the metasurface and describing its properties using the effective conductivity
approach. Within this approach, the problem does not acquire a specific scale and, therefore, the
results can be applied to different frequencies ranging from microwaves to ultraviolet band.

We have shown that the spectrum of waves supported by hyperbolic metasurfaces consists of
two branches of hybrid TE-TM polarized modes, that can be classified as quasi-TE and quasi-
TM plasmons. Dispersion properties of these waves are strongly anisotropic, and they have some
similar features with Dyakonov surface states, magnetoplasmons and two-dimensional TE and TM
plasmons. Directivity of these plane waves can be controlled with the external voltage which can
be used for the creation of graphene-based photonic integrated circuits.
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Abstract— We present an efficient finite element formulation for the eigenmode analysis of
graphene-based plasmonic waveguides with switching functionalities. The formulation is full-
vectorial and addresses graphene as a surface conductivity, as opposed to bulky material consid-
erations, thus eliminating the need for fine discretizations inside thin graphene models. Based on
this technique technique, a graphene-enhanced plasmonic CGS waveguide with good extinction
ratio and insertion loss is proposed.

1. INTRODUCTION

Graphene is a ground-breaking material, with a multitude of significant properties and effects, in-
cluding the ability to support surface plasmon propagating modes and switching functionalities [1].
Optical conductivity of graphene has been shown to consist of a Drude intraband term and an inter-
band contribution. These properties may result in either plasmonic modes in THz [2] or enhanced
switching in photonic waveguides for the optical communications regime [3]. In particular, for the
case of the THz regime, where the Drude term is dominant, graphene surface plasmons offer the
possibility of waveguiding with strong confinement, while in the optical communications spectrum
where the interband contribution is substantial, the tunability of graphene’s conductivity through
electrostatic gating shows great potential for the design of switching components.

Regarding FEM simulations of such structures, the general trend is often to approach graphene
as a bulky material, thus requiring very fine descritizations inside thin graphene models but also
in the surrounding space. We present here an efficient formulation for the eigenmode analysis
of graphene-based plasmonic waveguides with switching functionalities which is full-vectorial and
addresses graphene as a thin sheet with a surface conductivity. Based on this analysis, we propose
a graphene-enhanced plasmonic CGS waveguide with an extinction ratio of 8.6 dB and a 2.15 dB
insertion loss for a 10µm length, which can be considered highly satisfactory and a firm basis for
further study towards the development of switched plasmonic components in the photonics regime.

2. FINITE ELEMENT FORMULATION

The proposed finite element eigenmode formulation follows the general framework that has been
proposed in [4], where the electric field is used as a working variable. The formulation uses mixed
finite elements for the discretization of the waveguide cross section, with tangentially continuous
(H-curl) vector finite elements in the transverse plane and scalar (nodal) finite elements for the
axial component. Using the Galerkin formulation for the Helmholtz equation, the form

∫∫

S

E′ ·
(
∇× µ−1

r ∇×E− k2
0εrE

)
ds = 0 (1)

expresses the projected problem, reducing its solution to a finite-dimensional vector subspace. The
electric field can be written in the form E = (Et + ẑEz) e−γz, where Et = Et(x, y) represents
the transverse component and Ez = Ez(x, y) represents the axial component. The adjoint field
E′ = (E′t − ẑE′

z) eγz is selected as the test function in the Galerkin equation and the final eigenmode
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formulation expressed as a function of the effective refractive index neff = −jγ/k0 is as follows:
∫∫

S

∇×E′t · µ−1
r,zz∇×Etds−

∫∫

S

(∇E′
z × ẑ

) · µ−1
r,tt (∇Ez × ẑ) ds− k2

0

∫∫

S

E′t · εr,ttEtds

+k2
0

∫∫

S

E′
z ·εr,zzEzds+neff


−jk0

∫∫

S

(
E′t×ẑ

)·µ−1
r,tt(∇Ez×ẑ)ds−jk0

∫∫

S

(∇E′
z×ẑ

)· µ−1
r,tt (Et×ẑ)ds




+n2
eff


k2

0

∫∫

S

(
E′t × ẑ

) · µ−1
r,tt (Et × ẑ) ds


−

∮

∂S

E′ · n̂×∇×Eds = 0 (2)

The domain is terminated by perfectly matched layers. Following the discretization of the 2D-
space, and assuming for the moment that the line integral vanishes, (2) can be easily written as
the sum of the same surface integral quantities calculated for each element of the grid, leading to
the expanded form of Galerkin formulation,

St
e − Sz,m

e − k2
0T

t
e + k2

0T
z
e + neff (−jk0Pe − jk0Qe) + n2

eff

(
k2

0T
t,m
e

)
= 0 (3)

where

St
e =

∫∫

Sn

∇×E′t · µ−1
r,zz∇×Etds, Sz,m

e =
∫∫

Sn

(∇E′
z × ẑ

) · µ−1
r,tt (∇Ez × ẑ) ds,

T t
e =

∫∫

Sn

E′t · εr,ttEtds, T z
e =

∫∫

Sn

E′
z · εr,zzEzds, T t,m

e =
∫∫

Sn

(
E′t × ẑ

) · µ−1
r,tt (Et × ẑ) ds,

Pe =
∫∫

Sn

(
E′t × ẑ

) · µ−1
r,tt (∇Ez × ẑ) ds, Qe =

∫∫

Sn

(∇E′
z × ẑ

) · µ−1
r,tt (Et × ẑ) ds

(4)

The matrix formulation of the problem can be derived by substituting fields by their corresponding
discrete expressions using basis functions and the degrees of freedom (nodal or edge-based, according
to the field component) for the electric field quantities and ultimately takes the form

{[
St − k2

0T
t 0

0 −Sz,m + k2
0T

z

]
+ neff

[
0 −jk0P

−jk0Q 0

]
+ n2

eff

[
k2

0T
t,m 0

0 0

]}[
Et

Ez

]
= 0 (5)

following an assembly process for the element quantities, where the matrices in (5) correspond to
Galerkin terms in (4). Given that the eigenmode problem is mathematically interpreted as an
eigenvalue calculation problem for the system of (5), the aim is to solve for neff . However, this
eigenvalue problem is quadratic, so we use first companion linearization to reduce it to




0 0 I 0
0 0 0 I

−St + k2
0T

t 0 0 jk0P
0 Sz,m − k2

0T
z jk0Q 0







Et

Ez

neff Et

neff Ez


= neff




I 0 0 0
0 I 0 0
0 0 k2

0T
t,m 0

0 0 0 0







Et

Ez

neff Et

neff Ez


 (6)

which is a sparse form with a positive semidefinite matrix at the right hand side, suitable for sparse
eigensolvers.

As far as the graphene implementation is concerned, its extremely small thickness (one-atom
thick) dictates its consideration as an ideal two-dimensional surface with a corresponding surface
conductivity σg (measured in S). Therefore, any graphene surfaces in the waveguide eigenmode
analysis are basically represented by one-dimensional lines in the 2D cross-section of the structures.
A first route to incorporate graphene sheets in FEM simulations is to start from a bulky material
approach and consider the limit of its thickness to zero. In thic case graphene’s contribution would
be apparent through its conductivity, thus affecting the 3rd and 4th term of (2) which include
permittivity quantities. In these integrals, separating a finite surface of thickness δ corresponding
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to the bulky graphene area, we derive the additional terms

Ig = −k2
0

∫∫

S1

E′t · εr,ttEtds + k2
0

∫∫

S1

E′
z · εr,zzEzds (7)

where we replace the permittivity with the complex permittivity of graphene ε∗r = εr−jσb/ωε0, and
σb describes an equivalent conductivity of bulk graphene (in S/m). Assuming that σb consists of
non-zero real and imaginary parts, we can omit εr as being included in σb and have ε∗r = −jσb/ωε0.
Therefore (7) becomes

Ig = jk0η0

∫∫

S1

E′t · σbEtds− jk0η0

∫∫

S1

E′
z · σbEzds (8)

Assuming an infinitesimal graphene thickness, variations are negligible in this dimension, giving

Ig = jk0η0

∫

∂S

E′t,p · σgEt,pdl − jk0η0

∫

∂S

E′
z · σgEzdl (9)

where δσb equals the surface conductivity σg (in S). It has to be particularly noted that the electric
field component Et,p involved in the first integral is not the full transverse component but only its
tangential projection on the one-dimensional graphene line.

An equivalent and more elegant way to arrive at the same expression is to consider graphene as
a zero thickness sheet in the first place. In this case, the line integral term in (2) cannot be ignored,
as the graphene current sheet introduces a discontinuity in the magnetic field, thus affecting the
line integral term. In particular, the interface condition on the graphene sheet is written in the
form

− j

k0η0

(
n̂g ×∇×E+ − n̂g ×∇×E−

)
= Js = σg (Et,p + ẑEz) (10)

where n̂g is the unit vector normal to the graphene sheet. However, to substitute (10) in the line
integral term of (2) we need to consider a fictitious surface that surrounds the graphene sheet from
both sides and being infinitely close to it. Therefore, the line integral is split into two parts, one
for the upper surface, where the outward-pointing unit normal vector is n̂+ = n̂g and one for the
lower one, where n̂− = −n̂g and the line integral takes the form

Ig =
∫

∂S+

E′ · n̂+ ×∇×E+ds +
∫

∂S−

E′ · n̂− ×∇×E−ds

=
∫

∂S−

E′ · n̂g ×
(∇×E+ −∇×E−

)
ds = jk0η0

∫

∂S−

E′ · σgEpds (11)

which easily results in (9) as well.
Therefore, graphene’s contribution can be implemented by adding two line integral terms in the

initial formulation, expressed as

T t,g
e =

∫

C

E′t,p · σgEt,pdl, T z,g
e =

∫

C

E′
z · σgEzdl (12)

and by considering the corresponding matrices, it results in the linear eigenvalue problem of the
form 


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0 0 0 I
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
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
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
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





Et

Ez

neff Et

neff Ez


 (13)

which is easily discretized by the same kind of mixed vector-nodal finite elements.
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3. PLASMONIC AND SWITCHING COMPONENTS

The proposed formulation is able to analyze both plasmon graphene ribbon waveguides in the THz
regime and a switching-capable waveguide structure for telecom applications, based on the CGS
waveguide [5], which is properly enhanced by graphene.

3.1. Graphene Microribbon Waveguide

To fully test the functionality of our formulation, we analyzed a plasmon graphene microribbon
waveguide in the THz regime proposed by Nikitin et al. [2]. This is a waveguiding structure for
frequencies between 1 and 12 THz (as opposed to the telecommunications wavelength regime) taking
advantage of the surface conductivity of a graphene microribbon. The analysis was conducted
for ribbon widths of 5µm and 20µm and the electric field intensity plots for the two transverse
components, vertical (upper plots) and horizontal (lower plots) are shown, for the three first modes
of the 5µm ribbon, in Fig. 1.

The dispersion diagrams for the real part of the effective refractive index along with the propa-
gation length are shown in Fig. 2 for the 5µm case and are consistent with those in [2].

 

 

Figure 1: Mode profiles for the first three modes of a 5 µm graphere ribbon waveguide: vertical E-field
component (upper plots) and horizontal E-field component (lower plots).

Figure 2: Dispersion diagrams: real part of the effective refractive index and propagation length for the 5µm
case.

3.2. Graphene Waveguide with High-index Dielectric Ridge

The next structure simulated was the graphene waveguide proposed in [3]. Its concept takes
advantage of a high-index dielectric ridge to achieve strong field confinement without using a finite
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Figure 3: Real part of the effective refractive index with respect to gap thickness and chemical potetntial.

Figure 4: Graphene-enhanced CGS waveguide (dominant mode).

width graphene ribbon which is harder to fabricate. Placing a wide graphene sheet over a dielectric
ridge of appropriate size, the geometry of the structure facilitates waveguiding. The relation of the
complex effective refractive index to the thickness of gap the graphene sheet and the dielectric ridge,
as well as to the chemical potential are shown in Fig. 3, being in very good agreement with [3].
3.3. Graphene Switching Component
Based on the analysis, we propose a switching capability for the classic plasmonic CGS waveg-
uide [5, 6] by adding graphene layers on all interfaces between waveguide materials, including both
sides of the oxide layer, and also the two vertical ridges of the waveguide (Fig. 4). The ON and
OFF states of the waveguide correspond to chemical potential values 1 eV and 0.1 eV. Selecting a
structure length of 10µm, the insertion loss can be as low as 2.15 dB, almost entirely due to metal
(not graphene) losses and the achieved extinction ratio is 8.6 dB, which is highly promising for
further study.
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Abstract— A compact of a reconfigurable rectangular microstrip slot patch antenna of operat-
ing frequencies in the range of (2–6) GHz is proposed for Wireless Local Area Network (WLAN)
applications. It has one port excited with microstrip line feed mechanism. The proposed antenna
consists of a single layer patch antenna with two parallel slots designed that can be controlled via
two switches. Two parallel slots are incorporated to perturb the surface current path, introduc-
ing local inductive effect that is responsible for the excitation of the second resonant mode. By
adjusting the status of the switches state either on or off mode in simultaneously, the resonance
frequencies can be varied, thus achieving frequency reconfigurable.

I represent a fully information and design for reconfigurable antenna to use it in a new hybrid
device known Cognitive Radio CR. A cognitive radio CR is a wireless transponder that can sense
the environment in which it wishes to operate and can adapt itself to optimize its operation.
Sensing the environment may involve the measurement of the communications traffic and inter-
ference across a large part of the electromagnetic spectrum. The radio will also have knowledge
of the intentions of its user, to enable it to match its searches to the needs of the user. In simple
words the operations consist of Sensing and Reconfigurability called a Cognitive Radio CR.

1. INTRODUCTION

There is a developmental trend in wireless communication system that demands the use of antennas
capable of accessing services in various frequency bands [1], sometimes with the use of a single
antenna [2]. The increasing demand for modern mobile, satellite and wireless communication
systems in the world make many researchers worked hard in order to improve the performances
and enhance the application of the Microstrip Patch Antenna (MSA). Reconfigurable antenna will
be an attractive feature in the modern wireless communication system because it enables to provide
a single antenna to be used for multiple systems [3]. Moreover, it also has great attention in wireless
communication systems due to their capability to vary their operating frequency, radiation pattern
and polarization [4]. In this case, we want a reconfigurable antenna that maintains its radiation
pattern at different frequencies.

1.1. Antenna Design Procedure
The geometry of an antenna developed for Reconfigurable antenna is shown in Figure 1. In order
to design this type of antenna, it is necessary to know the exact value of dielectric constant of
the substrate material chosen. The permittivity of the fabric is easily extracted from the measured
resonant frequency of a patch radiator designed using an assumed approximate value of the substrate

(a)

(b)

Figure 1: Antenna prototype: (a) Reconfigurable
antenna with switches is in OFF mode. (b) Recon-
figurable antenna with switches is in ON mode.

Figure 2: The structure of reconfigurable rectangu-
lar microstrip slots patch antenna with inset feed.
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dielectric constant. The permittivity is determined as 4.7, from the knowledge of shift in measured
frequency from design frequency.

Initially we designed a single Reconfigurable rectangular Microstrip patch antenna to understand
the effect of its parameters.

• In determining the operating dimensions and parameters, for the single patch antenna.
• Dielectric Constant of the Substrate εr.

The dielectric material that used here in my design of this Microstrip Patch Antenna is
Polyester with εr = 4.7. The permittivity variation is ±0.020.

• The frequency of the operation (f0):
The operating frequencies in the range of (2–6)GHz are proposed for Wireless Local Area
Network (WLAN) applications.

• Height of the dielectric substrate (h):
Microstrip Patch antenna has been designed in order to rule out the conventional antenna as
the patch antennas are used in most of the compact devices [5]. Therefore, the height of the
antenna has been decided as 1.6 mm.
The parameters that decided by default in order to con-tinue to the design process are:

Table 1: The initial parameters.

εr 4.7
H 1.6mm
f0 2.4GHz, 5.8GHz

In this design, we use two feeding technique to simulate and compare between two method Inset
feed, we start simulate with Inset feed.
1.1.1. Design Procedure
The inset feed models will be used to design the antenna [6]. Table 2 contains the specification
structure of a Reconfigurable Rectangular Microstrip Slots Patch Antenna Using Inset Feed.

Table 2: The specification structure of a reconfigurable rectangular microstrip slots patch antenna using
inset feed.

2. RESULTS ON PERFORMANCE CHARACTERISTIC OF ANTENNA

2.1. Antenna Design with Two Slots (ON Mode)
When both switches are in ON mode (slots and switches), where S1 and S2 are located at the
center of the slots, the antenna will produces multiband or single band frequency which is dropped
at 2.4 GHz. The current position of the switch at the centre is chosen while its controlled the
Reconfigurability frequency as shown in Figure 3.
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Figure 3: Antenna design with two slots (ON mode). Figure 4: S11 parameter of single patch antenna with
inset feed.

Figure 5: Antenna 3D radiation pattern for inset
feed.

Figure 6: 2D radiation power with inset feed.

Table 3: Designed values of dimensions of various antennas developed at resonant frequency.

Length (L) in mm Width (W ) in mm ∆L in mm εreff

28 45
0.7

87

4.6

5

2.2. Return Loss Characteristics
The inset feed used is designed to have an inset depth of 4 mm, feed line width of 3 mm, and feed
path length of 12 mm. A frequency range of (2–6) GHz is selected and 201 frequency points are
selected over this range to obtain accurate results.

By using inset depth of 4 mm, I get return loss of −20 dB which considered good result as shown
in Figure 4.
2.3. Far-field Radiation Pattern Characteristics
Since a microstrip patch antenna radiates normal to its patch surface, the elevation pattern for
ϕ = 0 and ϕ = 90 degrees would be important.

Figure 5 is shown the radiation pattern of inset feed.
The maximum gain is obtained in the broadside and this measured to be 2.66 dBi.

2.4. Antenna Design with Two Slots (OFF Mode)
When both switches are in OFF mode (slots and switches), where S1 and S2 are disappeared from
the center of the slots, the antenna will produces multiband frequency which is dropped at 2.4 and
5.8GHz, as shown in Figure 7.
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2.5. Return Loss Characteristics
The inset feed used is designed to have an inset depth of 4 mm, feed line width of 3 mm, and feed
path length of 12 mm. A frequency range of (2–6) GHz is selected and 201 frequency points are
selected over this range to obtain accurate results.

Figure 7: Antenna design with two slots (Off mode). Figure 8: S11 parameter of single patch antenna with
inset feed.

Figure 9: Antenna 3D radiation pattern for inset
feed at 2.4 GHz.

Figure 10: Antenna 3D radiation pattern for inset
feed at 5.8 GHz.

Figure 11: 2D radiation power with Inset feed at
2.4GHz.

Figure 12: 2D radiation power with Inset feed at
5.8GHz.
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Table 4: Summary of simulation results.

By using inset depth of 4mm, I get return loss of −18 dB at 2.4 GHz and −35 dB at 5.8 GHz
which considered accepted result as seen in Figure 8.

2.6. Far-field Radiation Pattern Characteristics

Since a microstrip patch antenna radiates normal to its patch surface, the elevation pattern for
ϕ = 0 and ϕ = 90 degrees would be important.

Figures 9, 10 are shown the radiation pattern of inset feed for 2.4 and 5.8 GHz.
The maximum gain is obtained in the broadside and this measured to be 2.66 dBi at 2.44GHz

and 2.12 dBi at 5.8 GHz, see Figures 11 and 12.

3. CONCLUSION

A new reconfigurable of rectangular slots patch antenna with operating frequencies in range (2–
6)GHz was designed, built and measured. It has been demonstrated with IE3D simulation and
experimental results that the antenna is useful in Wireless Local Area Network (WLAN) [7]. The
purpose antenna can handle and control the frequency band either to a single band or multi-band
frequency in one time. A comprehensive parametric study has been carried out by optimizing
the various dimensional parameters (slots and switches). Slots are added to a rectangular patch
antenna (switches are in OFF mode) in order to obtain multiband resonance frequencies at 2.4 GHz
and 5.8 GHz with return loss less than −10 dB. Two switches are added, which is the switch are
in ON mode to control the Reconfigurability of the antenna designed only at 2.4 GHz frequency.
By adjusting the status of switches that optimally fixed along the slots, we can vary the resonance
frequencies, thus achieving the frequency reconfigurable. More work in the future will be focused
since the result of 5.8 GHz is not really good in the antenna performance where the gain is very
smaller compare to 2.4 GHz [8]. Besides that, in the advance of technology era, all electronic related
devices are reducing in size. Therefore it is important for the sizes of these antennas to be reduced.
The preferred substrate also needs to be wisely selected. The permittivity of the substrate affects
the size and performances of the antenna.
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Abstract— This work takes a nonlinear utility optimization based approach to allocate band-
width channel resources among interfering interfaces both in presence of balanced and unbalanced
traffic. A new algorithm is proposed to leverage channel related access information in dynamic
network scenario for optimal performance. Preliminary results from implementation of nonlinear
utility maximization based on data rate and tested indoor IEEE WLAN 802.11n+s on ns-3 simu-
lation are presented. Implication of economic perspective of resource allocation and technological
efficiency of WLAN is demonstrated. Experimental software developed under this work, natu-
rally leads to a programmable interface for management and control of physical layer resources
in an optimal fashion.

1. INTRODUCTION

With the advent of multiple interfaces unbalanced traffic in network is created in a systematic
fashion. Generally speaking, in unbalanced traffic there is a requirement for an efficient scheduling
mechanism that should restrict the data rates of all the interfaces to the maximum achievable data
rate for the corresponding end-to-end flow. This reduces the packet overflows at the intermediate
mesh station (MS), as well as maximizes the network capacity and the spatial reuse. First, a sub-
flow should not transmit in a data rate which is more than the maximum achievable data rate for
the corresponding flow, and second, channel bandwidth should be proportional to its traffic load
so that sub-flows can pass through it.

This work proposes a joint channel access and forwarding protocol, which extend the standard
EDCA and HWMP in IEEE 802.11s, to solve the unbalanced traffic allocation problem among the
end-to-end flows. Major points of discussion are:

1) The balanced and unbalanced traffic aware resource allocation among the contention in a
multi-interface directional Wireless Mesh Network (WMN) as a convex optimization problem.

2) The link metric used for path establishment in HWMP is augmented based on the channel
access information, to support the optimality of the solution obtained for the balanced traffic
allocation, in a dynamic spectrum scenario where new traffic flows are introduced, or existing
traffic flows are terminated randomly, and.

3) The augmented EDCA and HWMP protocols are implemented in a practical indoor IEEE
802.11n+s multi-interface mesh test bed at ns-3 to evaluate the performance in real-life sce-
narios.

The rest of this paper is organized as follows. Section 2 describes the related work. Section 3
presents the proposed solution for balanced and unbalanced traffic and implements a preliminary
version of nonlinear utility maximization based on data rate. Section 4, describe basic ns-3 test bed
for indoor IEEE WLAN 802.11n+s. Section 5 reports performance evaluation results and Section 6
concludes with future directions.

2. RELATED WORK

TDMA and probabilistic scheduling as access protocol techniques are used in multi-directional
antenna for efficient and unbalanced traffic. An exponential linear programming formulation for
joint routing and scheduling in multi-hop wireless networks with directional antenna [1] is based
on TDMA/FDMA scheduling and centralized in nature and improves the performance. In [2],
authors propose a mixed integer linear programming solution to minimize interference among dif-
ferent interfaces in multi-interface directional antenna based wireless networks. In [3] a linear
programming formulation for maximizing network throughput subject to fairness constraint and
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directional antenna based channel interference constraint has been provided. Based on the opti-
mization formulation, they propose a heuristic for joint link scheduling and routing scheme which
aims at approximately optimal solution. Nonlinearity have been included in the routing and spec-
tral assignment algorithms by including a nonlinear constraint [4] and through a power optimized
reach constraint [5]. In particular, results presented in [6] are advantageous where correct routing
and spectral assignment can lead to improved SNR and throughput. A nonlinear weight has been
introduced by design in the optimization objective function to initially group highly interfering
channels so that they can be subsequently given well separated spectral assignments. Finally in-
dividual transmission powers were optimized to maximize the reach [7] while in [8] an altruistic
minimization of transmitted power was found to benefit the wider network. Here, we take a global
view of the network and adjust individual transmitter powers to equally distribute the available
SNR margin above error free transmission.

3. RELATED WORK

Network model describes IEEE 802.11s EDCA and HWMP protocols, the interference character-
istics for a multi-interface directional mesh network. IEEE 802.11s standard defines EDCA as
the mandatory and MCCA optional MAC layer channel access protocol. The standard provides
HWMP as the forwarding protocol. The existing IEEE 802.11 distributed coordination function
(DCF) is extended through Enhanced Distributed Channel Access (EDCA), which incorporates a
number of mechanisms to provide differentiated QoS service by giving different access priorities
to different access categories (AC). Hybrid Wireless Mesh Protocol (HWMP) IEEE 802.11s uses
HWMP for MAC layer data forwarding. As a hybrid protocol, HWMP aims at merging advantages
of both proactive and reactive routing mechanisms. It can be configured to operate in two modes
— on demand reactive mode and tree-based proactive mode.

Architectural & Usage Models in 802.11s

• Mesh Portal: Interface between external Internet and others node, works as gateway.

• Mesh STA: Works as Relay frames in a router-like hop-by-hop fashion.

• Mesh AP: provide services to clients and work as Mesh relaying function as given in Figure 2.

This example indicates that the load should be weighted according to the number of hops to
the destination. We call this new metric the weighted-load metric.

Figure 1. Network model.
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Figure 2. Network model 802.11s.

3.1. Proposed Utility Maximization Approach and Channel Assignment Protocol
BGP controlled Traffic with Unequal Bandwidth Allocated to the Paths: The multipath option
removes the tiebreakers from the active route decision process, thereby allowing otherwise equal cost
BGP routes learned from multiple sources to be installed into the forwarding table. However, when
the available paths are not equal cost, you may wish to load balance the traffic asymmetrically. Once
multiple next hops are installed in the forwarding table, a specific forwarding next hop is selected
by the load-balancing algorithm. This process hashes against a packet’s source and destination
addresses to deterministically map the prefix pairing onto one of the available next hops. Per-
prefix mapping works best when the hash function is presented with a large number of prefixes,
such as might occur on an Internet peering exchange, and it serves to prevent packet reordering
among pairs of communicating nodes.
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An enterprise network normally wants to alter the default behavior to evoke a per-packet load-
balancing algorithm. Per-packet is emphasized here because its use is a misnomer that stems from
the historic behavior of the original Internet Processor ASIC. In reality, Networks routers support
per-prefix (default) and per-flow load balancing. The latter involves hashing against various Layer
3 and Layer 4 headers, including portions of the source address, destination address, transport pro-
tocol, incoming interface, and application ports. The effect is that now individual flows are hashed
to a specific next hop, resulting in a more even distribution across available next hops, especially
when routing between fewer source and destination pairs. With per-packet load balancing, packets
comprising a communication stream between two endpoints might be re-sequenced, but packets
within individual flows maintain correct sequencing. Whether you opt for per-prefix or per-packet
load balancing, asymmetry of access links can present a technical challenge. Either way, the pre-
fixes or flows that are mapped to, for example, a T1 link will exhibit degraded performance when
compared to those flows that map to, for example, a Fast Ethernet access link. Worse yet, with
heavy traffic loads, any attempt at equal load balancing is likely to result in total saturation of
the T1 link and session disruption stemming from packet loss. Networking community encodes the
bandwidth of a given next hop, and when combined with multipath, the load-balancing algorithm
distributes flows across the set of next hops proportional to their relative bandwidths. Put another
way, if you have a 10-Mbps and a 1-Mbps next hop, on average nine flows will map to the high-speed
next hop for every one that uses the low speed. Use of BGP bandwidth community is supported
only with per-packet load balancing. The configuration task has two parts:

• Configure the external BGP (EBGP) peering sessions, enable multipath, and define an import
policy to tag routes with a bandwidth community that reflects link speed.

• Enable per-packet (really per-flow) load balancing for optimal distribution of traffic.

3.2. Utility Maximization Approach: Data Forwarding Based on Interface Scheduling
As per HWMP routing policy, ALM is calculated based on frame error rate and corresponding
physical transmission rate. This suffers suboptimal routing due to following reasons — 1st, the
observed frame error rate changes with new flow due to the changes in interference characteristics,
and 2nd is physical transmission rate does not reflect the actual data rate that a newly admitted sub-
flow in a link can achieve based on balanced traffic allocation. As a consequence, a newly admitted
sub-flow may choose a link that result in low end-to-end data rate as well as high interference.
The utility maximization approach based on balanced and unbalanced traffic allocation returns the
actual data rate that a flow can achieve. Therefore, Utility maximization approach extends the
HWMP routing policy based on the actual achievable data rate of a flow. A change in routing
decision results in a new communication graph. However, in a mesh network, scheduling and
routing decisions are recomputed after a timeout interval. The scheduling decision adjusted at
every DTIM interval, while routing decision is reexamined after every routing timeout interval.
The routing paths do not change significantly unless there is an event generation or change in the
network graph or in the end-to-end flow parameters. The scheduling decision can safely use the
communication graph based on the previous routing decision, and once the routing paths change
(implies corresponding change in the communication graph) due to the change in network graph.
The proposed augmentation in HWMP based on scheduling information, termed as maximum
utilization approach-HWMP, works as follows. After the routing timeout at a source mesh STA for
an end-to-end flow (it can be noted that an end-to-end flow is determined by a pair of source mesh
STA and destination mesh STA), the mesh STA needs to re-compute the path to the destination
mesh STA. For this purpose, it broadcast a PREQ message through all its interfaces that contains
the routing metric and the destination mesh STA. In the proposed, the PREQ message also contains
a third parameter, termed as ‘Effective Data Rate’ (EDR), that denotes the actual data rate that a
flow can achieve, based on the scheduling policy, when it traverse through a link. Rather than using
a fixed transmission rate, EDR is used to compute the augmented ALM, termed as ‘Scheduling
based ALM’ (S-ALM). The calculation of EDR is based on a special characteristic of a link, called
“maximally loaded”. Two types of flows are randomly distributed in the network — flows from
the mesh STAs to the mesh gateway, and intercommunication among the mesh STAs. Proposed
protocol is implemented as loadable kernel modules (LKM) in the IEEE 802.11s protocol stack.
This LKM is triggered when a mesh STA is in operation (either transmit or receive) to find out
the balanced traffic allocation and tune the EDCA parameters for effective channel access. The
HWMP protocol is also augmented with the proposed S-HWMP. The mesh STAs are configured to
operate in 300Mbps data rate with MIMO dual streaming, along with the standard mesh channel
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access and peer selection protocols. The gateway is connected with the Internet through a Gigabit
Ethernet LAN, and we assure that the wired network has sufficient bandwidth available so that it
does not affect the mesh performance. The settings for IEEE 802.11s parameters are given below
in Table 1.

Table 1.

Proactive Route Timeout 3000 TUs
Reactive Route Timeout 200 TUs

DTIM Interval 60 TUs
Beacon Interval 2 TUs

HWMP Maximum PREQ Retry 3
Mesh TTL 16

Mesh Holding Timeout 500ms

Table 2. Simulation results.
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4. PERFORMANCE EVALUATION

We have performed simulations using the ns-3 simulator to evaluate the performance of the proposed
protocol. A simulation area of 1000 ∗ 1000m2 is divided into 4 quadrants, and APs are placed at
the center of each quadrant. All AP are assigned different channels. 1 nodes were randomly placed
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in each quadrant, making a total of 4 nodes. To create an unbalanced traffic pattern, the 1 node
in the northeast quadrant was selected as destinations that receive traffic from the AP. Then we
simulated balanced traffic that each quadrant selected as destinations. Under this scenario, we have
compared two protocols. The first one which we call “MCP” assigns channels randomly and selects
routes based on number of hops, without any consideration of traffic load is running on interface 2.
The second one is the proposed protocol UMA (utility maximization approach) which is running
on interface 1.

Figure 3. Simulation. Figure 4. Simulation flow chart in NS3.

5. CONCLUSION OF WORK

In this proposed work each mesh node has multiple interfaces used to get maximum data rate in
distributed environment. Based on data rate and data traffic at channels we selected mesh access
point which connect to external network. Finally based on balanced and unbalanced traffic demand
we selected interfaces of every mesh node to improve the performance of IEEE 802.11s EDCA and
HWMP supported wireless mesh networks.
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Abstract— A new meta-material based bowtie antenna is proposed in this paper. Multi band
response is observed in the simulated result of return loss for different frequencies (i.e., 1–12 GHz).
Apart from this it is seen that the return loss is improved in the case of metamaterial antenna
in comparison to the conventional antenna. Simulated results of ξ and µ versus frequency are
shown and it is observed that negative ξ and negative µ are obtained in different frequency bands
respectively.

1. INTRODUCTION

Next generation wireless communication systems demand an antenna to exhibit multiple bands
that are not harmonically related. A bowtie antenna is made from a bi-triangular sheet of metal
with the feed at its vertex and is used due to its light weight and broadband properties. Many
methods have been employed to increase the bandwidth of the planar bowtie antenna such as use
of tapered slot, bowtie arms, double side and different feed structures [1]. In order to increase
bandwidth Meta-materials can also be incorporated as substrates. They are worth candidates as
antenna substrates for miniaturizations, bandwidth enhancement and for controlling direction of
radiation [2]. Metamaterial substrates can be designed to act as a very high dielectric constant
substrate at a particular frequency and as a result it can be used to miniaturize the antenna size.
The property of exhibiting negative permittivity and permeability (hence negative refractive index)
by the metamaterial is often used by the antenna designer to achieve desired results as they are
artificial engineered materials. The negative refractive index supports the backward waves [3, 4].

In this paper, a bowtie antenna is simulated on the metamaterial substrate which results in
multi band resonating frequencies. The band obtained shows that the simulated antenna can be
used for wireless applications. The results are simulated using Ansoft HFSS software.

The paper is organized as follows. In Section 2 the antenna specifications and design issues are
discussed. In Section 3 the equivalent circuit of unit cell is presented. The results are presented in
Section 4 and their features are analyzed and discussed. The conclusion is made in the Section 5.

2. ANTENNA DESIGN

Figure 1 shows the basic bowtie antenna which is a complimentary antenna. The dimensions of the
substrate are x = 45 mm, y = 69mm. The thickness of the substrate is h = 1.6mm. FR4 is taken
as substrate having permittivity of 4.4. The ground plane consists of 77 unit cells with 7 cells in
rows and 11 cells in column. The dimension of each unit cells is 3×3 mm2. The unit cells are made
periodic by keeping a uniform distance in x-axis as well as y-axis as 3mm. The lumped port feed
is provided to the bowtie antenna. These parameters are optimized so that the return loss of the
basic bowtie antenna is less than −10 dB.

Figure 2 shows the metamaterial ground which is placed below the bowtie antenna. Figure 3
represents the metamaterial unit cell. Figure 4 represents the negative permittivity, negative perme-
ability and negative refractive index. The electromagnetic properties such as complex permeability
and permittivity can be evaluated either by Drude-Lorentz method or by retrieval of S-parameters
methods. The S-parameters have been extracted from HFSS, which is commercially available
Finite-Element Method (FEM)-based Full wave simulator [5].

The real part of refractive index [3] is given by re(n) = 1
kd cos−1[ 1

2S21
(1 − S2

11 + S2
21)] and the

wave impedance is z =
√

(1+S11)2−S2
21

(1−S11)2−S2
21

. Further n and z are related to µ and ξ [4] by the relations
ξ = n

z . and µ = nz.
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Figure 1: Bowtie antenna. Figure 2: Meta-material ground.

Figure 3: Meta-material unit cell. Figure 4: Real part of permittivity, permeability and
refractive index.

3. EQUIVALENT CIRCUIT OF META-MATERIAL UNIT STRUCTURE

The equivalent circuit of the meta-material unit structure is shown in the Figure 5. The resonant
frequency of the metamaterial unit structure is given by [6]

fres =
1

2π
√

LT CT
(1)

The gap capacitance is given by [7]

Cg =
εrεoAtw

g
(2)

where A is modification factor (A = 60), t is thickness of metal (copper) strip, εr is the relative
permittivity of the substrate. The self inductance produced by sheet is given by [8]

LD =
µ0n

2
[
ln 2

ρ + 0.5 + 0.178ρ + 0.146ρ2 + 0.5(n−1)S2

(ρn)2 + 0.178 (n−1)S
n

1
n ln (w+t)

w

]

2π
(3)

where, ρ = nw+(n−1)S
L and n, w, L & S are the numbers of turns, metal width, length of the ring

& the space between inner and outer rings respectively.

Figure 5: Equivalent circuit of the meta-material unit structure.

4. RESULTS AND DISCUSSION

Figure 6 shows that the return loss of -10dB or better is achieved within the band of 6.2 GHz–7GHz
and 9.8GHz–10.9 GHz which has relative bandwidth of 0.9057 GHz and 1.1434 GHz. It is seen that
when the antenna is used without the metamaterial unit cell, only two resonant frequencies are
present specifically at 6.6 GHz and 10.3 GHz.

Figure 7 shows the return loss of −10 dB or better that is achieved in the band approxi-
mately from 3.6 GHz–4.4 GHz, 5.5GHz–6.1 GHz, 7.3GHz–8.0 GHz, 8.9GHz–9.7 GHz and 11.4 GHz–
11.7GHz which has relative bandwidth of 0.8378 GHz, 0.6 GHz, 0.7699 GHz, 0.8181 GHz and 0.2943
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Figure 8: Radiation pattern at 4.0 GHz.
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Figure 9: Radiation pattern at 7.7 GHz.

GHz respectively. It is seen that with the metamaterial substrate, the bowtie antenna has shown
more numbers of resonant frequencies. In this case 6 distinct resonating frequencies have been
obtained such as 4.0GHz, 5.8 GHz, 7.7 GHz, 9.1 GHz, 9.5 GHz and 11.6GHz. This shows the
multi-band behavior of the metamaterial based bowtie antenna.

Figure 8 shows the radiation pattern at resonating frequency of 4.0 GHz. The shape of the
radiation pattern seems like number “8” which is a property of a bowtie antenna. However figure 9
represents the radiation pattern at resonating frequency of 7.7GHz which shows inverted pattern
with respect to the 4.0GHz frequency.

5. CONCLUSION

A new multiband metamaterial based bowtie antenna is demonstrated in this paper which over-
comes the disadvantages of a basic bowtie antenna (which has poor bandwidth property) and
displays multi-band characteristics. This can be used for different wireless applications. Radiation
pattern shows the characteristics nearer to the Omni-directional antenna. The results show that the
proposed antenna can be used as a compact multi-frequency antenna in microwave band (C-band,
X-band).
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Abstract— The split ring resonator (SRR) is the key element to obtain left handedness at
microwave frequencies The orientation of the SRR relative to the electromagnetic field is decisive
for achieving lefthandedness. We investigate by simulations how the lefthandedness is affected
by rotational disorder of the SRRs in an array of 2× 11 SRRs. Rotational disorder of the inner
ring has a minor effect on the lefthandedness. Combined rotational disorder of inner and outer
ring has a similar effect as rotational disorder of the outer ring only. Rotational disorder causes
a shift in the frequency range of lefthandedness.

1. INTRODUCTION

The split ring resonator (SRR) combined with a conducting wire is the most commonly used
elements for achieving left handedness (real part of refractive index n < 0) at microwave frequen-
cies [1]. The orientation of the SRR — or more precisely the gaps of the SRR — relative the wire
and electromagnetic field is decisive for lefthandedness [2].

It has been suggested that lefthandedness is sensitive to disorder and that breakdown of left-
handedness may occur [3]. The effect on the resonance in the S-parameters of the dimension of
arrays of SRRs was investigated in [4]. It was found that larger arrays have wider stop bands around
their reference frequency. In [5] arrays of SRRs with different orientations were investigated. The
resonance in the transmission spectra of SRRs was affected by the orientation and the interaction
of the SRRs. Papasimakis et al. [6] showed that in an ensemble of SRRs the resonance became
broader and eventually disappeared with disorder. In [4, 5], and [6] the effect of disorder or SRR
orientation on lefhandednesss was not investigated.

The effect of disorder on lefthandedness would be of importance in applications of metamateri-
als. In manufacturing of microwave components there are always some deviations from the desired
geometry and material properties; such deviations become more pronounced in low cost manufac-
turing techniques. When striving for lefthanded materials at THz or optical frequencies, the effect
from disorder — caused by manufacturing imperfections – will be of higher importance than at
microwave frequencies.

In this paper we investigate by simulations the effect on lefthandedness of arrays of SRRs and
wires from rotational disorder.

2. THEORY AND SIMULATIONS

The refractive index, n, of a material is given by n =
√

εrµr, where εr is the relative permittivity
and µr is the relative permeability. In lefthanded material Re(n) < 0 and this is achieved if εr and
µr simultaneously are negative [1]. We investigate the effective refractive index of slabs with SRRs
in a waveguide. We determine the real and imaginary part of the complex refractive index, n, from
the scattering parameters using the method in [7]

n =
1

k0d
{(Re(γ) + 2mπ)− iIm(γ)} (1)

where

γ = X ± i
√

1−X2

X =
1

2S21
· (1− S2

11 + S2
21)

(2)

and k0 is the wave number in vacuum and d is the physical thickness of the slab. The sign is
determined from the requirement that Im(n) ≥ 0. The integer m is related to the branch of Re(n).
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For the imaginary part there is a unique solution but for the real part there are multiple solutions
given by m. Equation (1) was derived for the case the S11 = S22 and S12 = S21.

The investigated structure is shown in Fig. 1. There are two rows with 11 SRRs in each row.
There are also 11 wires. The dielectric substrate was FR4 (ε = 4.4, tan δ = 0.02) with thickness
0.9mm. The wires and SRR are Cu of thickness 0.035 mm. The width of the strip is 0.2 mm. The
inner diameter of the SRR is 0.3 and 1.3 mm, respectively. The width of the SRR strips is 0.25 mm.
The total slab thickness is 5 mm and the size of the slab’s cross section with the waveguide is given
by the X-band waveguide (22.86mm× 10.16mm). The SRRs were rotated in the simulations with
angles φ2 nd φ1 as shown in Fig. 2. In Table 1 the simulated structures are summarized. Case I is
the reference case, which is an ordered array with all SRR oriented the same way. In case II the
SRRs are randomly oriented with φ2 = φ1. The inner ring was rotated and the outer was not in
case III. In case IV the outer was rotated and the inner was not. The positions of the SRR and
wires were not changed.

Figure 1: The simulated structure. Figure 2: The different rotation cases of the SRR.

Table 1: The angles of the inner, φ1, and outer, φ2, rings used in the simulations. The angles φ1 and φ2 ere
varied randomly in the given intervals.

Case φ1 φ2

I 0 0
II [−15◦, +15◦] φ2 = φ1

III [−15◦, +15◦] 0
IV 0 [−15◦, +15◦]

Simulation were made in Ansoft’s HFSS (High Frequency Structure Simulator). The scattering
parameters were simulated in the frequency range 9–11 GHz (i.e., in the X-band).

3. RESULTS

The S-parameters for the reference structure are shown in Fig. 3. There is a clear structure around
10.5GHz in the magnitude and phase. In Fig. 3(c) the refractive index for the reference structure
is shown. There is a clear frequency range, 10.2–10.6 GHz, where Re(n) < 0, i.e., the material has
lefthanded properties. The S-parameters and refractive index resemble those e.g., in [8].

In Fig. 4 the real and imaginary part of the refractive index is shown for different types of
rotational disorder. For the case with the inner ring being rotated and the outer ring fixed (φ1 =
±15◦, φ2 = 0) the difference from the ordered array is small. The cases with both rings rotated
the same angles (φ1 = φ2 = ±15◦) and the case with only the outer ring being rotated (φ1 = 0,
φ2 = ±15◦) give similar results and larger deviations from the ordered array. The rotational
disorder of the outer ring seems to have a larger effect on the lefthandedness than the inner ring.
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(a) (b) (c)

Figure 3: (a) The magnitude, and (b) the phase of the S-parameters of the reference structure (no SRR
rotations). (c) The refractive index for the reference structure.

Figure 4: Real and imaginary part of the refractive
index vs. frequency for different types of SRR rota-
tional disorder.

Figure 5: Real and imaginary parts of the refractive
index vs. frequency for the case of SRR rotational
disorder of φ1 = φ2 = φ with different values of
maximum rotation.

In Fig. 5, the real and imaginary parts of the refractive index are shown for the cases with
φ1 = φ2 = φ for increasing rotational disorder. The frequency range of the left-handedness,
Re(n) < 0), is shifted, but the lefthandedness does not disappear.
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Abstract— In this paper, a new design of metafractal antenna is proposed. The dimension
of the patch is 44 × 44mm2 and the FR4 substrate is used for this. The fractal antenna with
metamaterial ground plane is used for different iterations. The results show that with the increase
of the number of iterations the bandwidth is increased. In the case of higher iterations for some
frequency bands return loss results are improved but for other frequency bands these are degraded.

1. INTRODUCTION

Today’s world is the world of compactness where all communication systems need to be of smaller
sizes. The antenna size decreases as the compactness comes into play which reduces its radiation
efficiency. However, radiation efficiency should be kept high, so a mid way solution is to use the
fractal antenna which will reduce the size as well as will increase the radiation efficiency [1, 2]. The
benefit of using fractal antenna is that it has large effective length and contours of its shape can
generate a capacitance or inductance that can help to match the antenna to the circuit. With respect
to the geometry, fractals have geometrical shapes which are self-similar and repeating themselves
at different scales [3].

Metamaterials are artificially engineered materials that could enhance the radiated power of the
antenna. The property of exhibiting negative permittivity and negative permeability can be utilized
for making electrically small antenna with highly directive and reconfigurable characteristics [4, 5].
When it is used as a substrate for fractal patch antenna, a new antenna called metafractal antenna
can be designed and this would increase the return loss and also the desired bandwidth of the
antenna.

The paper is organized as follows. In Section 2 the metafractal antenna design and specifications
are discussed. The results and discussion is done in section 3. The conclusion is outlined in the
Section 4.

2. ANTENNA DESIGN

The challenge in designing an antenna is to simulate an antenna having proper return loss, linear
phase and constant radiation pattern in the frequency band of operation. Also if the antenna is
practically used in wireless communication systems it should satisfy the condition of light weight,
planar structure and Omni-directional radiation pattern [6]. To obtain the desired characteristics
the dimensions of the patch is taken as 44× 44mm2. The metamaterial ground [7] is 70× 70mm2;
out of which the unit cell is 3× 3mm2 size. There are 11 rows and 11 columns of unit cells which
justify the dimensions of the ground. Triangle type iteration is done on the patch and a 50Ω
co-axial feed is used.

Figure 1(a) shows the metamaterial ground plane of the proposed antenna. In this case three
iterations are performed on the basic patch (as shown in Figure 1(b)). The first iteration is per-
formed with and without the metamaterial ground plane. Other iterations are performed with
metamaterial structures. Ansoft HFSS software is used for this design and simulations.

Figure 1(c) represents the metamaterial unit cell. Figure 1(d) shows the graph of the negative
permittivity, negative permeability and negative refractive index [8] at different frequencies. The
electromagnetic properties such as complex permeability and permittivity can be evaluated either
by Drude-Lorentz method or by retrieval of S-parameters methods. The S-parameters have been
extracted from HFSS, which is commercially available Finite-Element Method (FEM)-based Full
wave simulator.

The real part [5, 8] of refractive index is given by re(n) = 1
kd cos−1[ 1

2S21
(1− S2

11 + S2
21)] and the

wave impedance is z =
√

(1+S11)2−S2
21

(1−S11)2−S2
21

.
Further n and z are related to µ and ξ by the relations ξ = n

z and µ = nz.
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Figure 1: (a) Metamaterial unit structure as ground. (b) Basic patch. (c) Meta-material unit cell. (d)
Real part of permittivity, permeability and refractive index. (e) Return loss of the Zeroth iteration without
Meta-material ground.

3. RESULTS AND DISCUSSION

The disadvantage of the patch antenna includes the narrow bandwidth and low gain [9]. The use of
metamaterial technology improves the bandwidth [10, 11]. To show the effect of the metamaterial
structure on the conventional patch antenna, the array of metamaterial unit cells is designed on the
ground plane of the antenna. The return loss vs. frequency without and with metamaterial ground
plane is shown in Figures 1(e) and 2(a). In Figure 1(e) it is seen that the antenna resonates at
2.2211GHz, 4.4372 GHz, 5.0251 GHz, 6.3367GHz, 6.6533 GHz and 6.9698 GHz with return loss of
−11.4184 dB, −11.2281 dB, −11.2423 dB, −12.5619 dB, −12.0840 dB and −17.0917 dB respectively.
Moreover, it is observed that the bandwidths at these frequencies are 0.0188GHz, 0.0726 GHz,
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Figure 2: (a) Return loss of 0th iteration with meta-material unit structure. (b) Radiation pattern of 0th
iteration with Metamaterial unit structure.
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Figure 3: (a) 1st iteration with metamaterial unit structure. (b) Return loss of the 1st iteration with
meta-unit structure. (c) Radiation pattern of 1st iteration.
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Figure 4: (a) 2nd iteration with meta-material material unit structure. (b) Return loss of the 2nd iteration
with meta-unit structure. (c) Radiation pattern of 2nd iteration.

0.0582GHz, 0.064 GHz, 0.1675 GHz and 0.1122 GHz respectively. The graph shows 6 resonant
frequencies with highest return loss of −17.0917 dB.

Figure 2 shows the zeroth iteration with metamaterial. In this case, the antenna resonates at
2.2180GHz, 4.4511GHz, 5.0150GHz, 6.3684 GHz, 6.6617 GHz, 7.0 GHz and 9.5263 GHz with re-
turn loss of −19.1638 dB, −11.3149 dB, −21.9155 dB, −12.7089 dB, −12.4178 dB, −18.2945 dB and
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−15.3294 dB respectively. Also, the bandwidths are observed as 0.04 GHz, 0.0773GHz, 0.0554 GHz,
0.054GHz, 0.1675GHz, 0.1088GHz and 0.105 GHz respectively. The numbers of bands are in-
creased from 6 to 7 in comparison to the case of without metamaterial. Moreover, as high as
−21.9155 dB return loss is obtained from band 3.

Figure 3(a) shows the first iteration with metamaterial unit structure. Figure 3(b) shows the
plot of return loss vs. frequency. It is seen that there are four resonant frequencies with maxi-
mum return loss of −28.8863 dB. The resonant frequencies are 2.1815 GHz, 5.0353GHz, 6.4891 GHz
and 6.9077GHz with return loss of −28.8863 dB, −16.2234 dB, −22.1569 dB and −17.9469 dB re-
spectively. The bandwidths are observed as 0.0331 GHz, 0.0461GHz, 0.1975 GHz and 0.0488 GHz
respectively at these frequencies.

Figures 4(a) and (b) represent the second iteration and plot of return losses vs. frequency re-
spectively. In this case, the antenna resonates at 2.1955 GHz, 5.0150GHz, 6.2782 GHz, 6.5940GHz,
6.9549GHz and 9.5038GHz with return loss of−28.6480 dB,−15.9505 dB,−13.3883 dB,−10.5996 dB,
−22.8821 dB and−13.5734 dB respectively. Whereas, bandwidths are seen as 0.0411 GHz, 0.0525GHz,
0.0439GHz, 0.0867GHz, 0.1052GHz and 0.0917 GHz respectively.

Figure 5(a) shows the final iteration done on the patch antenna. Figure 5(b) represents the
plot of return loss vs. frequency. In this case, the antenna resonates at 2.1928 GHz, 5.0240 GHz,
6.2798GHz, 6.5994 GHz, 6.9595 GHz and 9.5184 GHz with return loss of−42.4674 dB, −18.1013 dB,
−13.3032 dB, −10.5421 dB, −22.9956 dB, and −14.1920 dB respectively. But the bandwidths are
seen as 0.0345 GHz, 0.0482 GHz, 0.042 GHz, 0.0866 GHz, 0.1027 GHz and 0.0995 GHz at these fre-
quencies.
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Figure 5: (a) 3rd iteration with meta-material unit structure. (b) Return loss of the 3rd iteration with
meta-material unit structure. (c) Radiation pattern of 3rd iteration.

4. CONCLUSION

In the proposed design of the metafractal antenna, the metamaterial unit cell shows negative re-
fractive index at multiple frequencies. Due to this metamaterial property the antenna shows the
remarkable characteristics around 2 GHz band. Applying fractals to the patch, antenna shows
miniaturization with multi-band properties. The maximum return loss is achieved at higher itera-
tion. The results show the application of the proposed antenna in different wireless applications.
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Abstract— Bangalore is state capital of Karnataka, India and also knows as IT capital of
India. In 1975, total number of lakes in Bangalore was 51 which had reduced down to 17 now
because of population growth, land encroachment and water pollution. Earlier they were a good
source of daily use water but now due to extensive pollution, it cannot be used. A new system is
proposed based on Low power WSN clubbed with cloud infrastructure to monitor water quality
in the lakes in real time during different seasons in a year and see the variation of water quality in
different region i.e., close to human infra, in middle of lake, during rainy season etc.. Basic plan
is to conduct this experiment simultaneously across the 17 lakes in Bangalore. With the data
collected, suitable measures can be suggested to government to take effective actions in order
to save the exiting bio-diversity across the lakes. Cloud infrastructure can be useful to see and
analyze real time data from anywhere and even archive data which can be further downloaded
to see variation in last few years. Similar approach can be implemented to measure real time air
quality in Bangalore and some of other major polluted cities like Delhi.

1. INTRODUCTION

Bangalore being the IT capital and hub of India attract people from all over the nation. Population
of Bangalore [1, 2] had increased drastically. With increased population, these lakes have been
abused by government and public at large. This kind of systematic encroachment has caused either
extreme pollution in the lakes or even total extinction. As population comes close to the water
bodies, without any proper passage of sewage and waste water from homes, waste water is piped in
the lakes which further exacerbate the problem. As per the current study by Bangalore authority,
Lakes in Bangalore have been a major place for birds like Weaver birds that migrate to Bangalore
in the months of August and spend their autumn here. With lake water being polluted and lakes
disappearing, these birds have stopped coming to Bangalore altogether. This again affects the bio-
diversity and natural settings which Bangalore once used to take pride in. These degradations in
environmental entities motivate the measurement of water quality of lakes at different places during
different time of year using solar powered wireless sensor network (WSN) and cloud infrastructure
pushing government to take effective measures to halt these degradations and rejuvenate local water
bodies.

This paper is organized in five sections. Section 2 discusses basic experimental set up. Section 3
outlines connections with Internet of Things (IoT) and related technologies. Section 4 provides
a table of attributes and detailed description and in Section 5 we conclude and outline further
research agenda.

2. PROJECT SET-UP

This project of remote water quality monitoring include some of the major parts which are (A) End
Sensor Node (B) Central Data acquisition unit and (C) Cloud infrastructure. End sensor nodes
are the first most important part of any wireless sensor network which play the role of gathering
information from the environment and in which sensors are directly interfaced. For placing end
sensor nodes in a remote area where there will be no availability of electricity. End sensor nodes
need to posses certain specific properties like 1. Low power consumption 2. Non-conventional source
of energy for elongated life time. While discussing about low power consumption of the end sensor
nodes, those controllers have to be considered which consume minimum amount of power operating
at 3.3 volts. From this perspective best possible option is Atmega2560 which has 4 serial ports
and a lot of other sensor ports which other controllers cannot provide. Tiny-AVR micro-controllers
are also one of the best among other choices. Along with low power consumption, controllers have
to operate in low power mode while sleeping. Assume that we have to send data to central data
acquisition unit every 20 seconds which includes t1(sensing time) and t2(sending time). Sensing
time is the time taken by the controller to measure the sensor value and sending time is the time
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taken to send data to central data acquisition unit. As per AVR2560, it samples ADV values at
76.9kSPS, means one sample at 0.000013 seconds. Also if our transmitter use 9600 bits/second,
assuming in one transmission it is sending maximum of 128 bits, then at 9600 baud rate it take
0.0131 seconds. So total time taken will be t = t1 + t2 = 0.000013 + 0.0131 = 0.013113 s.

So after sampling and sending data in 0.013113 seconds, if controller goes to deep sleep mode,
it consumes less power. Sleep mode will transition to wake up mode by using sleep mode control
register in AVR2560 V3. Below is the small description of SMCR registers which provides key to
time triggered architecture towards environment monitoring.

Figure 1: SMCR register. Figure 2: Solar powered WSN water sensor node.

Figure 3: New PCB for end sensor node. Figure 4: Present water quality sensor node.

(A) Solar WSN: WSN proves to be very useful in the case scenario when you need to put up a
lot of sensors in a specific area and also want to push data to some remote location from where it
can be monitored easily. A WSN can be described as a group of spatially distributed autonomous
sensor to monitor different environmental variables [3, 4] and send the data to a main location. Solar
powered WSN proves to be very useful when these sensor nodes are deployed to remote location
difficult to access frequently and don’t have a stable electric power supply. Using solar powered
WSN let users to let end sensor nodes run on solar as primary source and battery as secondary
source. Below is diagram representing solar power WSN end sensor node. Proposed WSN end
sensor node consist of 3 major parts, 1. Control unit 2. Wireless unit 3. Sensor suite.

1. Control Unit: Proposed WSN control unit use AVR 2560 V3 [5] micro-controller which uses 3.3
volt supply and is a 100 pin chip with multiple GPIO’s, ADC, UART, SPI and I2C peripherals
in which multiple sensor can be added. Below is PCB for our WSN end sensor node control
unit which is in active phase of development and testing.

2. Wireless unit: Wireless unit in WSN plays the most important role of transferring data from
end sensor node to coordinator. In this set up Digi Sub-Ghz 865LP xbee module [6] which
work in the spectrum of 860 to 873 MHz is used. Working Non-LOS range of 865LP while
testing it in field with 2.1 dB antenna was found to be 100 meter while with 14 dBi patch
antenna it was found to be 400 meter. End sensor nodes to be used in our project will be
placed in open lakes, so they will fulfill given requirements. Proprietary build of AVR-UART
library for communicating with Xbee module is deployed. Yuktix AVR-UART library is ISR
based, so consumes less processing power and does not hog unnecessary controller time. For
testing the range and data transfer, we used simple transparent mode available with Digi
865LP module but for more effective and efficient data transfer, so that not even single data
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packet is lost, we will used API mode [8] available with Xbee. While performing testing, we
used our laptop running MySQL. Below is the snapshot of received data.

3. Sensor suite: We are considering various available analog as well as digital sensors to be
interfaced with our sensor nodes. As of now we have decided to go with rshydro sensor with
multiple variables in one sensor.

(B) CDAU — Central Data Acquisition unit In our present work, we are using RPI as a CDAU.
RPI is an ultra-low-cost (20–35) credit-card sized Linux computer which was conceived with the
primary goal of teaching computer programming to children but now days is used for different
other purpose due to its low power consumption as compare to conventional computers which run
LINUX, its small size and its processing power which is sufficient enough to run multiple parallel
processing computations and MySql storage to store data received from different end sensor nodes.
Below is the pic of our present CDAU which we are running with AC converted to DC power and
plan to run it with solar power accompanied by battery as a back-up in night and cloud conditions
in future.

A USB GPRS dongle would be plugged to the CDAU which will keep on sending the data
received from end sensor nodes to Yuktix cloud just to make sure that GPRS data is used efficiently
and at the same time, data can be viewed in real time with least latency. Cloud Infrastructure
Cloud infrastructure is one of the most important part of this project, as that give us the power
to see sensor data in real time in a visual manner i.e., both using graphs and tables. We are using
Yuktix cloud which is already in use in one of the project in Bangalore for measuring real time
weather data in the manner similar to [7]. Yuktix runs the provisioning services and time series
database on top of Azure Table service (a NOSQL data service) and traditional RDBMS. A device
is provisioned with a unique serial number. The stored data is then distributed via a set of REST
services. Our web interface is built on top of our REST services. Yuktix cloud infrastructure can
be used to manage multiple devices deployed over a region using groups, sites and single devices.
Below is the picture of Yuktix cloud application running in real time and displaying real time
weather data received from different weather stations.

Figure 5: System running MYSQL database, simu-
lating SDAU.

Figure 6: Water quality sensor node

Figure 7: CDAU — Central Data Acquisition unit
prototype and set-up.

Figure 8: Yuktix web-application.

Yuktix cloud application is capable of sending data to any server using web-hook script. With
Yuktix cloud you can run multiple models to analyze and predict water quality data. Yuktix also
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provide data archiving option with which you can store water quality data with a frequency of 3
minutes for year which can be used further in future for in-depth analysis and research. Yuktix
cloud infrastructure also consist of smart-phone application (at present only for Android, future
app will be on tizen) with which you can see real time data on the go.

Figure 9: Yuktix web-app, data display in real time. Figure 10: Yuktix Android app with different de-
vices data in real time.

3. CONNECTION WITH LARGER TECHNICAL SCENARIO

Future prospects of this project include getting more high resolution water quality data from
end sensor nodes and do further analysis of water quality data based on which suggestions and
preventive measures can be given to government and local decision making bodies to save the
ecological habitat existing around lakes and make lakes water potable. Same IOT (Internet of
Things) infrastructure can be used for different case scenario’s like 1. Air quality monitoring, 2.
Sound pollution monitoring 3. Weather prediction 4. Correlating environmental data with disease
propagation 5. Agriculture related information system design etc..

4. SYSTEM EVALUATION TABLE

A basic summary table of different attributes of this system is provided below.

Table 1: A basic summary table of different attributes of this system is provided below.

S. No Propoerty Valuation

1 ifetime 5 years

2 Cost and Ease of Deployment Plug and power end sensor node and CDAU and start getting

3 Coverage Wherever cell-phone Network is available

4 Sensor Polling Every 10 second, can be reduced further to 5 seconds

5 Wireless range Non-LOS — 100 meter, LOS — 400 meter can be extended to 1500

6 Security 128 bit Advanced Encryption Standard

7 End sensor Node Low power, multiple sensor, solar powered

5. CONCLUSION AND FUTURE DIRECTION

A low cost solar powered solution can be deployed all across Bangalore in order to measure water
quality of lakes in different locations during different time of the year and preventive measures
can be taken in order to maintain the water quality apart from saving bio-diversity of ecological
system living nearby. Same data can be used by various other organization and NGO’s along
with Bangalore Citizen Weather network data in order to form their plan for the incoming year.
Also sleep mode feature of the WSN nodes elongates their operational lifetime for longer duration
without any need of any external power supply.
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Abstract— The reduction in device dimensions due to lateral scaling, increase in circuit com-
plexity, and saturation of Moore’s law motivated researchers to explore novel concepts of planar
nanoelectronic devices including Self-Switching Device and Ballistic rectifier. To implement these
technologies for futuristic applications coplanar interconnects integrated with planar antennas are
required. Here, we report the design and fabrication of coplanar waveguide fed coplanar patch
antenna to integrate such devices at Unlicensed Industrial, Scientific and Medical band frequency
of 2.45 GHz for radio frequency identification systems.

1. INTRODUCTION

The recent developments in semiconductor industry have demonstrated the pervasive use of digital
broadband communication handling a huge data to be processed and transmitted at the faster speed.
In order to increase the operating speed, the device dimensions have been scaled down following
the Moore’s Law and reached at the verge of saturation [1]. Therefore, researchers have proposed
a wide variety of novel nanoelectronic devices such as Self-Switching Device (SSD) [2] and Ballistic
rectifier [3] which can be fabricated in two-dimensional electron gas (2-DEG) heterostructures by
using standard nanolithography followed by a wet chemical or dry etching. The SSD is a two
terminal device and it consists of two L-shaped trenches that ensures the flow of current only
through the channel. The surface states accumulated around the etched channel trenches allow the
device to conduct only in a particular direction similar to a diode. On the other hand, ballistic
rectifier is four terminal (source, drain, lower and upper) device and behaves like a bridge rectifier.
The device geometry consists of two cross junctions with or without an antidot located at the centre
enabling the flow of charge carriers in the desired direction. The AC and/or DC current is applied
between source and drain terminals, and the rectified output is measured simultaneously across the
lower and upper terminals. Both the devices can be used as a rectifier to convert microwave signals
into DC signals, however, they don’t require any pn and/or Schottky barrier when compared to
conventional multi-layered rectifiers. Due to their planar device architecture, they have shown very
small internal capacitance meaning that their frequency response doesn’t have RC charging time
limitations as convention electronic devices and can be used for various applications starting from
radio frequency (RF) to terahertz (THz) frequencies [4–6]. Such devices can easily be integrated
to outside macroscopic world using coplanar transmission lines and planar antennas demonstrating
very low parasitic capacitances.

Here, we report the design and fabrication of coplanar waveguide (CPW) fed coplanar patch
antenna (CPA) to integrate with SSD and ballistic rectifier at Unlicensed Industrial, Scientific and
Medical (ISM) band frequency of 2.45 GHz for radio frequency identification (RFID) systems.

2. DESIGN AND SIMULATION

Coplanar patch antenna consisting of a patch surrounded by a closely spaced ground conductor
on the same side of substrate was first introduced by Greiser [7]. It has been demonstrated that
this structure of antenna behaves more like a patch antenna rather than a loop slot antenna. Less
radiation loss, less dispersion, wide bandwidth, lower cross polarization, uniplanar configuration,
and ease of integration are few of the advantages of CPAs [8–10]. In addition, they can easily be
fed using coplanar lines. The patch length of about half wavelength, i.e., L = c/(2fr

√
εr), instead

of total loop size determines the resonating frequency (fr) of the antenna, here c and εr represents
the speed of light and dielectric constant of substrate, respectively. On the other hand, width of
the patch, W = c/(2fr

√
(εr + 1)/2), determines the impedance of antenna. The equivalent width

and length of the slot at the outer side is designed to be around 1.6λ0/
√

εr (more than one and half
wavelength) and 0.52λ0/

√
εr (close to half wavelength), respectively, where λ0 is the wavelength
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at 2.45 GHz [10]. The conventional design of CPAs generally has a back ground conductor to
achieve unidirectional radiation pattern. However, here we designed and introduced a new concept
of CPA without a back ground conductor exhibiting a unidirectional radiation pattern. In order to
avoid the impedance mismatch between designed antenna and commercially available measurement
systems, a CPW feed line with an impedance of 50Ω is connected at the edge of patch to feed the
antenna. The dimensions of CPW feed lines are calculated theoretically by considering closed loop
empirical relations. The gap between center patch and surrounded ground plane is taken 1 mm to
match the impedance of antenna to CPW. The detailed device dimensions of the designed antenna
as discussed above are shown in Fig. 1(a). The method of moments based Agilent’s Advanced
Design Systems (ADS) software is used to simulate the electrical and radiation properties of CPA.
The full wave electromagnetic simulations based on Maxwell’s equations including substrate and
space wave radiation effects have been carried out for the complete analysis. These results are later
validated by performing the measurements as discussed in the following section.

(a) (b)

Figure 1: (a) CPW fed coplanar Patch Antenna with optimized dimensions. (b) Fabricated antenna with a
SMA connector.

3. RESULTS AND DISCUSSION

The CPW fed coplanar patch antenna is fabricated using a wet chemical etching process considering
less than 50µm tolerance in dimensions as shown in Fig. 1(b). A low material loss dielectric called
glass epoxy (FR4) with dielectric constant εr = 4.4, loss tangent (tan δ) = 0.0002, thickness
(h) = 1.2mm is used for these experiments. The dielectric constant of material was kept small
to keep the fringing fields loosely bound from the edge of microstrip patch for radiation from
an antenna. The increase in thickness of substrate results a better surface wave propagation
improving the bandwidth of antenna. However, surface waves propagating along the substrate
cause a reduction in gain, increase in end fire radiating and cross-polar levels, therefore, it puts an
upper limit on the thickness of substrate h/λc ≤ 0.3/(2π

√
εr) [11].

Figure 2: The return loss of 37.24 dB was measured using Agilent’s network analyser (model: E 5061B ENA
Series) which is in well accordance with the simulated results obtained using ADS software as shown in the
inset.

The simulated return loss of 47.4 dB is achieved at the resonating frequency of 2.45 GHz as shown
in the inset of Fig. 2. The smith chart (not shown here) demonstrates the impedance matching of
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(a) (b)

Figure 3: (a) Current distribution, and (b) 3D radiation pattern of designed antenna at the resonant fre-
quency of 2.45 GHz.

feed with the patch with a VSWR of almost 1. The antenna demonstrated a gain of 3.82 dB. The
current distribution and three dimensional radiation pattern of designed antenna at 2.45 GHz is
given in Figs. 3(a) and (b), respectively. The S-parameter of fabricated antenna as shown in Fig. 2
is measured in the lab using Agilent’s vector network analyser The measured return loss of about
37.24 dB is in reasonable accordance with the simulated values of 47.4 dB.

(a) (b)

Figure 4: Schematic illustration of setup to integrate CPW fed coplanar patch antenna with nanoelectronic
devices ballistic rectifier (a) and SSD (b) in rectenna configuration for various RFID applications.

The designed CPW fed coplanar patch antenna can easily be utilised in a rectenna configuration
in which it can be coupled with a rectifier to convert microwave signals into DC voltages [12].
Figs. 4(a) and (b) demonstrates the schematic illustrations of such rectenna configurations with
ballistic rectifier and SSD, respectively for various applications such as RFID systems, energy
harvesting, microwave imaging, etc..

4. CONCLUSION

Here we have presented a novel design of CPW fed CPA without having a ground at another side
of substrate making it more suitable to integrate with futuristic novel nenaoelectronic devices for
various applications at 2.45 GHz. The planar architecture of antenna and such devices make it easy
to fabricate both on the same side of substrate in single step nanolithography for very high speed
applications when compared with conventional vertical and multi-layered rectifiers.
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Abstract— This paper presents an UWB antenna with optically controlled frequency notches.
Behavior of the photoconductive optical switches under light illumination and in the dark are
modeled. The optical signal in turn alters the radiation properties of the antenna structure
and consequently changes the notched frequency bands. This antenna achieves reconfigurable
frequency pass bands with high gain and controlled rejected bands with low radiation efficiency.

1. INTRODUCTION

In recent years, reconfigurable antennas have received a great attention for wireless communication
system. Antenna parameters as frequency, radiation pattern and polarization are reconfigured. Fre-
quency reconfigurable antenna supports multiple functions at multiple frequency bands and reduces
the hardware size and cost [1]. Switches such as RF pin diodes or varactor diodes are commonly
used to achieve frequency reconfigurability [2]. Several design on reconfigurable antenna have been
reported in [3–7]. In the proposed UWB antenna, there is an inverted U-slot with four switches
on the patch side. Frequency-band reconfigurable capability is achieved by using a switchable slot-
ted structure on the inverted U-slot. Photoconductive switches are used because of their superior
performance as compared to MEMS, p-i-n diodes, and lumped elements. The photoconductive
approach does not require the use of bias lines, which typically lie in the plane of the antenna and
can interfere with the electromagnetic performance of the antenna. Also photoconductive switches
exhibit extremely fast switching speeds on the order of nanoseconds [4]. Such a construction allows
for easy integration of such antenna designs into conformal packaging for wireless devices [4, 8].

Figure 1: The original UWBA. Figure 2: Four optical switches are inserted at the
corner of inverted U-slot.

Table 1: Dimensions of the proposed antenna.

Parameters W1 W2 Wf Ws L1 L2 Ls Lg Lf

Value (mm) 13 4 3 38 16 2 47 26.5 27

Table 2: Parameters of inverted U-slot and parasitic element.

Parameters Ls Ws ts Lpa T d

Value (mm) 10 19 0.5 19 0.5 0.25
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Table 3: The states of the switches.

States
Radiation

efficiency %
Maximum
Gain (dBi)

Notched
frequency (GHz)

State 1, S1 ON 96.17% 6.49
(3 : 4) and
(5.02 : 5.8)

State 2, S2 ON 98.47% 6.42
(2.93 : 4.24) and

(5.02 : 5.7)

State 3, S1 & S2 ON 98.69% 6.65
(3.12 : 4.44) and

(4.74 : 5.88)
State4, S2, S3 & S4 are ON 98.50% 6.63 (4.32 : 6.06)
State 5, S1, S3 & S4 are ON 98.68% 6.46 (4.62 : 6.18)

State 6, all are OFF 97.22% 6.11
(2.28 : 2.98) and

(5.06 : 5.8)
State 7, all are ON 98.61% 6.55 (4.47 : 6.18)

2. STRUCTURE OF THE PROPOSED ANTENNA

The ultra wide band antenna that consists of rectangular patch fed by a microstrip line with a partial
ground is shown in Figure 1. The antenna is design on FR-4 substrate (εr = 4.4, h = 1.6 mm,
tan δ = 0.025) and the dimensions are listed in Table 1. Parameters of inverted U-slot and parasitic
elements are listed in Table 2. As shown in Figure 2 four switches S1, S2, S3 and S4 are inserted
and optically controlled. The photoconductive switches are activated by laser light that is coupled
through an optical fiber which extends from the ground plane to just underneath the silicon element
(silicon filled gaps) placed on the radiating face of the antenna structure. The equivalent circuit
of the gap with laser and in the absence of laser (dynamic gap resistance) are calculated using the
equations in reference [9].

(a) (b)

Figure 3: Simulated return loss for different states of the switches.

3. ANTENNA RESULT

3.1. Return Loss

The simulated return loss in different cases of the optical switches are shown in Figures 3 and 3(b)
and are listed in Table 3.

3.2. Radiation Pattern

Radiation pattern at the center frequency of the rejected bands for different states of switches are
shown in Figure 4.

3.3. Current Distribution

Figures 5 and 6 represent the surface current distribution for states 6 and 7 at resonant and at
notched frequencies. Figure 5 shows the surface current distribution of the proposed antenna at the
resonant frequency (7.7 GHz) and center frequencies of the rejected bands (2.4 GHz and 5.6 GHz).
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(a) (b) (c)

(d) (e) (f)

Figure 4: Simulated return loss for different states of the switches.

(a) (b) (c)

Figure 5: Current distribution for state 6: (a) (at 7.7 GHz), (b) (at 5.6GHz), and (c) at 2.4 (GHz).

(a) (b)

Figure 6: Current distribution for State 7: (a) (at 4.2 GHz) and (b) (at 5.6 GHz).

Figure 6(a) illustrates a continuous path of the feeder current at (7.7 GHz) and a rejected band at
(at 5.6 GHz).

4. SIMULATED AND MEASURED RESULT

The fabricated UWBA having inverted U-slot with gaps and parasitic elements is shown in Figure 7.
The return loss and VSWR were compared with the simulated results in case of state 6 as shown
in Figures 8(a) and 8(b). Experimentally measured RF performance of the antenna is in good
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(a) (b)

Figure 7: Photograph of the fabricated antenna. (a) Top view. (b) Bake view.

(a) (b)

Figure 8: Simulated and measured results for state 6: (a) return loss and (b) VSWR.

agreement with the simulations results.

5. CONCLUSIONS

An UWBA with reconfigurable frequency notch is presented. The antenna operates at multi-bands
to support several wireless communication systems. Frequency reconfigurablility of this antenna is
achieved using optically controlled switches. The antenna provides high gain during the pass band
frequencies and low gain through the rejected bands. Experimental measured performance well
agree with the simulations results. Such a construction of optically controlled antenna can be easy
integrated into conformal packaging for wireless communication devices.
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Abstract— We demonstrate efficient coupling to the optical whispering gallery modes of a
spherical resonator consisting of a liquid droplet embedded in another liquid medium. Whis-
pering gallery mode particle sensing experiment is commonly performed with solid resonators,
whereby the sensing volume is limited to the weak evanescent tail of the mode near the resonator
surface. In this work, we demonstrate efficient coupling to the optical whispering gallery modes
by introducing a portable, all liquid emulsion microdroplet resonator held in a single beam optical
trap. We have observed coupling to the fundamental whispering gallery modes of 10 to 60µm
diameter emulsion droplets at 1550 nm. The experimental challenges towards making, stabilizing
and coupling to the droplet resonators are also addressed in this paper.

1. INTRODUCTION

Light inside a microspherical cavity is confined by total internal reflections (TIRs) at the interface
between the microsphere and the surrounding medium. The electromagnetic waves coupled into the
cavity or emitted from a gain medium inside the cavity, that meet the requirements for constructive
interference form cavity resonances are called whispering gallery modes (WGMs) [1–5]. The energy
stored in the cavity at these frequencies increases, due to large quality factors of these resonances.
We and others have demonstrated enhancement of light and lasing in WGMs from droplet micro-
cavities [6–13]. Microdroplets are effective optical microcavities due to their surfaces made spherical
and smoothed by surface tension and their small sizes. These droplet based resonators have the
potential to be useful in combination with other microfluidic components for on-chip spectroscopy
applications. Optofluidic sources of laser light, that can be integrated into lab-on-a-chip systems,
enable dynamic control of the laser resonator geometry and the gain medium and, thus, open up
new paradigms in sensing.

With their unique features, liquid droplets stand out among various optical resonators for de-
veloping optofluidic lasers. Thanks to their spherical geometry and smooth surface, droplet-based
cavities host high quality WGMs. These low-loss resonant modes allow droplet lasers to operate at
low threshold pump powers. Liquid droplets are easy to produce using aerosol generators in air or
in a microfluidic chip. Upon generation, droplets can be captured and manipulated using optical
micromanipulation techniques such as optical tweezing. There are various studies employing op-
tical tweezing to localize liquid aerosols over long periods of time for applications in atmospheric
chemistry and physics, health science, and laser applcations [14–16]. However, in this experiment
resonance scattering from an emulsion droplet embedded in liquid medium is demonstrated by
manipulation using optical tweezers. In addition, water-based droplet cavities are also biologically
compatible, permitting the use of aqueous solutions of biologically relevant molecules as laser gain
media.

The self-organized and molecularly smooth surface of liquid droplets makes them attractive as
optical cavities with very high quality factors (Q). This research aims to explore these optical cavi-
ties for various applications. We formed the drops using two liquids: benzyl benzoate for the drops
and 2% sodium dodecyl sulfate (SDS) mixed water for the carrier fluid. The surfactant stabilizes
droplets in liquid-liquid systems; these drops do not coalesce under close-packed conditions and
can be stored, and reused. We introduced these droplets in a flow focusing T-junction geometries
in a microfluidic chip, and then confined them in an optical trap. We showed that, it is possible to
observe WGMs in immersion oil/water droplets localized using optical tweezers and excited with
a continuous wave (CW) laser beam. Our results may lead to new ways of sensitive chemical and
biological analysis, exploiting the high sensitivity of stimulated emission to small perturbations in
the shape, size, and composition of the droplet cavity.
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Figure 1: Schematics of the experimental setup.

2. EXPERIMENT

The experimental setup for the observation of WGMs from optically trapped emulsion microdroplets
is shown in Figure 1. The light is coupled into the microdroplet by using a multimode optical fibre.
The oil-in-water emulsion droplets were contained within home-made polydimethylsiloxane (PDMS)
microfluidic chip featuring a single channel with a diameter of 160µm. The chip supported a
multimode optical fiber with 50µm core and 125µm cladding diameters, placed perpendicular to the
walls of the channel. The microfluidic channel had one inlet and one outlet with a syringe connected
to the inlet via tubing to inject previously prepared microdroplet emulsions and washing solutions.
Detailed manufacturing process for the chips is given in the next subsection. In order to observe,
excite and collect the scattering signals from the droplets, and implement single beam optical trap,
the PDMS chips were mounted on an XY Z stage of an inverted optical microscope equipped with
a water immersion objective (NA = 1.2, 60×; Nikon). The immersion oil (benzyl benzoate, Sigma
Aldrich) droplets are prepared by mixing it in a 2% SDS solution. Droplets were prepared using
a typical flow focusing microfluidic chip. The chip was prepared using soft lithography methods.
The channel height was around 25µm and the flow rates used in syringe pumps were in the range
of 10–25µl/hr for benzyl benzoate and 10–25µl/hr for water+SDS solution. The droplets were
collected at the outlet of the microfluidics chip and stored in plastic vials. The droplets used
in the experiments were slightly denser than water and, thus, the oil droplet tends to sit at the
bottom of the microchannel. To overcome these issues and fix the position of the droplet in
axial and transversal directions during the droplet excitation, the droplet was optically trapped.
Consequently, a droplet confined in the optical trap could be moved in all three directions with
respect to the focal point. This was also helpful in placing the droplet at right place to get maximum
scattering. Laser light source to create an independent single beam trap was a 1070 nm Ytterbium
fiber laser (YLM-10-LP-SC; IPG Photonics) with 10 W maximum output power. This laser beam
was sent through a 3X beam expander and passed through a polarizing beam splitter (PBS), before
being focused into the sample chamber by the water immersion microscope objective. By adjusting
the XY Z stage of the inverted microscope attached to the single beam trap, the studied droplet
could be manipulated conveniently in the vicinity of the tip of optical fiber used for the excitation
of the droplet. Furthermore, in order to change the position of the trapping plane of the trap in the
objective focal plane and move the droplet in Z direction, both the lenses of the beam expander
were mounted in a cage system, such that it could be steered in X direction (perpendicular to
the beam axis). The droplets with a radius up to 30µm could be easily trapped by adjusting the
distance between two expander lenses.

3. MICROFLUIDIC CHIP FABRICATION

Microfluidic chips for single beam optical trapping were fabricated from PDMS elastomer by casting
liquid PDMS precursor into a home-made reusable mold (master). The chip master was prepared
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in the following manner: first, a piece of optical fiber stripped of the plastic jacket with a diameter
of 125µm was glued onto a cleaned glass substrate with a ultraviolet (UV) activated adhesive
(Loctite 3922 or 3494). This fiber fragment served to form insertion ports for the dual-beam trap
fibers in the chip. In the middle of the fiber length, two square capillary tubes (external width of
160µm) were aligned coaxially with each other and perpendicularly to the fiber, one from each side
of the fiber, and glued to the substrate. These capillary tubes defined the liquid channel in the
chip. Central openings of the capillary tubes adjacent to the fiber were connected by UV activated
adhesive. Resultant cross-like structure with a stalk formed by the capillary tubes and arms in the
middle formed by the stripped optical fiber was placed into a plexiglass casting frame, that was filled
with liquid PDMS precursor and cured at the temperature of 85◦C for 2 hours. After solidification,
the resulting PDMS block was peeled off the mold, and the PDMS surface was activated together
with a 150µm thick microscope cover slip in oxygen-argon microwave-excited plasma (oxygen-argon
1 : 1, total pressure 500 mTorr, microwave power 50 W). Subsequently, the activated PDMS chip
was pressed against the activated cover slip, thus sealing the chip permanently. The resulting chip
featured one straight channel with a square cross-section of 160×160µm2 and two perfectly aligned
cylindrical slots for the optical fibre in the middle. The liquid inlet and outlet of the channel were
realized during PDMS casting with a wire inserted into the mold or after PDMS solidification by
a hole-punch.

4. EMULSION SYSTEM AND COUPLING

The emulsion system selected for our study consisted of microdroplets of benzyl benzoate immersion
oil (refractive index (n) = 1.568, density (ρ) = 1.118 g/cm3, Sigma Aldrich) dispersed in deionized
water (n = 1.334, ρ = 1.00 g/cm3). This emulsion system of virtually immiscible liquids provides
a high refractive index contrast together with a low density contrast between the droplet and the
surrounding medium. This implies a good confinement of WGMs inside the trapped microdroplet.
Our experimental scheme is based on the liquid medium coupling of a laser beam to individual
droplets of 10–60µm diameter. We excited WGMs inside the oil microdroplet cavity (n = 1.568)
by coupling with a multimode optical fiber.

Excitation (coupling) of WGMs of the microdroplet is achieved using a tunable laser (Santec,
TSL-510-C, tuning range: 1500–1630 nm, wavelength resolution: 1 pm), that was coupled from an
optical fiber to individual optically trapped droplets in the microchannel. A Thorlabs 3-paddle
polarization controller is used to control the polarization by creating stress-induced birefringence
to alter the polarization of the input coupling fiber. The scattered intensity is detected by a
photodetector placed perpendicular to the coupling optical fibre. The scattered light was collected
by recording the scattered optical power using an InGaAs detector (Thorlabs, FGA10) and a
current amplifer (Stanford Research Systems, SR570), while the laser wavelength was swept over
the wavelength range of interest (1550 to 1560 nm).

5. OBSERVATION OF WGM IN OPTICALLY TRAPPED MICRODROPLET

Experiment with the optically trapped microdroplet was carried out using a multimode fiber with
parameters described in the above section. In order to excite different WGMs in the trapped
droplet, the droplet was moved along the Z direction by changing the focus of the trapping beam.
To find the right position of coupling, the droplet was also moved in X, Y direction, i.e., the
distance between the pumping laser and the trapped droplet was adjusted with the help of optical
tweezers. In case of coupling with an external beam from a multimode fiber, we observe a glare spot
on the far side of the droplet. This far side glare is observed only when the incident wavelength is
on resonance, where the coupling is enhanced. The scattering spectra were recorded at 90◦ from
the optically trapped droplet, when excited by a pump laser. The scattering spectrum exhibited
multiple modes or peaks in intensity from 1550 nm to 1560 nm. Figure 2(b) shows the slow scan
scattering spectra from an optically trapped drop (Figure 2(a)) obtained using a polariser. The
transverse electric (TE) type resonances were enhanced by using the polariser. The shown scattering
modes were corresponding to a droplet of diameter 60µm. The droplet resonators in our experiment
is an oil and the cladding liquid surrounding the droplet is water. This oil is nearly insoluble in
water and has very low optical loss within our working optical spectral (λ = 1550–1600 nm) range.
However, the cladding liquid, water is very lossy around λ = 1550 nm. Due to the radiation loss,
the magnitude of the index contrast can be a limiting factor for the usable droplet size.

We tried to observe scattering from a range of droplets with diameters varying from 10 to 60µm.
Small size droplets were easy to trap as compared to the bigger ones, but observing the scattering
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(b) (a)

Figure 2: Scattering from the Benzyle Benzoate droplet
immersed in water, corresponding to the image in (a).

Figure 3: Variation of Q factor with respect to
droplet size.

was easier in case of bigger size droplets. The highest observed Q factor was Q = 1.5 × 104 in
case of a 60µm droplet. Figure 3 shows the calculated quality factor (Q) at λ = 1550 nm for the
emulsion droplets with perfect spherical shape embedded in a medium yielding an index contrast
of 0.23.

6. CONCLUSION

We have demonstrated a novel technique for efficient optical coupling to the WGMs of a droplet
resonator immersed in a liquid environment and immobilized by using optical tweezers. The optical
tweezers not only stabilize the droplet, but also enable the use of a simple trapping mechanisms to
facilitate coupling. This scattering enhancement is due to constructive interference with geometrical
resonances of rays at the boundary region and could lead to the development of highly sensitive
optical sensors.
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“Single glycerol/water microdroplets standing on a superhydrophobic surface: Optical micro-
cavities promising original applications,” Journal of Nanophotonics, Vol. 1, 011655i, 2007.
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Abstract— We propose to employ a passive single microring resonator (MRR) for extending the
modulation speed of semiconductor optical amplifiers (SOAs), which are configured as external
modulators. The MRR efficiently acts as notch filter and compensates for the pattern-dependent
distortion at the output of the electrically modulated SOA. By conducting numerical simulation,
we specify a combination of feasible MRR radius and detuning which allows to achieve significant
improvements on the performance of the SOA, at a data rate well beyond its limited modulation
bandwidth.

1. INTRODUCTION

Semiconductor optical amplifiers (SOAs) have recently been receiving intense research interest for
use as external modulators. This possibility, which is being explored in various applications [1],
is spurred by SOAs attractive properties of low power consumption, broad gain bandwidth and
compactness. The ultimate goal is to have SOAs provide both data amplification and modulation,
thus overcoming the limitations encountered by other optical modulators [2].

Despite theoretical predictions that SOAs could be employed as fast external modulators [3],
yet the practically achievable data speeds are not sufficient for supporting the diverse application
needs. In fact a serious constrain is imposed by the SOA modulation bandwidth, which is below
1GHz due to the SOA finite differential carrier lifetime [4]. This limitation impairs the quality of
the modulated optical signal at the SOA output, thus obstructing the use of this active element
beyond pure amplification. In order to overcome this difficulty, a widely adopted option exploits
optical filtering to manipulate the instantaneous frequency deviation components that are incurred
together with the waveform distortion [5]. These components are induced by changes of the re-
fractive index of the active medium, which accompany those of the carrier density by the direct
modulating current [2]. For this purpose various filter technologies have been employed [1], and
references 11–14 therein]. In this paper we propose to apply a passive single microring resonator
(MRR) as notch filter [6] for extending the modulation speed of directly modulated SOAs. This
scheme features structural simplicity, ultra compact and small size, compatibility with microelec-
tronic fabrication processes, periodic comb-like transmission profile, better wavelength selectivity,
enhanced fine tuning capability, high contrast ratio, improved operational stability and availability
of different material systems. These attractive operating and practical characteristics render it an
appealing solution for allowing conventional SOAs to be used as external modulators at enhanced
data rates.

Figure 1: Configuration of directly modulated SOA and MRR-based notch filter.

2. CONCEPT

Figure 1 depicts the block diagram of the setup under consideration, which comprises of a SOA
followed by a MRR of radius R, field transmission coefficient r, round-trip amplitude attenuation
factor τ and material effective refractive index neff . The SOA is biased at a constant current,
Idc, which has an offset of ±Io induced by an applied RF data signal of repetition rate Brep. This
means that the SOA total driving current varies between Idc − Io, which must be over the SOA
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current at transparency, Itr, and Idc + Io, which must not exceed the maximum current allowed
to drive the SOA without damaging it. Then the SOA current modulation is imprinted on an
optical signal of constant power over time, which is launched from a continuous wave (CW) laser
source. This process would normally produce a replica of the applied electrical signal at the SOA
output. However this is not achieved when the SOA modulation bandwidth, Bmod, is smaller than
the bandwidth that corresponds to the rate of the applied excitation, which in case of NRZ data
format is Bexc = Brep/2 [7]. The negative by-product of this mismatch is the occurrence of pattern
effects and subsequently of performance defaults, namely the lack of uniformity between pulses
of the same binary content and the poor distinction between pulses of different binary content.
Nevertheless, these impairments can be mitigated in the time domain by taking advantage of those
that concurrently manifest in the spectral domain. More specifically, the encoded pulses acquire
an instantaneous frequency deviation (IFD) across them, which is negative at the leading edge of
the marks, positive at the trailing edge of the marks and levels-off across the spaces. Therefore the
key for lessening the pattern-dependent consequences associated with the SOA direct modulation
is to properly compensate for these components. This can be achieved by exploiting the notch
filtering behavior that a single MRR can exhibit under properly defined and applied operating
conditions [6]. These conditions involve and link the spectral characteristics of the input and
encoded optical signal and the comb-like transfer function (TF) of the MRR, which is shown in
Fig. 1 at the bottom of the dashed-dotted box. Now in order to restore the quality of the encoded
signal we must make the components with negative IFD to lie in the right-hand falling slope against
the peak of the MRR TF. Additionally we must force those being stronger in magnitude to fall
closer to the MRR notch, which occurs at resonance, than those being weaker in magnitude. In
this manner the former components will be less transmitted than the latter. Moreover, we must
confine the components with positive IFD around the flat portion of the MRR TF so that they
experience almost the same transmittance. Finally, we must preserve the original carrier which
bears the modulated information. Then the notch filtering action transforms these adjustments
into opposite amplitude changes that those after the SOA [1], and thus the MRR alleviates the
performance degradations due to the SOA direct modulation.

3. SIMULATION

The operation of the setup in Fig. 1 is modeled by taking into account the responses of the SOA
and MRR. For the SOA this is done through the following differential Equation [3]

dh(t)
dt

=
ΓαNtr

[
I(t)
Itr

− 1
]
L− h(t)

Tcar
− Pin,CW

PsatTcar

{
exp

[
h(t)

]− 1
}

(1)

where h(t) is the SOA power gain integrated over its length, L = 2 mm, Γ = 0.25 is the SOA
confinement factor, α = 3.3 × 10−20 m2 is the SOA differential gain, Ntr = 0.15 × 1024 m−3 is
the SOA carrier density required for transparency, Itr = 75 mA is the SOA current required for
transparency, Tcar = 312 psec is the SOA carrier lifetime, Psat = 10 dBm is the SOA saturation
power and Pin,CW = −5 dBm is the power of the input CW optical signal. Using these values for
the SOA parameters, Equation (1) is numerically solved as in [6] for the time-varying bias current,
I(t), which is assumed to be a pseudo-random sequence of NRZ pulses having duration 200 ps and
equal rise and fall time of 35 ps. This allows to calculate h(t) and subsequently the electric field at
the SOA output

ESOA(t) =
√

Pin,CW exp
[(

1
/
2(1− jα

)
h(t)

]
(2)

where α = 10 is the SOA linewidth enhancement factor. Note that (2) is normalized so that its
squared modulus represents power, i.e., PSOA(t) = |ESOA(t)|2 [7]. On the other hand the MRR
response is conveniently described by the compact mathematical form [6]

TMRR(λ) =
r − τ exp

[
jneff4π2R

(
(λ−∆λ)/λ2

)]

1− rτ exp
[
jneff4π2R

(
(λ−∆λ)/λ2

)] (3)

where r = τ = 0.95, in accordance to the condition of critical coupling, which must be satisfied
in order for the MRR to efficiently act as notch filter [6], and neff = 1.41. Now since the SOA
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response is time-dependent whilst the MRR response is wavelength-dependent, finding the electric
field at the MRR output requires to apply on (2) the Fast Fourier Transform (FFT), F{·}, in
Matlab software and convolve it with (3). Finally, the convolution product is converted back into
the time domain using inverse FFT, F−1{·}. Hence EMRR(t) = F−1{F [ESOA(t)]TMRR(λ)} and
accordingly PMRR(t) = |EMRR(t)|2.
4. RESULTS

Tailoring the MRR as described in Section 2 critically requires to properly select its radius for
the following reasons [6]. First, this parameter determines the wavelength distance, or free spectral
range (FSR), between adjacent maxima in the MRR transfer function, as expressed through FSR =
λ2

data

/
(2πneffR), where λdata = 1540 nm is the reference wavelength. Second, it determines the

exact notch wavelength position, λnotch, through the condition of resonance, 2πRneff = mλres,
where m is a non-zero integer and λres ≡ λnotch. At the same time it determines the range,
FSR/2, within which the MRR is allowed to be detuned. This detuning, ∆λ, must be such that
the MRR transmission peak is offset at a shorter wavelength than that of the optical carrier, i.e.,
blue-shifted. Thus in order to find an appropriate combination of R and ∆λ we investigated, based
on the model formulated in the previous section, their impact on three important performance
metrics. These include the maximum amplitude difference between marks (AD1,max), between
spaces (AD0,max) and between marks and spaces (AD1/0,max), which must be as small as possible
in the two first cases and as high as possible in the third. The obtained results are shown in Figs. 2
and 3.

More specifically, from Fig. 2(a) we notice that AD1,max is reduced at the output of the MRR
provided that the radius of the latter is an integer multiple of 4µm, while it is hardly affected by
the other scanned values of this parameter. Furthermore, for fixed R values which comply with the
aforementioned condition, AD1,max is reduced with the increase of the detuning and reaches a mini-
mum when ∆λ is confined around 0.55 nm. A similar variation is observed in Fig. 2(b) for AD0,max,
while the opposite happens in Fig. 2(c) for AD1/0,max. Then according to this evidence it is possible
to properly select R and ∆λ so that their effect is favorable on all considered performance factors
simultaneously. In fact the combination R = 4µm and ∆λ = 0.6 nm drastically reduces AD1,max,

(a) (b) (c)

Figure 2: Variation of performance metrics against MRR radius, R, and detuning, ∆λ. (a) AD1,max, (b)
AD0,max, (c) AD1/0,max.

Figure 3: Simulated temporal waveforms of directly modulated optical signal at semiconductor optical
amplifier (upper trace) and MRR-based notch filter (lower trace) output.
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AD0,max, and increases AD1/0,max, by 2.3 dB, 2.38 dB and 2.65 dB, respectively, compared to the
SOA only. Thus the MRR-based notch filter strongly suppresses the peak amplitude fluctuations
between marks, between spaces, as well as the level of the spaces. This improvement is monitored
in the lower trace of Fig. 3, in contrast to the severely distorted pattern waveform right after the
SOA shown in the upper trace of the same figure. From the lower trace it is also apparent that the
profile of the encoded data stream is restored and resembles that of the electrically applied signal.

5. CONCLUSION

We have presented preliminary simulation results, which provide a first confirmation that a pas-
sive single MRR configured as notch filter can be used to compensate for the pattern-dependent
degradation in a SOA of limited modulation bandwidth. Further work is underway in order to fully
characterize the capability of the proposed scheme to extend the data rate at which the SOA can
operate as external modulator with improved performance.
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Abstract— In recent years there has been considerable interest in exploiting the temperature
dependence of sapphire whispering gallery mode frequency to develop a mechanically stable,
high accuracy temperature sensor. Disk-resonator-based devices have been demonstrated to
measure temperature with accuracies of 10 mK or better in the temperature range of 273 K to
373K. Here we have utilized automated data acquisition and processing to rapidly evaluate a
mechanically-stabilized sapphire whispering gallery mode resonator based on a hollow cylinder
configuration. Our results indicate the metal support structure contributes to increased loses of
the resonator which results in significant reduction in resonator mode’s quality factors and lowers
the temperature dependent sensor response by ≈ 40%.

1. INTRODUCTION

Since the seminal work of Callender [1] detailing the workings of a platinum resistance thermometer,
modern industrial temperature sensing technology has relied on resistance measurement of a thin
metal film or wire whose resistance varies with temperature [1, 2]. Though resistance thermome-
ters such as the platinum resistance thermometers (PRT) can routinely measure temperature with
uncertainties of 10 mK, sufficient accuracy for most industrial application, they are sensitive to me-
chanical shock and moisture which causes the sensor resistance to drift over time requiring frequent
off-line, expensive and time-consuming calibrations [2, 3]. It is therefore of little surprise that there
has been considerable interest in the development of alternatives to resistance thermometry such
as photonic temperature sensors [4–6].

In recent years we have focused on the development of sapphire whispering gallery mode res-
onators (WGMR) for accurate temperature measurement [4, 7]. Although WGMRs have been
fabricated with a wide variety of materials including fused quartz and glass spheres, monocrys-
talline sapphire has emerged as a material of choice as it supports modes with Q-factors of a
million [8]. Due to the thermo-optic effect and material thermal expansion, the resonance fre-
quency of sapphire’s whispering gallery modes varies with temperature [4]. Considerable effort has
been expended in developing a thermally insensitive WGMR for the express purpose of providing
a stable frequency source. Realizing that the large temperature dependence of WGM’s frequency
could be exploited to develop a highly sensitive and accurate temperature sensor, we developed a
sapphire WGMR thermometer and demonstrated temperature measurement uncertainty of 10mK
between 273.15◦C and 373◦C. The WGMR prototype device developed was based on a simple disk
shaped resonator [4]. In recent years, spherical and cylindrical resonator geometries have been
tested and demonstrated to provide similar measurement capabilities.

Previous experiments have indicated that the WGMR spectrum is sensitive to axial and rota-
tional displacement of the sapphire resonator, highlighting the need for mechanical stabilization
of the resonator to enable reproducible measurements. In this study, we evaluate sapphire hollow
cylindrical resonators that accommodate a simple two-piece metallic support structure inside the
sapphire resonator. Our results indicate the presence of the supporting mechanism suppresses mode
quality factors (Q-factors) by a factor of ten and device’s temperature sensitivity by ≈ 40%.

2. EXPERIMENTAL

2.1. Sapphire Resonators
Three hollow cylindrical resonators were fabricated for this study. Resonator 1 is 30.0mm long
with outer diameter (OD) of 6.0 mm and inner diameter (ID) of 3.0mm and the crystal c-axis was
aligned to the laboratory z-axis with ±0.1◦ and its surfaces polished to a mirror finish. Resonator 2
has the same specifications as Resonator 1 except on one end (side B) a 5.0 mm deep counter-bore
of OD 4.0mm was made. Resonator 2 was tested with side B facing the antennas. Resonator 3
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Figure 1: Three hallow cylindrical sapphire resonator and the metal support structure used in this study are
show above.

differs from resonator 1 in that its surface has two 1 mm deep, 5 mm wide, periodic grooves (50%
duty cycle) etched on; the third groove is only 3 mm wide.

2.2. Cavity
The resonator cavity fabricated from high conductivity copper consists of a central cylindrical
volume (OD 30.0 mm, ID 16.0 mm and length 40 mm) and two circular lids (30.0 mm diameter).
All internal surfaces were polished to a mirror finish and gold coated to prevent surface oxidation.

The tube resonator geometry was chosen to allow for the development of a support structure
that would enable reproducible re-assembly of the WGMR thermometer. Design consideration is
constrained by the need to minimize interference from any conducting parts. Previous experiments
suggest that embedding metal parts inside the sapphire resonator can minimize interference, limit-
ing spectral artifacts [4, 9]. As such we designed a rod-collar mechanism for localizing the resonator;
this mechanism is entirely contained inside the sapphire tube. The support rod, screwed into the
bottom plate is a 15 mm long stainless steel metal rod with a 6.25 mm deep grooved recess for
accepting a metal screw. The metal collar, 2.85 mm in diameter and 3.75 mm long, is mated to
the support rod using a small screw. Tightening of the screw causes the collar to expand against
the inner surface of the sapphire tube. The friction exerted by the collar against the sapphire tube
is sufficient to localize it and prevent the resonator from rotating or translating randomly inside
the cavity. A 5mm tall Teflon spacer is placed between the sapphire resonator and the bottom lid
to optimize spectral intensity. At 25◦C, upon resonator re-assembly, the center frequency of the
highest frequency mode changes by ≈ 5% (∆T ≈ 35◦C) while the Q-factors change by 75%. The
temperature response (δν/δT ) however, is well reproduced (∆T ≈ 0.2◦C). The observed offset in
mode frequency likely derives from differing levels of strain imposed by the metallic collar onto the
sapphire resonator during re-assembly and needs to standardized in future design iterations.

2.3. Measurement Apparatus
The sapphire WGMR cavity is thermally cycled in an Isotech1 drywell. The sapphire WGMR modes
are probed using an Agilent N5230A network analyzer1. The experiment is computer controlled
using an automated LabView2 program that is used to cycle the temperature between 25◦C and
75◦C in 5◦C increments. At each temperature the program allows the drywell to reach equilibrium
(temperature remains stable to within 0.01◦C for minimum of two minutes at the set point, followed
by a 90 min wait time). After the equilibration period, the network analyzer is prompted to record
the microwave transmission spectra (S12) of the cavity over the range of 10 MHz to 20GHz with
25 kHz resolution. During the course of measurement, the temperature of the drywell is continuously
monitored using a calibrated PRT. Our results indicate the temperature is maintained to better
than ±0.01◦C during spectral acquisition. Following acquisition of spectra, the drywell is prompted
to move to the next temperature set point; this pattern is repeated until temperature cycling is
completed.

1Disclaimer: Certain equipment or materials are identified in this paper in order to specify the experimental procedure
adequately. Such identification is not intended to imply endorsement by the National Institute of Standards and Technology,
nor is it intended to imply that the materials or equipment identified are necessarily the best available.

2Standards and Technology, nor is it intended to imply that the materials or equipment identified are necessarily the best
available.
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2.4. Data Processing
The observed spectra are fitted to a spline function which is utilized to identify cavity modes and
extract their peak center, width and amplitude at each temperature. Since increase in temperature
results in decreased permittivity, the WGMR mode frequency will show a negative temperature
dependence, as given by Equation (1).

1
vo

=
1
vo

{
vo

ε⊥
∂ε⊥
∂T

+
∂vo

∂ε||

∂ε||
∂T

+
∂vo

∂L

∂L

∂T
+

∂vo

∂a

∂a

∂T

}
(1)

where vo is the mode frequency, a is the resonator diameter, L is the axial direction, T is tem-
perature, ε|| is the permittivity in the axial direction, while ε⊥ is permittivity in radial direaction.
We filter out all modes that show a temperature dependence greater than (−350 kHz/◦C). The
δν/δT value observed for the empty cavity is only −313 kHz/◦C. Thus, choosing a value below this
threshold ensures spectral artifacts or cavity modes whose frequency dependence derives chiefly
from thermal expansion do not interfere with our spectral interpretation. The resulting list of
modes is then scrutinized for identification of WGMR modes and their suitability for applications
in thermometry.

3. RESULTS AND DISCUSSION

For resonator 1, with metal supporting structure we observe three cavity resonances located at
17.317GHz, 15.68GHz and 12.405 GHz. Over the temperature range of 25◦C to 75◦C the shift in
resonant mode frequency (δν/δT ) shows a linear dependence on temperature (Figure 2(a)) that
varies from −358 kHz/◦C for 12.4 GHz mode to −704.6 kHz/◦C for the 17.3 GHz mode. The ob-
served mode frequency temperature dependence is ≈ 40% smaller than values observed in previous

(a) (b)

(c) (d)

Figure 2: Q-factors and temperature induced frequency shift of resonator 1 modes in the presence of (a) metal
support structure are depressed relative to when Teflon support structure (b) is used. (c) Q-factors and
temperature induced frequency shift of resonator 2 modes with Teflon support structure are shown. (d) Q-
factors and temperature induced frequency shift of resonator 3 show a general overall increase in mode
density and their Q-factors.
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experiments. Furthermore, the Q-factors are at least a factor of 10 smaller than the previously
reported cylindrical resonators [2, 7, 9]. The observed decrease in sensor performance likely arises
due to coupling of electromagnetic energy between the sapphire resonator and the metal support
structure.

The role of metal support structure in degrading the mode Q’s is confirmed by replacing the
metal support structure with Teflon pieces (collar and support rod). For resonator 1 with Teflon
support mechanism we observe five cavity modes located between 15 GHz and 20GHz. As shown in
Figure 2(b) the mode temperature dependence (δν/δT ) varies from −509 kHz/◦C to −1217 kHz/◦C
while the Q-values vary from 350 to 9322. The fact that we observe δν/δT on-par with previously
reported disk and rod resonators that were up to three times larger in size [4] bodes well for our
future efforts in further reducing the photonic thermometer’s size.

We utilized resonator 2 to test the impact of wall thickness on spectral profile. As shown in
Figure 2(d), the resonant modes in resonator 2 show a decrease of up to 25% in their temperature
dependent response. This result suggests that shrinking WGMR thermometers to a size compa-
rable to SPRTs (outer diameter 7.5 mm) while providing similar temperature sensitivity, though
possible, will require the developemnt of innovative non-metallic support structures. The expected
decrease in mode Q-factors with shrinking resonator size could potentially be compensated by the
use of Bragg resonators [10]. Our preliminary efforts with Bragg structures (resonator 3) show
introduction of Bragg features results in increased mode density and a small increase in overall
Q-factors of all resonant modes. The temperature dependence is not significantly impacted by the
introduction of Bragg features (Figure 2(d)).

4. SUMMARY

We have utilized an automated data acquisition and processing platform to demonstrate the fea-
sibility of using a simple two-piece metal support structure to stabilize sapphire resonator in a
microwave cavity. Our results indicate the metal support structure increases the resonator skin
losses, resulting in significantly lower Q-factors and temperature dependence. While there is a sig-
nificant Q-factor penalty for using metallic support structures and reducing the size of the sapphire
resonator, our results here demonstrate the feasibility of this strategy and suggest the sapphire
resonator can be further reduced without significantly compromising the WGMR temperature re-
sponse. Critical to the development of WGMR thermometry will be the development innovative
support structures that can enable reproducible re-assembly of the resonator without significant
perturbation of the resonant modes.
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Abstract— The high-frequency properties of a composite resonator comprised of a microwave
dielectric and a weak ferromagnet were investigated in the X-band. It was shown that inclusion
of the weak ferromagnetic phase leads to possibility of magnetic field control over the resonator
frequency, Q-factor and transmission characteristics that are in qualitative accordance with the
predictions of perturbation theory. Magnetic field tunable change in insertion losses up to 16 dB
and resonance frequency tuning up to 85 MHz have been observed. Such resonators are of interest
for application in frequency agile devices with electronically tunable electrodynamic characteris-
tics for the mm and sub-mm wave bands.

1. INTRODUCTION

Current trends in mobile communications, wireless technologies and radiolocation require improve-
ment of the existing UHF components. Stripline and dielectric resonator based UHF filters, which
are the key elements of the modern transceiver equipment [1–3] lack the possibility of dynamical
tuning of their characteristics. Since utilization of electronically tunable components can greatly
increase the functionality of microwave devices (resonators with controlled electrodynamic char-
acteristics can find application in reconfigurable matched filters [4], that dynamically adjust their
properties in accordance to the spectrum of an incoming signal), development of frequency agile
devices on the basis of high-Q dielectric resonators (DR) is an important and urgent task.

It is known, that electronically reconfigurable devices could be realized by inclusion of ferroelec-
tric [5], semiconductor [6] or ferrite [7] constituent with tunable dielectric constant, capacitance, or
magnetic permeability. Other tuning techniques, with the assistance of electromechanical actuators
or MEMS [6, 8] also had been demonstrated.

In this report, we present a concept for magnetic field tunable devices based on electrodynam-
ically coupled bulk dielectric resonator and a weak ferromagnet. In such structures unperturbed
resonance frequency of bulk DR determines the operating frequency of device, whereas weak fer-
romagnet component facilitates required electronic tunabilty. Weak ferromagnets are of special
interest for applications, due to the strong effect of relativistic Dzyaloshinsky-Moriya field [9] on
the frequencies of their magnetic eigen-excitations. Thus, composite resonator, containing weak
ferromagnet component, is potentially suitable for reconfigurable microwave devices, operating at
frequencies of few tens gigahertz (if quasi-FMR mode is utilized) or even at few hundreds of giga-
hertz (where quasi-AFMR mode comes into play) with very moderate and easily attainable external
bias field [10].

2. EXPERIMENTAL RESULTS

We investigated composite resonator, which consisted from two components: 1) disk-shaped dielec-
tric resonator from commercial grade microwave ceramics and 2) thin platelet of single-crystal iron
borate (FeBO3) with lateral dimensions 2.1× 2.3mm2 and 100µm thickness. Iron borate is a well-
known two-sublattice weak ferromagnet [10, 11], with a spontaneous moment 4πM = 115–120 G at
room temperature (Neel temperature is equal to 348 K) and and is transparent in the visible region
of the EM spectrum. The material demonstrates an uniaxial magnetocrystalline “easy plane” type
anisotropy (“easy plane” is orthogonal to the rhombohedral (111) direction) with negligible in-plane
hexagonal anisotropy. For this work, high-quality single-crystal FeBO3 platelets were grown by us
from solution in melt [12]. They have had a hexagonal shape with trigonal crystallographic axis
C3 pointed perpendicularly to the developed faces.
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2.1. Weak Ferromagnet Characterization
As a first step, a frequency vs. field dependence for FeBO3 was measured, in order to extract
crucial magnetic parameters of the material. For the measurements a custom made 50 Ohm copla-
nar transmission line was manufactured on 0.04 inch thick RT Duroid 5880 substrate. Then the
specimen was placed atop of coplanar transmission line and put inside the solenoid coil, which
could produce longitudinal magnetic field up to 450 Oe. A set of transmission characteristics of
experimental measuring cell for in-plane bias magnetic field in the range from 10 to 415 Oe were
recorded using Agilent N5230 vector network analyzer. Quasi-FMR frequency vs. field dependence
for investigated sample, extracted from network analyzer data, is presented in Fig. 1 with squared
dots According to the results of [10], frequency of the uniform quasi-FMR mode in weak ferro-
magnet, for the case when an external magnetic field is in basal plane, is given by the following
expression:

ω2
F = γ2

(
(H0 + 4πM(Nx −Nz)) (H0 + 4πM(Ny −Nz) + HDM ) + H2

∆

)
(1)

where H0 — bias fields, HDM — Dzyaloshinsky-Moriya effective field term, γ is the gyromagnetic
ratio, Ni — are the demagnetizing factors, H2

∆ is an energy gap due to the magnetoelastic inter-
action [11]. Since HDM is always large compared to the magnetization, and for a given thin-plate
geometry Nx, Nz ≈ 0, Equation (1) can be simplified to

ω2
F = γ2

(
H0 (H0 + HDM ) + H2

∆

)
(2)

Solid line on Fig. 1 is a theoretical curve, drawn using model Equation (2). From the best fit between
theory and experiment a magnetic parameters of FeBO3 were determined to be HDM = 49.9 kOe,
H∆ = 2.1 kOe, which are close to previously published values [10, 11].

Figure 1: Frequency vs. field dependence for quasi-FMR mode in FeBO3 sample. Dots — experiment, solid
line — theoretical calculations using Eq. (2).

2.2. Investigations of Hybrid Oscillations in Composite Resonator Dielectric-weak Ferromag-
net
Next, this FeBO3 sample was epoxy bonded to the cylinder-shape dielectric resonator (diameter
D = 5.1mm and thickness S = 3.1mm), and put inside the rectangular metallic X-band waveguide
with 23 × 10mm2 cross-section. Composite resonator was positioned on the waveguide wide wall,
with FeBO3 in direct contact with metal and secured in place using slab of foam. External bias
magnetic field from solenoid coil was applied in sample’s plane, and directed along the waveguide
axis. Microwave measurements in transmission mode were done using X-band scalar network ana-
lyzer. During the experiment, dielectric resonator was excited on two lower-order HE±11δ modes.
These modes are circularly polarized and have opposite senses of rotation of their rf electric and
magnetic field vectors (clockwise and counterclockwise). Due to the lack of cylindrical symmetry of
waveguide section metal walls, the frequency degeneracy is removed and modes are well separated.
Also, it is worth to note, that actual frequency splitting between modes under consideration would
depend on the symmetry of the metal surrounding, i.e., position of resonator inside the waveguide.
As follows from the above discussion, our composite resonator consists of two parts, each of which
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is a microwave resonator of their own. Dielectric resonator is characterized by a discrete set of
eigenmodes, with their resonant frequencies and Q-factors depend on dielectric constant, resonator
dimensions and position, but do not depend on the external magnetic field. On the contrary, weak
ferromagnet constituent has a single resonant frequency, which is nearly independent of sample
dimension, but strongly depends on magnetic bias (see Fig. 1). When combined together, large
area of contact between ferrite and dielectric in such heterostructure favors substantial penetration
of DR high-frequency electromagnetic field into ferrite platelet, resulting in strong interaction and
hybridization between both oscillations even for marginal relative volume Vf of the ferrite compo-
nent. We would treat dielectric resonator modes as the dominant ones, whereas FMR oscillation in
iron borate will be considered as a perturbation. Hereafter we assumed that permeability tensor for
quasi-FMR mode is the same that for uniformly magnetized ferrimagnet with proper magnitude
of saturation magnetization. Then, if the perturbation object is located in a region where the
microwave magnetic field is circularly polarized, according to the general perturbation theory, one
can expect both resonance frequency shift and quality factor deterioration [13, 14]:

(
∆fr

fr

)

±
∝ µ′ ± µ′a − 1

2
VF

VDR
, ∆

(
1

2Q

)

±
∝ µ′′ ± µ′′a

2
VF

VDR
(3)

where µ and µa are the diagonal and off-diagonal elements of the ferrite rf permeability ten-
sor [13, 15] and the ± sign refers to rf fields sense of rotation (right-hand and left-hand, corre-
spondently). The coefficient of proportionality is related to the DR microwave magnetic field
configuration.

Next, since at the given frequency real and imaginary parts of high-frequency right hand scalar
magnetic permeability (µ + µa) reach their maximum values at, correspondently, magnetic field
near to and equal to FMR field [15], we can expect the largest impact of ferrite constituent on the
hybrid oscillations, when external bias magnetic field is close to the value Hres , for which FMR
frequency would coincide with the dielectric mode unperturbed frequency: ωF (Hres) = ωHE±11δ

.
Experimental results on the transmission characteristics modification with external in-plane bias
magnetic field for composite resonator was positioned at the middle of the wide wall are shown in

(a) (b)

(c) (d)

Figure 2: Transmission characteristics of composite resonator at different bias fields.
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Fig. 2. Frames a) and b) show evolution of transmission characteristics with increasing bias, frame
c) shows dependence of transmission at resonance S21(fr) vs. magnetic field, and on d) resonance
frequency fr vs. magnetic field is depicted. Solid lines on frames c) and d) are drawn by the eye.

3. DISCUSSION

Figure 2 demonstrates the impact of FMR in weak ferromagnet on the properties of hybrid oscilla-
tions. In full accordance with perturbation theory, we observe changes in both eigenfrequency and
Q-factor. The latter one is visible not only in the increasing of the resonance curve width, but also
in the of transmission losses decreasing. Indeed, transmission coefficient at resonance frequency is
inversely proportional to the coupling coefficient K, which, in turn, is directly proportional to the
resonator unloaded Q-factor. Therefore, decreasing of Q lead to increasing of S21(fr). Hence, we
can draw conclusions on Q-factor changes directly from the frame c). Also, from the above figures
one can observe, that the H-field dependence on frames c) and d) have the rather specific shape,
very akin to the shape of, correspondently, (µ′′ + µ′′a) and (µ′ + µ′a) vs. H0 profiles [13, 15]. Thus,
these results agree qualitatively with perturbation theory. Numerical characteristics of coupling
strength between quasi-ferromagnetic and dielectric modes are the following: maximum change in
transmission coefficient at resonance frequency amounted to 16 and 15 dB respectively (here and
below first number corresponds to HE−11δ mode and the second one — to HE+11δ), whereas the
frequency jump in the vicinity of H0 = HFMR

0 was found to be 85 and 70 MHz. These results allowed
as to conclude that in given position an almost equal coupling to both DR modes is provided.

4. CONCLUSION

In this paper, we have investigated the high-frequency properties of composite resonator dielectric-
weak ferromagnet in the X-band. Transmission characteristics for different bias magnetic field
in range from 10 to 370Oe were recorder and analyzed. It was demonstrated that inclusion of
weak ferromagnet constituent leads to possibility of electronic control over a composite resonator
frequency and Q-factor. As far as we used the scalar network analyzer, only magnitude of transmis-
sion characteristic was investigated. However, it is known that phase transmission characteristics
of any resonator strongly depend on its fr and Q-factor, one can expect a profound impact of bias
field on the phase properties of such composite resonator. It was shown, that profiles of fr vs. H0

and 1/Q vs. H0 curves are in qualitative accordance with the predictions of perturbation theory,
with maximum impact observed when magnetic field related FMR frequency coincided with unper-
turbed frequency of corresponding DR mode. Magnetic field tunable change in insertion losses up
to 16 dB and DR resonance frequency tuning up to 85MHz (≈ 1% of central frequency) have been
observed. The magnetic field required for demonstrated here tunability does not exceed 400Oe and
can be conventionally obtained using relatively small and light-weight electromagnets. Therefore we
can conclude, that such composite resonators, comprised from high-quality dielectric resonator and
H-field tunable weak ferromagnetic constituents, provide a flexible tool for use in agile microwave
devices with controlled electrodynamic characteristics and have a potential for both K-band and
(in perspective) sub-mm wave applications.
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Abstract— Surface nanostructuring is one of the most important laser application. Single
shot laser action produces fancy three dimensional (3D) patterns on an illuminated boundary.
Initially a target is absolutely flat — it possesses a translational two-dimensional symmetry
along a boundary. In the paper two sources of the three dimensionality and their interplay
are considered. One of them is melting and a nucleation of voids in molten condensed matter
as a result of development of random thermal fluctuations, while the another is a tangential
gradient of fluence ∇⊥F along a boundary. The mechanisms which transfer those sources into
the final structures are described below. They start with spallation of a thin pellicle due to
a thermomechanical rupture, continue with a capillary interaction inside a foam like transient
volume structures mechanically connected with a pellicle, and finish with freezing of those 3D
liquid structures back into solid.

1. INTRODUCTION

Laser structuring gives us a variety of useful products such as colorized metals, waterproof surfaces
(both obtained first by Vorobyev and Guo), or bio-printing technologies developed by Chichkov
and others. There are two limiting examples in the above mentioned applications. In the first
of them a laser beam is wide (many optical wavelengths λ in a cross-section), a gradient ∇⊥F is
negligible, and a random fluctuating nucleation defines structuring. While in the second example
a laser spot is close to the diffraction limit and the large gradient ∇⊥F ∼ F/λ dominates the
nanobumping and nanojet ejecting. In the second case the gradient suppresses the inevitable (in
the spallation process) even smaller (than λ) scale nucleation. In the paper the both examples and
their interaction through the gradient modulated nucleation (see Figure 2) are considered.

There are many papers devoted to consideration of an illumination of an initially geometrically
3D objects like the nanoparticles. Or there are papers devoted to analysis of a 3D illumination,
e.g., an optical breakdown in transparent media around the waist of a laser beam. Our example
with ∇⊥F ∼ F/λ belongs to the cases of the 3D illumination (ablation near a waist). To be
geometrically 3D, a radius of surface curvature of an object should be less than or a skin depth,
or thermal depth dT , or λ, here dT is a thickness of a heated layer created by laser. Those many
papers are mentioned because we want better designate our problem with initially absolutely flat
target.

A flat boundary excludes the surface plasmone mediated processes connected with interference
coupling between an incident plane electromagnetic wave and a boundary perturbation (because
perturbations are absent). But influence of plasmons should be included for description of the
next laser shots. Below we consider the case of an ultrashort pulse when a nucleation is caused
by melting and creation of large tensile stresses in liquid. A thermomechanical stage after such
pulse action includes formation of a tensile field and nucleation. It lasts during an acoustic time
scale ts = dT /cs ∼ 100 [nm]/4 [km/s] = 25 ps for the bulk targets or ts = df/cs for the thin
(df < dT ) films, here cs is speed of sound. Motion may be described in the one-dimensional
(1D) approximation during this stage, because even in the case ∇⊥F ∼ F/λ a thermal thickness
dT ∼ 100 nm is an order of magnitude less than a wavelength λ ∼ 1000 nm. The 1D approximation
means that ablation velocities are directed normally at this stage relative to a surface.

The undersurface nucleation creates a spallation layer, a pellicle, and a foam connecting the
pellicle and remnants of a target [1–3]. The transverse velocities comparable with the normal
velocities appear in a foam layer during the stage of a 3D nucleation and the stage of the bubble
expansion/merging processes in a two-phase mixture. Motions connected with a 3D two-phase
capillary turbulence in the bottom of a liquid layer survive for a long (many nanoseconds) times in
the case of large fluences when the pellicle disappears and there is a thick hot molten layer. Duration
of recrystallization of a thick molten layer increases with its thickness. The bottom velocities at this
late stage drop down to the low values ∼ 10m/s. Thus a long lasting 3D stage follows the short,
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fast (10–100 ps) thermomechanical 1D expansion. Similar situation with conversion from 1D to 3D
and conversion from the fast motions to the capillary decelerated slow motions takes place in the
case of a small heated spot ∇⊥F ∼ F/λ in the regimes when a frozen nanobump is created [4, 5].
This large difference in the time scales allows to simplify problem of nanobump formation, see
Section 3.

2. LARGE SPOT AND WEAK MODULATION OF NUCLEATION ACROSS A SPOT

Bulk targets were considered before [1–3]. Here we present new results concerning a gold films on a
fused silica substrate. In the simulations a real acoustic impedance of silica is used. For gold a EAM
(embedded atom method) potential [6] is employed for molecular dynamics (MD) simulations. MD
simulations was supported by the 1D two-temperature hydrodynamics (2T-HD) simulations. A
laser pulse has duration 100 fs. We neglect a weak heat conduction of a silica substrate. Thickness
of a film is 100 nm. Thickness of a heated layer in a bulk gold is dT ≈ 140 nm [7]. Therefore
dynamics of our films and the threshold values significantly differ from the case of a thick target.

Simulations describe formation of a cupola and a cavity under the external surface of the cupola
(this is the boundary with vacuum) as a result of a thermomechanical expansion of gold after action
of a laser beam. The full scale MD simulation with, e.g., 50 microns diameter of a heated spot
is outside of the today computer resources, because a corresponding circle of a 100 nm thick film
contains 1010 atoms. Therefore we have used two approaches. In the first of them we run the
1D MD simulations for a series of absorbed fluences Fabs like this was done in papers [1, 2] but
for the bulk targets. Results are shown in Figure 1. In the particular simulation box the fluence
has been distributed homogeneously along the horizontal lines (one-dimensionality inside the box).
But on the horizontal axis of fluences Fabs in Figure 1 the boxes are arranged in accordance with
their particular value of Fabs. Hence we can follow the instant positions of the cupola and cavity
boundaries together with the gold/glass contact as functions of the value of local absorbed fluence
Fabs.
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Figure 1: Formation and evolution of a cupola and an internal cavity shown in the approach with a series of
the six 1D MD runs. One of those runs is not shown as a particular box, because two runs are too close to
each other. Two yellow points inside the second box from the left side correspond to those two runs. It is
important to follow the shapes of the four boundaries: a vacuum boundary, an upper boundary of a cavity,
a bottom boundary of a cavity, and a contact boundary between gold (green) and glass (red). Molten gold
is shown by less dark green. Dark green corresponds to solid. The six yellow points follows instant positions
of a vacuum boundary and a contact for the particular values of the relative absorbed fluence plotted at the
horizontal axis. The relative fluence is Fabs/Fa, where Fa is an ablation threshold. The six runs cover a
range 0.78–1.63 of the relative fluences. There are x, y, z axes in the box. The x and y axes correspond to
the vertical (normal to target) and horizontal directions. The z axis is perpendicular to the plane of figure.
The y-size of the box is 65.4 nm, while the z-size is 16.3 nm. The horizontal three lines mark the initial
boundaries and the middle of the gold film. We see that the flow is appreciably asymmetric relative to the
middle line, because the glass resists to an expansion of gold, while the vacuum side does not.
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t = 79 ps

t = 317 ps

Figure 2: Formation and evolution of a cupola and an internal cavity in the approach with the inhomoge-
neous illumination Fabs/Fa = 1.4 exp(−y2/600 [nm]2). At the threshold we have y = 600

√
ln 1.4 = 348 nm.

Interesting, we see that the early nucleation disk is significantly wider in the horizontal direction. This
corresponds to the difference between the nucleation and spallation thresholds. The x, y, z axes are defined
in previous figure. The y-size of the box is 1000 nm, while the z-size is 8.2 nm.

In the second approach the fluence inside the simulation box has been distributed inhomoge-
neously Fabs/Fa = 1.4 exp(−y2/R2

L) along the horizontal lines, here Fa is an ablation threshold
relative to an absorbed fluence, RL is a radius of a laser spot. The Gaussian function describes
well the experimental illumination conditions. Evolution of ablation flow in the second approach is
shown in Figure 2. Simulation in Figure 2 corresponds to the value RL = 0.6 um. The simulation
box in Figure 2 is very wide (1000 nm) for the typical today computer run. Initial thickness of a
gold film in Figures 1 and 2 is 100 nm. The glass substrate in Figures 1 and 2 is thick enough to
exclude influence of the wave reflected from the bottom boundary of the substrate.

3. SMALL SPOT. FORMATION OF NANOBUMP AND NANOJET

It is very important to develop a true physical picture for the processes taking place during formation
of the nanobump under action of the laser beam tightly focused onto thin film, because it is the
basis of the LIFT/LIBT technologies (Laser Induced Forward, Backward, Transfer) [4, 5, 8–16].
Those technologies allow precisely manipulate with the nanodroplets made from material of the
film. The nanodroplets separate from the jet grown in the apex of the cupola, see Figure 3.

Papers [4, 5] describe how the jet is grown. Dynamic interaction of the laser heated film with
substrate repulse the film from substrate. Local velocity v of the film separated from substrate is
proportional to the local value of absorbed fluence v[Fabs(y, z)]. Therefore a fluence distribution
defines the shape of the curved surface of the separated thin film. Very different shapes may be
produced varying the distributions. Here we consider a Gaussian distribution. It has a maximum
in the center. Thus the cupola like (or dome like) shapes appear, see Figure 3.

Inertial mass of matter forming the cupola shell flies away from the substrate. Therefore height
of the cupola increases (cupola inflates). Capillary forces decelerate the shell, then the cupola height
achieves its maximum and begins to decrease back to substrate [4, 5]. Significant mass concentrates
in the axial region due to focusing action of the convex cupola and deceleration. The ratio of
surface tension stress per mass is low in the axial region. Therefore capillary force can decelerate
the shell but not the axial mass. Thus the axial mass keeps part of its momentum and the axial
jet begin to grow, see Figure 3. This physical picture has been developed in papers [4, 5]. The new
development presented here corresponds to freezing. Figure 3 shows how the liquid is cooled and
how it recrystallizes during its flight.

Paper [17] argue that there are different regimes of motion of the film/substrate system. Transi-
tions between them mainly depend on absorbed fluence Fabs, cohesion strength pcoh between metal
and glass at the contact, and on relative thickness df/dT of a film. There are three regimes divided
by two thresholds 0 < Fcontct < Ffilm in the case of a weak contact cohesion. Film oscillates and
remains on the substrate in the regime of weak illumination F < Fcontct . The film separates as
whole from substrate in the case of moderate fluences Fcontct < F < Ffilm . The evolution shown in
Figure 3 corresponds namely to this case. In the high fluence regime Ffilm < F a film breaks inside
a film. The part of the film adjoining to the contact remains at the contact. The threshold corre-
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Figure 3: Formation and evolution of the cupola and the internal cavity after separation of the gold film
from the silica substrate is shown. Cooling of gold along the film is very significant. Namely this process
leads to freezing of liquid gold. Solid is green, liquid is red. The solidified shell is “woven” from a multitude
of nanocrystallites. They are transiently deformed during oscillations of the solidifying shell. The liquid is
significantly overcooled. Therefore the solidification proceeds not only with crystallization front, but also in
the volume of liquid and at the free surface. The side of the computational square shown in the left column
is 140 nm. The series of the frames explains how the nanobump with the jet above is formed.

sponding to separation of a film as whole from substrate disappears in the case of strong cohesion.
Cohesion of gold to silica is weak, but it becomes much stronger if there is a chromium layer at the
contact. Evolution of a film strongly attached to the glass is shown in Figures 1 and 2.

4. CONCLUSION

Above the spallation and 3D foaming in the case when thickness of a film df is smaller than a heated
depth dT is considered. Previously foaming in case of a bulk target has been studied [1, 2]. Here we
have analyzed how the limited thickness df and presence of a substrate influence foaming. We have
to emphasize that if the non-conducting substrate works as a thermal wall strongly enlarging time
needed for solidification, then the foaming itself will not leads to formation of surface nanostructures
after a single shot, because a surface tension will have time to smooth out the roughness created by
the foaming together with the decay of foam. Thus cooling properties of the substrate is essential
for the thermomechanical surface structuring of metal films (e.g., change glass to crystallin silicon).
This is said for the case of large illuminated spot.

In Section 3 the logical picture of physical phenomena leading to formation of the nanobump
with jet is presented. Effect of solidification in flight is described.



Progress In Electromagnetics Research Symposium Proceedings 2417

ACKNOWLEDGMENT

The work has been done under support from the Russian Science Foundation, grant 14-19-01599.

REFERENCES

1. Inogamov, N. A., V. V. Zhakhovskii, S. I. Ashitkov, Y. V. Petrov, M. B. Agranat, et al.,
“Nanospallation induced by an ultrashort laser pulse,” JETP, Vol. 107, No. 1, 1–19, 2008.

2. Wu, C. and L. V. Zhigilei, “Microscopic mechanisms of laser spallation and ablation of metal
targets from large-scale molecular dynamics simulations,” Appl. Phys. A, Vol. 114, 11–32, 2014.

3. Inogamov, N., et al., “Ultrafast lasers and solids in highly excited states: Results of hydrody-
namics and molecular dynamics simulations,” J. Phys.: Conf. Ser., Vol. 510, 012041, 2014.

4. Inogamov, N. and V. Zhakhovskii, “Formation of nanojets and nanodroplets by an ultrashort
laser pulse at focusing in the diffraction limit,” JETP Lett., Vol. 100, No. 1, 4–10, 2014.

5. Inogamov, N. A., V. V. Zhakhovsky, et al., “Jet formation in spallation of metal film from
substrate under action of femtosecond laser pulse,” JETP, Vol. 120, No. 1, 15–48, 2015.

6. Zhakhovskii, V., et al., “Molecular dynamics simulation of femtosecond ablation and spallation
with different interatomic potentials,” Appl. Surf. Sci., Vol. 255, No. 24, 9592–9596, 2009.

7. Demaske, B. J., V. V. Zhakhovsky, N. A. Inogamov, and I. I. Oleynik, “Ablation and spallation
of gold films irradiated by ultrashort laser pulses,” Phys. Rev. B, Vol. 82, 064113, 2010.

8. Unger, C., J. Koch, L. Overmeyer, and B. N. Chichkov, “Time-resolved studies of femtosecond-
laser induced melt dynamics,” Optics Express, Vol. 20, No. 22, 24864–24872, 2012.

9. Ivanov, D. S., et al., “Short laser pulse nanostructuring of metals: Direct comparison of molec-
ular dynamics modeling and experiment,” Appl. Phys. A, Vol. 111, 675–687, 2013.

10. Nakata, Y., N. Miyanaga, and T. Okada, “Topdown femtosecond laser-interference technique
for the generation of new nanostructures,” J. Phys.: Conf. Ser., Vol. 59, 245–248, 2007.

11. Zywietz, U., et al., “Laser printing of silicon nanoparticles with resonant optical electric and
magnetic responses,” Nature Comm., Vol. 5, No. 3402, 2014, Doi: 10.1038/ncomms4402.

12. Zywietz, U., C. Reinhardt, A. B. Evlyukhin, et al., “Generation and patterning of Si nanopar-
ticles by femtosecond laser pulses,” Appl. Phys. A, Vol. 114, No. 1, 45–50, 2014.

13. Ivanov, D. S., B. Rethfeld, et al., “The mechanism of nanobump formation in femtosecond
pulse laser nanostructuring of thin metal films,” Appl. Phys. A, Vol. 92, 791–796, 2008.

14. Emelyanov, V. I., D. A. Zayarniy, et al., “Nanoscale hydrodynamic instability in a molten thin
gold film induced by femtosecond laser ablation,” JETP Lett., Vol. 99, No. 9, 518–522, 2014.

15. Gubko, M. A., et al., “Enhancement of ultrafast electron photoemission from metallic nanoan-
tennas excited by a femtosecond laser pulse,” Laser Phys. Lett., Vol. 11, 065301, 2014.

16. Domke, M., S. Rapp, M. Schmidt, and H. P. Huber, “Ultrafast pump-probe microscopy with
high temporal dynamic range,” Optics Express, Vol. 20, No. 9, 10330–10338, 2012.

17. Inogamov, N., V. Khokhlov, V. Zhakhovsky, et al., “Femtosecond laser ablation of thin films
on substrate,” PIERS Proceedings, Prague, Czech Republic, Jul. 2015.



2418 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

On Different Regimes of Condensed Matter Ablation Depending on
Intensity and Duration of Absorbed Electromagnetic Pulses

V. I. Mazhukin1, A. A. Samokhin2, A. V. Shapranov1, M. M. Demin1, and P. A. Pivovarov2, 3

1M. V. Keldysh Institute of Applied Mathematics, RAS, Myusskaia sq. 4, Moscow 125047, Russia
2A. M. Prokhorov General Physics Institute, RAS, Vavilov str. 38, Moscow 119990, Russia
3National Research Nuclear University MEPhI, Kashirskoye sh. 31, Moscow 115409, Russia

Abstract— It is shown that one should take into account rather small radiation penetration
length in metal (Al) to describe properly nanosecond laser induced explosive (volume) boiling
process. The result is obtained in the framework of molecular dynamic simulations combined
with continual description of metal electron subsystem.

Absorption of intense electromagnetic pulses gives rise to various nonequilibrium processes in
condensed matter which result in ablation of irradiated materials. These processes are investigated
theoretically and experimentally for many decades (see, e.g., [1–9] and references therein). However,
some of the problems in laser ablation are not yet completely resolved.

Laser-matter interaction depends on laser pulse intensity and duration as well as on electromag-
netic properties of irradiated samples. For metals optical radiation penetration length is usually
rather small. For this reason and because of high values of metal thermal conductivity appearance
of explosive (volume) boiling in metals irradiated with intense electromagnetic pulses is not evident
beforehand in usual continual description of laser-metal interaction which is briefly depicted be-
low. Steady state equation for temperature distribution T (z) in evaporated sample (Al) (halfspace
z > 0) has a form [1]:

V
∂T

∂z
+ χ

∂2T

∂z2
+

αI

ρc
exp(−αz) = 0

cχ
∂T

∂z

∣∣∣∣
0

= LV,

T (t,∞) = T∞

(1)

where the density ρ, heat capacity c, thermal diffusivity χ and absorption coefficient α are assumed
to be constant. From (1) it follows:

Tst = T∞ + ∆T

[
A exp(−αz) + B exp

(
−V

χ
z

)]
,

A = V (c∆T + L) / (c∆T (V − αχ)) ,

B = 1−A, ∆T = T0 − T∞

(2)

I = ρV (L + c∆T ) (3)

Vaporization velocity V and heat of evaporation L depend on surface temperature Ts:

V = 0.83
p

ρ0

√
m

2πkTs
, p(Ts) = pb · exp (11.5 · (1− Tb/Ts)) (4)

where p — saturation pressure at surface temperature Ts, Tb = 2792 K is normal boiling tempera-
ture, pb = 1 bar, m — mass of the evaporated particles, k is Boltzmann constant

Figure 1 shows temperature distributions T (z) for two different intensities and α = 0.7·106 cm−1.
The distributions demonstrate that the surface temperature Ts is somewhat lower then the max-
imum temperature Tm. For metals with high values of α and χ relation (Tm − Ts)/Tm ¿ 1 is
rather small even at high temperatures where V approaches its maximum value. For this reason in
some papers [2, 3] it is argued that this difference can be neglected. However, our recent investiga-
tions [4–6] show that it is this temperature difference which gives rise to explosive (volume) boiling
in the subsurface region where additional subsurface superheating occurs.



Progress In Electromagnetics Research Symposium Proceedings 2419

0 500 1000 1500 2000 2500 3000 3500 4000
3000

4000

5000

6000

7000
   

 

0 200 400

6000

6500

7000

z, nm

T
, K

Z

Figure 1: Temperature distributions T (z) for two
intensities: I = 19.5 MW/cm2 (gray curve), I =
38.5MW/cm2 (black curve).
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Figure 2: Comparison of temperature distributions
from MD calculations (fluctuating curve) just before
explosive boiling and from Stefan-like model (1) for
I = 38.5MW/cm2.
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Figure 3: 1D particle density distribution at t = 1650 ps after the radiation pulse with constant intensity
I = 38.5MW/cm2 is switched on.

Using molecular dynamic (MD) simulations combined with continual description of metal elec-
tron subsystem we analyze nanosecond laser pulse action on metal (Al) film targets with 48 and
430 nm thickness which are initially in liquid states with temperature 6400 K. For this model critical
parameters are 7600 K, 0.48 g/cm3 and 1.4 kbar.

Four different ablation regimes are observed depending on electromagnetic pulses intensities:
surface evaporation which can be described in the framework of Stefan-like model (1), explosive
(volume) boiling, spinodal decomposition and supercritical fluid expansion [4–6]. At shorter (pi-
cosecond) pulses spallation effect (see, e.g., [7, 8]) due to negative pressure values generated in the
thin film is also observed.

Temperature distributions obtained from MD and from Stefan-like analytical model are shown
in Figure 2 with the same value of Ts = 6900K and others parameters as in Figure 2 at I =
38.5MW/cm2. Right-side temperature deviation is due to finite thickness of the film as compared
with halfspace analytical model (1) while at the left side there is a satisfactory agreement between
MD and analytical modeling. However in Stefan-like (1) description of laser ablation there is no
information on fluctuation behavior which becomes unstable at the superheating limit and initiates
explosive boiling process.

As it was already mentioned above appearance of explosive (volume) boiling in metals irradiated
with intense electromagnetic pulses is not evident beforehand because of high values of thermal
conductivity and small radiation penetration length. Nevertheless, the explosive boiling process at
absorbed radiation intensities I = 38.5 and 44 MW/cm2 is clearly visible in 1D (Figure 3) and 2D
(Figure 4(a)) particle density distributions, respectively (in Figures 3–5 the film is irradiated from
the right, z-axis is normal to the film surface).

Explosive boiling process at the considered intensities repeats itself several times. At I =
38.5MW/cm2 5 explosion are observed during 2.4 ns pulse duration. Figure 3 shows 1D particle
density distribution at t = 1650 ps just after the third explosion (at 1640 ps). The result of the
second explosion is also visible in Figure 3 as a smaller density peak.

Figure 4(a) shows several flying away target fragments formed after explosions at earlier moments
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Figure 4: 2D snapshots of particle density, (a) at t = 1.82 ns after the radiation pulse with constant intensity
I = 44 MW/cm2 is switched on, and (b) at t = 0.73 ns with I = 88 MW/cm2.
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Figure 5: 1D particle density distributions at (a) t = 715 and (b) 405 ps after the radiation pulse with
constant intensities I = 88 and 154 MW/cm2 are switched on, respectively.

1.16 ns, 1.5 ns and 1.79 ns. Remnants of the first fragment which was formed due to the first
explosion at 0.71 ns are not visible here.

The fragments with initially well defined boundaries then become thinner and disintegrate due
to surface evaporation process. Figure 4(b) and Figure 5(a) show spinodal decomposition regime
where density fluctuations have no such distinct boundaries as in the explosive boiling case. In
contrast to the explosive boiling and spinodal decomposition regimes which occur at subcritical
pressure and temperature values with considerable fluctuations, in supercritical expansion regime
(Figure 5(b)) the fluctuation are not so prominent.

Initial thickness of the explosive boiling fragment is of the order of radiation penetration length
(about 10 nm). This result means, in particular, that in theoretical description of the explosive
boiling process in irradiated metals [2, 3] it is necessary to take properly into account finite value
radiation penetration length.

Pressure pulses with about two hundreds bar amplitude and two hundreds ps duration generated
during explosive boiling [5] can be used as markers of critical region approaching as it was suggested
four decades ago [9].
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Abstract— Our targets are thin (60–100 nm thick) plane metal films (here gold is considered)
on a dielectric substrate (fused silica below). We consider laser action onto such targets. A
femtosecond laser pulse with durations 30–300 fs is used. Thermal and mechanical behavior of
those targets qualitatively differs from behavior of bulk targets and from freestanding films. A
weakly conductive substrate works as a heat insulating wall if we compare the bulk target and
the film/silica target, thus slowing down cooling of metal due to the heat conduction loses into
bulk. While hydromechanical interaction of the film with the silica changes the situation in
comparison with the freestanding case when both sides of a film are vacuum boundaries. From
the one hand, the silica counteracts against an expansion of metal into the glass. From the other
hand, a cohesion force between the metal and silica resists to separation of film from substrate.
Situations with the bulk targets and freestanding films were studied before. In the paper for the
first time we present descriptions of possible regimes of film/silica dynamics. They depend on
absorbed fluence, two-temperature physics, and a value of a cohesion force. Electrons are much
hotter than ions at a two-temperature stage. Two-temperature effects are dynamically significant
because in case of gold with its delayed electron-ion relaxation the electron pressure contributes
into momentum of a film while an electron conductivity (enhanced at a two-temperature stage)
together with a rate of electron energy transfer into ion subsystem define energy redistribution
across a thickness of a film.

1. INTRODUCTION

In many applications an ultrashort laser pulse irradiates thin films deposited onto a dielectric sub-
strate. E.g., microbumping and lifting phenomena caused by blistering and ejection of the irradiated
film are important for laser bio-printing and LIFT (Laser Induced Forward or Backward Transfer)
technologies [1–3], for formation of arrays of nanoholes [4], and for nanophotonics/nanoplasmonics
applications (e.g., creation of nanoantennas [5]). The case with a film on substrate is interesting
and, as it was said, important. Indeed, a system with a thin film between a substrate from the
one side and vacuum from the other side is very different from a case of bulk targets [6–10] and
from a case of a freestanding (both boundaries are free) thin film [9, 11–14] studied previously.
There are papers devoted to an analysis of phenomena connected with a contact boundary between
two media both having finite inertia (not the vacuum — condensed phase contact). The items
considered in those papers are: dynamics of an aluminum-glass boundary irradiated through glass
[15, 16]; impact of metal onto a dielectric producing a shock in substrate, rarefaction in a metal,
and a sharp deceleration of an expansion of hot metal [17, 18]; and motion of a metal-liquid surface
heated by a femtosecond laser pulse through liquid [19, 20].

But the ablation regimes when the both contact boundaries of a thin film are strongly dynamically
interacting (like in the freestanding thin film) and one of the boundaries is a contact with medium
with a finite acoustic impedance were not described. In the paper below the systems named a
“film on substrate” are considered in details. Interplay of rarefaction waves in a film and dynamic
interaction between the film and the substrate define motion after irradiation. It is shown below
that there are three regimes of behavior depending mainly on absorbed energy Fabs, a cohesion
stress pcoh, and thickness of film df , where the stress pcoh defines a cohesion between two media
at a contact. Under weak illumination F < Fabl the whole (i.e., uncut) film remains at substrate
(the regime 1). In this case the film loses its momentum and a small part of accumulated thermal
energy oscillating on a substrate and radiating a chain of decaying acoustic waves into a thick
substrate. The larger part of the thermal energy is lost as a result of slow cooling due to weak heat
conductivity of a substrate and due to radiative loses from a free surface. Those oscillations have
been observed experimentally [21].

We consider the case of a large ratio of acoustic impedances of contacting media (gold on fused
silica [3]) and rather weak cohesion. Then there is an interval of fluences Fabl < F < Fsp where
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a film separates (delaminates) as a whole from a substrate (the regime 2). The third regime
exists if a fluence is above the spallation threshold Fsp. Then a film breaks in its internal part.
Both thresholds Fabl and Fsp are connected with mechanical breaking under action of tensile stress
and therefore both maybe called spallation (e.g., contact spallation and internal spallation). The
both thresholds are higher than a melting threshold (if pcoh is not too small). Let us clarify that
sometimes peoples connect spallation only with breaking of solids while breaking of liquid is called
cavitation. The schemes of the three regimes are presented in Fig. 1.

1

2

osc.

rad. of
waves

v

gap

v

gap

Figure 1: From left to right: regimes 1, 2, and 3. The film is “1”, the substrate is “2”. Regime 1: the
film exhibits gradually decaying oscillations on the substrate; a chain of acoustic waves, caused by those
oscillations, propagates into the bulk of the substrate. Regime 2: the film delaminates from the substrate,
the growing gap appears between them, velocity v of the film increases with fluence [3]. Regime 3: the
breaking takes place inside the film. A solitary acoustic wave is emitted into substrate in the regimes 2 and
3.

2. OSCILLATIONS OF FILM

Modern model of two-temperature physics [22–24] is used in our simulations presented below. It
includes one-temperature equations of thermodynamical states for gold and silica taken from [25].
Two-temperature system of hydrodynamic equations used here is described, e.g., in [22]. It combines
thermal and dynamic equations and thus differs from the classical two-temperature thermal system
(developed first in [26]) involving only heat equations for an electron and ion subsystems. We show
that for the df = 60–100 nm thick gold films the electron-ion temperature relaxation time scale
teq ∼ 7 ps and the acoustic time scale ts = df/cs ∼ 20–30 ps are comparable. Here df and cs are film
thickness and speed of sound. Electrons become much hotter than ions (Te − Ti)/Ti À 1 during a
laser pulse. Temperature difference (Te−Ti)/Ti gradually decreases due to an electron-ion thermal
coupling. The two-temperature stage finishes when the difference becomes small |Te − Ti|/Ti < 1.
Duration of a two-temperature stage defines a scale teq. An electron-ion coupling parameter [23],
conductivity [23, 24], and a two-temperature equation of state [22] are dynamically important for
the flow evolution.

Figure 2 presents results of simulation for Fabs = 30 mJ/cm2, df = 100 nm, duration of a pulse
is τL = 100 fs. A laser pulse has illuminated the vacuum boundary. This value of Fabs for 100 nm
film is 5% below the lower boundary of the melting interval on the axis Fabs. For both cases
considered in Figs. 2 and 3 a film remains solid. The interval of melting appears as a result of
(i) approximately homogeneous ion temperature distribution established after a two-temperature
stage across a film, (ii) a finite difference in the enthalpy between the solid and liquid states of
metal. The cohesion stress pcoh taken for those simulations overcomes maximum tensile stress at
a contact. For simulation presented in Figs. 2 and 3(a) this means that pcoh > 1.24 GPa, and
pcoh > 0.68 GPa for the case shown in Figs. 3(b) and 3(c). A tensile stress inside a film does not
achieve a strength limit for gold for those temperatures and those deformation rates therefore a
film remains intact.

Figure 2 demonstrates an evolution caused by the counter propagation of the vacuum rarefaction
wave (RW) and the contact RW. In Fig. 2(a) the vacuum RW moves from left to right and the
contact RW moves from right to left. Fig. 2(b) shows the hydrodynamic situation after reflections
of RWs from the boundary with vacuum (contact RW) and from the contact (vacuum RW). In
Fig. 2(b) the RWs change directions: the vacuum RW moves from right to left, while the contact
RW moves from left to right. In Fig. 2(a) pressure inside a film decreases from plus to minus, while
in Fig. 2(b) pressure gradually increases.

It is curious that a similar growth of pressure (around a breaking layer) follows the breaking,
when also the compression waves (spallation pulses) begin to propagate from the breaking point.
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(a) (b)

Figure 2: (a) Convergence of the rarefaction waves (RWs) and their passing through each other inside the
film. Initial positions of vacuum and glass boundaries correspond to the points x = 0 and x = 100 nm. The
head characteristics of the RW starting from the vacuum boundary is “hv” (head vacuum), “Pe” is the trace
of a sharp peak in electron pressure traveling along characteristics after creation of the peak at the boundary
with vacuum. In time this peak of electron pressure is lasting few hundreds femtoseconds covering a duration
of a laser pulse. The head characteristics of a rarefaction wave propagating from the contact with glass is
“hg” (head glass). Every RW drops pressure down. In this figure pressure mainly decreases with time. At
the instant t = 15 ps the “hv” and “hg” heads are near their first intersection. After the intersection the
both amplitudes add together and therefore a drop of pressure to the negative values begins. At the instant
30 ps the heads “hv” and “hg” are near the boundaries of a film. Soon a reflections of the RWs from the
boundaries will begin. Position of the contact at 30 ps is marked as “c.b. 30 ps”. (b) Propagation of the
reflected RWs: 60 ps is an instant just before the second intersection of the heads “hv” and “hg”. After
reflection from the boundaries the RWs change their polarity. Therefore after the second intersection, the
summation of the RWs increases pressure from negative to positive values (in this figure pressure increases
with time). In this connection, please pay attention to the reverse relation between the pressure profiles for
instants 15 and 60 ps. Comparing the traveling durations, we see that stretching decreases speed of sound.
Therefore the duration between the first and second intersections is not ≈ 30 ps but ≈ 45 ps. We also see,
how a compression wave becomes steeper during propagation as result of nonlinearity. The insets show
propagation of the wave irradiated from the film into the glass.

But in the case of breaking the growth of pressure is limited by the zero value, while in the case
shown in Fig. 2(b) the pressure continues to grow to the high positive values.The breaking case takes
place at the stage of stretching (Fig. 2(a)) when two rarefactions add each other, while Fig. 2(b)
corresponds to the stage of compression when two compression waves add each other. The stage
of stretching is the first quarter of the whole period of oscillation, the stage of compression is the
next quarter.

3. BREAKING OR CONTACT, OR FILM BUT USUALLY NOT BOTH

Breaking is connected to a finite strength of material to resist to its stretching. Condensed matter
breaks if a tensile stress overcomes the finite value of its strength pstr. This finite value defines a
threshold because an amplitude of a tensile stress increases with fluence Fabs. Situation with the
thermomechanical breaking in case of a bulk target is well understood [6–10]. Breaking of a thin
film quickly (supersonically) homogeneously heated is also studied well [9, 11–14]. Situation is more
complicated if a depth dT heated by ultrashort pulse is thinner than a film dT < df [9].

Let’s consider the case named a “film on substrate” when a film covers a substrate. We suppose
that the strength of a contact pcoh cannot be larger than a strength of a substrate. Then there
are two possibilities: at the lowest threshold Fthr a system “film on substrate” breaks or at the
contact, or inside the film.

The internal tensile stress is always (here we restrict ourself to the case of the large ratio of the
impedances) higher than the contact tensile stress, see Fig. 3(a). This means that if the contact
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(a) (b) (c)

Figure 3: (a) Comparison of temporal dependencies of pressures at a contact and inside a film is shown. To
plot the extreme value of an internal pressure, we take the maximum value of pressure inside a film when the
whole pressure profile inside a film is positive, see Fig. 2. And we take the minimum value of pressure when
the negative values appear at the pressure profile, see Fig. 2. We conclude that, firstly, absolute values of the
internal pressures are always higher than pressures at a contact. This is consequence of a large impedance
difference between gold and silica. Therefore stress field in a film is higher than stresses outside, see also
Fig. 3(c). Secondly, the strongest internal tensile stresses are always achieved before the instants when the
strongest contact tensile stresses are achieved. All this have important consequences for the cases above
the thresholds Fabl or Fsp, see next Chapters. In acoustic approximation a wave propagating into glass is
p(x − cst). Therefore the temporal behavior at a contact x = xcontct in Fig. 3(a) is similar to the spatial
profile of pressure in glass in the inset in Fig. 2(b) for the instant 80 ps. (b) Fabs = 10 mJ/cm2, df = 60 nm.
Gradual decay of oscillations of pressure at a contact. Oscillations decay as result of irradiation of acoustic
energy into substrate, see next figure. (c) Propagation into glass of a chain of acoustic signals irradiated
by an oscillating film. Amplitude of oscillation inside a film is always higher than the irradiated amplitude
because at the contact the main part of acoustic energy is reflected back into a film.

pcoh and internal pstr strengths are comparable (or pcoh > pstr) then contact never will be ruptured.
Gold is weakly connected to a fused silica, thus at the lowest threshold Fthr the system breaks at

the contact. Above two thresholds have been introduced. One (Fabl) corresponds to a contact, and
may be called also Fcontct, while the other (Fsp) corresponds to a film and may be called Ffilm. We
have Fabl ≡ Fcontct < Fsp ≡ Ffilm in the case with a weak cohesion between a film and a substrate.

Why the second (higher) threshold Fsp ≡ Ffilm appears in the case with a weak cohesion? Indeed,
the delamination of the film varies the hydrodynamic flow in comparison with the unbroken case.
But we should remember that the maximum stretching inside a film is created prior to the maximum
stretching of a contact, see Fig. 3(a). Therefore above the second threshold Fsp ≡ Ffilm the internal
breaking takes place in advance to the instant when the maximum stretching at a contact will be
achieved.

The event of the internal breaking qualitatively changes the hydrodynamic situation. It cuts
short the oscillation behavior inside the first quarter of the oscillation, then irradiation of a chain
of acoustic waves shown in Fig. 3(c) stops. But the main consequence of the internal rupture is
that it reverse the direction of momentum acting onto a contact. Without the rupture the vacuum
RW pulls a contact producing a tensile stress at a contact. While after the internal breaking a film
is divided to two part. The external (i.e., adjoined to vacuum) part gains momentum directed to
vacuum, while the internal part gains momentum directed to silica. It may be shown that in this
case the tensile stress at a contact cannot be created. The internal part of a gold film gradually
loses its momentum as a result of deceleration by a low density silica substrate. The deceleration
lasts few acoustic time scales ts = df/cs. It is longer if the ratio of impedances is larger.

Thus in the case of the large ratio of impedances and the weak cohesion pcoh there are three
regimes changing each other (see Fig. 1) as fluence grows.
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Abstract— We demonstrate new simple methods of all-laser fabrication of nanoantenna (nano-
jet) with an additional elements for coupling/focusing of surface plasmon-polaritons (SPPs).
The first method is realized by using an aluminum (Al) plasmonic lens irradiated by a linearly
polarized femtosecond laser pulse at fluences higher than the ablation threshold of aluminum.
The resulting plasmonic lenses contain single nanojets in their centers owing to focusing of intense
surface plasmon-polaritons and melt expulsion in the locally heated area. Such surface structure
resembles a parabolic antenna, which has a receiver and focusing reflector. The second method is
based on double-shot femtosecond laser nanoablation of thin supported metallic (Au) film. The
first fs-laser pulse produces nanojet, standing on bump of microscale diameter. Irradiation by
spatially shifted (on several microns) second laser pulse results in the bump removing, transition
of nanojet into nanosphere and formation of concentric periodical semi-rings. Resulted surface
structure represents nanoantenna (gold nanospere), surrounded by plasmonic lens, delivering
more incident energy to the nanoantenna.

1. INTRODUCTION

Optical nanoantennas (ONAs), representing metal nanoparticles or nanorods of various shapes,
demonstrate high localization and manipulation of optical radiation at nanoscale. Formation of
such localized “hot spots” can significantly improve performance of molecular sensors [1] and solar
cells [2]. For these applications, it is often necessary to fabricate sufficiently large ordered ONA
arrays, which are now realized by a number of relatively expensive or time-consuming techniques.
Hence, high-performance, low-cost techniques based on pulsed laser nanoablation of thin films to
imprint various ONA types (nanojets [3–5], nanoholes [6, 7], and nanoparticles [8]), are needed to be
developed. Preferences are given to femtosecond laser pulses, which initiate a multi-scale sequence
of electrodynamic, thermal, and hydrodynamic processes, yielding inablation at timescales ∼ 1–
10 ns. These processes are currently the subject of a broad fundamental research [9, 10]. Previously,
laser-assisted fabrication of such nanoantennas on thin films was carried out with single-pulse
irradiation; however, controllable fabrication of ONA arrays containing a central nanotip and an
annular micropit was recently demonstrated via consecutive double-pulse irradiation of bulk Al
surface [11, 12]. We demonstrate that capabilities of single-pulse nanostructuring techniques can
be significantly expanded for advanced ONA fabrication, applying a second laser pulse. In this
approach, the first pulse produces the primary nanostructure, while the second one imprints nearby
an excited SPPs.

2. NANOANTENNA FABRICATION DUE TO FLASH-IMPRINT OF INTENSE SPP

In our experiments, 200-fs (FWHM), second-harmonic (515 nm) linearly-polarized pulses of an Yb-
doped fiber laser with the maximum pulse energy of 4µJ in the TEM00-mode (M2 ≈ 1.05) were
focused by an aspherical lens (NA = 0.5) onto a sample surface (110-nm-thick Au film on a bulk
Si substrate). The laser energy was varied by means of an output acousto-optical modulator and a
reflective attenuator. The sample was arranged on a PC-controlled 3D-motorized micropositioning
platform with a minimal translation step of 150 nm. The Au film was deposited onto the Si sub-
strate by e-beam evaporation process (Ferrotec EV M-6) at a pressure of 5 · 10−6 bar and constant
deposition rate ≈ 4Å/s. To increase adhesion of the deposited material to the substrate, the lat-
ter was pre-cleaned with a built-in ion source (KRI EH200). The film thickness was preliminary
measured, using a calibrated piezoelectric resonator (Sycon STC-2002) mounted inside the vacuum
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chamber, and an atomic force microscope (AFM, NanoDST Pacific Nanotechnology). The result-
ing surface topology was characterized by scanning electron (SEM, JEOL 7001F) and the AFM
microscopes.

According to numerous previous studies [3, 4, 9, 10], single fs-pulse impact leads to formation
of two main features on a thin Au film: either a submicron through hole surrounded by a rim of
solidified melt (high fluences), or a nanojet with a mesoparticle atop on a nanobump with 10-nm-
thick walls, as a hemispherical cupola of the thinned film (lower fluences). Such nanojets with
mesoparticles atop can be fabricated only by laser-assisted techniques. In this case, the fluence of
the first laser pulse can be used to control diameters of such nanobump and microhole. Each type of
the fabricated nanostructures corresponds to a specific range of the peak fluence: Fhole > 0.3 J/cm2

for microhole and Fbump ≈ 0.2–0.3 J/cm2 for nanobump [15]. These two main types of laser-induced
nanofeatures are considered here as efficient scatterers for the second spatially shifted fs-laser pulse,
providing excitation of converging or diverging SPP waves (SPP focusing or defocusing) on the film
surface.

Figure 1(a) shows double-pulse ablation region on the Au film surface: the first series of pulses
fabricated the nanojets with the surrounding nanobump at F ≈ 0.25 J/cm2, while the second
series spatially shifted along x at ≈ 2µm imprinted the diffraction gratings, resulting from the
interference of the second incident pulses and SPPs excited from the nanobump edges. As in the
previous cases, the grating periods are approximately Λ ≈ 0.50± 0.01µm. Importantly, the second
pulse does not only imprint the grating, but also destructs the Au nanobump, leaving the resulting
nanojet to stand alone on the Si substrate. Apparently, such grating formation with the surface
height modulation ∼ 30 nm is caused by the Au film delamination from the silicon surface in the
interference maxima, rather than film ablation.

In the second case, numerical simulation of the interference field on the Au film surface around
the nanobump irradiated by the Gaussian beam shifted by ≈ 2µm along x-axis from the nanojet
center (Fig. 1(b)) demonstrates at least 6 pronounced interference maxima with the period of
0.48µm (Fig. 1(c)). As seen, in these maxima, the peak fluence exceeds the nanobump formation
threshold Fbump ≈ 0.2 J/cm2. Therefore, such interference model for the grating formation is in
excellent agreement with observed experiment results and allows to control its main parameters
(height and the number of ridges) [16].

(a)

(b)

(c)

Figure 1: (a) SEM image of the Au film irradiated by the first femtosecond pulses at the peak fluence
F ≈ 0.3 J/cm2 along the direction marked by the arrow (I) and then by the second pulses at F ≈ 0.25 J/cm2,
spatially shifted along x-axis by the distance of 2 µm (direction II). All SEM images were obtained at 45◦-
tilt. The white arrows indicate the polarization direction; (b) two-dimensional intensity maps calculated at
normal incidence of the Gaussian beam near the edge of the nanobumps surrounding the nanojet; (c) fluence
distribution near the Au film surface calculated for the second-pulse spatial shift 2 µm (black curve) from
the center of the nanobump surrounded the nanojet and in the case of smooth Au surface irradiation in the
absence of the nanobump (red curve).
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3. NANOANTENNA FABRICATION DUE TO FLASH-IMPRINT OF INTENSE
FOCUSED SPP

100 fs, 744 nm linearly polarized Ti:sapphire laser pulses with a maximum pulse energy of 6mJ
in the TEM00-mode were focused by a silica lens (focal distance of 11 cm) onto a 4mm-thick
aluminum sample mounted vertically on an motorized translation stage. The mechanically polished
and ultrasonically cleaned sample was located several mm above the focal plane to obtain a large
spot diameter D1/e ≈ 180µm. The nanostructured sample surfaces were characterized using field-
emission scanning electron microscopy (FE-SEM).

Nanoantenna fabrication on an aluminum surface was performed by two fs-laser pulses at
the same peak fluence F ≈ 0.85 J/cm2 (slightly below the spallative ablation threshold Fspal ≈
0.7 J/cm2 [17]), following with a delay of a few seconds between them [11, 12]. After the first laser
pulse an irregular array of round spallative pits with a surface density ∼ 107 cm−2 appeared on the
surface (Figure 1(a)) at local fluences F > Fspal along an outer border of a macroscopic spallation
crater. Their edges have widths of about ∆ ∼ 100 nm, their bottom is semispherical appearing, in
average, 100 nm below the initial surfacelevel (Figure 2). The average diameter of the pits depends
on local laser fluence, but usually amounts to 1.3µm. They result from intense sub-surface nanovoid
generation (homogeneous nucleation) in the melted surface layer [18] at fs-laser fluences slightly
lower than the spallation threshold Fs. Such pits with prominent edges respond to EM fields in the
optical range as plasmonicnanolenses [19], providing excitation and sub-diffraction focusing of SPPs
in their centers. The focusing in plasmonic lenses exposed by fs-laser pulses at F ≈ 0.85 J/cm2

results within each pit in the formation of a single nanojet (Figure 1), related to material expulsion
and its ultrafast cooling [11, 12] expected for much higher fs-laser fluences, exceeding the threshold
Ffrag ≈ 1.4 J/cm−2 for supercritical hydrodynamic (fragmentation) ablation [17].

Figure 2: SEM image of aluminim surface with nanojet within microcrater formed under two femtosecond
laser pulses irradiation.

4. CONCLUSION

The proposed new principle of all-laser nanoantenna fabrication is very simple and high-productive,
but the physics beyond them is quite interesting and complicated. Both of the proposed methods
induce a sequence of electrodynamic (surface plasmon-polariton [SPP] excitation and interference),
thermal (melting, cavitation, ablation and ultrafast cooling), and hydrodynamic processes. In
particular, SPP excitation leads to local energy deposition into a single sub-diffractive spot or into
sub-wavelength periodical lines, while the thermal and hydrodynamic processes are important for
nanoantenna formation.
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Abstract— Heat transfer by electrons has a significant influence on the heating of the metal
target under the action of ultrashort laser pulses. Therefore, in problems of laser ablation of
metals it is important to know the value of the electronic thermal conductivity. We made cal-
culations and present analytical expressions of the electronic thermal conductivity of solid and
liquid gold in the important for the interaction of femtosecond laser pulses with metals state with
unequal electron and ion temperatures in a wide range of temperatures and densities.

1. INTRODUCTION

When considering the problem of interaction of femtosecond laser pulses with metals we often use
the system of equations describing the hydrodynamical motion of metal target under the laser
pulse action. These equations take into account heat transfer by electrons. Thus electron thermal
conductivity becomes a very important kinetic coefficient governing the dynamics of heating of a
target, temperature and pressure distribution in a heating layer of a target. The pecullar feature
of the interaction of femtosecond laser pulses with metals is the occurrence of nonequilibrium
state with large difference between electron (Te) and ion (Ti) temperatures. Therefore we need
the knowledge of electron thermal conductivity in such two-temperature states [1–5]. Difference
between electron and ion temperatures can achieve several electron Volts. Furthermore, when
considering ablation under the laser irradiation, we have a strong expansion of matter and thermal
conductivity therefore must be calculated at differing values of density. In addition laser ablation
is accompanied by phase transitions of a target matter which also must be taken into account. We
calculate electron thermal conductivity of gold in a wide range of electron and ion temperatures
in the absence of equilibrium between them and in dependence on the density with taking into
account phase transition between solid and liquid state.

2. CONTRIBUTION OF ELECTRON-ELECTRON COLLISIONS INTO THE THERMAL
CONDUCTIVITY

As we consider electron temperatures up to several eV, electron-electron collisions contribute to a
significant extent to the electron relaxation time at large electron temperatures. In a noble metal
such as gold we are interesting in the scattering of conduction electrons (s-electrons) by the same
s-electrons and d-electrons. According to the Matthiessen’s rule the thermal conductivity κse, due
to the scattering of s-electrons by other electrons satisfies the condition given by κ−1

se = κ−1
ss + κ−1

sd ,
where κss and κsd present contributions of s-s and s-d collisions. By solving the kinetic equation for
the electron-electron scattering by the method of [3, 6] we have calculated the thermal resistivity
κse due to e-e collisions. The two-parabolic model of the electron spectrum [3, 6] with the Thomas-
Fermi screening was used. Parameters of parabolic electron bands — the bottom of the s-band
Es = −9.2 eV, the bottom of the d-band E1 = −6.8 eV and the top of the d-band E2 = −1.7 eV,
measured from the Fermi level, were found by using the density functional theory in the VASP
package [7]. Our band structure calculations [8] carried out using the VASP package [7] show that
in gold Fermi energy is proportional to the compression x = ρ/ρ0 to the first degree: EF = xEF0,
and is not proportional to x2/3. Here ρ0 = 19.5 g/cm3 is the density at zero temperature and
pressure, EF0 is the Fermi energy at x = 1.

κse(Te, x) = 1.076 · 10−5x4/3
(
1/t + b0/

√
t + b1 + b2t

)
(1)

(in units of W/(m· K)), where b0 = 0.03, b1 = −0.2688, b2 = 0.9722 and the normalized temperature
t = 6kBTe/EF (x) = 6kBTe/(xEF0), where kB is the Boltzmann constant, EF — Fermi energy, is
used. We neglect the dependence of κse(Te, x) on the ion temperature Ti, since in noble metals it is
weak [6, 9, 10]. At a fixed concentration of ions electronic spectrum rather weakly depends on the
phase (solid or liquid) of the metal. Therefore, we use the approximation (1) in solid and liquid
phases alike.
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3. THERMAL CONDUCTIVITY OF GOLD IN THE SOLID PHASE

Thermal conductivity κ, associated with the electron-phonon interaction in the solid phase can be
written as κsi = cevλsi/3 with the electronic heat capacity per unit volume ce, average speed of
electrons v and the mean free path length λsi = 1/(nΣsi), where n is the concentration of atoms and
Σsi is the effective cross section of the electron-phonon interaction. For the effective cross section we
have Σsi ∝ u2

0(Ti/θ), u0 ∝ ~/(MkBθ)1/2, where u0 is the amplitude of zero-point vibrations of the
atom with mass M , θ = ~cskD/kB is the Debye temperature, cs — sound velocity, kD = (6π2n)1/3

— Debye wave number. Then λsi ∝ θ2/(nTi). Thus, when calculating the mean free path and
transport characteristics the dependence of the Debye temperature θ on the dimensionless density
x, defined above becomes important.

To analytically describe the effect of tension and compression, we need a cold-pressure depen-
dence on the density. We represent it as the sum of the attractive and repulsive parts

pc = An0x
(
xa − xb

)
, (2)

where n0 is a concentration of atoms in equilibrium at T = 0, p = 0. Parameters in the ex-
pression (2) A = 14.6 eV/atom, a = 3.92, b = 1.95 are defined to reproduce reference value of
the bulk modulus of gold K = 220 GPa (Wikipedia) under normal conditions, cohesive energy
3.78 eV/atom [11] and the reference value 14.2 ·10−6 K−1 of the thermal expansion coefficient under
normal conditions [12]. For these values of the parameters (A, a, b) minimal pressure on the cold
curve (2) is equal to pmin = −26.0GPa. at the expanding ratio xmin = 0.77. Present values are
consistent with the commonly used data (xmin = 0.74, pmin = −21GPa) [13, 14]. When making a
binomial formula (2) for cold pressure the expression for the Debye temperature has the form

θ(x) = (~/kB)cs0kD0x
1/3y1/2(x), y(x) =

[
(a + 1)xa − (b + 1)xb

]
/(a− b), (3)

where y ∝ K = ρdpc/dρ, K — bulk modulus, and cold pressure pc is given by (2); the speed of sound
cs0 is averaged over directions by using the relation 3/c3

s0 = 1/c3
l0 + 2/c3

t0 with longitudinal cl0 and
transverse ct0 sound velocities taken at x = 1 as well as the Debye wave number kD0 = kD(x = 1).
To avoid the difficulties associated with the negative values of y(x) at small x and to describe
moderate (tens of percent) density variations around the equilibrium value, we use the function

ȳ(x) = (1 + cab)xα/(1 + cabx
β), α = 2a + 1, β = a + 1, cab = (a− b)/(b + 1) (4)

instead of the function y(x). Parameters of the function ȳ(x) (4) are chosen so that the functions
ȳ and y are close to each other near the equilibrium density x = 1. As it can be seen, when x → 0,
the function ȳ(x) (4) remains positive. The thermal conductivity in the solid phase can be written
as κsol = κseκ

sol
ei /(κse + κsol

ei ) with the electron-electron contribution to the thermal conductivity
κse given by (1). Index “se” denotes the s-electron scattering on the s- and d-electrons.

Coefficient of thermal conductivity due to electron-phonon collisions in a solid phase κsol
si is

calculated by the formula

κsol
si = (1/3)cevλsi = (1/3)nkBC(t)vF λsi, (5)

In the formula (5) a dimensionless factor C(t), t = 6kBTe/(xEF0) comprises the dependence
of heat capacity and average speed of s-electrons v = vF ((1 + 3kBTe/(2xEF0))1/2 on the electron
temperature Te (and x). Fermi velocity vF = vF0x

2/3, when EF = EF0x. Other multipliers in (5)
don’t depend upon Te. The heat capacity of the s-electrons is calculated in the framework of the
two-parabolic approximation of the electron spectrum [3] and significantly differs from the total
electron heat capacity of gold.

Replacing y(x) by ȳ(x) in (3), we obtain θ2(x) = θ2(1)x2/3ȳ(x). Then λsi ∝ [ȳ(x)/x1/3](1/Ti).
Entering the value κ0(t) = (1/3)n2/3

0 kBC(t)vF0, having the thermal conductivity dimension, we
get from (5) κsol

si ∝ κ0(t)x4/3ȳ(x)/Ti. The function κ0(t) was calculated for solid gold at x = 1.
Results can be approximated by the expression

κ0(t) = 131
t(1 + 3.07t2)
(1 + 1.08t2.07)
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(in units of W/(m·K)). We denote xrt = 19.3/19.5 relative density of gold on the sublimation
curve at room Trt = 0.293 kK temperature. Together with the experimental value of the thermal
conductivity under these conditions 318 W/(m·K), we obtain

κsol
si (Te, Ti, x) = 318

(
x

xrt

)4/3 ȳ(x)
ȳ(xrt)

Trt

Ti

κ0(t)
κ0(trt)

, (6)

in units of W/(m·K), where trt = 6kBTrt/(xrtEF0).

4. THERMAL CONDUCTIVITY OF GOLD IN THE LIQUID PHASE

Electron-electron contribution into the thermal conductivity of molten gold is still given by (1).
Assuming that in the liquid phase electron mean free path λl due to the electron-ion scattering can
be, as in the solid phase, written in factorized form λl = n

−1/3
0 W (Ti)xβ, and again using the value

κ0(t(Te, x)), we have for the coefficient of thermal conductivity

κliq
ei (Te, Ti, x) = κ0(t) · x5/3W (Ti)xβ.

Drude formula for resistivity gives

r(Ti, x) =
pF

ne2λl
=

r0

W (Ti)xβ+2/3
.

Here r0 = (3π2)1/3R0/(2π)n−1/3
0 = 3254 nOhm·m. According to quantum molecular dynamics

calculations [15] we take β = 4/3. Function W (T ) can be found by the use of known experimental
dependence rl(T ) of the resistivity of gold [12] on the temperature on the boiling curve xl(T ) of
phase diagram, so that

W (T ) =
r0

rl(T )xβ+2/3
l (T )

Boiling curve [16] for the temperature T in kK can be approximated as xl(T ) = 0.8872−0.03283(T−
1.337) − 0.003098(T − 1.337)2 − 0.0001649(T − 1.337)3 with a resistivity in the units of nOhm·m
on it rl(T ) = 148.5 + 119.3 ∗ T ∗ 15.337/(14 + T ), which coincides with the known experimental
data and tends to the minimum metallic conductivity in strongly disordered ion system at high ion
temperatures.

Then we obtain the coefficient of thermal conductivity in the liquid phase due to electron-ion
collisions in the form

κliq
ei (Te, Ti, x) = κ0(t)

r0

rl(Ti)
x

(
x

xl(Ti)

)β+2/3

. (7)

The thermal conductivity coefficient in liquid phase is entirely calculated with taking into account
κse, so that the thermal conductivity is κliq = κseκ

liq
ei /(κse + κliq

ei ).
In Fig. 1 the electron thermal conductivity of gold in dependence on the temperature for single-

temperature situation in the thermal equilibrium state on the binodal curve including the subli-
mation and boiling curve, as well as on the normal density isochore is presented. Phase transition
between solid and liquid states is manifested in a jump in the thermal conductivity on the binodal
and slightly more smooth transfer from its value in the solid state to the value in the molten state
on the isochore. Fig. 2 presents results of calculation of thermal conductivity in dependence on
the relative density x at three values of equilibrium temperature T = 1000 K, 1337 K and 1800 K.
Influence of liquid-solid phase transition onto the thermal conductivity can be seen.

In Fig. 3 electronic thermal conductivity in the nonequilibrium two-temperature case, interesting
for the interaction of ultrashort laser pulses with metals, is shown in dependence on the electron
temperature for several values of the ion temperature in both the solid and liquid phases for the
density ρ = 19.5 g/cm3 (density at T = 0, p = 0). The nonmonotonic behaviour of the coefficient
of thermal conductivity in the solid phase at relatively low ion temperatures is due to significantly
weaker increase of the electron-electron collisions as the electron temperature increases above 10 kK,
than at lower temperatures of the electrons, whereas the continuing increase in the heat capacity
s-electrons and their average velocity takes place.
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Figure 1: Dependence of the electron thermal con-
ductivity of gold on the temperature T , the same
for ions and electrons. 1 — on the isochore of
19.3 g/cm3 density; 2 — on the binodal curve con-
sisting of sublimation and boiling curve. S1L1 and
S2L2 segments contain liquid-solid phase transition
region.

Figure 2: Electron thermal conductivity coefficient
of gold in dependence on the relative density x at
three values of temperature T , equal both for elec-
trons and ions. 1 — T = 1000K; 2 — T = 1337 K;
3 — T = 1800 K. SL segments indicate the regions
of liquid-solid phase transition.

Figure 3: Electron thermal conductivity coefficient of gold in dependence on the electron temperature Te in
the 2T -case. Curves 1, 2, 3 refer to the solid phase (1 — at ion temperature Ti = 0.293 kK, 2 — at Ti = 1 kK,
3 — at Ti = 1.8 kK), curves 4 and 5 refer to the liquid phase (4 — at Ti = 2.2 kK, 5 — at Ti = 4.5 kK).
Relative density x = xrt = 1.

5. CONCLUSION

We present analytical expressions of electron thermal conductivity coefficient of gold in dependence
on the electron and ion temperatures and density within the range, characteristic for the interaction
of femtosecond laser pulses with metals. In calculations the electron-electron as well as electron-ion
scattering is taken into account with s- and d-electrons of gold under consideration as well as in
the solid phase and in the melt, with taking into account the jump at the phase transition. These
analytical expressions can be used in two-temperature hydrodynamic and molecular dynamics codes
to study problems of laser ablation of metals.
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Dissipative Magnetorotational Instability: Wavelength Asymptotic
Saturation

F. E. M. Silveira
Centro de Ciências Naturais e Humanas, Universidade Federal do ABC, Santo André, Brazil

Abstract— When a plasma, which rotates differentially about a fixed center, is subjected
to a magnetic field, perpendicular to the plane of rotation of the fluid, the coupling of the
current with the field (the Lorentz force density) may be disruptive if the angular velocity of
the gas decreases with the increase of the radial coordinate. This phenomenon is commonly
referred to as the magnetorotational instability (MRI). For a perfectly conducting, inviscid plasma
(ideal approximation), the problem can be treated analytically. Such an approach is particularly
useful for the description of the dynamic evolution of accretion disks, astrophysical structures
consisting of ionized gases which rotate about compact objects (black holes, neutron stars). In
this case, the flow is assumed to exhibit a Keplerian profile, thereby leading to a dispersion
relation which is biquadratic in the growth rate of the MRI. However, the associated instability
condition implies the perturbative wavelength increases with the increase of the radial coordinate.
This means that, as the radial coordinate decreases, the perturbative frequency increases with
no limit. Recently, there has been some progress towards an analytical formulation of the MRI
by including dissipative effects for the rotating plasma. In this work, by introducing both finite
resistivity and viscosity for a Keplerian accretion disk, it is found that the growth rate of the
instability may satisfy a quadratic equation and become suppressed by a term which depends
on the magnetic Prandtl number. It is also shown that, when resistive effects dominate, the
perturbative wavelength saturates asymptotically to a minimum value which does not depend on
the radial coordinate.

1. INTRODUCTION

When a plasma rotates differentially about a fixed center, on a plane perpendicular to a magnetic
field, the coupling of the current density flowing in the fluid with the field (the Lorentz force density)
may be disruptive. Such a process is commonly referred to as the magnetorotational instability
(MRI) [1, 2]. This phenomenon has been intensively studied in recent years, in connection with
the description of the dynamic evolution of accretion disks [3, 4]. These systems are astrophysical
structures which consist of ionized gases that orbit massive compact objects like black holes and
neutron stars. Perhaps, the simplest approach to the problem is to consider an ideal plasma
(dissipative effects are negligible) subjected to a small perturbation parallel to the equilibrium
magnetic field. In this case, it is widely known that the condition for the MRI to occur in the
neighborhood of a given point over the disk depends on the distance of the point from the central
object [5, 6]. However, it can be shown that such a result implies the characteristic wavelength of
the unstable modes is unbounded. In this work, we derive the condition for the MRI to occur in a
plasma with both finite resistivity and viscosity. As a consequence, we find that the characteristic
wavelength of the unstable modes saturates asymptotically to a finite value which does not depend
on the distance from the central object.

2. BASIC EQUATIONS

Let us start by considering an incompressible fluid with (constant and uniform) mass density ρ0.
In this case, the principle of matter conservation (the continuity equation) implies the velocity field
~V is divergenceless,

∇ · ~V = 0. (1)

Next, by supposing that the fluid is a (electrically neutral) viscous plasma, subjected to a magnetic
field ~B, the time evolution of ~V will be governed by the Navier-Stokes equation,

∂~V

∂t
+

(
~V · ∇

)
~V = −∇P

ρ0
+

(
∇× ~B

)
× ~B

µ0ρ0
+

ν

ρ0
∇2~V , (2)

where P denotes the hydrodynamic pressure, ν represents the (dynamic) shear viscosity, µ0 stands
for the vacuum magnetic permeability (a diamagnetic medium is assumed), and use has been made
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of Ampère’s law (in the hydromagnetic approximation: the displacement current is negligible with
respect to the conduction current in the Ampère-Maxwell law). Further, the absence of magnetic
monopoles implies

∇ · ~B = 0. (3)

Finally, the time evolution of ~B obeys Faraday’s law,

∂ ~B

∂t
= ∇×

(
~V × ~B

)
+

η

µ0
∇2 ~B, (4)

where use has been made of the standard form of Ohm’s law for a plasma with finite resistivity η.
Eqs. (1) to (4) are the basic equations for the considerations to follow.

3. EQUILIBRIUM CONFIGURATION

We suppose now that the plasma rotates differentially about a fixed center, on a plane which
is perpendicular to a constant and uniform magnetic field. By adopting cylindrical coordinates
(r, θ, z), such hypotheses may be expressed through the relations ~V = θ̂rΩ and ~B = ẑB0, where
Ω = Ω (r) and B0 = constant. In this case, we see at once that Eqs. (1), (3), and (4) are
automatically satisfied, and that Eq. (2) implies

1
ρ0

∂P

∂r
= rΩ2,

1
ν

∂P

∂θ
= 3rΩ′ + r2Ω′′, (5)

where the prime denotes a first order total derivative with respect to r. Eqs. (5) describe an
equilibrium configuration (actually, a stationary state) of the fluid, for which cylindrical isobaric
surfaces are supported radially by a centrifugal force and azimuthally by a viscous torque.

4. PERTURBATIVE ANALYSIS

Let us consider small perturbations f ∼ exp (γt + ıkz) (expressed in terms of pure Fourier mode
decompositions) for the equilibrium quantities F , F → F + f , such that O (

f2
)
,O (

f/r2
) ∼ 0.

This means that we regard linearized disturbances for the equilibrium configuration (5) in the
neighborhood of a given radial coordinate, to the first order in 1/r (only first order curvature terms
are kept). In this case, Eq. (1) leads to

vr

r
+ ıkvz = 0, (6)

it follows from Eq. (2) that
(

γ +
νk2

ρ0

)
vr − 2Ωvθ = ı

kB0

µ0ρ0
br,

(
γ +

νk2

ρ0

)
vθ +

(
2Ω + rΩ′

)
vr = ı

kB0

µ0ρ0
bθ,

(
γ +

νk2

ρ0

)
vz = −ı

k

ρ0
p, (7)

Eq. (3) leads to
br

r
+ ıkbz = 0, (8)

and it follows from Eq. (4) that
(

γ +
ηk2

µ0

)
br = ıkB0vr,

(
γ +

ηk2

µ0

)
bθ − rΩ′br = ıkB0vθ,

(
γ +

ηk2

µ0

)
bz = ıkB0vz. (9)
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Eqs. (6) to (9) seem to show that we have eight equations for seven unknowns. However, with the
help of Eqs. (6) and (8), it can be easily checked that the first and third of Eqs. (9) are linearly
dependent. This means that, actually, we have seven linearly independent equations for seven
unknows. By choosing the third of Eqs. (9) to be a spurious equation, we may determine p in terms
of vz from the third of Eqs. (7), vz in terms of vr from Eq. (6), and bz in terms of br from Eq. (8).
As a result, we are left with the determination of the subset of four unknowns vr, vθ, br, and bθ

from the first two of both Eqs. (7) and (9) to fix the whole set of seven perturbative quantities.

5. DISPERSION RELATION

From the physical perspective, the relevant quantities are the non-trivial solutions for the whole
set (6)–(9), which are obtained by requiring that the determinant of the coefficient matrix for the
subset — as mentioned above, first two of both Eqs. (7) and (9) — vanishes. In this case, the
(in principle, complex) time rate γ and (definitely, real) wavenumber k must satisfy the dispersion
relation
(
γ + ω2

AT
)2 (

γ + Pmω2
AT

)2+
[
κ2

(
γ + ω2

AT
)

+ 2ω2
A

(
γ + Pmω2

AT
)] (

γ + ω2
AT

)
+

(
ω2

A − 2qΩ2
)
ω2

A = 0,
(10)

where we have introduced the usual epicyclic frequency κ, shear parameter q, Alfvén frequency ωA,
magnetic Prandtl number Pm, and decay time T of the flow perpendicular to the magnetic field,
which are defined through the formulae

κ2 = 2Ω
(
2Ω + rΩ′

)
, qΩ = −rΩ′, ω2

A =
k2B2

0

µ0ρ0
, Pm =

ν/ρ0

η/µ0
, and T =

ηρ0

B2
0

. (11)

When dissipative effects are negligible, Eq. (10) approaches

γ4 +
(
κ2 + 2ω2

A

)
γ2 +

(
ω2

A − 2qΩ2
)
ω2

A = 0. (12)

We see that Eq. (12) has a root γ > 0 if the condition

ω2
A < 2qΩ2 (13)

is satisfied, provided that q > 0. Result (13) is nothing but the usual condition for the ideal (the
plasma resistivity and fluid viscosity are negligible) MRI to occur and γ denotes its standard growth
rate.

6. KEPLERIAN DISK

An important application of result (13) in astrophysics concerns the description of the instability
of an accretion disk. By assuming that its differential rotation about a central object of mass M is
of gravitational origin, one may easily check that

Ω2 =
GM

r3
, (14)

where G stands for Newton’s gravitational constant. Eq. (14) is nothing but Kepler’s third law and
the system is known as a Keplerian disk. Given Eq. (14), condition (13) shows that the wavelength
λ = 2π/k of an unstable mode exhibits a lower limit,

λ >
2πB0/Ω√

3µ0ρ0
, (15)

for a Keplerian disk. However, according to Eq. (14), limit (15) is unbounded. Actually, as the
central object is approached, more and more monochromatic unstable modes fit within the disk
(thickness). Such a result is physically unacceptable because it states that as the radial coordinate
decreases, the frequency of the unstable modes increases with no limit. Let us see how this drawback
can be circumvented when both finite plasma resistivity and fluid viscosity are introduced into the
problem.
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7. WAVELENGTH SATURATION

For most applications, the magnetic Prandtl number, Pm, is a very small dimensionless quantity.
For instance, its order of magnitude is approximately 10−5 in liquid-metal laboratory dynamos or
in the interiors of planets and may attain 10−2 at the base of the Sun’s convection zone. This means
that we can consider the feasible situation for which the (modulus of the complex) perturbative
time rate, γ, is negligible with respect to the resistive time rate, ω2

AT , yet comparable to the viscous
time rate, Pmω2

AT . In this case, Eq. (10) approaches
(
ω2

AT 2
) (

γ + Pmω2
AT

)2 +
(
2ω2

AT
) (

γ + Pmω2
AT

)
+

[(
1 + κ2T 2

)
ω2

A − 2qΩ2
]

= 0, (16)

such that Eq. (16) has a positive root, provided that the condition
[(

1 + Pmω2
AT 2

)2 +
(
κ2T 2

)]
ω2

A < 2qΩ2 (17)

is satisfied for some also positive shear parameter. However, given the ideal MRI condition (13)
and the smallness of Pm, when resistive effects dominate, Eq. (17) approaches

(
κ2T 2

)
ω2

A < 2qΩ2. (18)

Quite interestingly, Eq. (14) shows that the lower limit for the wavelength of an unstable mode in
a Keplerian disk now becomes bounded,

λ >
2πη/B0√

3µ0/ρ0

, (19)

because it does not depend on the radial coordinate. This means that the frequency of the unstable
modes saturates asymptotically to a maximum value, which is fully determined by the resistivity
of the disk.

8. CONCLUSION

Dissipative effects have been investigated on the MRI. The basic changes with respect to the
approach to the problem in the ideal limit have been: (1) the introduction of the resistive, η/µ0,
and viscous, ν/ρ0, diffusivities in the induction, (4), and Navier-Stokes, (2), equations, respectively,
and (2) the identification of the resistive, ηk2/µ0 = ω2

AT , and viscous, νk2/ρ0 = Pmω2
AT , time rates

in the general dispersion relation, (10). As a result, when resistive effects dominate, it has been
shown that the instability condition in the ideal limit, (13), is corrected by the coefficient κ2T 2,
see Eq. (18). The proposed formulation has been then applied to the description of the instability
for a Keplerian disk and it has been found that the characteristic frequency of the unstable modes
saturates asymptotically to a maximum value which does not depend on the distance from the
central object and is fully determined by the resistivity of the disk, see Eq. (19).
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Abstract— The paper describes the connection of a hydrogen circuit to a 24V experimental
smart grid. The principle of the proposed design consists in improving the stability of the current
grid and enabling maximum exploitation of the electric energy produced by renewable sources
(micro-hydropower plant, photovoltaics, and wind power plants). In this respect, the authors
present a very important module to save the energy and show an efficiency calculation of the
hydrogen circuit.

1. INTRODUCTION

This paper deals with an idea of smart grid, a physical realization of a DC smart grid laboratory
model and a strategy of its control. An authors’ idea is to utilize a maximum of renewable en-
ergy [1, 2]. It would be a logical and the most economical principle, but it is in a contradiction
with physical principles of electrical energy, with requirements coming from consumers and with
possibilities of an electrical distribution system and information and control systems. A saving
electrical energy is a difficult problem [3].

A principle of a hydrogen management is usage of hydrogen as an energy carrier and storage.
The hydrogen can be used to power e-cars as well as heating, but also for a preservation of electricity
in the fuel cell. For hydrogen sources utilized in the hydrogen management, there are several basic
solutions. The actual technology of hydrogen electricity has several variants [4]. The goal of this
paper is to measure and calculate efficiency of hydrogen circuit.

2. EXPERIMENTAL ELECTRICAL NETWORK (E.E.N.) DESCRIPTION

The authors specify most of existing possibilities of the electrical energy saving. In this chapter
authors describe a smart grid and design a physical realization of the DC smart grid with saving
into different technologies [2]. And one of these ways is hydrogen. For our experiments in smart
grid we use energy storages as accumulators and metal hydride storage. Energy for the smart grid
is obtained from the power plants.

Small power plants utilizing renewable energy sources are connected to our E.E.N. Firstly, there
is a PV panel and small wind power plant which are situated on a roof of the building. The micro-
hydropower plant must be placed in other locations from practical reasons. A produced energy is
stored in batteries and in the hydrogen container.

The control system, including the CompactRIO hardware and LabView software, manages the
flow of energy in individual sources and performs the consumption control. This system can deter-
mine which resources are currently supplying the power to the grid and what amount of power is
being delivered.

The designed E.E.N. is equipped with a number of batteries for each individual power source;
however, the introduction of centralized battery storage is proposed. Although the storage of
electric energy in the form of hydrogen does not seem to be a promising approach, a hydrogen fuel
cell (one metal-hydride container as a form of hydrogen storage) will be integrated into the E.E.N.
in order to realize a source of peak energy.

3. E.E.N. — STORAGES

An idea is to utilize a maximum of renewable energy which is available in an every moment. It
would be a logical and the most economical principle, but it is in a contradiction with physical
principles of electrical energy, with requirements coming from consumers and with possibilities of
an electrical distribution system and information and control systems. A saving electrical energy is
a difficult problem. In the contribution authors specify most of existing possibilities of the electrical
energy saving. In our E.E.N. we use two types of storages. The first type contains accumulators
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(auto batteries), see Fig. 1(a)) and the second type represents a metal hydride storage tank, see
Fig. 1(b)).

Accumulators — The first type of storages contains accumulators. We use battery VARTA in
our smart grid.

Hydrogen storage — The second type of storage is hydrogen storage. A metal hydride storage
tank consists of special metal alloys that have to capability of storing hydrogen atoms in their
crystal lattice. In order to obtain as large a surface area as possible for this, the metal alloys
are pulverised. The hydrogen is introduced into the storage tank under slight positive pressure,
and reacts with the metal alloy to form the metal hydride. This process is exothermic, i.e., heat
is dissipated. Heat must be reintroduced in order to discharge hydrogen from the storage tank.
Metal hydride storage tanks have a high storage density with respect to the volume. However,
they have a low storage density with respect to the weight. New, lighter storage materials are
being developed. The use of these lighter materials could lead to a considerable improvement of
weight-related storage density [5, 6].

(a) (b)

Figure 1: (a) The accumulator VARTA heavy duty 12 V–140Ah. (b) The OvonicTM solid hydrogen storage
canisters 760 sl.

4. HYDROGEN CIRCUIT

In an E.E.N., a hydrogen circuit is applied in situations when all the accumulators are fully charged
and the smart grid exhibits an energy surplus (meaning that the related photovoltaic panels, wind
power plants, or small hydroelectric plants generate energy constantly). Such a surplus is then used
to produce hydrogen, and this product is stored in a metal hydride storage case.

In our case, for our experiments we use a small hydrogen circuit contains of a metal hydride
canister see Fig. 4. This hydrogen circuit can be divided into three main parts. The first is
electrolyser (hydrogen generator) with a dryer and purifier, the second part is the storage, in our
case the storage is a metal hydride storage tank with a valve system to switch between a charge
operation and consumption, and the third one is a fuel cell.

Electrolyser = hydrogen generator — In electrolysis, chemical compounds are decomposed by
electrical current. For example, electrolysis can be used to decompose water into its constituents:
hydrogen and oxygen. In principle, an electrolyser consists of a negatively charged cathode, to
which the positive ions migrate; second a positively charged anode, to which the negative ions
migrate and third, an electrolyte, a material which conducts due to ion migration [7].

We use an electrolysers ACTA EL100c+dryer hydrogen generator, see Fig. 2. Technical spec-
ification of EL100c: Max hydrogen flow rate @20◦C/1bar: 100 NI/h, max out pressure: 30 bar,
Purity of hydrogen: 99.95% @30 bar, maximal power consumption 700W, max water consumption:
0.1 l/h [8].

Figure 2: The hydrogen generator ACTA EL100c + dryer.
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Metal hydride canister — We use an OvonicTM metal hydride storage tank (see Fig. 2) with
these parameters: Hydrogen content: 850 liters and fill to: 6706.1 gram [10].

Fuel cell — The fuel cell’s principle of operation is the reverse of that of an electrolytic cell
(electrolyser). Like the electrolytic cell, a fuel cell consists of a negative and positive electrode and
an electrolyte. We use Proton Exchange Membrane Fuel Cell (PEMFC). The PEM fuel cell con-
verts chemical energy into electrical energy efficiently. The electrolyte is a thin proton-conducting
polymer membrane. The membrane is coated with catalyst material on both sides. These two
layers form the cathode and the anode of the fuel cell. Individual cells are connected together to
form Compaq stacks in order to match different power requirement. Stack ability high efficiency,
and good cold-start behavior of the PEM fuel cell make it suitable for a wide range of applications,
e.g., for electric drivers in cars, as a replacement for disposable and rechargeable batteries, and for
residential electricity production [6, 7].

We use H-200 Fuel cell Stack by Horizon Fuel Cell Technologies, see Fig. 3. The fuel cell has
these parameters: rated power 200 W, performance: 28.8 V @7.2 A number of cells: 48.

(a) (b)

Figure 3: H-200 fuel cell stack by horizon fuel cell technologies (left and right side).

The arrangement of the hydrogen laboratory is outlined within the block diagram and image
shown in Fig. 4. The entire hydrogen circuit can be controlled from LabView, via a signal sent by
the E.E.N.-driving program. If an energy surplus is detected, the program will send a signal to
activate the controlled switch; thus, the electrolyser and dryer will start to operate. The electrolyser
is capable of producing very clean (with 99.95% purity) dry hydrogen at @30 bar. Such a high
pressure has to be decreased to the value of 10 bar by means of a manual reduction valve; the
reduced pressure is applied to fill the hydrogen storage, which is formed by a metal hydride canister.

In an opposite state occurs in the E.E.N., namely a condition when the local accumulators are
discharged and only an insufficient amount of energy is available in the network, LabView dispatches
a signal to open the controlled valve 2; through the open valve, hydrogen will be transported from
the metal hydride storage to the fuel cell. The hydrogen pressure, however, has to be maintained
at 0.45 bar; otherwise, the cell could be destroyed. Further, it is also possible to utilize a flowmeter
to determine the quantity of hydrogen flowing from the metal hydride storage. The fuel cell, too,
is switched on by a signal because its actual start needs to be performed in the no-load mode;
only after approximately 10 seconds, the controlled DC/DC converter is connected. The converter
regulates the amount of current flowing from the fuel cell, thus facilitating optimal operation of the
cell.

5. EXPERIMENT: EFFICIENCY OF HYDROGEN CIRCUIT

Chapter 4 describes the hydrogen circuit embedded in the E.E.N. In this context, a very important
problem consists in the energy efficiency of the circuit; the efficiency indicates the portion of the
input energy Einput dissipated in the system as the actual usable energy Eusable.

ηenergy =
Einput

Eusable
. (1)

To calculate the energy efficiency, we applied the law of conservation of energy, given the starting
condition where the metal hydride storage was filled with hydrogen at 3.31 bar and the ambient
temperature of 22◦C.

At this point, we activated the electrolyser and let it work until the pressure in the vessel
increased to 10 bars; this condition was reached after 150 minutes of operation, and the vessel
temperature had risen to 35.8◦C within the period. Having stabilized the vessel temperature
at 22◦C, we found the related pressure to be 5.77 bars. Given that the vessel temperature was
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Figure 4: Hydrogen circuit.

maintained at 22◦C, the pressure increased by 2.46 bars, and this increase necessitated the value of
Einput = 1672 W/h.

To obtain the energy value E usable, we switched the fuel cell on and measured the volume
of energy supplied to the 24 V grid. The measurement was not stopped until the vessel pressure
reached 3.31 bars at 22◦C; we thus obtained the value of Eusable = 266.47W/h, and substitution
of the energy values Einput and Eusable in Eq. (1) yielded the hydrogen circuit efficiency energy =
15.94%.

6. CONCLUSION

This contribution presented a calculation of the efficiency of a hydrogen circuit in an E.E.N. To
perform the actual calculation, we first needed to acquire the values of energy entering and leaving
the hydrogen circuit — Einput and Eusable, respectively. During the measurement, the major pre-
condition was to maintain the metal hydride storage at a constant temperature. The input energy
into the hydrogen circuit, Einput, was established to be 1672 W/h, and the vessel pressure increased
by 2.46 bars at 22◦C. The measurement of the output energy of the hydrogen circuit remained in
progress until the vessel pressure dropped to 3.31 bars at 22◦C; we thus obtained the energy value of
Eusable = 266.47W/h. The resulting efficiency of the hydrogen circuit can therefore be expressed in
the amount of 15.94 %. The measurement cycles pointed to significant dependence of the pressure
in the metal hydrid storage on the ambient temperature.
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Abstract— One of the crucial aspects of high voltage power transformer is the quality of its
dielectric oil filling. Partial discharges represents significant problem which can lead to serious
transformer failure and accident. Variety of methods for early detection of partial discharge has
been developed over time. The most progressive is the UHF method. The article reports on
the results obtained by the application of new Discrimination of Disturbed Acquisition detec-
tion approach within the UHF method. Further, proposal of novel modification of sensors are
described. The approach consists in the adjustable signal filtration before processing, which can
significantly improve the reliability of partial discharge signal identification.

1. INTRODUCTION

The reliable and economical production and distribution of electrical energy and safety impacts of
these processes are crucial aspects of sustainable development in industry and generally the human
society. The energy production and distribution chain comprises of various blocks with specific
functions and the safety and reliability of each of the blocks are under intensive monitoring. The
key component of the chain is the block transformer in the power plant. It is carrying high electrical
power under very high voltage conditions. Therefore, the condition of its oil dielectric is carefully
watched in order to prevent the development of partial discharges (PD). PD in oil represents an
electrical discharge activity at the microscopic nonhomogeneities — e.g., released microbubbles
of dissolved gasses. The oil degeneration due to PD activity rapidly deteriorates its insulating
properties which can lead to subsequent intensive arc and catastrophic transformer failure.

Various methods have been developed over time [1]. Currently the most advancing is the ultra-
high frequency (UHF) method which is based on the real-time detection of electromagnetic radiation
generated by PD [2, 3]. Moreover, this approach allows also the time-difference-of-arrival (TDOA)
localization of PD source [4]. We have previously reported the development of PD diagnostic
system based on the UHF method, including TDOA localization and we have presented results
of real field measurement on the nuclear power plant’s transformers [5]. Despite of the common
view of the UHF method, which assumes excellent sensitivity due to transformer’s vessel shielding
properties against outer interference, we have noted low-level signal detection difficulties [6]. They
are caused by the influence of discharge activity in the encapsulated feeding lines which connect the
transformers with turbo-generator system. We have developed a new method for weak PD signal
detection which utilizes discrimination of disturbed signal acquisitions. The method was verified
by field measurement of very weak injected artificial impulse signal. The results indicate that the
sensitivity down to tens picocoulombs can be achieved [6].

In the article we report on results obtained be the new detection method application. The steps
of procedure of method application will be described also. Further advances of the method repre-
sents the discharge radiated signal filtration with the goal of separation of the frequency band which
are typical for rapid PD and the suppression of frequency bands occupied by components of differ-
ent electrical discharge types. This advancement further enhances the sensitivity and reliability of
the UHF method with discrimination of disturbed signal acquisitions approach.

2. PD DIAGNOSTIC SYSTEM

We have developed a diagnostic system for UHF EM detection and localization of PD in high voltage
power plant transformers. The system consists of main unit (Fig. 1(b)) and five RF sensors. Four
sensors are designed for installation in the inlets in the transformer vessel (Fig. 1(a)). The fifth
sensor serves as outer sensor (Fig. 1(c)). The system is equipped with diagnostic software (Fig. 1(d))
which displays impulse signals waveforms, occurrence in phasor, elliptical and sine diagram. The
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software and also computes the signal source localization by means of time-difference-of-arrival
(TDOA) methods.

The PD sources electromagnetic RF radiation with spectral range from hundreds of MHz to
units of GHz. The above described system has analog bandwidth of 1GHz, which is sufficient for
PD impulse signal acquisition. Since the lower bound of PD apparent charge is very low (tens of
picocoulombs (pC)) a cascade of amplifiers is installed in the RF sensors, together with variable
attenuator and signal limiters. Careful shielding of the main unit and sensor casing and triaxial
transmission cables are used in order to achieve highest EM imunity.

3. LOW LEVEL PD IMPULSE SIGNAL DETECTION

It is often mentioned in the literature that the metal transformer vessel ensures convenient shield-
ing and hence the low level PD signal is easy to detect. However, we have realized within our
experiments and real field measurement that serious problems are caused by the discharge activity
in bushings. The interference can also penetrate via bushings expansion collars and via slits around
the sensor case connection. Therefore a good shielding has utmost importance.

The PD occurrence in the transformers dielectric is a serious condition. Therefore the PD
activity is carefully monitored. The initial PD activity exhibits very weak EM signal, hence the
diagnostic sensitivity and selectivity has to be maximized by means of advanced methods. For
testing and calibration of the system, a source of artificial impulsed signal has been developed. The
negative going impulse with fall time under 300 ps and FWHM (full width at the half of maximum)
of 700 ps has a peak value of −5.9V. The impulse waveform is shown in Fig. 2(a). The radiated
impulse has simulated the EM signal generated by PD in view of its waveform, time duration and
spectral characteristic also. The calculated amplitude spectrum of the impulse is shown in Fig. 2(b).
The impulse generator has been built into the shielding cover and equipped with the same antenna
as the sensor.

Since the artificial impulse simulates the PD transmitted EM signal, it is possible to assign an
apparent charge to it. In order to evaluate the equivalent apparent charge a simple, straightforward
calculation was performed. It assumes that the PD represents a charge transport through certain
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Figure 1: (a) RF internal sensor, (b) main system unit, (c) external sensor, diagnostic software.
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(b)

Figure 2: The waveform of (a) the artificial impulse signal and (b) its magnitude spectrum.
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impedance. The similar case is the charge transport through the input impedance of impulse
transmitting antenna. The difference is that the electromagnetic radiation effect will be more
efficient in case of PD, since the antenna reflects some portion of the signal due to non-perfect
matching. If we for simplicity consider a real character of antenna’s input impedance Zi, we can
deduce the current waveform through this impedance i(t) = u(t)/Zi. The waveform will be same as
in Fig. 2(a). The current is defined as the transported charge during a time interval i(t) = dQ(t)/dt.
It can be deduced from previous relations that the total charge transported through the antenna’s
input impedance is Q = (1/Zi) ∫ u(t)dt. This rapidly transported charge causes an electromagnetic
wave radiation as in case of PD. If we apply the charge relation on the voltage waveform in Fig. 2(a),
we find the charge value Q = 94pC in case of perfect antenna matching. In real case, we obtain
radiated wave, which equivalent apparent charge is lower than 94 pC. For given antenna with known
reflection coefficient the estimated apparent charge will be 30–50 pC.

In standard mode of the system operation the artificial impulse signal was not detected due to
presence of strong impulse interference. Therefore novel detection method has been proposed and
tested.

4. DISCRIMINATION OF DISTURBED ACQUISITION METHOD

In order to allow the detection of the low level EM impulse signal with the presence of strong impulse
disturbance a new Discrimination of Disturbed Acquisition (DDA) method has been proposed,
tested and implemented in the diagnostic software.

The DDA method exploits the multi-trigger ability of the diagnostic system — the signal acqui-
sition can be triggered by the signal threshold-crossing in any of the four channels simultaneously.
The external sensor is connected on the one input of the main unit, instead one of the internal sen-
sor. Now only three internal RF sensors are utilized for localization. Nevertheless, this is sufficient
for the signal source localization. The external sensor is positioned as best near the place where
the outflow of impulse disturbance is expected. Typically near the expansion collar in the feeding
bushings. Further, the signals acquisition procedure is initiated and the RF sensor gain is set on
suitable level. The strong disturbing impulse signal propagates inside the vessel to the internal
RF sensors and also outside the vessel, where is captured by the external RF sensor. The strong
signal may override the weak PD signal on the internal sensor. Subsequently the signal gain of
the internal sensor is increased in such ratio that also weak signal begin to trigger acquisition. In
order to resolve the relevant acquisitions a sorting operation is performed — the acquisitions which
were triggered by the external sensor (acquisitions with strong disturbance) are discriminated from
further processing. The remaining acquisition containing the desired weak signal are displayed and
utilized for localization computation.

The examples of captured signals are shown in Fig. 3. Fig. 3(a) shows acquired waveforms of
disturbing signal in the standard detection mode using four internal RF sensors. In the external
sensor mode, the external sensor is connected to the third channel and it is positioned near the
expected source of disturbance (bushings expansion collar). The waveforms acquired in this setup
are shown in Fig. 3(b). It is apparent that: 1) the signal in the third channel comes first to the
external sensor; 2) has greatest magnitude; 3) the other signals are dispersed in time. The first
and second point causes the fact, that the external sensor was correctly positioned near the source
of disturbance. The third point indicates that the disturbing impulse signal propagates through
longer path to the internal sensors (through the bushing). The different mechanisms of propagation
for different spectral components lead to different propagation speeds and the impulse is therefore
dispersed in time. The frontal part of the impulse waveform is also only slowly rising due to strong
attenuation of high frequency components of the impulse spectrum. When the DDA system mode
is activated and the sensors gains are properly adjusted, we can detect the weak artificial impulse
signal. The artificial signal waveforms are shown in Fig. 3(c). They have apparently shorter time
duration in compare to disturbing impulse signals. This is because they propagate only in the
transformers vessel and they don’t undergo dispersion. They frontal part is also very steep in
compare to disturbing signal.

It has to be noted that above described measurement has been conducted under full working
condition of the high voltage transformer in the nuclear power plant. A very strong interference
was present in this environment. Despite these conditions the very weak EM impulsed signal has
been successfully detected and localized.

The efficiency of the DDA method depends on proper position of the external sensor and correct
adjustment of the trigger threshold in the third channel. However the efficiency can be improved via
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Figure 3: Acquired waveforms of disturbing impulse signal (a) in system’s standard mode, (b) in the mode
with external sensor connected to the third channel and (c) waveforms of detected artificial impulse in DDA
mode.

combination with other supporting methods and improvements as described in the next chapter.

5. PRE-PROCESSING SIGNAL FILTRATION

The main differences between the impulse disturbing signal waveforms and artificial impulse signal
waveforms were described above. These differences can be utilized in order to improve the reliability
of PD signal detection. The differentiation in view of overall pulses duration has been implemented
in the diagnostic software and it was successfully verified. Waveforms of disturbing signals have
longer time duration because of the experienced dispersion. This approach disqualifies the impulse
signals with long duration from further processing. Another approach can utilize the different
spectral composition of the disturbing and the PD impulse signal. Since the disturbing signal lacks
high frequency components a high pass filter might be utilized for its suppression. In fact a high
pass filters are installed in each RF sensor as shown in simplified sensor block scheme in Fig. 4(a).
However, they have relatively low corner frequency 80 MHz, which is not sufficient for attenuation
of the disturbing signals.

(a) (b) 

Figure 4: (a) Simplified and (b) its magnitude spectrum.

Therefore it has been proposed to complete the sensors with filters with suitable corner frequency.
Since it is not possible to exactly determine the optimal value of the corner frequency, the adjustable
filter has been proposed. In the intended frequency band (hundreds of MHz) is not trivial to
fabricate a tunable filter. Therefore a set of switchable filters shown in Fig. 4(b) is intended for
implementation in the sensors.

In order to examine the potentialities of adjustable signal filtering a numerical filtration of signal
with disturbing component and also with the artificial component has been performed. The signal
was acquired by the internal RF sensor installed in the transformer vessel at the sampling rate was
8GSps. It has been further designed a set of nine FIR high pass filters with corner frequencies
between 100 MHz and 900 MHz. The signal was processed by the filters and is has been examined
the influence on the ratio between disturbing signal and artificial signal magnitudes. The results
are shown in Fig. 5. Fig. 5(a) depicts signal without numerical filtering. Figs. 5(b), 5(c) and
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5(d) depict signal after processing by filters with corner frequency 200MHz, 300 MHz and 500MHz
respectively. The significant attenuation of the disturbing signal is obvious. Basically, in Fig. 5(d)
only the artificial impulse signal is present and time of its occurrence can be determined by proper
set threshold.
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Figure 5: (a) Original signal with artificial and disturbing component and results of processing by filter with
corner frequency (b) 200MHz, (c) 300 MHZ, and (d) 500MHz.

6. CONCLUSION

The UHF method is a very advantageous method for watching the PD activity in the high volt-
age power transformers. However, it has to be taken into account the influence of surrounding
electromagnetic disturbance, which can baffle the PD signal detection. In order to avoid this prob-
lem a new method based on the discrimination of disturbed acquisitions (DDA method) has been
proposed, verified and implemented. The DDA method has allowed detection of weak impulse
signal and its source localization in conditions with intensive impulse disturbance. For further
improvement of this PD identification approach a pre-processing signal filtration with adjustable
corner frequency has been proposed a verified. The research work will continue toward the physical
implementation of switchable UHF HP filter and its in-field verification.
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Numerical Model and Analysis of a Graphene Periodic Structure
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Abstract— The aim of this paper is to present the particulars of new research in special
numerical models of structures used for nano-applications. These models can be advantageously
used in the evaluation of electromagnetic parameters, thus helping researchers and designers to
solve problems related to nanoelements and nanotechnology. The first numerical model of large
periodic structure is designed to test electromagnetic wave propagation in a graphene composite
structure. There are the results of a numerical analysis of simple nano-electric line.

1. INTRODUCTION

According to the research presented in papers [1, 3], the periodic structure of graphene exhibits
certain interesting electrical and electromagnetic properties regarding the propagation of an elec-
tromagnetic (EMG) wave. The referenced articles nevertheless do not provide a clear conclusion
that would facilitate prospective application of periodic structures with extreme properties in the
field of EMG wave propagation; these structures can be based on either natural or artificial mate-
rials. The authors proposed analysis has to be built upon a specific numerical model; this model
should respect the character of the Telegrapher‘s equations as well as the multiplicity of the re-
peating periodic structure element [5].

2. MODEL OF A PERIODIC STRUCTURE

The geometrical model is shown in Figs. 1(a), (b). For any case of analysis of transient processes in
the quantum physics particle position shift, the model according to Formula (1) is suitable for the
description of transient processes of dynamically assumed particles [2]. The model with a higher
order of the time variation of the functional u, namely the model described by the Telegrapher‘s
equation, is expressed in the form

∆u = Ct0
∂2u

∂t2
+ Ct1

∂u

∂t
+ Ct2u + Ct3. (1)

The proposed numerical model is based on the formulation of partial differential equations for the
EMG field, known as reduced Maxwell’s equations; according to Heaviside’s notation, we have the
following formula for the magnetic field intensities and flux densities:

rotE = −∂ B
∂ t

+ rot (v×B) , rotH = JT +
∂D
∂t

+ rot (v×D) (2)

divB = 0, divD = ρ, (3)

(a) (b)

Figure 1: A geometrical structure of the numerical analysis of surface wave propagation: (a) single wire;
(b) coaxial line.
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where H is the magnetic field intensity, B is the magnetic field flux density, JT is the total current
density, D is the electric flux density, E is the electric field intensity, ρ is the electric charge volume
density, v is the instantaneous velocity of the moving element. Respecting the continuity equation

divJT = −∂ρ

∂t
, (4)

the vector functions are expressed by means of the scalar electric potential φe and the vector
magnetic potential A, and, after Coulomb calibration [4, 6, 8]. Considering the velocity of moving
electrically charged particles v in the magnetic field, the total current density JT from Formula (2)
is

JT = γ (E + v×B)− ∂ (εE)
∂t

+
γ

q


mdv

dt
+ lv + k

∫

t

vdt


 , (5)

where m is the particle mass, where m0 is the quiescent mass of the particle (7), (8), q is the electric
charge of the moving particle, γ is the specific conductivity of the environment from the macro-
scopic perspective, l is the damping coefficient, and k is the stiffness coefficient of the surrounding
environment. The material electromagnetic relations for the macroscopic part of the model are
represented by the terms of symbolically isotropic properties

B = µ0µrH, D = ε0εrE, (6)

where the quantity indexes of the permeabilities and permittivities r denote the relative quantity
value and 0 denotes the value of the quantity for vacuum. The relationship between the macroscopic
and the microscopic parts of the model (particle dynamics in the electromagnetic field) [7, 11, 12]
is described by the formulas defining the force acting on individual electrically charged particles of
the electromagnetic field in their gravity centre, and the effect is considered of the motion of the
electrically charged particles on the surrounding electromagnetic field:

m
dv
dt

+ lv + k

∫

t

vdt = q (E + v×B)− q

γ

∂ (εE)
∂t

. (7)

The relationship between the macroscopic model of the geometrical part of the electromagnetic field
and the quantum-mechanical model of bound particles is expressed via the application of current
density (5) and by the Formula (2) as follows:

rotH = γ (E + v×B)− ∂ (εE)
∂t

+
γ

q




m0

(
1− v2

c2

)− 1
2 dv

dt
+ lv + k

∫

t

vdt


+

∂D
∂t

+rot (v×D) (8)

With respect to the fact that the model comprises not only the electric and magnetic components of
the EMG wave but also the space of the motion of the electrically charged particles, including the
action of interacting forces, it is necessary to solve the model as a designed system (1). By applying
the Galerkin method to find the functional minimum (as described in, for example, reference [9])
and considering the boundary conditions, we obtain the numerical model as a system of non-linear
equations to be solved by standard methods.

3. DETAILED GEOMETRY OF THE MODEL OF A PERIODIC STRUCTURE

The design of the geometrical model can be characterized in greater detail as suggested in this sec-
tion of the paper. The fundamental element of a graphene-based periodic structure is a “benzene”
core; from the perspective of the stochastic distribution of the instantaneous position and arrange-
ment of carbon C valence electrons, the fundamental element can be schematically described as
shown in Fig. 4 [10].

The structure of the symmetrical configuration of graphene-based polymer tubes is then pre-
sented in Fig. 3. The diameter difference between both tubes corresponds to ∆D = 1 nm, assuming
the inner tube diameter of D1 = 5 nm. In Figs. 2 and 3, we indicate hydrogen bonds in the polymer
structure. In thus configured model with the stochastic presence of the instantaneous position
of electron bonds, we have to evaluate the power flux along the polymer tubes. Fig. 4 shows a
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Figure 2: A geometrical model of the basic structure element with the probabilistic distribution of valence
electrons.

Figure 3: A coaxial line model tested for the passage of the active power Π flux density.

geometrical model to evaluate the power density propagation, with the instantaneous value of the
Poynting vector expressed within the formula

Π (t) = E (t)×H (t) (9)

It is obvious from the above Formula (9) that the resulting values of the Poynting vector depend
on the instantaneous values of the E(t) and H(t).

The mathematical-numerical model [10] consists of basic elements [6] characterizing the ANSYS
software, namely SOLID236 and SOLID226 [6] and others, and it is complemented with the proper
code of the model according to Formulas (6), (7), and (8).

4. SETTING THE BOUNDARY CONDITIONS

The basic formation (an element of the periodic structure) can be simply described by atom bonds,
namely motion of the valence electrons (Fig. 4). Another step in setting the conditions of the model
consists in evaluating the electric field E intensity vector of components in both the radial and the
tangential direction, Er, Et, Fig. 3. We can — for the hydrogen atom H bound to carbon C and
one binding electron for the middle electrodes of the coaxial arrangement of the internal structure
(Fig. 4) — evaluate the radial electric field intensity from the single bond C–H as

Er,a =
1

4πε0
· qe

|Ra|2
,

Er,a =
1

4π · 8.856 · 10−12
· 1.602 · 10−19

1.14 · 10−10
=

1 · 1.602
4π · 8.856 · 1.14

· 104 = 0.01263 · 104 V/m

(10)

Based on the knowledge of the microscopic model, it is then possible to evaluate the macroscopic
parameters, such as the specific conductance γ, the magnetic susceptibility χ, the magnetic per-
meability µ, or the electric permittivity ε of the environment. From the differential form of Ohm’s
law for example, we can write the flux density.

J = ↔
γ ·E, (11)

where ↔
γ is the specific conductance tensor.
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Figure 4: A model of the basic element of the periodic structure of the model based on graphene polymer.

Position 2

Position 3

Position 1

Position 4

Figure 5: A geometrical model and curves 1, 2, 3 and 4 for the Poynting vector evaluation.

(a) (b)

Figure 6: The distribution of (a) the electric field intensity module E(t) [V/µm], t1 = 1 ps, (b) of the
magnetic flux density module B(t) [pT], t1 = 1ps.

(a) (b)

Figure 7: The behaviour of the distribution of the power specific density module Π(t) [pW/µm2], t1 = 1 ps
(a) along curve 1, (b) along curve 3.
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5. RESULTS OF THE NUMERICAL MODEL

The results of the analysis of the numerical model are shown as the distribution of the intensities
and flux of the electric and magnetic quantities, Fig. 6, further, the results are also indicated as
the distribution of the instantaneous Poynting vector components (Fig. 7) along the curves 1 to 4
from Fig. 5. for current excitation in an electric line i(t) = I ∗ f(t), where I = 1 µA.

6. CONCLUSION

We designed a geometrical model of a nanostructure exhibiting a high rate of periodicity, and we
also designed a numerical model for the solution and analysis of effects occurring in the propagation
of an EMG wave along the nanostructure. Initial numerical experiments targeting the propagation
of and EMG wave in the nanostructure were performed to complete the set of research activities.
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Abstract— Utilizing negative permeability structures can increase magnetic coil range in mag-
netic resonance (MR) tomography. Negative effective permeability can be created by Split Ring
Resonators (SRR). The resonator is constructed as a concentric metal ring with interspaces.
These rings are deposited as regular matrix on dielectric substrate. It is possible to designQuasi-
Periodic Resonators (QPR) for better homogeneity of the magnetic the field. QPR are composed
from SRRs. The subject of this contribution is description of the design and measurement of
QPR.

1. INTRODUCTION

MR is widely used and still evolving measurement, spectroscopy and imaging technique for exam-
ination of various samples and objects (biological tissues, organic and also inorganic materials) in
medicine and in material research and characterization also. The material (tissue) which is the ob-
ject of MR examination is typical with the nuclear response to the excitation by external magnetic
field, mainly in the radiofrequency (RF) domain. The nuclear precession relaxation of the matter
gives a measurable signal, further used for spectroscopy (MRS) and imaging (MRI) purposes or for
measurement of material physical properties. Various MR system parameters are carefully watched
in order to obtain high quality response signals with high signal to noise ratio (SNR), such as basic
magnetic field strength and homogeneity, RF magnetic field strength and homogeneity, resonator
quality factor, filling factor and others. Between them, the RF magnetic field distribution and its
homogeneity is a crucial factor. The RF magnetic field is generated by the RF resonator and its
properties can be influenced by proper resonator design.

The attention of related scientific community has been recently pointed at the new possibilities
of manipulation of the RF magnetic field distribution inside the resonator. Certain effort in this
field is directed to the possibilities of translation of the active region outside the resonator, by
means of RF magnetic field conductive elements [1]. Another research direction represents the
manipulation of RF magnetic field with the goal of improving the received signal, which leads to
better MR image quality [2].

It is possible to manipulate electromagnetic field by means of dielectric materials. Electromag-
netic field will be affected due to values of dielectric constant εr and permeability µr [3]. It is
possible to designthis material as a periodic structure of SRRs. The main problem is the usage
the surface mount device (SMD) capacitors. SMD capacitors have technological value tolerance of
its capacity. This causes the problem to set up the same resonance frequencies for all SSRs. It is
apparent that large differences occur, despite the careful selection of the capacitors. Obviously, the
effect of non-uniform capacitor assembly and soldering came into play. The second disadvantage of
SMD capacitors is their magnetic conductivity. Even very low values of the magnetic conductivity
can cause high distortion of resultant MR image [4].

2. DESIGN OF QPR

In order to avoid the above described problems, QPR structure was proposed and designed. Basic
element of QPR structure shows Fig. 1. The design is based on square split resonator (SQR) [3]
which is periodical connected in series in a row, where the first element has one slit and each other
have two slits. The motive is designed as electrically conductive layer on a dielectric substrate.

Figure 1: Basic element of QPR structure.



2456 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

Figure 2: Bn on the cross-section of the QPR struc-
ture.

dielectric 

substrate 

Figure 3: Design of the double QPR structure.

Figure 2 shows distribution of normalized magnetic flux density Bn on the cross-section of the
QPR structure. It is evident from the figure the gradient character of the Bn.

It is possible to use this gradient magnetic field in special applications. However, the creation of
highly homogenous magnetic field is necessary for standard MR imaging techniques. This problem
was solved using the concept shown on Fig. 3.

As is apparent from Fig. 3 that double QPR structure is designed as two QPR structures
mutually rotated by 180 degrees and separated by dielectric substrate. Fig. 4 shows Bn on the
cross-section of the double QPR structure. The rather homogenous character of the Bn is evident
from the figure.

From distribution of Bn is evident that the double QPR structure radiates magnetic field with
very high homogeneity in compare to common planar RF coils. Hence, this concept fits for quality
improvement of RF field in MR tomography. However, design of above described QPR and double
QPR structures consider only excitation by plane electromagnetic wave and the generated field
pattern corresponds to the geometry of the structure. However, it is necessary to create the
magnetic field pattern which is suitable distributed in defined volume. The creation of convenient
magnetic field pattern is reached by usage concept shown on Fig. 5.

Figure 4: Bn on the cross-section of the double
QPR structure.

Figure 5: Design of the GQPR structure.

Figure 5 shows system of QPRs where single linear components are connected and creates
grid QPR (GQPR) structure. Fig. 6 shows result Bn of numerical analysis of the GQPR structure
which is excited by the planar single loop coil. It is evident from Bn distribution that the GQPR
structure generate non homogenous magnetic field in combination with one-loop coil. This effect
is caused by rotation of the electric field intensity vector around excitation coil. Because of this
reason, only correctly oriented resonators resonate. In order to solve this problem two GQPR
structures, mutually rotated by 180 degrees,were used. Thus, a double GQPR structure is created.
The resultant magnetic field is formed as superposition of magnetic fields created by individual
GQPR structures.

Figure 7 shows geometry of numerical analysis of the double GQPR structure and result of the
Bn. Double GQPR structure has 5× 5 cells and it is tuned on 200 MHz. Distribution of magnetic
field is shown on the imaging cut plane. It is apparent from the results that this configuration
creates highly homogenous magnetic field.
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Figure 6: Bn of the GQPR structure excited by one-loop coil..

One-loopcoil

Imagingcut plane double

GQPR 

Figure 7: Bn of the GQPR structure excited by one-loop coil.

(a) (b) (c)

Bn[-]

Figure 8: Bn of the GQPR excited by one-loop coil.

3. CALCULATION OF EFFECTIVE PERMEABILITY

The effective permeability µef was calculated from the results obtained by the numerical analyses.
The µef can be determined using the relation:

µef =
∫∫

Bn2dS∫∫
Bn1dS

, (1)

where Bn1 is normalized flux density of the geometry where acts only excitation coil and Bn2 is
normalized flux density of complete geometry containing excitation coil and double GQPR struc-
ture. Therefore, it is necessary to perform two numerical analyses. The first with only excitation
coil present and the second with the overall assembly. Then, it is necessary to choose integration
area of the Bn. For the results given above,the integration area was selected. The area has the
same size asthe area where Bn was greater than or equal to 0.7. Resulting µef then reached the
value of −28.8.

4. MEASUREMENT OF GQPR STRUCTURE

The realization of complete GQPR structure is shown in Fig. 8(a). Structure was fabricated using
wet etching on FR4 substrate. Fig. 8(b) shows Bn distribution around the excitation coil. Fig. 8(c)
shows Bn distribution of the overall assembly.Measurement was carried out using half-automatic
measuring station [5].
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5. CONCLUSION

As is apparent, that the results obtained from measurement are consistent with the results ob-
tained from numerical analyses. These results prove correctness of designed structures and realized
numerical models. It is also evident from the results that Bn radiated by GQPR structure reach
very highhomogeneity. Therefore, this concept fits for quality improvement of RF field in MR
tomography. The work will continue with real validation in MR system. The examination of the
influence on image quality will be performed.
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1. López, M. A., M. J. Freire, J. M. Algaŕın, V. C. Behr, P. M. Jakob, and R. Marqués, “Nonlinear
split-ring metamaterial slabs for magnetic resonance imaging,” Applied Physics Letters, Vol. 98,
133508-1–133508-3, 2011.

2. Faruque, M. R. I., M. T. Islam, and M. A. M. Ali, “A new design of metamaterials for SAR
reduction,” Measurement Science Review, Vol. 13, No. 2, 70–74, 2013.
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Abstract— The paper discusses the control of a specific LUNG simulator. This model was
created for educational purposes and it is used for simulation of required respiration wave. The
article describes the basic equations for simulation of the breath simulator that was used to
verify of controller, and a program for controlling the simulator. These simulations are used on
either rubber substitute lung or real lungs. The simulator can simulate breathing during various
diseases or detect different lung properties (e.g., stiffness, puncture).

1. INTRODUCTION

Breath simulator described in this article can operate in different modes, either independently
without using PC or as PC-controlled. The user can choose from several preset control modes.
The most important mode is the control of breath curve with the controller (the feedback). In this
mode the breath curve is preset, which represents the unusual breathing. This curve can be directly
changed in the program code. The simulator is than able to model breathing problems for educa-
tional purposes. The LabVIEW and real-time platform CompactRio were used for programming
and visualization of control. This platform controls a motor connected to the bellows and other
components. The bellows are attached to the box/thoracic chamber, a mechanism that simulates
(very roughly) the corresponding part of human and/or porcine body, the thorax. Although the
thoracic chamber cannot fully substitute human body, it is capable of providing realistic simulation
with related physiological conditions and pathological anomalies [1–3].

2. MATHEMATICAL MODEL OF THE THORACIC BOX

The simulator model has been converted into equations and subsequently modeled in Matlab
Simulink. Key assumption that had to be met and that is used as a basis of creating equations, is
the size of the volume.

Vt = Vt0 + Vi − Vl (1)

where Vt is the volume of the TB [dm3], Vt0 is the initial volume of the TB (when the Pb is in the
zero position), Vi is the volume added by the movement of the piston Pb and Vl is the volume of
the lung, Sp is the area of the piston, pv is the vacuum inside the thoracic box [5].

And then also equation for linking of the relationship between pressure and volume

pt =
paVt0 + 24.35 · n0

Vt
(2)

where m represents the leakage of air into the TB, pa is the atmospheric pressure, and n0 is the
initial amount of the air inside the TB.

The last phenomenon we needed to simulate was the leakage of the box as it creates unstable
amount of substance in the box and turns the pump on.

dm

dt
= C(pa − pt) = Cpv (3)

where pv = pa − pt is the vacuum in the TB, and C [mol s−1 bar−1] is the leakage constant.
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Figure 1: (a) An abstract approximation of the lung simulator. (b) Schema of simulator.

3. MATHEMATICAL MODEL OF THE LUNG EQUIVALENT

As providing a mathematical model of a lung tissue is an extremely complicated task, we chose a
rubber balloon as the lung substitute. However, even a mathematical model of the balloon can be
provided only with difficulty [4]; let us therefore start with the simplest linear model of the balloon
in the form of the cylinder shown in Fig. 1(a). The following equation then represents its function
in the lung simulator:

ẍ +
B

mp
ẋ +

K

mp
x =

F

mp
(4)

where x is the position of the piston, B is the damping parameter, K is the stiffness of the spring,
mp is the mass of the piston, and F is the force acting on the piston.

Equation (4) can be written in the more abstract form

V̈l + 2ςω0V̇l + ω2
0Vl = ω2

0f(pv) (5)

where Vl . . . the volume of the balloon [dm3], ω0. . . the natural frequency [rad/sec], ξ. . . the damping
coefficient ς > 0, pv. . . the vacuum [bar].

This model was simulated in Matlab Simulink (Fig. 1(b)) and was used for testing of controller,
which was obtained from measurement data by identification toolbox in Matlab [6].

4. SIMULATOR

The simulator consists of several important parts that are seen on the picture Fig. 2(a). The first
part is the thoracic chamber where the lung is located. Thoracic chamber is a plastic box with
holes (C). These are used for connecting different sensors and bellows. The lung (L) is tightly
attached to the object with two flow sensors, which is mounted on the top of box (T ). The flow is
created by the negative pressure in the box and it can be changed by bellows (P ). The movement
and volume of bellows are controlled by an engine which is located underneath. Another important
part is the vacuum pump (V ). That is used to compensate the leakage. The valve is placed on the
top of bellows for the event of negative pressure reduction. It connects bellows with the outside
atmosphere directly. The model is equipped with several sensors. These are flow sensors, a pressure
sensor, reference and limit position sensors [7, 8].

5. REALIZATION AND RESULTS

The actual control is implemented in LabVIEW and applied to the platform CompactRio 9024 that
contains one digital and one analog card. The main parts such as motors and pumps are controlled
by PWM signal from the digital cards. The analog card is used only for reading data from the flow
and pressure sensor. The program consists of three parts. The first one is the calibration part.
As the environmental influences are not always the same, calibration of equations for calculation
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(a) (b)

Figure 2: (a) The electromechanical structure of the LUNG simulator. (b) Run window.
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Figure 3: Test of the simulator with a real pig lung.

of pressure and flow should be done before each measurement. Another part is the initialization
and setting the initial position of bellows and pressure in the box. Because the simulator does not
contain an absolute incremental encoder, the start position must be set by the reference sensor and
then the position is calculated by the software. The third part is the simulation of breathing curve.
The control window is in Fig. 2(b).

The program offers four options for piston running.
These four different types are called Gener sin, PI sin, PI breath, Manual.
Gener sin: In this mode, only the required value of speed is set as the input and the pro-

gram doesn’t use any feedback. The resulting shape of the flow depends on the lung and model
parameters. The controller is not used.

The shape of required speed value is sine waveform, which is generated from sin generator.
PI sin: In this mode, the controller uses feedback from the flow sensor and its required shape

of flow is sine wave.
PI breath: This mode again uses the controller and the required shape of flow is a predefined

breath pattern. The values of required flow are defined in the programme. The user can change
only the gain of this signal in the box. The shape of the signal is in Fig. 3 as required flow. Its
maximum amplitude is 50 l/min and the frequency is 4 Hz.
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Manual: This mode is used for moving the piston manually.
The user can also change various parameters of running simulations. The most important of

these parameters are the controller constants and the setting of the pump so that it compensates
the leakage of the box.

The system was tested with a real pig lung and its results can be seen on the Fig. 3. As the
controller was used the PI controller.

6. CONCLUSIONS

All the systems of the lung simulator have been converted into equations and the model has been
created in Matlab Simulink. Also in this environment, the controller was designed and tested.
Physical realization has been programmed in LabVIEW and implemented into real-time platform
CompactRio. Several windows were created for an easy control of the simulator. During startup
the windows for calibration and for setting the initial conditions are activated. After setting of all
the important values the program is switched to the Run window where is the control panel. User
can than choose from several modes: control, control with feedback or manual control of bellows.
In the control mode with feedback a breath curve is predefined, this curve can be changed when
required. The simulator was tested with real pig lungs and it has very good results as it is shown
in Fig. 3. Inaccuracies appear only at the vertices of the curve.
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Golomb Ruler Sequences Optimization for FWM Crosstalk
Reduction: Multi-population Hybrid Flower Pollination

Algorithm
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Abstract— Nature-inspired algorithms are becoming powerful methods for solving many tough
optimization problems. This paper proposes a recent approach for solving the channel allocation
problem in optical wavelength division multiplexing (WDM) systems based on nature-inspired
optimization algorithm namely Flower pollination algorithm (FPA) and its improved form by
taking into consideration the concept of optimal Golomb rulers (OGRs). The improvement in
FPA proposes in this paper includes the partition of entire population into several sub-populations
and its hybridization with differential evolution mutation strategy. The comparative study of
simulation results concludes that the proposed hybrid algorithm outperform the existing two
classical algorithms, i.e., Extended quadratic congruence (EQC) and Search algorithm (SA), one
of the existing nature-inspired algorithm, i.e., Genetic algorithm (GA) and its simple form.

1. INTRODUCTION

The adverse nonlinear effects degrade the performance of optical WDM systems. One of the
performance degradation effects is FWM crosstalk, a serious problem for WDM systems and can
be reduced by unequal channel spacing [1–3]. In order to reduce FWM crosstalk in WDM systems,
numerous unequally spaced channel allocation (USCA) algorithm have been studied in [1, 4–6]
that have the drawback of increased bandwidth requirement compared to equally spaced channel
allocation. In this paper, we present an USCA scheme based on the OGR sequences [7, 8]. It allows
the reduction of FWM crosstalk signals preserving the effectiveness of optical channel bandwidth.
Golomb rulers are a sequence of non-negative integer numbers such that no distinct pairs of numbers
called marks from the sequence have the unique difference. An OGR is the shortest length ruler for
a given number of marks [9–12]. Golomb ruler, a class of non-deterministic polynomial (NP)-time
hard problems [12], has been solved by nature–inspired optimization algorithm such as GA [12–14],
Tabu Search (TS) [13] and its hybridization with GA [13]. This paper presents the application
of multi-objective Flower pollination algorithm (MOFPA) and its novel improved form, namely,
multi-population hybrid multi-objective Flower pollination algorithm (MH-MOFPA) to generate
OGR sequences.

The remainder of this paper is as follows: Section 2 introduces the concept of Flower pollination
based algorithms. Section 3 presents the problem formulation. Section 4 provides simulation results
comparing with existing algorithms of generating unequal channel spacing. Section 5 presents some
concluding remarks.

2. MULTI-OBJECTIVE FLOWER POLLINATION BASED ALGORITHMS

Inspired by flow pollination process of flowering plants, Yang et al. [15] developed Flower pollination
algorithm. In FPA, global and local pollination are two main steps. The interaction of local and
global pollination can be controlled by a switch probability p The global and local pollination
process mathematically can be written by (1) and (2) respectively:

xt
i = xt−1

i + γL(λ)
(
x∗ − xt−1

i

)
(1)

xt
i = xt−1

i + ∈
(
xt−1

j − xt−1
k

)
(2)

where xt
i is the solution vector xi at iteration t, x∗ is the current best solution found among all

solutions, γ is step size control factor, xt−1
j and xt−1

k are pollens from different flowers of the
same plant species with ∈ is drawn in between [0, 1]. In any multi-objective algorithm, a general
approach to design problem having M objectives with nonlinear equality and inequality constraints
is to combine the individual objectives into a single objective by using weighted sum method:

f =
M∑

i=1

wmfm with
M∑

i=1

wi = 1, wi > 0, (3)
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where wi are randomly generated positive weights. By varying the weights, the Pareto front [15]
can be expected correctly.

Although for lower-dimensional problems MOFPA has outstanding property as compared to
numerous nature-inspired algorithms, but may become challenging for higher-dimensional problems
because of the phenomenon of low accuracy and slow convergence rates. Therefore, this paper
forward an improved hybrid MOFPA, namely, MH-MOFPA, based on multiple populations and
fitness values based differential mutation strategy. In order to explore the search space of MOFPA,
the entire population is divided into several sub-populations (multi-population), where each sub-
population takes charge in exploring and exploiting the search space. In MH-MOFPA, the mutation
rate probability MRt

i of each solution xi at running iteration index t is determined based on the
fitness value f t

i of each solution:

MRt
i =

f t
i

max (f t)
(4)

where max(f t) is maximum fitness value in the population of solutions at iteration t. Instead of
keeping fixed differential mutation operator in DE mutation strategy, this research uses the varying
mutation operators at running iteration t:

F t
1i =

(
(LB − UB)

t

η
+ UB

)
β1 and F t

2i =
(

(UB − LB)
t

η
+ LB

)
β2 (5)

where LB, UB are lower and upper bound on the solutions respectively, β1, β2 ∈ [0, 1] are random
vectors drawn from uniform distribution, and η is large values positive fixed parameter. The values
of β1, β2 and η are selected in such a way that the values of mutation operators F t

1i and F t
2i are

less than unity. In simplest case,

β1 = rand1 ∗ 0.0001 and β2 = rand2 ∗ 0.0001 (6)

where rand1 and rand2 are two random numbers between [0, 1]. To improve search efficiency and
increase population diversity, based on mutation rate probability, positions of the solutions xi are
updated by using mutation Equation (7):

xt
i = xt−1

i + F t−1
1i

(
xt−1

best − xt−1
i

)
+ F t−1

2i

(
xt−1

r1 − xt−1
r2

)
(7)

where xt−1
best = xt−1∗ is current global best solution at iteration one less than running iteration t,

r1 and r2 are uniformly distributed random integer numbers between 1 to the problem size. The
numbers r1 and r2 are different from running index.

3. GOLOMB RULERS OPTIMIZATION: PROBLEM FORMULATION

If each individual element (IE ) sequence in non-negative integer location is Golomb ruler, the sum
of all elements of an individual sequence forms the total occupied bandwidth. If CS is channel
spacing with n as total number of channels, then the objective is to minimize both the ruler length
RL and total occupied bandwidth TBW given by (8) and (9) respectively.

RL =
n−1∑

i=1

(CS)i subject to (CS)i 6= (CS)j , where i, j = 1, 2, . . . , n with i 6= j. (8)

TBW =
n∑

i=1

(IE)i subject to (IE)i 6= (IE)j , where i, j = 1, 2, . . . , n with i 6= j. (9)

Thus using OGRs as channel allocation in WDM systems, the two optimization objectives are:
f1(x) = RL and f2(x) = TBW which that are composited into a single objective f(x). The
proposed pseudo-code for MH-MOFPA to generate OGRs in this paper is shown in Figure 1.

4. SIMULATION RESULTS AND DISCUSSION

The proposed algorithms to generate OGRs have been tested in Matlab-7 language with different
parameter values. As the number of iterations increases, the rulers are approaching towards their
optimal values. From simulation results, it is observed that to generate OGRs up to 20-marks,
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1.      /* Parameter initialization */ 
2.          Define the number of channels n, initial lower and upper bound on the ruler length, Pareto fronts point N and switch probability p   [0, 1]; 

3.          Generate MP  populations of NP size integers randomly and each NP population corresponding to Golomb ruler to the specified channels; 
4.                 /* MP is multi� population size, NP is the size of sub� populations in MP and integers in flower is being equal to the number of channels n */ 
5.          For i = 1 : MP 
6.                 For j = 1 : NP

7.                       Find the local best x          among ith population of NP flowers by using Equations (3), (8) and (9); 
lbest,j

   /* x       is local best solution */ 

8.                 End for j 
9.          End for i 

10.        Based on fitness value, among MP x       solutions select the globally best solution x*; 

11.    /*End of parameter initialization */ 
12.    For i = 1 : N   /* N is the points on Pareto fronts (PF) */ 
13.          Generate M weights which satisfies Equation (3); 
14.          While (TC < Maxiter)  / * TC is a termination criterion  and Maxiter is maximum number of iterations */ 
15.                  For j = 1 : MP 
16.                         For k = 1 : NP   /*all NP flowers */ 
17.       A:                      If (rand (0,1) < p), 
18.                                        Draw a (d� dimensional) step vector L via Levy flights and perform global pollination (Equation (1)); 
19.                                 Else 
20.                                        Draw from a uniform distribution in [0,1] and perform local pollination (Equation (2)); !
21.                                 End if 
22.                                 /* Mutation */ 
23.                                        Based on the mutation rate probability MRk perform mutation by using Equations (4) to (7); 
24.                                 /* End of Mutation */ 
25.                                 Check Golombness of updated solutions; 
26.                                 If Golombness is satisfied 
27.                                        Retain that solution and then go to B; 
28.                                 Else 
29.                                        Remove that particular generated solution and then go to A; 
30.                                 End if 
31.       B:                      Evaluate fitness values of the generated NP solutions of jth population and form a single optimize objective f (x  ); 
32.                          End for k 

33.                          If new solutions are better, update and rank them in the population, and find the current best Pareto optimal solution x ;

34.                   End for j

35.                   Find global best solution x* among the MP x        solutions; 

36.          End while 
37.          Record x* as a non� dominated solution; 
38.    End for i 
39.    Display the optimal Golomb ruler sequences; 

∋

i
lbest

lbest

`

k

lbest
j

lbest

Figure 1: Pseudo-code for MHCMOFPA to generate OGRs.

MOFPA stabilized within Maxiter of 800, while MH-MOFPA generates the same solutions with
Maxiter of 600. This means that the convergence rate of proposed novel algorithm MH-MOFPA
is much higher than MOFPA. By varying MP and NP = 5 to 100, γ = 0.0 to 1.0, and p = 0.0 to
1.0, it is found that the best parameters for OGR problem are: MP and NP = 10 to 30, γ = 0.9 to
1.0, p = 0.6 to 0.8, Maxiter = number of marks (n) ∗ 100, η = 2∗ Maxiter and Pareto front points
N = 100. The size of entire search space in MOFPA is NP while for MH-MOFPA is MP ∗ NP.

4.1. Performance Comparison of Proposed Algorithms with Existing Algorithms

Figures 2(a), 2(b) and 2(c) show the optimization in ruler length, total bandwidth and average
CPU time for various channels respectively. Although RL and TBW for proposed algorithms are
same, but difference is in the convergence and success rates. It is pertinent to mention here that
OGRs found from heuristic based exhaustive search, the times varied from 0.035 seconds for 5-
marks to 6 weeks for 13-marks, whereas by non-heuristic exhaustive search, the times varied from
around 12.57 minutes for 10-marks to 9.36e+20 years for 20-marks [12]. The OGRs found by the
exhaustive search [10] for 14 and 16-marks, took nearly one hour and hundred hours respectively,
while 17 to 19-marks OGRs found in [11], the times varied from 1440 to 36200 CPU hours. In [13],
it is mentioned that CPU time by TS to generate OGRs varied from 0.1 second for 5-marks to 2516
seconds for 13-marks with Maxiter of 30000. The OGRs generated by GA [14], the average CPU
time was around 31 hours for 20-marks with Maxiter of 5000. But to generate OGRs, the average
CPU time for proposed MOFPA is 19 hours for 20-marks ruler, while for MH-MOFPA; it is about
2 hours for 20-marks. Thus it is concluded that the success rate for MH-MOFPA is higher than
MOFPA.
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Figure 2: Proposed algorithms demonstrates the significant reduction in (a) ruler length, and (b) total
channel bandwidth, (c) average CPU time in comparison to the existing algorithms.

5. CONCLUSION

The channel allocation scheme was presented in this paper, intending to reduce FWM crosstalk
in WDM systems. The purpose of nature-inspired algorithms is to produce the best results under
the constraints of given cost and time. Even if exact algorithms are able to generate OGRs, they
remain unpractical in terms of computational complexity. Indeed, many months or sometimes
years on many computers are necessary to prove the optimality of large mark rulers. The main
technical contribution of this paper was to successfully formulate a novel hybrid algorithm for OGRs
generation, named, MH-MOFPA. The preliminary results indicate that the proposed algorithms
appear to be most efficient to such NP-hard problems. From the simulations results it is also
concluded that the proposed MH-MOFPA can significantly improve the performance of MOFPA.

REFERENCES

1. Kwong, W. C. and G. C. Yang, “An algebraic approach to the unequal-spaced channel-
allocation problem in WDM lightwave systems,” IEEE Trans. on Communication, Vol. 45,
No. 3, 352–359, 1997.

2. Thing, V. L. L., P. Shum, and M. K. Rao, “Bandwidth-efficient WDM channel allocation
for four-wave mixing-effect minimization,” IEEE Trans. on Communication, Vol. 52, No. 12,
2184–2189, 2004.

3. Forghieri, F., R. W. Tkach, A. R. Chraplyvy, and D. Marcuse, “Reduction of four-wave mixing
crosstalk in WDM systems using unequally spaced channels,” IEEE Photonics Tech. Letters,
Vol. 6, No. 6, 754–756, 1994.

4. Sardesai, H. P., “A simple channel plan to reduce effects of nonlinearities in dense WDM
systems,” Lasers & Electro-Optics, 183–184, 1999.

5. Hwang, B. and O. K. Tonguz, “A generalized suboptimum unequally spaced channel allocation
technique — Part I: In IM/DDWDM systems,” IEEE Trans. Commun., Vol. 46, 1027–1037,
1998.

6. Atkinson, M. D., N. Santoro, and J. Urrutia, “Integer sets with distinct sums and differences
and carrier frequency assignments for nonlinear repeaters,” IEEE Trans. on Communication,
Vol. 34, No. 6, 614–617, 1986.

7. Bloom, G. S. and S. W. Golomb, “Applications of numbered undirected graphs,” Proceedings
of the IEEE, Vol. 65, No. 4, 562–570, 1977.



Progress In Electromagnetics Research Symposium Proceedings 2467

8. Shearer, J. B., “Some new disjoint Golomb rulers,” IEEE Trans. on Information Theory,
Vol. 44, No. 7, 3151–3153, 1998.

9. Robinson, J. P., “Optimum Golomb rulers,” IEEE Trans. on Computers, Vol. 28, No. 12,
183–184, 1979.

10. Shearer, J. B., “Some new optimum Golomb rulers,” IEEE Trans. on Information Theory,
Vol. 36, 183–184, 1990.

11. Dollas, A., W. T. Rankin, and D. McCracken, “A new algorithm for Golomb ruler derivation
and proof of the 19 mark ruler,” IEEE Trans. on Information Theory, Vol. 44, No. 1, 379–382,
1998.

12. Soliday, S. W., A. Homaifar, and G. L. Lebby, “Genetic algorithm approach to the search
for Golomb rulers,” Proceedings of the Sixth International Conference on Genetic Algorithms
(ICGA-95), 528–535, Morgan Kaufmann, 1995.

13. Ayari, N., T. Van Luong, and A. Jemai, “A hybrid genetic algorithm for Golomb ruler prob-
lem,” ACS/IEEE International Conference on Computer Systems and Applications (AICCSA),
1–4, 2010.

14. Bansal, S., “Optimal Golomb ruler sequence generation for FWM crosstalk elimination: Soft
computing versus conventional approaches,” Applied Soft Computing, Vol. 22, 443–457, 2014.

15. Yang, X.-S., M. Karamanoglu, and X. S. He, “Flower pollination algorithm: A novel approach
for multiobjective optimization,” Engineering Optimization, Vol. 46, No. 9, 1222–1237, 2014.



2468 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

100-Gb/s Point-to-point Solutions for Long-reach Passive Optical
Networks in Sparse Rural and Urban Areas

Elias Giacoumidis1, 2, Giuseppe Talli3, Naoise Mac Suibhne1,
Son T. Le1, Nick J. Doran1, and David B. Payne1, 4

1Aston Institute of Photonic Technologies (AIPT), Aston University, Birmingham B4 7ET, UK
2Centre for Ultrahigh Bandwidth Devices for Optical Systems (CUDOS), School of Physics

University of Sydney, NSW 2006, Australia
3Tyndall National Institute, University College Cork (UCC), Cork, Ireland

4Trinity College Dublin, Dublin, Ireland

Abstract— Long reach-passive optical networks (LR-PON) are being proposed as a means
of enabling ubiquitous fiber-to-the-home (FTTH) by massive sharing of network resources and
therefore reducing per customer costs to affordable levels. In this paper, we analyze the chain so-
lutions for LR-PON deployment in urban and rural areas at 100-Gb/s point-to-point transmission
using dual polarization-quaternary phase shift-keying (DP-QPSK) modulation. The numerical
analysis shows that with appropriate finite impulse response (FIR) filter designs, 100-Gb/s trans-
mission can be achieved with at least 512 way split and up to 160 km total distance, which is
sufficient for many of the optical paths in a practical situation,for point-to-point link from one
LR-PON to another LR-PON through the optical switch at the metro nodes and across a core
light path through the core network without regeneration.

1. INTRODUCTION

Long reach-passive optical networks (LR-PON) are being proposed [1, 2] as a means of enabling
ubiquitous FTTH by massive sharing of network resources and therefore reducing per customer
costs to affordable levels. To be ubiquitous the solutions must be suitable for sparse rural areas
and also must cater for very high capacity links (∼ 100-Gb/s) for large business customers. The
difficulty for conventional PON designs in sparse rural areas is connecting a sufficient number of
customers to the PON system in order to get adequate sharing of the physical infrastructure and
therefore achieve a low cost per customer. A further problem is the longer distances between
splitter nodes and customers, which requires longer cable lengths with higher fibre count which
also increases cost per customer. Also the size of small rural communities can be much less than
the total LR-PON split which would mean that the conventional “lollipop” design [2], with long
feeder and large split within a relatively small fibre reach < 10 km, can be underutilised which
directly increases the cost per customer.

In this paper, we consider the use of “chained” cable and amplifier solutions to improve LR-
PON utilisation in rural areas as shown in Fig. 1. The amplifier nodes for a single LR-PON are
shown in a chain configuration with 4 fibres required between the amplifier nodes for each LR-PON
chain while only 2 fibres are required from the primary and secondary metro-nodes to the closest
respective amplifier nodes. This solution shares one optical line terminal (OLT) working and one
protection OLT for all the amplifier nodes in the chain, it maintains full wavelength availability at
all amplifier nodes and also works for single wavelength entry solutions. The cost penalty compared
to the “lollipop” model is the greater number of amplifiers per customer due to the smaller split
(and hence smaller number of customers) at each amplifier node. The feeder fibre and inter node
fibres remain highly shared as with the urban “lollipop” model and should not add significantly to
the cost per customer.

Although protection switching is more complex than for the simple “lollipop” LR-PON model
used for dense areas due to the increased number of failure modes that can occur full protection
can still be achieved. The only additional issue is that the upstream amplifiers in the secondary
path need to be off to avoided multipath propagation and an amplified loop: An example of such
a loop is shown by the path highlighted in red in Fig. 1. Note also that the centre amplifier
nodes in the chain requires 4 × 8 splitters to provide the chain ports to connect to their adjacent
amplifier nodes; the edge amplifier nodes only require 4× 4 splitters as in the usual “lollipop” LR-
PON configuration. The need to turn-off the amplifiers in the protection path (to avoid the risk
of amplified loops) reduces “fault coverage” because the protection path cannot pass light unless
the amplifiers are bypassed with an out-of-band wavelength. The chain cable concept can also be
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Figure 1: Chain configure if distributed amplifier structure.

Figure 2: Chain cable model applied to LR-PON “lollipop” model for urban areas.

applied to the “lollipop” LR-PON model in urban areas as shown in Fig. 2. This configure applies
to denser ares where each local exchange (LE) site/central office (CO) serves sufficient customers
for at least one LR-PON and could contain amplifiers for several LR-PONs. For both rural and
urban solutions (Figs. 1–2) the cable chain is configured between a pair of adjacent metro-nodes,
the number of LE/CO sites in the chain would depend on local customer densities and LE/CO site
densities. The number of fibres in the cable serving the chain is equal to 2 times the total number
of LR-PONs (for the urban “lollipop” case) in all the LE/CO sites connected via the chain cable
plus any spare fibre planned for future growth. This makes very efficient use of the feeder cable
fibre network and minimizes cost per customer.

2. 100G-DP-QPSK TRANSMISSION OVER LR-PON INFRASTRUCTURE

The basic 10-Gb/s LR-PON proposal [2] assumes 10-Gb/s symmetrical OOK transmission system
carrying a hybrid DWDM/TDMA protocol with dynamic bandwidth allocation (DBA) and dy-
namic wavelength allocation (DWA). A 40-Gb/s bit interleaved downstream system as a future
upgrade of the LR-PON capacity is also being considered [3]. However although there will be spare
fibres in the LR-PON cable for a limited number of bespoke fibre networks for some customers
we also need a 100-Gb/s point-to-point solution that operates over wavelengths in the DWDM
multiplex operating over the LR-PON infrastructure. Such a solution can enable ubiquitous access
to the core network and provide 100-Gb/s private circuits on either a static or via dynamic SDN
basis. Dual-polarization quaternary phase-shift keying (DP-QPSK) at 25-GBaud symbol rate is a
good candidate for the implementation of next generation high-speed transmission systems [4]. It
helps to reduce the requirements on electrical and opto-electrical components because it requires a
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symbol-rate of only 1
4 of the bit-rate. In addition, digital signal processing (DSP) combined with

coherent detection has the potential to mitigate the impact of transmission impairments. In partic-
ular, coherent DP-QPSK uses a DSP unit which is able to mitigate the impact of phase noise (phase
and frequency mismatch between laser transmitter and local oscillator [LO]), chromatic dispersion
(CD) and polarization-induced distortions, i.e. polarization mode dispersion (PMD) and polariza-
tion cross-talk (cross-talk between orthogonally polarized channels resulting from the misalignment
between the states of polarization [SOP] of the LO and the detected signal using polarisation beam
splitters [PBSs] in signal and LO paths).

Our simulation setup consists of a single-channel using a combination of two 50-Gb/s DP-QPSK
transmitters resulting in total 100-Gb/s (25-GBaud), a transmission line and polarization-diversity
receivers that include two 90◦ hybrids and a DSP unit (downstream PON). The noise figure of the
optical amplifier (an Erbium-doped fiber amplifier [EDFA]) was set at 5.5 dB. PIN photodiodes
have been used for the coherent homodyne receiver and the laser and LO linewidth have been
set to 1 MHz. Finally the optical and electrical band-pass filters (OBPF) are of 1st order with
Gaussian transfer function and 100 GHz bandwidth, whilst the filter in the ONU is Bessel type. The
transmission line is composed of a standard single-mode fiber (SSMF) and a polarization tracker
(to control the alignment between the signal SOP and the PBS at the receiver). Residual CD
is compensated using a finite impulse response (FIR) filter with taps. Polarization effects (PMD
and Pol-X-talk) are mitigated using a multiple-input multiple-output (MIMO) structure. The
coefficients of the MIMO structure are optimized using the constant-modulus algorithm (CMA)
[5–7]. The phase noise is corrected using a multi-symbol phase estimation (MSPE) technique based
on the Viterbi-Viterbi algorithm [5–7].

3. RESULTS

In Fig. 3(a), the maximum achievable transmission distance (19 FIR taps) of 100G-DP-QPSK
transmission for upstream and downstream PON directions against the ODN losses is plotted at
a targeted average (x- and y-pol) BERaverage of 10−3 (assumed FEC limit) for the configuration
depicted in Fig. 1, i.e., the rural LR-PON solution. It is shown that the upstream PON performance
is very close to the downstream when considering identical launched optical power (LOP) of 0 dBm
for both directions. This result reveals that 100-Gb/s could be supported for 1024 split LR-PONs
with distances up to 125 km. In Fig. 3(b), results are shown for a fiber loss of 0.2 dB/km at
1550 nm. This can be optimistic for the installed fiber base where cable and splice losses could
increase this figure to closer to 0.3 dB/km. In Fig. 3(b), the effects of increasing fiber loss on
achievable LR-PON reach is shown keeping all other parameters constant. The fiber loss effects
show a reduction in maximum achievable transmission distances for upstream and downstream
directions vs. ODN losses of 100G-DP-QPSK at a targeted average BERav of 10−3 (note that the
LOP for both directions is identical to 0 dBm).

The performance of DP-QPSK coherent systems depends heavily on the level on the DSP em-

(a)  (b)

Figure 3: (a) Maximum achievable distances of 100G-DP-QPSK transmission for upstream and downstream
vs. ODN losses for BERav of 10−3 with inset a received QPSK [x-pol] diagram at 167 km. (b) Comparison
of different amount of fiber losses (0.2–0.3 dB/km) for upstream and downstream vs. ODN losses.
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(a)                                                                                          (b)

Figure 4: (a) Optimum number of FIR filters for CD compensation vs. maximum achievable distance when
considering a BERav of 10−3 for different amount of ODN losses (colour bars) and number of users. (b)
Optimum number of required MIMO and CD compensation FIR taps for a targeted BERav of 10−3 at fixed
125 km of transmission for different amount of ODN losses. The LOP in all cases is fixed at 0 dBm.

ployed mainly in the complexity (i.e., number of taps) of the FIR filters. By increasing the number
of taps used, increased performance can be achieved but at the expense of greater DSP processing
and power consumption. In Fig. 4(a), the number of FIR filter taps required for CD compensation
is plotted vs. the maximum achievable transmission distance when considering a fixed BERav of
10−3, for different amount of ODN losses and number of users (LOP = 0 dBm). It is shown that
for higher ODN losses and therefore number of users, the maximum achievable transmission PON
distance is reduced (down to < 160 km for 1024 users), whilst the required number of FIR taps
increases up to 60. Also shown in Fig. 4(b) is a comparison of the number of taps for MIMO
and CD compensation for the 100G-DP-QPSK downstream PON system, corresponding to the
LR-PON design of Fig. 2. It is shown that in comparison to the MIMO taps used for mitigating
polarisation impairment effects (maximum number is 9 at ∼ 35 dB of ODN loss), the requirement
for CD taps is much higher as the ODN loss is increased (up to a number of 60 at ∼ 35 dB of ODN
loss-corresponding to a split of 1024 ways).

4. CONCLUSION

Chain solutions for LR-PON deployment in urban and rural areas have been described and 100-Gb/s
point-to-point transmission over the LR-PON infrastructure of these solutions using DP-QPSK
modulation has been simulated. The analysis showed that with appropriate FIR filter designs,100-
Gb/s transmission can be achieved with at least 512 way split and up to 160 km total distance,
which is sufficient for many of the optical paths in a practical situation (e.g., private circuits across
large metropolitan area), for point-to-point link from one LR-PON to another LR-PON through
the optical switch at the metro nodes and across a core light path through the core network without
regeneration.
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Abstract— One major drawback of coherent optical orthogonal frequency-division multiplexing
(CO-OFDM) that hitherto remains unsolved is its vulnerability to nonlinear fiber effects due to
its high peak-to-average power ratio. Several digital signal processing techniques have been
investigated for the compensation of fiber nonlinearities, e.g., digital back-propagation, nonlinear
pre- and post-compensation and nonlinear equalizers (NLEs) based on the inverse Volterra-series
transfer function (IVSTF). Alternatively, nonlinearities can be mitigated using nonlinear decision
classifiers such as artificial neural networks (ANNs) based on a multilayer perceptron. In this
paper, ANN-NLE is presented for a 16QAM CO-OFDM system. The capability of the proposed
approach to compensate the fiber nonlinearities is numerically demonstrated for up to 100-Gb/s
and over 1000 km and compared to the benchmark IVSTF-NLE. Results show that in terms of
Q-factor, for 100-Gb/s at 1000 km of transmission, ANN-NLE outperforms linear equalization
and IVSTF-NLE by 3.2 dB and 1 dB, respectively.

1. INTRODUCTION

CO-OFDM is a high spectral-efficient modulation format able to virtually eliminate inter-symbol
interference (ISI) caused by chromatic dispersion (CD) and polarization mode dispersion (PMD) [1].
One major drawback of CO-OFDM that hitherto remains unsolved is its vulnerability to nonlinear
fiber effects due to its high peak-to-average power ratio (PAPR). Several digital signal processing
(DSP) techniques have been investigated for the compensation of nonlinearities, e.g., digital back-
propagation (DBP) [2], nonlinear pre- and post-compensation [3] and DSP nonlinear equalizers
(NLEs) based on the inverse Volterra-series transfer function (IVSTF) [4]. The main disadvantage
of DBP is the extensive use of the fast Fourier transform (FFT), which results in high DSP com-
putational load. Pre- and post-compensation algorithms are complex to implement and present
a marginal performance enhancement (< 0.5 dB in Q-factor [3]). IVSTF-based equalization has
been considered as an effective method for combating fiber nonlinearities with a reported Q-factor
enhancement of 1 dB in 256-Gb/s polarization-division multiplexed 16 quadrature amplitude mod-
ulation (16QAM) transmissions [4]. Alternatively, nonlinearities can be mitigated using nonlinear
decision classifiers such as artificial neural networks (ANNs) based on a multilayer perceptron
(MLP). MLP-ANNs form a complex map with nonlinear decision boundaries between its input
and output spaces, which helps in inverting the effects of nonlinear distortion. ANNs have shown
promising results in wireless communications applications to reduce the effect of the nonlinear
distortion of amplifiers in various system configurations including OFDM [5–7].

A novel ANN-NLE is presented for a 16QAM CO-OFDM system in this paper, which is an
extension of our previous work reported in [8, 9]. The capability of the proposed approach to
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compensate the fiber nonlinearities is numerically demonstrated at 100-Gb/s over a standard single-
mode fiber (SSMF) link of 100 km and compared to the benchmark IVSTF-NLE. Results reveal
that in terms of Q-factor, for 100-Gb/s at 1000 km of transmission, ANN-NLE outperforms linear
equalization and IVSTF-NLE by 3.2 dB and 1 dB, respectively.

(a)

(b)

Figure 1: (a) Block diagram of the CO-OFDM receiver equipped with the proposed ANN-NLE. (b) Receiver
16QAM CO-OFDM block diagram showing the equalization schematic diagram of the ANN sub-neural
network. LPF: low-pass filter, ADC: analogue-to-digital converter, STP/PTS: serial-to-parallel/parallel-to-
serial, CP: cyclic prefix, FFT: fast Fourier transform, NLE: nonlinear equalizer, MMSE: minimum mean-
square error.

2. ARTIFICIAL NEURAL NETWORK NONLINEAR EQUALIZER

The schematic diagram of the proposed ANN-based NLE for the 16 QAM CO-OFDM receiver is
depicted in Figure 1(a), where s(k) is the training vector, i.e., the pre-known subcarrier set trans-
mitted during the training stage. Since the CO-OFDM signal consists of k subcarriers, ANN-NLE
is comprised of k sub-neural networks, with each sub-network being associated to each subcarrier.
The received symbols for every subcarrier x(k) are fed to NLE neurons where they are multiplied
with the weight value for a given OFDM subcarrier and neuron w(k, i), and afterwards, the outputs
of the different neurons are summed. In the training stage, the well-known minimum mean-square
error (MMSE) algorithm, which is standard in the new feed-forward (FFD) networks, is used to
determine the error signal and update the weights. The weights are iteratively updated until the
desired error value is reached, thus indicating the optimum match between the sub-network output
and the transmitted (undistorted) OFDM subcarrier symbols. The error signal is given as:

e(k) = s(k)− ŝ(k) (1)

where ŝ(k) is calculated in terms of a nonlinear activation function ϕ(k, i), performing the NLE
and w(k, i), which is given by:

ŝ(k) =
∑16

i=1
w(k, i)ϕ(k, i)s(k). (2)

The nonlinear activation function is application dependent and it is mostly required to be a dif-
ferentiable function. For the proposed ANN-NLE a sigmoid function is used, which can satisfy a
conflicting relationship between the boundedness and the differentiability of a complex function.
This is called the “split” complex activation function, where two conventional real-valued activation
functions process the in-phase and quadrature components.

It is important to mention that the number of neurons in every neural sub-net is equal to the
number of the signal modulation format level, which in the case of 16QAM is 16. In this work,
the ANN-NLE is based on the FFD network that uses the Riedmiller’s resilient back-propagation
(RR-BP) algorithm [10]. The training function updates the weights and the bias values according
to the RR-BP algorithm, which is computationally more efficient than other training algorithms,
and it performs an approximation to the global minimization achieved by the steepest descent [11].
Hence, as mentioned, RR-BP minimizes the difference between the ANN output and the desired
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output, i.e., the target output. This is achieved in real-time splitting the complex OFDM data into
two real-valued data collections; the real ŝr(k) and imaginary ŝi(k) parts are fed separately into
two ANN sub-networks and the outputs are recombined as following:

ŝFinal = ŝr(k) + j · ŝi(k) (3)

For our numerical investigations, the employed transfer functions for the hidden layer are differ-
entiable and similar to the hyperbolic tangent function, as suggested in [11]. For the output layer,
the linear function “purelin” is used. The block identified as MMSE in Figure 1(b), represents the
subsystem that implements the RR-BP algorithm used to find the weights that minimize the error
vector (the vector whose kth component is e(k)):

E(n) = ‖S(n)− Ŝ(n)‖2 (4)

where S(n) and Ŝ(n) are the desired and calculated output vectors, respectively. The weights are
updated according to the following 5 steps by applying gradient descent on the cost function E(n)
in order to reach a minimum:

• Step 1 : Initialize the weights and thresholds to small random numbers.
• Step 2 : Present the input vector, X(n), and the desired output vector S(n).
• Step 3 : Calculate Ŝ(n) from the X(n) and compute the error vector E(n) using (4).
• Step 4 : Adapt weights based on:

w(k, i)n+1 = w(k, i)n − ñ
(
∂E(n)/∂w(k, i)′n

)
(5)

where w(k, i)n is the weight of the ith neuron of the kth sub-neural network (ith symbol of
the kth subcarrier) at the nth iteration, and ñ is the learning rate parameter. It is worth
mentioning that when ñ is very small, the algorithm will take long time to converge; whereas,
when ñ is too large the system may run into an unstable state.

• Step 5 : If E(n) is above the threshold, go to step 2.

The schematic block diagram of the benchmark IVSTF equalizer is depicted in Figure 2(a),
which is similar to that reported in [8, 9] to account for single-polarization CO-OFDM. Compared
to ANN, the IVSTF-NLE is placed just after the ADCs to reduce DSP complexity by means
of reducing the number of FFT/IFFT blocks. The IVSTF-NLE inherits some of the features of
the hybrid time-and-frequency domain implementation, such as non-frequency aliasing and simple

 
(a) (b)

Figure 2: (a) 16 QAM CO-OFDM receiver block diagram showing the equalization schematic diagram of
the benchmark inverse Volterra-series transfer function (IVSTF) [4, 8, 9]. LPF: low-pass filter; ADC: analog-
to-digital converter; CP: cyclic prefix; (I) FFT: (inverse) fast-Fourier transform; NLE: nonlinear equalizer;
HCD: linear system chromatic dispersion. (b) Q-factor in terms of the signal bit-rate (up to 100-Gb/s) for
a 1000 km link without using NLE, using IVSTF-based NLE and the proposed ANN-NLE.
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implementation. From Figure 2(a), it can be clearly identified that CD, i.e., (HCD)k, and the
fiber nonlinearity are combated by the linear and nonlinear compensator tool, respectively. It
should be mentioned that for purposes of reduced complexity and processing time, very high order
Volterra kernels have not been considered, thus offering ∼50% reduced computational complexity
compared to the single-step/span DBP [8]. Additionally, it should be noted that ANN-NLE for the
current CO-OFDM configuration is less complex than IVSTF-NLE and > 50% less complex than
single-step/span DBP [9].

The proposed ANN and benchmark IVSTF equalization schemes were validated by carrying out
numerical simulations in a Matlab/VPI-transmission-Maker co-simulation environment (electrical
domain in Matlab and optical domain in VPI-version 9 ). For the IVSTF-NLE, we have calculated
up to 3rd order Volterra kernels [4, 8, 9]. A CO-OFDM system with ideal homodyne reception
was considered using 16 QAM subcarrier modulation and signal bit-rates ranging from 50-Gb/s
up to 100-Gb/s, before adding the different transmission overheads, i.e., the cyclic prefix (CP)
and training symbols for channel estimation. A 64-point IFFT/FFT pair was used to reduce the
complexity of the ANN-NLE, and 1000 OFDM symbols were generated. A transmission of up
to 1000 km (10 homogeneous spans ×100 km) was considered. A large CP overhead of 25% was
added to virtually eliminate all ISI caused by CD and PMD, which also relaxes the synchronization
requirements of the CO-OFDM demodulator. The rest of transceiver parameters are similar to [9].

3. RESULTS

The nonlinearity compensation capability was assessed based on Q-factor, which was estimated
from the bit-error-rate (BER) obtained by error counting after hard-decision decoding. The Q-
factor is related to the BER value by: Q = 20 log10[

√
2erfc−1(2BER)]. For a Gray-coded 16 QAM

modulation, a 10−3 (the commonly adopted threshold for forward error correction [FEC] codes)
results in a required Q-factor of 9.8 dB. Figure 2(b) shows the Q-factor vs. the signal bit-rate
for up to 100-Gb/s 16QAM CO-OFDM using ANN-NLE, IVSTF-NLE, or linear equalization (the
launched optical power was set to −6 dBm, which was the optimum level for linear equalization).
It is shown that ANN-NLE can improve the Q-factor compared to linear equalization by ∼3.2 dB
and by ∼1 dB compared to IVSTF-NLE at 1000 km of transmission. It seems that self-phase
modulation and inter-subcarrier four-wave mixing crosstalk effects can be combated very well with
the introduction of the ANN-based nonlinear activation function. The work presented here, shows
improved nonlinearity compensation capability using ANN-NLE at higher signal bit-rate (3.2 dB
at 100-Gb/s) compared to [9], where 3 dB improvement between ANN-NLE and linear equalization
(i.e., without [w/o] NLE) was estimated at 80-Gb/s of CO-OFDM transmission. Future work will
consider the performance of such NLEs in high-capacity wavelength-division multiplexing long-haul
systems for inter-channel nonlinearities mitigation.

4. CONCLUSION

A novel low-complexity ANN-based NLE has been proposed for CO-OFDM systems. ANN-NLE
proved to be a robust nonlinearity DSP technique for up to 100-Gb/s 16 QAM CO-OFDM systems.
For 100-Gb/s transmission at 1000 km of uncompensated link, ANN-NLE outperforms in terms
of Q-factor, linear equalization and IVSTF-NLE by ∼3.2 dB and ∼1 dB, respectively. This work
should trigger the implementation of nonlinear ANN-based equalizers in next generation high-
capacity core networks.
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Abstract— The saturation behavior of a quantum-dot semiconductor optical amplifier (QD-
SOA) is governed by a complex combination of ground state and excited state replenishment
in saturation condition. Also, due to inhomogeneously broadened gain of a QD-SOA, various
spectral regions are coupled via the common quantum dot (QD) reservoir, i.e., wetting layer, and
the barrier layer. Hence, a frequency domain model has been developed to effectively exhibit
the saturation properties of a QD-SOA in this article. Based on performed experimental tests,
and also, developed model we exploit gain dynamic, gain saturation characteristics and noise
suppression capability at different SOA operation conditions. The effect of an external beam
on different characteristics of QD-SOAs has been investigated experimentally when the applied
beam is in the gain or transparency region of the amplifiers. Also, based on different external
beam power levels, the performance of the discussed method is characterized in terms of signal-
to-noise ratio at the input of the QD-SOA, and output quality factor, which directly quantifies
the level of intensity noise. A comprehensive comparison is performed between the quality factor
of noisy input bit stream and the output data which contains the pattern effect at higher bit
rates. Finally, noise suppression specification of the device at different bias currents is discussed.

1. INTRODUCTION

The gain recovery process in bulk and QW SOAs (common SOAs) can be enhanced through injec-
tion of a light beam into the active region [1]. However, for QD-SOAs the situation is to somewhat
different. In QD-SOAs, the wetting layer (WL) and excited state (ES) serve as reservoirs of QD
carriers. The intrinsic properties of QDs are usually masked by inhomogeneous broadening due to
QD size and composition fluctuations, which make it challenging to reach the ES of QDs to inject
an external light for enhancing the ground state (GS) recovery process, as discussed theoretically
in [2, 3].

Instead, accelerating the WL recovery process may be considered to decrease the full-recovery
time of QD-SOAs. Beside the effect of externally injected light or so-called holding beam (HB) on
the gain recovery process (which needs to be applied at the gain transparency wavelength of the
amplifier), it would be noteworthy to consider the amplifier characteristics when the HB resides
inside the gain region.

On the other hand, it has been shown that noise suppression in gain-saturated SOAs can be
achieved completely depending on device operation point and also, the input bit rate [4]. An
optimum performance can be achieved by taking into account two factors: The amplifier bias
current and the input power [5]. The suppression bandwidth on the other hand depends on the
SOA device parameters and the operating point.

2. RESULTS AND DISCUSSION

Figure 1 illustrates the experimental setup utilized for gain characteristics measurement at the
presence of the external holding beam (HB). Experiments were performed on a 5-mm-long QD-
SOA with active region grown in StranskiKrastanov mode, operating at 12◦C and cooled by a
thermo-electric cooler element aided by a water cooler.

To inject an external light for recovery acceleration, determination of the gain transparency
wavelength (the wavelength where the material gain is zero) is the first step. We determine this
wavelength approximately using saturation characteristics of the QD-SOA. The setup presented in
Figure 1 was used for this purpose, where a tunable laser source as HB (Agilent 81989A compact
tunable laser) and a weak continuous-wave (CW) signal at 1560 nm are applied to the QD-SOA
through a Wavelength Division Multiplexing (WDM) coupler. The QD-SOA has a bias current
of 1.5A and a 5 nm band-pass filter (BPF) at the output selects the signal wavelength before the
optical spectrum analyzer (OSA). First we characterize the gain saturation curve of the amplifier [6].
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Figure 1: Experimental setup for determination of the gain transparency wavelength.

(a)

(b)

Figure 2: Fiber-to-fiber gain as a function of input signal power for HB powers of 0mW, 4 dBm, and 9.1 dBm
at HB wavelength of (a) 1545 nm and (b) 1465 nm.

Our measurements show 3dB-saturation output powers of −12.5, −9, and −6 dBm for HB
powers of 0 mW, 4 dBm, and 9.1 dBm, respectively. Changing the HB frequency toward shorter
wavelengths would decrease the saturation effect and also, at the device transparency wavelength,
the small signal gain variation becomes negligible (in our case < 1 dB at 1465 nm, as illustrated in
Figure 2(b)).

The saturation behavior of a QD-SOA is governed by a complex combination of the GS and the
ES replenishment in saturation condition. Hence, a frequency domain model should be developed
to effectively exhibit the saturation properties of a QD-SOA. The developed model for analyzing the
effect of HB on amplitude noise suppression is similar to the model presented in [7] where coupled
carrier and photon rate equations are solved for the position-dependant occupation probabilities
in the GS, ES and the WL. A tenfold stack of self-assembled InAs QDs with surface density of
5 × 1010 cm−2 capped with In0.2Ga0.8As QW layer and GaAs barrier have been considered in the
model. Homogeneous and Gaussian inhomogeneous broadenings of 10meV and 50 meV have been
assumed respectively at room temperature based on the four-wave mixing spectroscopy of InGaAs
QD amplifier.

Our obtained results denote that deeper saturation level and consequently, higher HB power
is required for noise suppression of input stream with SNR of 10 dB compared to initial SNR of
20 dB. It should be noted that, due to higher saturation output power of QD-SOA compared to
its bulk and quantum well counterparts (which provides a wide power range for applying the HB),
increasing the HB power leads to higher Q-factor at the device output. Hence, depending on the
input bit rate and noise figure, the Q-factor of the output can be modified by the HB power. A
more complex situation for a noisy data sequence is predicted at higher bit rates when both the
amplitude noise and pattern effect participate at the output signal. A Q-factor penalty may be
obtained even at relatively low data rates.

To further highlight this condition, Figures 3 and 4 display the effect of input data rate on the
output signal characteristics. As it is clear in Figure 3, a small Q-factor enhancement of ∼ 1.5 dB
is observed at bit rate of 160 Gb/s, while, a Q-factor penalty of ∼ 4.5 dB is obtained for bit rate of
640Gb/s, due to the destructive nature of both the pattern effect and noisy amplitude. Zero-level
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Figure 3: Eye diagrams and corresponding Q-factors for input and output data sequences at 160 Gb/s (upper
row) and 640 Gb/s (lower row) bit rates. Input Q-factors have been calculated for SNR = 10dB, HB power
has been set to 0 dBm and the bias current density is 5 kA/cm2.

Figure 4: Q-factor versus bit rate analysis of a noisy data stream for initial SNRs of 10 dB (upper panel)
and 20 dB (lower panel). HB power is 0 dBm and the bias current density is 5 kA/cm2.

noise suppression is the main achievement at both data rates which may rely on the fact that high
signal state endures the pattern effect at high bit rates whereas for zero-level noise the suppression
is realized at SOA saturation regime.
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Abstract— The electrical controlled drives are described as controlled systems that contain
one or two large time constants and several small time constants, whose influence is replaced by
approximately sum time constant. The large time constants are then compensated by a serial
correction using a controller, while the sum time constant remains uncompensated. The quality
of the control is assessed according to the response of the control loop to step change of the input
variable. In the paper, there is used a genetic algorithm to identify the unknown time constants
of the controlled system with the electrical drive from the step response characteristic.

1. INTRODUCTION

There are a lot of new approaches and principles which are based on a relatively new scientific
discipline which is called soft computing. The main feature of soft computing is a departure from
traditional modeling based on Boolean logic, analytical models, sharp classification and determin-
istic search. Among the main representative of soft computing we can include fuzzy logic, neural
networks and genetic algorithms. Genetic algorithms solve optimization problems in different fields
of the industry. In the field of electrical drives, the genetic algorithms can be used to identify
the parameters of the controlled system, optimization of the controller parameters settings and
optimization of the parameters adjustment of adaptive controllers [1–4].

2. CONTROLLED SYSTEMS WITH ELECTRICAL DRIVES

Different methods of analysis and synthesis are used to design of electric controlled drives which have
to fulfill given static and dynamic requirements. The quality of the control is assessed according
to the response of the control loop to step change of input variable (see Fig. 1). From a practical
point of view, four factors are most important for the assessment of control quality: rise time tr,
settling time ts, overshoot ym and steady state error.

Figure 1: Typical step response for an under damped second order system.

The main requirements are a good dynamics of the control which is given by short rising time
tr and small overshoot ym. These two parameters are contradictory and it is not possible to fulfill
both of them at the same time. Appropriate settings of tr and ym determine the right curve shape
of an open loop step response in time domain. In real control loop, there are some errors that it
is not possible to compensate. These errors, for example voltage ripple, measurement errors and
controller errors, determine the practical achievable static accuracy.

For the electrical controlled drives, a cascade structure is often used. The cascade control
structure consists of several superior and subordinate control loops [5–8].

The serial correction method is mostly used to get right static and dynamic parameters of
the control loop. For illustration, there will be considered the following transfer function of the
controlled system in Laplace domain:

FS(s) =
KS

(1 + sT1) (1 + sT2) . . . (1 + sTn)
(1)
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The controlled systems with the electrical drives are described by the transfer function that contains
one or two large time constants and several small time constants. The open control loop is described
by transfer function:

FOL(s) = FC(s) · FS(s) = FC(s) ·KS
1

(1 + sTS)
1

(1 + sTΣ)
(2)

where FS(s) — transfer function of the controlled system; FC(s) — transfer function of the con-
troller; KS — gain of the controlled system; TS — large time constant of the controlled system; TΣ

— uncompensated sum time constant.
For the control of the output quantity, it can be used the PI controller with the parameters KCi

and TCi:

FC(s) = KCi
(1 + sTCi)

sTCi
(3)

3. GENETIC ALGORITHM APPLICATION FOR PARAMETER ESTIMATION

The most important part of the genetic algorithm is the fitness function — an equation describing
searched problem. The first population is generated randomly from specified range of values.
According to the results of the individual in the fitness function for each individual is assigned a
fitness value that reflects how strong this individual is. The strongest individuals continue in the
algorithm and the weaker die [9].

Next is applied operations of mutation and crossover of most powerful individuals. During the
crossing parents remain and the population grows by the new offspring resulting from accidental
crossing of chromosomes randomly selected individuals — parents. The newly formed individual
may be stronger than parents or weaker and dies in the next generation. The next step is the
implementation of a mutation. This creates new individuals by mutation of individuals randomly
selected from the population. In the developed algorithm is mutation implemented by multiplication
chromosomes and random value close to one. In the next step of the algorithm are randomly
generated new individuals. If not to create new random individuals, the space would be poorly
scanned and the algorithm would get stuck in a local extreme of fitness function. Add new randomly
generated individuals ensures a random search of the entire area, allowing the algorithm to jump out
of the field of local extreme. The population was thus extended by new individuals resulting from
the crossing and mutation of new individuals, but also randomly generated individuals. The whole
population progresses to the next generation, where the process is repeated again — determining of
fitness values-selection-crossover-mutation — the emergence of new randomly generated individuals.
This process is repeated continuously till not reached the desired number of generations or until
the individual is sufficiently mature — high enough fitness value [9].

The measured points and the function which describe the controlled system are loaded to the
developed application. Chromosomes of the individual are function parameters and function values
are calculated in measured points. Differences between measured and calculated values are calcu-
lated and summed. Total sum of the deviations then indicates how the individual is strong. The
lower sum of differences means that the individual is stronger. The aim therefore is to find the
parameters of the function to function as close as possible to the measurement points.

Summation of differences has the consequence that in this case the behavior of the function
exactly intersects some points and some points are disproportionately away. Sum of differences is
the lowest in this case. Even during the fitting function all points can provide the sum of squared
differences. The sum of squared deviations is smaller number than the large square of one difference.

The sum of the differences is exactly interleaves the most points and ignores points outside
the course of function. The sum of the deviations quadrates create graphs of functions uniformly
interleaved all points.

All measurements generally are flawed and because of this error sometimes it is not possible to
achieve sufficient results by substituting into the equation or by inserting of the measured points in
to the system of equations and solve the equation parameters. In case of an inaccurate measurement
should be measured points evenly interspersed by curve.

4. SIMULATION RESULTS

For the simulation, there was used the current loop of the vector controlled induction motor (IM)
supplied by the frequency converter which consists of the input rectifier, DC voltage link and voltage
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source inverter (VSI). Basic parameters of the IM are: rated power 2.2 kW, rated speed 1420 rpm,
rated voltage 230 V/400 V, rated current 8.4 A/4.7A, rated torque 14.8 Nm, stator resistance 3.71 Ω,
stator inductance 330 mH, leakage coefficient 0.0953, moment of inertia 0.005 kgm2.

The resulting transfer function of the current loop that includes the voltage source inverter and
its control part, current sensor and AD converter (ADC) is given:

FSI(s) =
KMKIKAD

RS

1
(1 + sTI)

1
(1 + sTΣ)

= KSI
1

(1 + sTI)
1

(1 + sTΣ)

= 650.54
1

(1 + s · 0.00847)
1

(1 + s · 0.000125)
(4)

where KSI — total gain of the current loop; KM — voltage gain of the VSI, KI — gain of the
current sensor, KAD — gain of the ADC, RS — stator resistance, TI — large time constant, TNKI

— small sum time constant.
The voltage gain of the VSI with the comparative PWM is defined as follows: KM = UDC-link/

UCmax = 650.54, where UDC-link — DC-link voltage calculated for the rated stator voltage of the
IM; UCmax — maximal control voltage with the value 1 which is given in the control software. The
gain of the current sensor and ADC is defined in the control software: KIKAD = 1.

The large time constant TI is calculated using IM parameters: TI = σLS/RS = 0.0954 ·
0.33/3.71 = 8.47ms. Small sum time constant TΣ is defined as follows: TΣ = 1.5 · TSI + TV SI =

Figure 2: Step response of the open current control loop.

Figure 3: Development of the fittest individuals in each generation.
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1.5 · 50 · 10−6 + 50 · 10−6 = 0.125ms, where TSI — sampling period of the current control loop;
TV SI — time delay of the VSI (TV SI = 1/2fs; switching frequency fs = 10 kHz).

Step response in time domain (see Fig. 2) is described by the following equation:

y = K

{
1−

[(
T1

T1 − T2

)
e
− t

T1 −
(

T2

T1 − T2

)
e
− t

T2

]}
(5)

The step response of the described current control loop was obtained using Matlab code.
A few random points from step response were taken and applied into developed LabVIEW

application based on the genetic algorithm. The equation of the step response in time domain is
basically searched fitness function implemented into application. The genetic algorithm is used
to find parameters K = KSI , T1 = TI , and T2 = TΣ of the step response in time domain. The
population of 50 individuals and 60 generation were chosen.

Figure 3 shows the improvement of the function graph with the best individual in each gen-
eration. In each generation the sum of the deviations is much smaller and the curve follows the
given points. The obtained parameters of the controlled current loop using the described genetic
algorithms are: K = KSI = 175.2035, T1 = TI = 0.00847085 s, T2 = TΣ = 0.00012495 s.

5. CONCLUSIONS

The designed GA application is able to find the important parameters of the controlled systems
with the electrical drives. The achieved error is less than 0.1% in the sixtieth generation with the
first population size of fifty individuals. This application can be used for almost every estimation
tasks, if the controlled system is defined by the measured step response. The fitness function has
to be chosen correctly.
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Abstract— The pulse-width modulation voltage source inverters are most commonly applied
in frequency converters that are used for supplying AC motors. At present, the importance
of the so-called sensorless control of AC drives is growing. More common sensorless methods
are methods working with the mathematical models of machines. The mathematical models of
the AC motor that are used in sensorless control methods with different types of observers and
estimators require knowledge of stator currents and voltages. The paper describes a model of
the voltage source inverter with the possibilities of the compensation non-linear effects such as
dead-time and the voltage drop on a power switching device.

1. INTRODUCTION

AC motors are often preferred choice in variable-speed drive applications. For high performance,
it is possible to use a vector control or direct torque control of the AC motor. The modern control
methods, for example the sensorless control, soft computing methods, use different mathematical
models of the AC motors. The essence of the model based methods is the use of a particular
algorithm for calculation of the speed and rotor position from known or measured variables such as
stator currents and voltages. The values of stator currents and voltages can be obtained by direct
measurement using current and voltage sensors at the terminals of the AC motor [1, 2].

2. VOLTAGE SOURCE INVERTER

For a supplying induction motor, there is suitable an indirect frequency converter with a volt-
age DC link (see Fig. 1). Power semiconductor switches S1 to S6 are realized by modern power
semiconductor devices, for example IGBTs, MOSFETs, IGCTs [3, 4].

Figure 1: Block scheme of the indirect frequency converter with the voltage DC link.

In Table 1, there are described all switching combinations and stator voltage values that can
occur at different phases of the AC motor (see Fig. 1).

Table 1: Stator voltages and switching combination of the voltage source inverter.

Voltage vector u0 u1 u2 u3 u4 u5 u6 u7

Switches

[Combination]

S4, S6, S2

[000]

S1, S6, S2

[100]

S1, S3, S2

[110]

S4, S3,S2

[010]

S4, S3,S5

[011]

S4, S6,S5

[001]

S1, S6,S5

[101]

S1, S3, S5

[111]

uSa 0 2/3 Ud 1/3 Ud −1/3 Ud −2/3 Ud −1/3 Ud 1/3 Ud 0

uSb 0 −1/3 Ud 1/3 Ud 2/3 Ud 1/3 Ud −1/3 Ud −2/3 Ud 0

uSc 0 −1/3 Ud −2/3 Ud −1/3 Ud 1/3 Ud 2/3 Ud 1/3 Ud 0

uSα 0 2/3 Ud 1/3 Ud −1/3 Ud −2/3 Ud −1/3 Ud 1/3 Ud 0

uSβ 0 0 1/
√

3 Ud 1/
√

3 Ud 0 −1/
√

3 Ud −1/
√

3 Ud 0
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The table shows that the voltage source inverter is able to provide eight correct switching com-
binations, which eight voltage vectors u0 to u7 based on the theory of complex vectors correspond
(see Fig. 1).

3. VSI MODEL RESPECTING VOLTAGE DROPS ON SWITCHING ELEMENTS AND
DEAD TIMES

The VSI model requires knowledge of stator currents and voltages, whose values can be obtained
by direct measurement using sensors currents and voltages at the terminals of the AC motor (see
Fig. 2).

Figure 2: Block diagram of the processing and compensation measured values for the observer.

For the measurement of the phase stator currents, the situation is simpler because we can
measure directly the value that we need. The stator voltage generated by the PWM voltage
inverter causes a ripple of the phase currents. For the control, there is not necessary to know
the current waveform during switching period. It is necessary to determine the mean value of
the stator currents per PWM period, not per period of the stator current. The mean value can
be easily obtained using the PWM module synchronization with the AD converter. The stator
currents should be scanned at the same time. From the viewpoint of the current control, there is
appropriate to measure stator currents just before entry into the current control loop algorithm.
Then actual data are at disposal.

The stator voltages can be estimated direct or indirect. The direct measurement requires high
quality voltage sensors. At indirect method, there is used simpler voltage sensor that is connected
to DC link. This voltage sensor measures DC voltage with a low frequency voltage ripple. The
stator voltages are calculated using the DC link voltage and actual switching combination of the
voltage source inverter.

It is known that the voltage source inverter represents generally non-linear system. The non-
linearities are caused mainly by the dead-time and real properties of the power switching devices,
for example a voltage drop on the power switching device. By neglecting these non-linearities, it
is obvious that the calculated stator voltages are not correct at indirect method. However, the
observers need correct terminal voltage of the AC motor.

3.1. Voltage Drop Compensation of the Power Semiconductor Device

IGBT transistors are used as switching elements in VSI. Their VA characteristic is shown in Fig. 3.
The collector current IC is depending on the saturation voltage UCES and temperature T . The

characteristic corresponding with the known temperature is chosen for the linearization. This char-
acteristic is replaced by linear relationship related with a threshold voltage UTH and a differential
resistance RD, which corresponds with the relationship UCES = UTH + RDIC . The block scheme
for the voltage drop compensation is shown in Fig. 4.

This is a simple vector summation of the measured voltage vector with the other two vectors.
The first one is a constant for each sextant and corresponding with the threshold voltage UTH . A
double threshold voltage is resulting because the current flows through two power switches. The
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Figure 3: VA characteristics of
the power switching device and
their linearization.

Figure 4: Principle of the switch voltage drop compensation.

second vector has an identical direction with the measured current and the size of this vector is
proportional to the current. The proportionality constant is the differential resistance RD.

The described nonlinearity appears as a superimposed sixth harmonic. This effect is applied
more on machines supplied by the low voltage, because the threshold voltage can be considered
constant. Fig. 5 shows experimental results before and after the voltage drop compensation during
a reverse action. The simulated effect is applied when the voltage is less than approximately 4V.
It is evident that compensation is not totally perfect (indication of a hexagon).The ideal curve has
a spiral shape after the compensation.

(a) (b)

Figure 5: Voltage drop compensation ((a) before compensation, right, (b) after compensation (experimental
results).

3.2. Dead Time Compensation
The dead time is the protective time interval used during switching of transistors in a branch.
Nowadays, the dead time is automatically generated by the PWM modulator between switching of
power devices. The implementation of the dead time decreases the mean value of the stator voltage,
because the actual pulse is shorter than required. This effect is significant for narrow pulses, when
the mean value is low and around the borders of sextants. The calculation of the stator voltage
using the switching combination and the DC link voltage brings a voltage distortion at the closed
current loop. The stator voltage vector in α, β coordinate system generates the hexagon instead of
the circle. For the low magnitude of the stator voltage vector is this effect more noticeable. Fig. 5
shows this effect, respectively it is the combination of the dead time and voltage drops of the power
switching devices.

There are many ways how to eliminate the distortion caused by the dead time. One of them is
the alternative to override the dead time directly in the control system. Another possibility is a
correction table with the dead time values [5, 6]. Knowledge based on the sensorless control with
different types of observers, e.g., Luenberger observer, offers another solution. It is very simple,
undemanding in terms of an algorithm and provides interesting results. The principle is based on
replacing the part of the voltage waveform where the dead time effect is reflected. This part is
replaced by another curve, e.g., slope of the curve at this point. Data from the real AC drive can
be seen in Fig. 6. From the voltage components uSα1, uSβ1, there are calculated the normalized
voltage components uSα1 n, uSβ1 n. The time courses are replaced by tangent calculated from the
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Figure 6: Experimental results of dead time compensation.

time course of the perpendicular component at short time intervals. Glitches during the dead time
are effectively suppressed (see components uSα2, uSβ2). For comparison, the lower figure contains
the cosine of the measured position angle (see cos ε) [7].

4. CONCLUSIONS

The PWM voltage source inverters based upon modern switching devices has obtained a dominant
position in the AC drives market. The mathematical models of the AC machine supplied by VSI and
the entire control structure of the AC drive neglect non-linearities, or replace these non-linearities
by linearized dynamic members. When the distorted stator voltage at the input of the linear
observer is used, it is not possible to obtain on its outputs correct estimated values of quantities.
After closing feedback control loops, behaviour of the AC drive can be very unstable. The easiest
way is the non-linear effects to compensate. Therefore, the waveforms of the stator voltage vector
components have to be corrected. Then they are much more usable and stable in the particular
speed range around zero, though it still does not follow the measured quantity. It has been achieved
stable operation of the sensorless control method with the Luenberger observer by applying the
described voltage correction. Problems especially during speed reversing have been resolved.
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Abstract— This paper deals with power electronics used in contactless power transfer (CPT)
and its operational functions modelled in FEM analysis software. Equations for computing basic
CPT transformer parameters are mentioned in first chapter. In second chapter a CPT system
modelled in multiphysics software Simplorer Ansys is proposed. Proposed model consists of CPT
transformer and power electronics necessary to ensure transfer capability. The main part of the
paper deals with system output voltage ripple reduction and its impacts.

1. CONTACTLESS POWER TRANSFER

Contactless power transfer means electric energy transfer between two galvanically unconnected
devices which is based on electromagnetic induction. CPT consists of functional blocks shown in
Figure 1.

Energy from AC line is transformed to high frequency (HF) waveforms which is transferred by
CPT transformer and then transformed to DC current and stored in electric vehicle batteries. This
paper deals with power electronics used in CPT to create needed current and voltage waveforms for
energy transfer and store. There are many conditions on power electronics operational parameters.
Equations listed below refer about some of them.

1.1. CPT Transformer
CPT transformer is basic part of contactless power transfer where energy is transferred between
two air coils with large gap. CPT transformer equivalent scheme is shown in Figure 2(a).

Active power value transferred by CPT transformer is given by Equation (1):

P2 =
ω0M

2QS

L2
I2[W ] (1)

where QS = P2/S2 is quality factor of secondary transformer side and ω0 is resonant operational
angle velocity.

CPT transformer impedance Z is given by Equation (2):

Z =
(ωM)2 + (R1 + jωL1)(RL + R2 + jωL2)

RL + R2 + jωL2
[Ω] (2)

CPT transformer efficiency η is:

η =
RL

(RL + R2)
(
1 + R1(RL+R2)

(ωM)2

)
+ R1

(
L2
M

)2
[−] (3)

Figure 1: CPT functional blocks.



Progress In Electromagnetics Research Symposium Proceedings 2491

By condition R1(RL+R2)
(ωM)2 ⇒ 0, the maximal CPT transformer efficiency is given by Equation (4):

ηmax =
RL

RL + R2 + R1

(
L2
M

)2 [−] (4)

1.2. CPT Capacitive Compensation
Due to CPT transformer operates at high frequency, CPT has high impedance, transfers high
reactive power value and CPT efficiency is low. To decrease values of reactive power and impedance,
CPT has to be compensated. There are a basic CPT capacitive compensation scheme — series-
series compensation SS shown in Figure 2(b).

(a) (b)

Figure 2: (a) CPT transformer equivalent scheme, (b) series — series capacity compensation SS.

The capacitive compensation in secondary winding is used to increase transferred reactive power
value. So the whole system has to operate at resonant velocity angle ω0. The secondary capacitive
compensation value is given by Equation (5):

C2 =
1

ω2
0L2

[F ] (5)

Primary capacitive compensation parameters for series-series connection are given by Equa-
tion (6):

C1 =
C2L2

L1
[F ] (6)

Transformer with series — series compensation and secondary resonance frequency 100 kHz
was modeled in Simplorer. Figure 3(a) shows dependence phase shift between source voltage and
current on frequency. At frequencies below resonance the phase shift corresponds with capacitive
character of impedance. At secondary resonance frequency, inductances are fully compensated by
capacities. As seen in Figure 3(b), where depicted waveform of apparent and active power, system
is has highest transfer capability. With increase of frequency above resonance, inductive character
of impedance grows and transfer capability diminishes.

(a) (b)

Figure 3: (a) Phase shift between input voltage and current, (b) apparent versus active power.

2. CPT POWER ELECTRONIC MODEL IN SIMPLORER ANSYS

In Figure 4 is depicted CPT system used for simulations. CPT system is comprised of following
components: Input three phase grid (1), input uncontrolled rectifier (2), HF inverter (3), air-core
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Table 1: Simulated system parameters.

Parameter Value Parameter Value Parameter Value
VGRID 400 VRMS LaSS 100 µH R2SS 0.04Ω
CF IN 10mF LbSS 8.9µH CF HF OUT 10 µF
C1SS 23.8 nF MSS 6.5µH RLSS 2.5Ω
C2SS 164.4 nF R1SS 0.13Ω f0 100 kHz

transformer with series-series compensation (4), HF rectifier (5) and load (6). Simulated system
parameters are summarized in Table 1.

System level semiconductor models are used for simulation of input rectifier (2), HF inverter
(3) and HF rectifier (5). Inverter’s (3) MOSFETs are simultaneously switched in pairs MOS1,
MOS2 and MOS3, MOS4. The pairs are controlled by two PWM signals with frequency equal to
secondary resonance frequency, duty cycle 0.5 and same amplitude (high level = 5, low level = 0).
The PWM signals are shifted by half period and they are subtracted from each other in order to
forestall short-circuit in an inverter branch.

CPT transformer with voltage ratio of 2 : 1 is simulated as equivalent circuit of mutual inductance
and two leakage inductances. For compensation is used series — series topology described in
Section 1.2. Compensation capacitor values are calculated according Equations (5) and (6) for
secondary resonance frequency 100 kHz.

Main focus of the simulations described in this paper is output voltage ripple and its reduction,
thus load (6) is modeled as pure resistance.

RC =
Vpp

VRMS
· 100, [%] (7)

3. OUTPUT VOLTAGE RIPPLE REDUCTION AND ITS IMPACTS

One of the important parameters describing system quality is output voltage ripple. This output
voltage ripple is measured in steady state at load resistance. Output voltage ripple is caused by
ripple at input rectifier (2) and ripple at HF rectifier (5). Ripple of DC voltage for inverter (3) is
given by grid, type of rectifier (in this case is used three-phase full bridge uncontrolled rectifier)
and filter capacitor value. DC voltage ripple frequency is 300Hz (grid frequency (50 Hz) multiplied
by number of rectifier pulses (6)). Ripple coefficient RC is calculated by Equation (7), where Vpp

is voltage peak to peak value and VRMS is voltage RMS (root mean square) value.
Dependence of DC voltage ripple coefficient on by input rectifier (2) filter capacitor (CF IN in

Figure 4) can be seen in Figure 5(d). For modeling the capacity value 10 mF was picked, which
corresponds to ripple coefficient 2.53%.

As seen from Figure 5(c), after reaching steady state, DC voltage and its ripple forms the
upper waveform envelope of HF rectifier output voltage. Ripple with frequency 200 kHz (resonance

Figure 4: Simulated CPT system.
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(a) (b)

(c) (d)

Figure 5: Current (red) and voltage (blue) waveforms at (a) transformer input, (b) transformer output and
(c) load. (d) Input rectifier voltage ripple in dependence of filter capacitor value.

frequency (100 kHz) multiplied by number of rectifier pulses (2)) is caused by HF rectifier (5) and
it can be limited by increasing rectifier’s filter capacity (CF HF OUT in Figure 4). However, large
capacity has two adverse effects: Firstly, rectifier filter capacitor causes transient state at beginning
of CPT system operation. With capacity increase the transient state duration is also increasing.
Secondly, rectifier filter capacity affects resonance circuit constituted by CPT transformer and its
compensation. This effect is apparent from oscillations of load voltage waveform during transient
state, and from deformation of voltage waveforms measured at both input and output of CPT
transformer (Figures 5(a), (b)). In transition state voltage spikes with size up to 12 kV emerges
at inverter MOSFETS. This spikes may be potentially cause voltage breakdown of MOSFETS and
shorten device lifespan. Current waveform is only slightly deformed and remains very close to
sinusoid with changing amplitude.

Figure 5 illustrates influence of HF rectifier capacitor size on transformer output voltage wave-
form. When no capacitor is used, voltage is sinusoidal (Figure 6(a)). However, single phase rectifier
without filter capacitor isn’t convenient for desired operation. With increasing capacitor value,
waveform has rectangular shape with superposed sinusoid (Figure 6(b)). With further capacitor
value increase, sinusoid component perishes and voltage is purely rectangular (Figure 6(c)).

(a) (b) (c)

Figure 6: Influence of HF rectifier capacitor size on voltage and current waveforms at transformer output.

In steady state the change of capacity has no influence on transformer output current waveform,
which remains sinusoidal. Transformer electromagnetic noise is dependent on current waveform.
Sinusoidal current causes lowest electromagnetic noise. Thus increase of filter capacity doesn’t
cause increase of electromagnetic noise radiated by CPT transformer.
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4. CONCLUSION

In first chapter the fundamental equations describing CPT transformer are summarized and series
— series capacitive compensation topology is explained. In second chapter CPT system model
for simulations in Simplorer software is presented. Described CPT system model will be used for
further simulations and improved in order to increase simulation accuracy. Third chapter concern
itself with causes of system output voltage ripple. It also deals with ripple reduction by use of filter
capacitors and with impacts of reduction by filter capacitors on voltage and current waveforms.
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Elimination of Undesirable Transients in Direct Torque Control of
Induction Motor
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Abstract— Direct torque control methods of induction motors are characterized by their sim-
plicity with regard to the vector control. The main advantages of the direct torque control
methods are the high robustness and the ability of quick torque changes that ensure very good
dynamic properties of the induction motor drives. In case of the direct torque control, unde-
sirable transients can easily occur in the process of the induction motor excitation and torque
reversal. To eliminate or to reduce the undesirable transients, different ways are utilized. In the
paper, there are some methods for the elimination of these undesirable transients described and
experimentally verified on a laboratory stand with the induction motor drive.

1. INTRODUCTION

In the past, several methods were developed for a direct torque control (DTC) of induction motors.
Depenbrock’s method (D-DTC) and Takahashi’s method (T-DTC) are included among the oldest
known. In an effort to improve or simplify these methods of the direct torque control, there was
also developed other methods, for example a modified Takahashi’s method (M-DTC), a twelve-
sector method (TS-DTC), a method with direct calculation of the voltage vector (DVC-DTC). In
some applications, it is advantageous to achieve a constant switching frequency of a voltage source
inverter (VSI) that basic principles of the direct torque control do not allow. For these applications,
a pulse-width modular has to be integrated into the control structure of the direct torque control
(PWM-DTC) [1–3].

The DTC methods can be easily implemented into a microcomputer control system. The main
quantities such as the motor torque and the stator magnetic flux are calculated from the measured
values using the mathematical model of the induction motor [4].

2. PRINCIPLE OF THE DIRECT TORQUE CONTROL

All methods of the direct torque control use a similar basic principle: a rotating magnetic field in
the stator is created on the basis of a calculating algorithm with the help of active voltage vectors,
where the rotation speed of the magnetic field, and subsequently the amount of motor torque, can
be controlled by the switching of the zero vectors or the switching of the active vectors working in
the opposite direction of the magnetic field [5].

The stator flux ΨS and motor torque T are calculated on the basis of the measured voltage of
the DC link, switching combination and phase currents by the following equations:

ΨSα =
∫

(uSα −RS iSα)dt, ΨSβ =
∫

(uSβ −RSiSβ) dt,

∣∣ΨS
S

∣∣ =
√

Ψ2
Sα + Ψ2

Sβ , T =
3
2
pp (ψSαiSβ − ψSβiSα) ,

(1)

where ΨSα, ΨSβ — components of the stator flux vector ΨS
S ; iSα, iSβ — current components of

the stator current vector iSS ; uSα, uSβ — voltage components of the stator voltage vector uS
S ; RS

— stator resistance; T — motor torque; pp — number of pole-pairs.

3. UNDESIRABLE TRANSIENTS IN DIRECT TORQUE CONTROL OF INDUCTION
MOTOR

3.1. Transients during the Excitation of the Induction Motor
An induction motor start by simply running the DTC algorithm is problematic. In general all
described DTC methods allow the start of the induction motor. This start process is not optimal
in any way.

The DTC algorithms require a special subroutine for the motor excitation. By running DTC
methods without the special subroutine for the induction motor excitation, it is possible to describe
two different transients during the motor excitation:
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1) In the case of D-DTC and M-DTC, there is a linear increase of the stator flux in the direction
of the switched active voltage vector. The time constant of the stator flux increase is greater than
the time constant of the stator current increase. Therefore, when the stator flux modulus reaches
its reference value, the stator current has already achieved relatively large value. This transient is
prohibited and may lead to a reaction of the voltage inverter protection, or even it can damage the
inverter.

2) The methods T-DTC, TS-DTC, DVC-DTC and PWM-DTC have a spiral-shaped increase of
the stator flux. This is also accompanied by an unacceptable increase of the stator currents, but
the maximum value is smaller than in the previous case.

The best way that ensures the reliable excitation of the induction motor and limits the stator
currents is an application of the pulse-width modulation. The motor start is practically performed
so that the subroutine is executed before the start of the DTC algorithm and it switches between
the selected active voltage vector and one of the zero vectors. The average value of the stator
current during the induction motor excitation can be set by the switching ratio of the active and
zero voltage vectors [6].

3.2. Transients during the Torque Reversal of the Induction Motor

A direction change of the motor rotation is achieved by the sign change of the desired torque. The
induction motor speed begins to decrease with the steepness according to the desired torque and
then the induction motor is running in the opposite direction. Some mentioned DTC methods are
able to perform this reversal without any undesirable transient, for example TS-DTC and PWM-
DTC. This means that there are not the over currents even a torque overshoot. Their switching
table (or algorithm for the calculation of the voltage vector in the case of PWM-DTC) does not
depend on the direction of the induction motor rotation, i.e., these methods are able to maintain
the motor torque at the desired value even when the rotation direction disagrees with the sign of
the desired torque.

For methods with the switching table (D-DTC, T-DTC, M-DTC, or algorithm for the calculation
of the voltage vector in the case of DVC-DTC), which depend on the direction of the motor
rotation, it is necessary to use a special reversal subroutine. If the sign change of the desired torque
and the replacement of the switching table are at the same time, then an uncontrolled torque
overshoot occurs during the torque reversation. This overshoot increases with the speed value at
the reversation time. Therefore it is necessary to insert to these DTC methods the subroutine that
ensures the correct time course of the motor torque during the torque reversation.

It is preferred to use the active vectors to increase the torque and the zero vectors to decrease
the torque by reason of the torque ripple reduction, voltage deformation reduction and increased
efficiency. In general switching on the zero vector does not always mean a reduction of the torque,
and therefore it is important to understand and describe the status of the drive when the zero
vector does not lead to the torque decrease [6].

The principle of the torque reduction to the desired value is shown in Figure 1 that can be
divided into three parts:

In part (I) there is identical the sign of the torque with the sign of the direction of the stator flux
vector rotation. In this part the torque increase is caused by switching the active vector acting in
the direction of the required torque and torque reduction is achieved by switching the zero vector.

In part (II) the sign of the required torque is changed to negative, but the sense of rotation of
the stator flux vector is still positive. To reduce the torque, the active vector is switched on, which

Figure 1: Principle of torque control during torque reversal.
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acts in the direction of the new required torque. After reaching the requested torque value it must
be switched on such a vector, that causes the torque decrease (in absolute value). According to
the switching logic in part (I), it should be the zero vector. Switching on of the zero vector leads
to even more increase of the torque, because sense of the torque change caused by the zero vector
in part (II) is identical to part (I). It is possible to explain the cause of this torque overshoot for
untreated reversal of the drive controlled by direct torque control, the DTC selection algorithm of
the voltage vector is dependent on the direction of the motor rotation. For these types of methods
it occurs during untreated reversal that switching on of the zero vector should cause a drop in
the torque. In fact in this case the zero vector causes an even greater increase of the torque, and
it remains switched on until such time, when the stator magnetic field sufficiently drops. During
the time, when the zero vector is switched on, the motor behaves as an electrodynamic brake.
The adverse influence of switching the zero vector during reversal can be seen on the example of
untreated reversal (see Figure 3).

In part (III) is the sign of torque already identical with the sign of rotation direction of the
magnetic flux vector, and therefore is already possible to use the same method in the torque
control like in part (I).

3.2.1. Options of Overshoot Limitations for the Torque during Reversation

As already stated, the basic principle of some methods of direct torque control is not able to
correctly handle the reversal process. Therefore it is necessary to insert into these methods the
subroutine, which ensures the correct reversal of the drive. There are several possibilities how to
solve this subroutine:

1) The first option is to replace the switching table at the right moment. Determination of this
moment is complicated. If the table is replaced too soon it leads to the torque overshoot. In the
opposite case if the table is changed too late it occurs a transient torque drop below the desired
value, which is not optimal too.

2) The next option is to avoid the zero vector switching during reversal. For decrease of the
torque it does not use the vectors u0 or u7 but it is used the active vectors acting against the
direction of the motor rotation. The disadvantage of this method is the voltage deformation and
big enough torque ripple. It is therefore appropriate to reduce the torque in this way for the
necessary time only, i.e., during the time, when the sign of the speed is not identical with the sign
of the desired torque. The disadvantage of this method is the requirement to know the direction
of the motor rotation or the end point of the magnetic flux vector.

Theoretically the easiest way how to determine the direction of the motor rotation is by means
of a speed sensor. For practical using of DTC a speed sensor is not good choice, because it causes
an increase in cost and complexity of the drive. Next disadvantages are the need for maintenance
and the possibility of sensor failure. The use of a speed sensor is only preferred in the cases, when
the sensor is already mounted on the induction motor because of the accurate speed control of the
drive.

The most suitable and relatively easy realized by software is evaluation of the direction of the
motor rotation on the basis of internal variables. For the evaluation it can be used the fact that
during speed reversal the magnetic flux vector rotates in the direction of mechanical speed until
such time, when the speed is close to zero. A possible approach how to determine the rotation
direction of the magnetic flux vector is to evaluate the position of its endpoint. For example, when
the magnetic flux vector skips from the first to the second quadrant, the sense of rotation is positive,
in the opposite when the magnetic flux skips from the first to the fourth quadrant; the sense of
rotation is negative [6].

4. EXPERIMENTAL RESULTS

For the verification of the control algorithms, a laboratory machine set with the induction motor
drive and load DC machine was realized. This machine set consists of the induction motor 2.7 kW,
load DC machine, frequency converter with the DC link and digital signal processor (DSP) control
system. The DSP TMS320F2812 was used in the control system [6].

Figure 2 and Figure 3 show the time courses of the important quantities that were measured
on the laboratory machine set. The meaning of quantities which are shown in individual Figures 2
and 3 is as follows:

Tref — reference torque; T — real calculated torque; iSa — phase stator current; uSa — phase
stator voltage; ΨSref — reference stator magnetic flux; ΨSα-α — component of stator flux vector.
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(a) (b)

Figure 2: IM start (a) without and (b) with start subroutine; DVC-DTC method;Tref = 5 Nm; ΨSref =
0.7Wb; (ch1: iSα = f(t), 15 A/scale; ch2: ΨSα = f(t), 1 Wb/scale; ch3: uSα = f(t), 200 V/scale; ch4:
T = f(t), 5 Nm/scale).

(a) (b)

Figure 3: IM torque reversal (a) without and (b) with torque subroutine; DVC-DTC method; Tref = +6/−
6Nm; ΨSref = 0.7Wb; (ch1: iSα = f(t), 9 A/scale; ch2: ΨSα = f(t), 1 Wb/scale; ch3: uSα = f(t),
200V/scale; ch4: T = f(t), 10 Nm/scale).

5. CONCLUSIONS

The direct torque control methods of the induction motors are accompanied by the undesirable
transients in the process of the induction motor excitation and torque reversal that can cause an
emergency state of the induction motor drives. In the paper, there are described and explained
possibilities for solving these undesirable transients. The experimental verification of the designed
ways confirmed the expected results.
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Abstract— The principal and analysis of usage of the generalized non-active power theory for
the parallel compensation of periodic and non-periodic load current disturbances is presented in
the paper. The effectiveness of the generalized non-active power theory to mitigate non-periodic
current disturbances is demonstrated by simulation and laboratory experiments.

1. INTRODUCTION

Today, the compensation of subharmonic, non-periodic, and stochastic disturbances in the electric
power systems has emerged as a very serious problem to be solved.

The original Fryze’s theory of the non-active current may be extended using a general averaging
time interval TC that can be chosen either one-half fundamental cycle, one full fundamental cycle
T , that is the same as that in Fryze’s theory, or multiple fundamental cycles, depending on the
character of the load current, compensation objectives and the energy storage capacity of a power
electronics-based compensator.

If the current i(t) is the current of an unbalanced load, which may contain, in general, harmonic
and also non-periodic or stochastic components, and the active current ia(t) is the demanded
source current, then in(t) = i(t) − ia(t) is the non-active current that should be injected by a
parallel compensator connected to the PCC (Point of Common Coupling).

By choosing TC → 0, the GNP (Generalized Non-active Power) theory gives the same results as
those obtained by using the well-known IRP (Instantaneous Reactive Power) theory. If TC → ∞,
the non-active component in the non-periodic load current is completely eliminated, so the source
current is only active.

A principal and analysis of usage of this GNP theory for the parallel compensation of periodic
and non-periodic disturbances is presented in the paper. A non-linear unbalanced load generating
periodic as well as non-periodic currents connected to an unsymmetrical non-sinusoidal voltage
source is considered.

2. GENERALIZED NON-ACTIVE POWER THEORY

For the three-phase system, the voltage and current vectors may be expressed as follows

v = [va, vb, vc]
T i = [ia, ib, ic]

T (1)

The active current is defined in the GNP theory [1] by

ia(t) =
P (t)
V 2

P (t)
vP (t) = Y (t)vP (t) (2)

P (t) =
1

TC

t∫

t−TC

vT (τ)i(τ)dτ (3)

V 2
P (t) =

1
TC

t∫

t−TC

vT
P (τ)vP (τ)dτ (4)

where vP (t) is the reference voltage vector.
The non-active current is the remaining part of the current vector

in(t) = i(t)− ia(t) (5)

If the current i(t) is the current of an unbalanced load and the current ia(t) is the demanded source
current, then in(t) is the current that should be injected by a parallel compensator connected to
the PCC.
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3. ANALYSIS OF GNP THEORY

It was shown [1–3] that the precision of the calculation of the currents ia, in by using (2), (5) in
unbalanced non-sinusoidal systems with non-periodic load currents is sufficient if TC is chosen to
be 5–10 times that of the fundamental period. Let us demonstrate some basic attributes of the
GNP theory on an example of the one phase voltage and current

v=
√

2V sinωt (6)

i=
√

2 I (1 + ∆ sin∆ωt) sinωt +
√

2 Ih sinωht

=
(√

2 I +
√

2∆I sin∆ωt
)

sinωt +
√

2 Ih sinωht =
√

2 I sinωt + inp + ih (7)

The current contains three components: the fundamental, non-periodic (specifically subharmonic
here), and harmonic one.

By using the concept of the GNP theory (2)–(4), the respective active current can be expressed
as follows

ia = Y v =
√

2 I sinωt + i2 + ianp + iah (8)

where

i2=
√

2
TC

[
− I

2ω
sin 2ωτ

]t

t−TC

sinωt (9)

ianp =
√

2∆I

[
GD sin (∆ωt−φD)+

G−
D

2
sin[(2ω−∆ω)t−φ−D]−G+

D

2
sin[(2ω + ∆ω)t−φ+

D]
]

sinωt (10)

GD = sin φD/φD, φD = ∆ωTC/2 G+
D = sin φ+

D/φ+
D, φ+

D = (2ω + ∆ω)TC/2

G−
D = sin φ−D/φ−D, φ−D = (2ω −∆ω)TC/2

(11)

iah =
√

2Ih

2

[
G+

h sin
(
ωht− φ+

h

)
+ G−

h sin
(
ωht− φ−h

)−G+
h sin

(
(ωh + 2ω)t− φ+

h

)
−G−

h sin
(
(ωh − 2ω)t− φ−h

)
]

(12)

G+
h = sinφ+

h /φ+
h , φ+

h = (ωh + ω)TC/2 G−
h = sin φ−h /φ−h , φ−h = (ωh − ω)TC/2 (13)

The components i2, ianp, iah are more or less excluded from the active current component ia
depending on the value of the general averaging time interval TC and the frequencies ∆ω, ωh.

If TC = kT/2, k = 1, 2, 3, . . ., the current component i2 is equal to zero. By changing the
value of TC we can evaluate how the components ianp, iah are more or less excluded from the active
current component ia.

By using Formulas (12)–(13), we can analyze how the current component with the frequency
ωh, which is present in the load current iL, will appear in the active current iLa when the GNP
theory is applied. Let us suppose here that the frequency ωh is not only an integer multiple of the
fundamental frequency ω (harmonic component), but generally any other one, that is subharmonic
〈2π1, 2π49Hz〉, harmonic (2πh50Hz, h = 1, 2, 3, . . .) or interharmonic higher than 2π50Hz.

Figure 1 shows the impact of the value of TC on the rate ILa/IL for different frequencies, where
ILa, IL are the respective magnitudes of the current components presented in iLa(t), iL(t) (for iLa

given by the first two terms in (12)). We see that all harmonics presented in iL(t) are completely
suppressed for TC being one full fundamental cycle T or any multiple fundamental cycles. We see
that components of interharmonic frequencies are substantially suppressed as well.

Now, let us continue with the load current component inp induced by the subharmonic magnitude
modulation. We see that, in addition to the amplitude modulation frequency ∆ω in inp (7), two
more components with the frequencies (2ω − ∆ω), (2ω + ∆ω) have appeared in the spectrum of
the magnitude of the current ianp (10) after processing the current i (7) in (2).

By using Formulas (10)–(11), we can analyze how the current component with the magnitude
modulation frequency ∆ω, which is present in the load current iL, will appear in the active current
iLa when the GNP theory is applied. If ∆ω ¿ 2ω, what is the usual case, then G+

D ≈ G−
D → 0

(for TC = mT/2, m = 1, 2, 3, . . .) and only the first term in (10) with the amplitude GD will be
significant.

Figure 2 demonstrates how this dominating gain GD depends on the subharmonic frequency ∆f
for different values TC = 0.02, 0.1, 0.2 s. We see that for the frequencies ∆f = k/TC , k = 1, 2, 3,
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Figure 1: Impact of value of TC on rate ILa/IL for frequencies in range 〈0, 150Hz〉.
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Figure 3: Time responses of current ianp (14) for
TC = 0.1 s,

√
2∆I = 0.2 p.u., and subharmonic fre-

quencies ∆f = 5, 10, and 25Hz.

. . . the subharmonic components are nullified and for other frequencies the gain GD is decreasing
for ∆f getting higher.

Finally, Figure 3 shows the time responses of the current ianp (10) for TC = 0.1 s,
√

2∆I =
0.2 p.u., and the subharmonic frequencies ∆f = 5, 10, and 25Hz. We see that only for ∆f =
1/TC = 1/0.1 = 10 Hz the signal ianp = 0, while for other frequencies this signal is only partially
suppressed.

Let us demonstrate the use of the GNP strategy presented above on an example of the three
phase unbalanced non-sinusoidal system with the load current iL that contains, in addition to the
active current iLa, also the reactive current iL1r associated with the fundamental harmonic only, the
fundamental harmonic unbalanced current iL1u, the harmonic current iLh, and other non-periodic
components specified later.

Table 1: Parameters of the load voltage and current used in simulation.

Variable Magnitude (p.u.) Phase
v+

L1 = vLP 1 0
i+L1 1 −π/2
i−L1 0.5 0
iL5 0.2 0

Figures 4–5 show the results of the simulation of a model based on (1)–(5) with vLP = v+
L1

(vLP is selected as the fundamental positive sequence component), TC = 5T = 0.1 s. The voltage
vL contained, additionally to the fundamental positive sequence component v+

L1, also the negative
sequence component v−L1 = 0.2 p.u., the fifth harmonic (0.06 p.u.), and was modulated by the white
noise signal with the power spectral density 0.0001875 as well. The load current with the parameters
declared in Table 1 was modulated by the subharmonic signal with the magnitude ∆IL = 0.2 p.u.,
and successively, with different frequencies 5, 10, 25 Hz. At the same time, the current contained
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the additional current interharmonics (104, 117, 134, and 147Hz) specified by [4].
In Figure 4 we see the time responses of the voltages vLa, vL1a (obtained by using a PLL

technique) and the currents iLa, iaa in the phase “a” for three values 5, 10, 25 Hz of the subharmonic
frequency. We can recognize that the active current iaa is sinusoidal in all three cases in contrast
to the highly distorted original load current iLa.

But, depending on the value of the frequency of the signal of a subharmonic modulation, this
subharmonic signal is more or less manifesting itself in the active current component iaa. However,
it can not be recognized in Figure 4 due to the scale selected there. Thus, Figure 5 shows this
phenomenon within the time interval of 1 s. As it has been already said, the subharmonic component
is fully nullified only for the frequencies ∆ω = 2πk/TC , k = 1, 2, 3, . . . (for TC = 5T = 0.1 s it is just
for the frequency ∆f = 10 Hz). For subharmonic frequencies ∆ω that do not match this equation,
a general rule says that the lower the frequency is, the higher parasitic subharmonic modulation of
the active current iaa can be expected.

It is evident that if the non-active load current iLn = iL − iLa (5) is completely compensated
for by a parallel compensator, only the active load current iLa is exchanges with the source, i.e.,
iS = iLa.

The choice of the value of TC has a great influence on the quality of the compensation of
non-periodic current components. The values of TC = (5–10)T are high enough to compensate
sufficiently for especially the interharmonics with frequencies above 100 Hz. The thing is that
interharmonics can be more troublesome than harmonics and voltage fluctuations caused by a
combination of interharmonics can cause voltage fluctuations in addition to waveform distortions,
resulting in light flicker [5]. As for subharmonics, the lower their frequency is, the higher the value
of TC should be for a sufficient compensation. The full compensation of the subharmonic with the
frequency ∆ω needs the averaging time interval TC = 2π/∆ω which, on the other hand, restricts
the compensation dynamics in case of transient processes [1]. Another thing is that the energy
storage requirement on a power electronics-based compensator is higher for lower TC . That is why,
a proper balance between a source current quality in steady states as well as in transients and
energy storage requirements should be ensured for concrete conditions.

4. PARALLEL ACTIVE POWER FILTER COMPENSATION

The three phase power system was simulated in the Matlab/SimulinkTM environment. The parallel
APF (Active Power Filter) was based on the PWM (Pulse Width Modulated) converter. The
converter was modeled as a 4-level Capacitor Clamped Inverter (CCI) working with the sampling
frequency 1600 Hz (due to use of IGCT switching elements). The converter reference current was
i∗CCI = iL − iLa.

The nominal line-to-line voltage of the grid was 10 kVRMS, without any disturbances. The
parameters of the 400 kVA load, modeled as the three phase system of current sources, are in
Table 2.

In Figure 6 we see the waveforms of the grid voltage vL, load current iL, and grid current iS
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Current
component

Value in phase
Current vector

phase shift

i+L1 IN = 23.1ARMS −π/2
i−L1 0.5IN 0
iL5 0.2IN 0
iL7 0.15IN 0

Table 2: Parameters of non-linear load.
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Figure 7: Waveforms of load iL and compensating reference phase currents i∗CCI = iLiLa captured by the
dSPACE™control system and processed in Matlab™, and the respective supposed grid currents iS (right
side: interharmonics of 104, 147Hz are also included into load current), switching period 150µs/frequency
is 6.667 kHz.

after compensation in all three phases. The magnitude of the load current iL with components
declared in Table 2 was additionally modulated by the subharmonic signal with the magnitude
∆IL = 0.2IN and frequency 5 Hz. We see that there is a phase shift between the grid voltage
and the load current which is not the case for the grid current. Also the magnitudes of the grid
currents in all three phases are approximately the same, although the load current is, due to the
presence of the negative component i−L1, highly unbalanced. But, due to the choice TC = 5T, a
part of the subharmonic component with the frequency 5 Hz is still present in the grid current in
accordance with the results presented before. This is the reason why the magnitudes of the three
phase grid currents are not exactly the same in the time window shown. The full compensation of
this subharmonic component could be obtained by setting TC = 10 T.

We have compared the discussed compensation strategy also through experimentations. Figure 7
shows load iL and compensating reference phase current i∗CCI = iL − iLa (TC = 5T) captured by
the dSPACE™ control system and processed in Matlab™, and the respective supposed grid currents
iS for two different loads.

5. CONCLUSION

A principal of usage of the generalized non-active power theory for the parallel compensation of
periodic and non-periodic (subharmonic, interharmonic) current disturbances is presented in the
paper.

The impact of the value of TC on the rate ILa/IL for different frequencies has been studied in
the frequency domain (ILa is a residuum of the load current magnitude IL remaining in the active
current after applying GNP strategy). It was found that especially the interharmonic current
components above 100 Hz are sufficiently suppressed for TC = (5–10)T. As for subharmonics, the
lower their frequency is, the higher the value of TC should be used for a sufficient compensation.
On the other hand, the compensation dynamics in case of transient processes is becoming worse
for TC increasing.



Progress In Electromagnetics Research Symposium Proceedings 2505

The effectiveness of the generalized non-active power theory to mitigate non-periodic current
disturbances is demonstrated on the example of a reactive, unbalanced load current with several
harmonic and interharmonic components, additionally modulated either by the subharmonic com-
ponent or the white noise signal, by the simulations in the time domain and experimentally as
well.
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Abstract— This paper discusses development and rotor stabilization process of the combined
magnetic bearing for high speed bearing-less motors. In the first part the paper deals with
the various types of magnetic bearings, their characteristics, properties, and principles. The
second part presents a detailed view of the combined magnetic bearing placed in the laboratory
of the Department of Electric Drives and Traction FEE CTU in Prague. This part includes
mathematical concept of the combined magnetic bearing, calculation of the magnetic circuit
parameters, design of the 3-phase winding, determination of the force effects of the passive and
active magnetic field. In the last part the paper deals with driving methods of the active magnetic
field to stabilize the rotor. The computer simulation results and results of the measurements on
the real stabilized combined magnetic bearing are presented.

1. INTRODUCTION

Magnetic bearings are becoming more and more an object of interest to designers, constructors,
and producers of rotating machines for various applications. Their advantages, as ability to work
in vacuum, in weightlessness, in chemical aggressive environment and alike are demonstrable. Next
advantage is the possibility to change their stiffness and damping by changing the controller pa-
rameters. It allows to adjust the proper frequency of rotating system oscillation.

Magnetic bearings are particularly bounded with magnetic levitation systems. From this point
of view, we can mention systems with permanent magnets using only passive magnetic field with
its repulsive and attractive forces without any feedback.

The other are systems with diamagnetic materials where the diamagnetic material is placed into
the magnetic field so there is a repulsive force acting to the diamagnetic material and the material
defends invading of magnetic field. The opposite situation occurs when using paramagnetic or
ferromagnetic material.

Another systems use so called transformational levitation when an electrically conducting solid
is put into the variable magnetic field. Transformational voltage is induced in the solid and it
produces in the solid turbulent currents. The magnetic field of turbulent currents interacts with
the main field and this interaction produces a repulsive force.

Systems based on an electromagnetic levitation use an attracting force between a ferromagnetic
solid and electromagnet. The solid position feedback determination is necessary to reach the solid
stable state in the current axes. The current in the electromagnet coil is controlled according to
the solid position.

Systems using the electrodynamic levitation are based on application of repulsive force produced
by affecting between the electromagnet and moving conductive belt. Such system consists of a coil
powered by direct current that is moving above the metal belt. The movement causes the turbulent
currents inside the metal belt and they give rise a magnetic field affecting the basic magnetic field
of the coil. The interaction of magnetic fields produces two forces, one repulses the coil and the
second acts against the motion.

From technical point of view magnetic bearings can be divided into passive bearings and active
bearings. Passive magnetic bearing utilizes repelling resp. attracting of permanent magnets to
create a force between its stator and rotor. As is known, it is not possible to obtain a stable
equilibrium using passive magnetic bearings only and therefore at least one direction has to be
stabilized by means of mechanical bearing or active magnetic bearing. Passive magnetic bearing
operates without electric energy consummation but its small stiffness and damping constitute large
disadvantages.

Classic active magnetic bearing exploits attractive force of magnetic flux in the air gap between
its stator and rotor. This force can be controlled by excitation current in the stator winding. The
force is only attractive and therefore two opposite located electromagnets have to be used for one
axis. The resulting force is determined as the difference between the two forces. A disadvantage
is that some “bias” currents in both winding are needed to reach zero resulting force and they
represent losses in windings.
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Combined magnetic bearing eliminates bias currents and therefore the losses are reduced. The
other advantage is a possibility to use classical three-phase winding and inverter.

2. DETAILED DESCRIPTION OF THE USED COMBINED MAGNETIC BEARING

The magnetic bearing at the Faculty of Electrical Engineering CTU in Prague is a kind of hybrid
magnetic bearing. It consists of two mutually perpendicular magnetic circuits, one excited by
permanent magnets the second one by three-phase winding. The active part of the magnetic bearing
is similar to the stator of an asynchronous motor. The 3-phase two pole doublelayer winding is
located in 12 slots of the stator from a solid magnetic material (Figure 1). The magnetic circuit
is assembled from two identical parts with above mentioned winding in each part. 18 permanent
magnets are located in perimeter between both parts. It is shown in Figure 2.

The 3-phase winding is the source for one of magnetic circuits (dashed line in Figure 2) and
produces controlled magnetic field in this circuit. This active magnetic field is closing up in radial
plane. The path of this active magnetic field is going from the stator exciting winding to the air
gap. It continues through the shaft to the opposite air gap and opposite pole of exciting winding
and closing itself in the magnetic circuit in the radial plane. Magnetic resistivity of the magnetic
circuit for this active magnetic field is independent on a rotor shaft motion. The active magnetic
field flows through both horizontally opposite air gaps and therefore the sum of both air gap lengths
is constant. The magnetic resistivity is primarily determined by air gap size.

The source for the second magnetic circuit is formed by 18 permanent magnets in perimeter
between both parts. This second magnetic source is passive without any possibility to control
its magnetic force. All magnets are polarized along the whole stator circumference in the same
direction. The path of the passive magnetic field leads from the north pole of permanent magnet
in the axial plane to the stator teeth, then through the air gap to the rotor and continues along
the axis of the rotor to the vertically opposite stator teeth through the air gap to the south pole of
the permanent magnet (solid line in Figure 2). Magnetic resistivity of the magnetic circuit of the

Figure 1: Three-phase stator winding.

Figure 2: Magnetic circuit of the combined magnetic bearing.
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passive magnetic field is depending on the rotor position in the air gap. If the rotor moves closer to
the stator part in any direction, the air gap decreases its size and therefore the magnetic resistivity
decreases, too. The magnetic flux in the this direction increases and therefore the attractive force
acting on the rotor in this direction increases. According to that, the permanent magnets are
continuously attracting the rotor in any direction and the attracting force is the higher the closer
the rotor is to stator. Thus the passive magnetic field is not able to reach any stable position of
rotor. To control its position, we need to sum both magnetic fields, the passive magnetic field and
the active magnetic field. The active magnetic field has to have the opposite direction in each of
radial planes of the magnetic circuit because the passive magnetic flux is changing its direction
along the vertically opposite air gap. Our effort to control the position of the rotor is to influence
the passive magnetic field by the active magnetic field so that we choose the polarity of the active
magnetic field to increase or to decrease the passive magnetic field in the air gap. Thus both fields
could be added or subtracted in the air gap.

It is known from the theory of electrical AC machines that a three phase winding produces one
magnetomotoric force and its direction and magnitude in air gap is given by values of currents in
phases. These three currents can be transformed to two orthogonal axes (α, β). The position of
the rotor in air gap is possible to be described in the same axes. It is the basic idea of the rotor
position control.

3. RESULTS OF EXPERIMENTAL MEASSUREMENTS

The general point and the required target of our effort is to stabilize position of the rotor in the
center of the bore of the magnetic bearing stator. The information about the actual position of
the rotor is provided by two position sensors placed in mutual perpendicular axes (α, β). The
information about the actual position of the rotor from position sensors is represented by two
voltage signals that are converted by A/D converters of the control unit. The digital information
about the actual position of the rotor is an input for the PID controller. The output of the PID
controller are two estimated values of stator currents in axes (α, β). These two values of the stator
estimated currents have to be transformed to the real currents of the 3-phase stator system. Thus
we receive the estimated value of the current for each phase of the stator winding.

Stator windings are star connected and therefore the sum of all three instantaneous current values
must be zero. Two from three stator phases have their own PI controllers and the third current
is given from the above mentioned condition. Reliability and stiffness of the rotor stabilization
is largely dependent on the achievable speed of the current PI controller. The delta connection
of stator phases and the parallel connection of windings in both sides of the stator winding were
tested with the target to decrease the time constant of the current loop. The steady state value of
the phase current was double increased by help of the parallel connection The achievable maximal
current change in time is shown in Figure 3 and its value is 0.005A/µs.

Before tuning of the stabilization process, the rotor of the magnetic bearing had to be mechani-
cally centered in the bore of the magnetic bearing stator as precisely as possible. In the next step,

Figure 3: Phase current controlled by PI regulator.
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Figure 4: Levitation of the rotor around center of the stator bore.

the rotor was mechanically fixed in the center of the horizontal axis and the stabilization process
was tuned only for the vertical axis of the rotor motion. The system opperates correctly only when
the correct steady weight compensation value of the force acting the rotor was found. Without
the steady weight compensation force, the special adjustment of the PID controller would have
to be performed for the vertical axis. Further, the rotor was fixed in the center position for the
vertical axis and the rotor could move only in the horizontal axis. The stabilization process was
successful with the similar adjustment of the PID controller as was used for the vertical axis. In
the last step, the rotor was released in both axes and stabilized in the center position of the stator
bore. The levitation of the rotor is shown in Figure 4. The air gap between the stator and rotor
is 0.5mm and during the stabilization process the magnitude of the rotor oscillations around the
center position is not higher than the ±50µm as it is shown in Figure 4.

4. CONCLUSIONS

In the previous paragraphs kinds of magnetic and electromagnetic levitation principles and basic
sorting of the magnetic bearing types with the principles of their function are summarized. The
detailed view on the special kind of the magnetic bearing placed in the laboratory of the Faculty of
Electrical Engineering CTU in Prague called combined magnetic bearing is presented. The paper
gives description of the function state of this combined magnetic bearing with its driving behaviour
and characteristics and presents experimental results obtained when measuring on real system in
laboratory.

It is supposed to continue in tuning of the combined magnetic bearing in shaft run and to
simulate different modes of load changes.
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Abstract— The authors propose new modification of the direct torque control method based
on voltage vector prediction. The principle of the method is explained and the mathematical
description of the system is provided. The control algorithm is implemented in simulation envi-
ronment MatLab/Simulink and its behaviour is tested on the mathematical model of an induction
motor drive. Then, the control algorithm is verified on the real drive with induction motor with
dSPACE control system. The results from the simulations and measurements are presented and
compared with those when using the fundamental direct torque control method.

1. INTRODUCTION

In 1986 Isao Takahashi and Toshihiko Noguchi presented a new control strategy of induction mo-
tor control algorithm called direct torque control (DTC) [1]. The method is based on transistor
switching according to table uses hysteresis torque and magnetic flux controllers. One of the dis-
advantages is the relatively high torque ripple. A lot of modifications were performed since then.
The most important are DTC with space vector modulation [2], multilevel inverter application
[3] and predictive algorithms of DTC [4, 5]. The method described in the paper presents another
modification using prediction of voltage vector. It is based on the calculations of changes in stator
and rotor magnetic fluxes and motor parameters.

2. PRINCIPLE OF VOLTAGE VECTOR PREDICTIVE DTC

The basic theory of the proposed method firstly predicts the stator magnetic flux for the next cycle
and then the voltage vector that should be switched on the inverter. The calculations are based on
the every cycle motor state values (measured or estimated), motor parameters and reference values.
Because the requirement of the method is the rotor flux value knowledge, the estimator have to
calculate with adequate precision and parameters of the induction machine must be known. The
block diagram of the controlled system is depicted in Fig. 1 on the left hand side.

The calculation of voltage for the next cycle is based on the induction motor stator voltage
Equation (1). After discretisation it results in (2)

~us = Rs·~is +
d~Ψs

dt
(1)

~us(k + 1) =
[ ~Ψs(k + 1)− ~Ψs(k)]

Ts
+ Rs· ~is(k) (2)

where ~us is stator voltage vector, ~is stator current vector, ~Ψs stator magnetic flux vector, Rs is
stator resistance, and Ts is sampling time constant. The only unknown variable in equation (2) is
stator magnetic flux vector in next step ~Ψs(k + 1). The vector is defined as (3)

~Ψs(k + 1) = Ψ∗
s·ejθs(k+1) (3)

where Ψ∗
s is desired value of stator magnetic flux amplitude that can be considered as next cycle

value of Ψs. The angle θs(k + 1) is the next cycle angle of stator magnetic flux vector and it can
be expressed by (4)

θs (k+1) = θr (k) + ∆θr (k) + θsr (k+1) (4)
where θr is the angle of rotor magnetic flux vector, ∆θr is the angle change in rotor magnetic flux in
course of one step and θsr is the angle between the stator and rotor magnetic fluxes. The graphical
representation of space relationships among the vectors is shown in Fig. 1 on the right hand side.
The rotor magnetic flux vector is calculated in estimator and its angle is expressed in (5).

θr (k) = arctan

(
θrβ (k)
θrα (k)

)
(5)
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Induction motor has the electromagnetic torque equation as (6)

T =
Lm

L∆
pp·ψs×ψr =

Lm

L∆
pp· |ψs| · |ψr| ·sinθsr (6)

where T is generated torque, Lm is mutual inductance, L∆isexpressed as L∆ = Ls · Lr − L2
m,

Ls is stator inductance, Lr is rotor inductance. Assuming constant values of the magnetic flux
amplitudes, the torque is determined only by the angle between stator and rotor flux vectors.
Actual difference between stator and rotor magnetic flux angles is calculated from (7).

θsr (k) = arcsin
[
− L∆·T (k)

pp·Lm· |Ψs(k)| · |Ψr(k)|
]

(7)

The value of θsr (k+1) is then expressed as (8). If we assume reaching the desired values immediately
in the next cycle then it is possible to replace values of (k+1)th sample with desired values. Because
the time constant of the rotor is much greater than constant of the stator all the changes from
stator will occur in rotor with long time delay. With this assumption the rotor flux in next step
Ψr (k + 1) can be replaced with Ψr(k) if the sampling time is adequately short. The formula can
be then simplified.

θsr (k+1) = arcsin
[
− L∆·T (k+1)

pp·Lm·Ψs(k+1)· |Ψr(k+1)|
]

= arcsin
[
− L∆·T ∗

pp·Lm· |Ψ∗
s| · |Ψr(k)|

]
(8)

The change in the rotor flux vector angle during one cycle is by rearranging the rotor voltage
equation of induction motor as (10)

∆θr(k) =

[
ωr (k)+

Rr·T (k)
pp· |Ψr(k)|2

]
·Ts (9)

where Rr is rotor resistance and ωr is rotor electrical angular velocity.
The necessary angles for (4) have been calculated and if the angle θs (k + 1) is put to (3) and

(2) the optimal voltage vector ~us(k + 1) is then calculated. Once the optimal voltage vector is
calculated, the most suitable combination of inverter transistors is switched. Since this method
doesn’t use any modulation, the nearest active or zero vector is selected for the whole next step.

Figure 1: Block diagram of voltage vector predictive DTC and relationships of induction motor magnetic
flux vectors.

3. SIMULATION AND EXPERIMENTAL RESULTS

In order to verify the control strategy, the proposed method was in the simulation environment
MatLab/Simulink realized and its behaviour was tested on a 5.5 kW model of induction motor.
The nominal values of the induction motor are summarized in Table 1. In the simulations, the
average switching frequency of the inverter transistors was 2.5 kHz. The predictive control method
was put to the contrast with the fundamental direct torque control method and the results of the
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Table 1: Nominal values of induction motor.

Un 230V Nominal voltage
In 11.8A Nominal current
Pn 5.5 kW Nominal power
ωn 145 rad/s Nominal speed

Y Star connected
pp 2 Number of pole pairs

(a) (b)

Figure 2: System simulation at (a) fundamental DTC and (b) predictive DTC.

(a) (b)

(c) (d)

Figure 3: Measured results on the real drive at predictive DTC ((a) torque, (b) stator flux and predicted
stator flux, (c) stator flux in alpha beta coordinates, (d) stator currents).
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simulations are presented in Fig. 2. The waveforms for the fundamental method are depicted on
the left hand side and for the predictive method on the right hand side.

In order to verify the control strategy feasibility, the method was also implemented on real
drive with induction machine with parameters corresponding to the simulations. The method was
implemented by means of the dSPACE control system. For the measured waveforms of torque,
stator flux and currents see Fig. 3.

As can be seen from the presented waveforms, the evaluation can be summarized as follows.

1. The stator magnetic flux vector tip moves along a circular trajectory.
2. The induction motor torque ripple has reasonable small values in all cases.
3. The induction motor torque and stator flux amplitude waveforms are at the predictive DTC

maintained at the reference values with smaller ripples than at fundamental DTC.
4. After the demanded torque value step changes the induction motor torques values reach quickly

the reference values without overshoots at both strategies.

4. CONCLUSION

Voltage vector predictive direct torque control method of induction motor was derived in this
paper and the mathematical description of the control system was provided. The controlled system
model was created in the simulation environment MatLab/Simulink and its behaviour was tested
and compared with fundamental DTC with hysteresis controllers. From the contrast between these
methods the smoother run of the predictive DTC in the fields of torque and current waveforms was
verified. Ultimately, the predictive DTC strategy was implemented on the real induction motor
drive with the dSPACE control system and the simulation results were verified by the experiment.
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7. Doleček, R., J. Novák, and O.Černý, “EMC specific problems of frequency converters used at

interlocking device,” Radioengineering, Vol. 18, No. 4, 2009.



2514 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

Electric Vehicle Control Based on GPS and GSM Path Parameters
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Abstract— Minimizing of energy consumption is important task which is solved at all vehicles.
In the case of electric vehicles (EV), energy stored on board in chemical accumulators must be
used very effectively. For this purposes mathematical model of EV and real journey data used for
energy consumption calculation must be used. On the basis of journey regime optimization lower
energy consumption can be achieved. Optimal journey regime is calculated from the demanded
travelling time by means of known road data, obtained by means of GPS and GSM navigation
system with the aim to travel with minimum fuel consumption. From the road horizontal and
vertical data basic route elements are calculated. Basic route elements are compared with needed
torque, generated by driver pedal. All this information is processed, optimized and needed
mechanical torque is transmitted to the control unit of electric drive.

1. INTRODUCTION

Accumulation of electric energy is serious problem, in case of electric vehicles (EV) especially.
Energy stored in chemical accumulators on EV board must be used very effectively and carefully
consumed. For this purpose optimization instruments, based on mathematical modelling of EV and
real journey data used for energy consumption calculation must be used. By means of optimized
journey regime minimized energy consumption will be achieved and longer action radius of EV will
be achieved.

Optimal journey regime is calculated using known road data. Road data are gained from GPS
and GSM navigation systems. From the road horizontal and vertical data basic route elements are
calculated. Basic route elements are compared with needed torque, generated by driver pedal. All
this information is used in the process of optimization and needed mechanical torque is transmitted
to the control unit of electric drive.

For model implementation the dSpace DS1103 has been used. The dSpace DS1103 platform is
used as a simulator of the electric vehicle in laboratory and it is used for HIL (Hardware In the
Loop) tests. The DS1103 device is covered in the AutoBox with Ethernet communication interface
and Autoboot option enabling usage of Compact Flash card. The complete EV mathematical
model is loaded into the DS1103 device.

2. DS1103 HARDWARE STRUCTURE

dSpace DS1103 is single board system with real-time processor and comprehensive I/O. It is used
for the modern rapid control prototyping and it should be used for:

• Induction motor control.
• Automotive applications.
• Robotics.

The dSpace DS1103 board is included in an expansion box AutoBox. The AutoBox (see Fig. 1)
is dedicated to be used in the automotive applications. Therefore the AutoBox supply voltage is
of 12 V. The AutoBox has option which enables to boot application from CF (Compact Flash)
card without computer. An interface board was designed for connection between dSpace and
master controller (MC) and dynamometer (DM). DS1103 enables the real-time simulation of EV
and produces the torque which simulates the load torque in real EV. The communication between
DS1103 and dynamometer is realized via CAN.

The dynamometer has own control and measurement unit. The communication between DS1103
and MC is realized via RS232 using own developed protocol. The schematic diagram of hardware
structure is depicted in Fig. 2. Permanent Magnet Synchronous Machine (PMSM) is used as the
main electric drive of electric vehicle. The Power Electronics block controls PMSM and communi-
cates with MC via CAN bus.
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Figure 1: dSpace AutoBox. Figure 2: Hardware structure of the laboratory
stand.

3. MATHEMATICAL MODEL OF ELECTRIC VEHICLE

Basic model of vehicle dynamics consists of 4 basic equations. The angle of the track (slope) is
function of trajectory because it matters, in which part of the track the vehicle is at the moment.

Facc = m ∗ a(t) (1)

Fair =
1
2
ρa ∗A ∗ Cd ∗ v2(t) (2)

Froll = cr ∗m ∗ g ∗ cos(a(s)) (3)
Fgrade = m ∗ g ∗ sin(a(s)) (4)

(5)

m — mass of EV;
a(t) — acceleration of EV;
ρa — air density;
A — frontal surface;
Cd — aerodynamic constant;
v(t) — speed of EV;
cr — rolling resistance coefficient;
g — gravity constant;
a(s) — slope (function of trajectory).

According to the general equation for power

P (t) = F ∗ v(t) (6)

It is possible to create the following power balance equation:

P (t) = (Facc + Fair + Froll + Fgrade) ∗ v(t) (7)

To make the calculation of power consumption more realistic, model also takes into account
consumed energy for heating, lights and other features or efficiency map of a specified electric
motor (EM) used for a drive. Several different inputs can be used for the model. Basically we need
a reference speed or a position of the throttle pedal. Then road slope (angle) is needed and also
a travelled distance (this data are either taken from universal driving cycles like NEDC, ECE and
Arthemis or measurements in the real driving conditions).

The working point (needed for efficiency map) of the electric motor is calculated from a tyre
dimensions and speed of the vehicle, so we can get a current torque and revolutions of the EM.
There are various outputs of the model such as current amount of energy stored in a battery, current
power and torque produced by EM, vehicle speed and acceleration and travelled distance.
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4. APPLICATION OF GPS AND GSM NAVIGATION SYSTEMS

Needed actual power and torque of electric drive must be calculated with respect to route resistances
and other meteorological conditions. In the first step meteorological conditions are neglected and
needed power and torque are calculated with respect to the route horizontal and vertical parameters.
To obtain actual route parameters, electronic maps and actual vehicle position must be known.
Therefore cruising data are scanned using GPS and GSM systems. With respect to big amount of
route data and board computer calculation capacity, cruising data are compressed into optimised
broken lines. These lines with sufficient accuracy and minimized calculating effort approximate real
route. Real illustration of this approximation process for horizontal and vertical route profile is
presented in Fig. 3 and Fig. 4. Obtained data can be used on EV board for real time drive control or
for laboratory experiments, when optimisation working regime of EV drive will be tested. For this
purposes real or simulated driving profiles can be used. Following results present both methods.

Figure 3: Illustration of horizontal road profile ap-
proximation using minimized broken lines. Horizon-
tal axis: longitude. Vertical axis: latitude.

Figure 4: Illustration of vertical road profile approx-
imation using minimized broken lines. Horizontal
axis: time. Vertical axis: altitude.

5. RESULTS OF THE MODEL USING SPECIFIC ARTEMIS DRIVING CYCLE

The Artemis-mw-130-incl-pre-post driving cycle has been used to demonstrate hardware and soft-
ware ability to operate under high vehicle velocity and for longer cruising time. Velocity profile,
motor torque and battery state of charge for Artemis driving cycle are depicted in the graphs in
Fig. 5, Fig. 6 and Fig. 7.

Figure 5: Artemis: vehicle speed = f (time). Figure 6: Artemis: torque = f (time) and electric
motor revolutions = f (time).

6. RESULTS OF THE MODEL USING REAL MEASURED DRIVING CYCLE

In this paragraph are presented results of a real measured driving cycle, scanned in Prague during
the route from the city to the highway (Real driving cycle — city). Road data were generated
by an apparatus called myTracks. This apparatus is based on the iPhone 5S with built-in GPS
module. Generated road data file consist of current longitude, latitude, altitude and travelled
distance between the current and before sampled point, absolute travelled distance and speed. Real
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Figure 7: Artemis: battery state-of-charge = f
(time).

Figure 8: Real driving cycle — city: altitude = F
(distance).

Figure 9: Real driving cycle — city: vehicle speed =
f (time).

Figure 10: Real driving cycle — city: torque = f
(time) and electric motor revolutions = f (time).

Figure 11: Real driving cycle — city: battery state-of-charge = f (time).

vehicle speed is taken from the car system as a physically measured value. Obtained measured and
simulated results are presented in Fig. 8–Fig. 11.

7. CONCLUSIONS

This paper presents the possibility of GPS and GSM systems for EV drive control using cruise
data calculation. For EV dynamic modelling and cruise condition optimization the dSpace DS1103
system is used. This system is designated for experimental laboratory verification of electric vehi-
cle dynamics, when real road data will be implemented into dynamometric measuring laboratory
system, which will simulate real route resistances.

The goal of the project is to develop a control algorithm for optimization of vehicle electric
energy consumption not only with respect to the road trajectory, but also with respect to the
traffic situation and meteorological conditions.
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Abstract— Important task of railway traction vehicles is to achieve maximal tractive effort
at any conditions if required. For this purpose the vehicles have slip controllers. Some types of
these controllers need the vehicle longitudinal velocity value as an input. The vehicle longitudinal
velocity is difficult to measure directly because the vehicle longitudinal velocity could not be
directly determined from wheel velocity. When the wheel is driven its velocity is higher than
the vehicle longitudinal velocity because of the slip phenomenon. The paper describes method
that provides possibility to estimate the vehicle velocity on base of measured wheel velocity.
Estimation of the vehicle longitudinal velocity is enabled by Kalman filtration. The method is
verified by MatLab simulation using real measured data.

1. INTRODUCTION

The maximal value of railway traction vehicle tractive effort that can be transmitted between
wheels and rails depends on the adhesion coefficient value. For this purpose locomotives have a slip
controller. The slip controller maintains the value of the adhesion coefficient on appropriate value
and enables maximizing the transmitted force. The adhesion coefficient is changed by the value of
the slip velocity. Some of the slip controllers need to know the train velocity to work properly [1].
The train velocity is typically determined from the locomotive wheel velocity.

Wheel velocity of railway traction vehicles is measured by incremental encoders. The encoders
are typically mounted on wheelsets in case of vehicles with DC motors on motor shaft in case of
vehicles with induction motors. The encoders are exposed to high mechanical stress and electromag-
netic interference that have influence to velocity measurement accuracy. Therefore the incremental
encoders are typically of magnetic types with low number of pulses per revolution to be robust
and reliable [2, 3]. By measuring wheel velocity a vehicle longitudinal velocity value cannot be
calculated directly when all wheels are driven. The reason is the slip velocity that occurs on every
driven wheel. Therefore measured wheel velocity is higher than actual vehicle velocity. For pur-
pose of vehicle velocity determination some methods exist. These methods are typically based on
evaluation of the slowest wheelset velocity. But this type of methods could fail when high value of
slip velocity occurs synchronously on all wheelsets. For locomotive longitudinal velocity estimating
the Kalman filter could be used [4].

In the paper the railway traction vehicle longitudinal velocity estimation based on the Kalman
filter and vehicle state-space model are described. The Kalman filter and a vehicle model are
discussed in detail. The estimated vehicle longitudinal velocity is based on measured wheel veloc-
ity without need of any other additional information. Simulations using real measured data are
performed.

2. KALMAN FILTER

Kalman filter can estimate the linear dynamic system states disturbed by a noise. As the Kalman
filter inputs measurable values related to these states are used. The Kalman filter needs the system
model and input that is related to some states of the system to work properly. The paper deals
with the Kalman filter utilization to estimate the train velocity. The model inputs should be the
whole locomotive tractive effort or motor torques of individual motors and measured wheel velocity
values. Model output should be the train velocity.

2.1. Kalman Filter Equations

The general equations for a discrete time dynamic system are:

x[n + 1] = A · x[n] + B · u[n] + w[n] (1)
y[n + 1] = C · x[n] + v[n] (2)
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where x is the state vector, u are measured system inputs, w are random dynamic disturbances,
y are sensor outputs, v is random sensor noise, A is system matrix, B is input matrix, and C is
output matrix.

The Kalman filter is based on matrixes A and C. The system does not include matrix B because
the motor torques are considered as part of dynamic disturbances. The Kalman filter algorithm
isdescribed by equations [5]:

K =
P · CT

C · P · CT + R
(3)

xh = xh + K · (zn − C · xh) (4)
P = P −K · C · P (5)
xh = A · xh (6)

P = A · P ·AT + Q (7)

P =
1
2

(
P + P T

)
(8)

where K is the Kalman gain matrix, P is state estimation uncertainty covariance matrix, R is
measurement uncertainty covariance matrix, xh is system state vector, zn are measured values,and
Q is process noise covariance matrix.

2.2. System Model
The system model is a three mass model. It contains an induction motor, a gear, and a wheel that
represents the wheelset.The model is illustrated in Figure 1. Figure 1 shows three main parts of
the model that are induction motor, gear, wheel, and further connections between the parts.

Block diagram of the Kalman filter connection into the whole system is depicted in Figure 2.
The system consists of a train which input is the required tractive effort and its output is the
wheel velocity. Wheel velocities are used to calculate the minimal value of them and this value is
connected to the Kalman filter input. Kalman filter output represents the estimated train velocity
that could be used, e.g., as a slip controller input.

Figure 1: System model block diagram. Figure 2: Kalman filter and system connection.

The model is based on equations that describe the system model shown in Figure 1:

TM = JM ϕ̈M + dMG (ϕ̇M − ϕ̇G) + cMG (ϕM − ϕG) (9)
TG = −JGϕ̈G − dMG (ϕ̇G − ϕ̇M )− dGW (ϕ̇G − ϕ̇W )− cMG (ϕG − ϕM ) (10)
TW = JW ϕ̈W + dGW (ϕ̇W − ϕ̇G) (11)

where TM is the motor torque, TG is torque transmitted by the gear, Tw is torque on the wheel,
JM is the motor moment of inertia, JG is the gear moment of inertia, JW is the wheel moment
of inertia, dMG is an element of damping between the motor and the gear, dGW is an element of
damping between the gear and the wheel, cMG is an element of stiffness between the motor and the
gear, ϕ̈M , ϕ̈G and ϕ̈W are the motor, gear, and wheel accelerations, ϕ̇M , ϕ̇G, and ϕ̇W are velocities
of the parts, and ϕM , ϕG, and ϕW are displacements of the parts.
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3. SIMULATION RESULTS

The simulations are using real measured data. An example of measured data is shown in Figure 3.
Here Figure 3 measured velocities for four locomotive wheelsets are shown. All wheelsets are driven
and all wheelsets have a high value of the slip velocity in different time. The high value of the
slip velocity is shown as high peaks in measured data. The values of the peaks are limited by a
readhesion controller that decreases motor torque when the high value of the slip is detected. If the
readhesion controller does not limit the motor torque, the slip velocity could increase uncontrollably.
When the wheels have a high value of slip velocity, the adhesion coefficient value decreases, therefore
decreases the maximal value of force that can be transmitted between wheels and rails. Another
disadvantage of the slip velocity high value lies in higher mechanical wear of wheels and rails and
in an extreme case some locomotive parts could be damaged.

The Kalman filter performance depends on the measurement uncertainty covariance matrix R
and process noise covariance matrix Q. The covariance matrix settings used for simulation are
summarized in Table 1. The matrix Q size is of 6× 6 and matrix R size is of 1× 1.

The data processed by the Kalman filter are shown in Figure 4 in terms of the Kalman filter
input and output data. The input data is the minimal value of velocities obtained from the four

Covariance matrix Values

Q




20 0 0 0 0 0
0 30 0 0 0 0
0 0 30 0 0 0
0 0 0 2 0 0
0 0 0 0 2 0
0 0 0 0 0 2




R 500

Table 1: Covariance matrices. Figure 3: Measured data.

Figure 4: Kalman filter input and output. Figure 5: Slip velocity for the first wheelset.
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wheelsets. The data in Figure 4 correspond to data in Figure 3.
Figure 5 displays the calculated slip velocity of the first wheelset with high value of the slip

velocity. Data in Figure 5 correspond to data in Figure 3.

4. CONCLUSION

The paper describes railway traction vehicle longitudinal velocity estimation using Kalman filter.
The Kalman filter input data is minimal velocity from the four wheelsets. All wheelsets are driven,
therefore the measured velocity is higher than train velocity and the input data contains high value
of slip velocity. The velocities were measured on locomotive. The vehicle longitudinal velocity is
intended for vehicle slip controller that enables transfer of maximal force between wheels and rails
if it is required. Kalman filter equations are described. Performance of the Kalman filter depends
on measurement uncertainty covariance matrix R and process noise covariance matrix Q. If the
matrices are not set properly the filter could not estimate the velocity correctly. The matrices
setting are presented in the paper. The Kalman filter works with vehicle mathematical model. The
model is three mass model and contains the motor, the gear and the wheel.
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Abstract— The authors propose to work out common principles of synthesis of electromagnetic
field models for the main types of electrical machines. The main objective is to create field models
of electric machines by inheritance of their characters from the original Maxwell’s equations. An
inverse problem is being also solved — the synthesis of electric machine electromagnetic field
equations using object-oriented design.

1. INTRODUCTION

Object-oriented design (OOD) implements the idea of solving problems using models based on the
concepts of the real world. Fundamental element is an object that combines the data structure
(parameters) to the behaviour (calculating procedures). Philosophy of knowledge representation
in the form of objects of prisoners in their data and procedures developed by G. Booch, but so
far only been applied in the field of software development, as well as an ideological foundation of
programming languages such as Java, C++, C#, Visual Basic, Delphi [1].

Consideration of OOD principles for the design and modelling of electrical machines (EM) at
all stages, starting from analysis and finishing with the project implementation, will enable a new
approach to the EM design methodology and apply object-oriented theory, which revolutionized
the information technology in the field of electrical engineering, which will significantly improve
the efficiency and quality of EM design.

We go out, assumes a basic class of generalized EM, descendants of which are well-known types
of EM. By inheritance, using OOD principles, added or cut off those features which lead to the
synthesis of a specific model of EM.

Any EM can be described by Maxwell’s equations. Select by equations features of a certain
type of EM it is possible to form a hierarchical structure of species and thus obtain the desired
EM model species level. The resulting model, inherited from the base class of Maxwell’s equations,
having the status of nature law, will adequately reflect the specific features of EM [2].

2. ANALYSIS OF ELECTROMAGNETIC FIELD EQUATIONS OF AN INDUCTION
MOTOR WITH SQUIRREL-CAGE ROTOR

As an example we shall describe obtaining electromagnetic field equations of an induction motor
with squirrel-cage rotor (IM with SCR) through inheritance from equations of generalized EM.
As the base class of generalized EM, in terms of OOD accepted Maxwell’s equations of classical
electrodynamics [3]: 




rot ~E = −∂ ~B
∂t ,

div ~D = ρ,

rot ~H = ~J + ∂ ~D
∂t ,

div ~B = 0,

(1)

In (1) vectors of the electric Ē and magnetic H̄ fields are connected by following relations:

~D = εε0
~E, ~B = µµ0

~H, ~J = σ ~E, (2)

with the vectors of the electric ~D and magnetic ~B inductions, the vector of the electric current
density ~J , which represent the response of the environment for the presence of electromagnetic
fields. Accordingly, ρ — the bulk density of the third-party charge; ε0 and µ0 — electric and
magnetic constants; σ — the specific electrical conductivity; relative permittivity ε and magnetic
permeability µ of the environment.
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The mathematical description of the magnetic field of IM with SCR is being made in a cylindrical
coordinate system (R, ϕ, Z). To simplify the mathematical description standard assumptions and
restrictions was done [4].

Performing mathematical transformations and projecting the resulting expression for the coor-
dinate axis Z, we obtain the equation for the magnetic field of the ideal idling mode (rotor winding
are open or have not current flow) in the area Rin ≤ R ≤ Rout; 0 ≤ ϕ ≤ 2π:

1
R

∂

∂R

(
R

1
µ

∂A

∂z

)
+

1
R2

∂

∂ϕ

(
1
µ

∂A

∂ϕ

)
= −Jst, (3)

where Rin, Rout — the inner and outer radius of the IM with SCR stator accordingly.
The equation of the vector potential in the gap of the machine has the following form:

rot
(

1
µ

rot ~A

)
= ~Jst + ~Jrot. (4)

Performing operations rot, converting the resulting expression like (3) and projecting equation
on the coordinate axis Z, we obtain:

1
R

∂

∂R

(
R

1
µ

∂Az

∂z

)
+

1
R2

∂

∂ϕ

(
1
µ

∂Az

∂ϕ

)
= −Jst − Jrot. (5)

The first term of this expression shows the distribution of the tangential component of the
magnetic induction Bϕ in the radial coordinate. The tangential component Bϕ takes place in
the stator yoke and the rotor, and also in stator and rotor slots defining their leakage fluxes.
Representing this component as the sum (here and in the further indexes of the only component of
current density and vector potential will be omitted)

1
R

∂

∂R

(
R

1
µ

∂A

∂R

)
=

[
1
R

∂

∂R

(
R

1
µ

∂A

∂R

)]

a

+
[

1
R

∂

∂R

(
R

1
µ

∂A

∂R

)]

σ

, (6)

first term represents the distribution of the magnetic induction in the yoke of the machine, and the
second — the rotor leakage currents.

The first component (3) after transformation can be represented as

[
1
R

∂

∂R

(
R

1
µ

∂A

∂R

)]

a

= −qA. (7)

Leakage flux in the rotor slots is proportional to the rotor current. Therefore, the second
component (3) can be written as:

[
1
R

∂

∂R

(
R

1
µ

∂A

∂R

)]

σ

= Kσ2Jrot. (8)

Kσ2 factor in this expression can be regarded as the ratio of rotor inductive reactance to resis-
tance of magnetizing circuit Xσ2/Xµ. Substituting (7) and (8) into (5):

1
R2

0

∂2A

∂ϕ2
− qA = −µ0Jst − µ0 (1 + σ2) Jrot. (9)

Thus, simple equations for the vector magnetic potential, taking into account the influence of
the magnetic resistance of the yoke of the stator and rotor and stator leakage is obtained. The
solution of this equation together with boundary conditions of periodic type allows to specify the
value of the vector potential in the gap of IM, radial and tangential components of the magnetic
induction.
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3. SYNTHESIS OF THE GENERALIZED MODEL OF ELECTRIC MACHINES

Electromagnetic field equations of non-considered types of EM can be obtained in the same way as
described in case of IM with SCR. Further we can draw conclusions that will help to systematize
common features of their equations and synthesize equations of any EM (descendant classes) from
the base equations of generalized EM (parent class). From analysis (Tab. 1) of the electromagnetic
field equations, written for some types of cylindrical machines, we can retrieve common features [5].

According to Tab. 1 we can draw the following conclusions:

Table 1: Maxwell’s equations for cylindrical EM.

Electric Machine Left side of equation Right side of equation
IM with SCR 1

R2
0

∂2A
∂ϕ2 − qA −µ0Jst − µ0 (1 + σ2)Jrot

IM with phase rotor 1
R2

0

∂2A
∂ϕ2 − qA −µ0Jst − µ0 (1 + σ2)Jrot

Condensing IM 1
R2

0

∂2A
∂ϕ2 − qA −µ0Jwork − µ0Jcond − µ0Jrot

IM with ferromagnetic rotor 1
R2

0

∂2A
∂ϕ2 − qA −µ0 (Jst + Jrot)

DC motor 1
R2

0

∂2A
∂ϕ2 − qA −µ0 (Jexc + Jarm + Jcomp + Jadd.pole)

Synchronous generator 1
R2

0

∂2A
∂ϕ2 − qA −µ0 (Jexc + Jarm)

Figure 1: The UML class diagram based on the EM field equations.
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1) primary (stator) circuit is common for different EM and determined by the topology of cylin-
drical machines;

2) the power supply system (right side of the equations) does not affect the matrix calculation
model;

3) secondary (rotor) circuit is determined by specific characters of EM.

We can apply the principles of OOD to obtain the equations of the electromagnetic field for
different types of EM. The base class will represent the system of Maxwell’s equations (1) that gen-
eralizes the representation of the electromagnetic field distribution in an electromechanical system.

This class is abstract because it is impossible the existence of such a product as a generalized
electric machine. A descendant of the base class is a concrete class of EM obtained by inheritance
of certain characteristics from the base class. The decision of what kind of signs should inherit
depending on the set of conditions, subclass of electromechanical object modifiers decides.

The result of this inheritance, taking into account the conditions and modifiers, will be a concrete
embodiment of EM, ready to create an object — a physical model, endowed with parameters, energy
sources, geometric design.

The class diagram (Fig. 1) developed with UML (Unified Modelling Language) blocks [6] shows
the hierarchical structure of the electromagnetic field equations for EM. Here, the block attribute
is a system of Maxwell’s equations for the generalized EM. The class is abstract because there is
no real performance of the machine “in general”. Classical system of field equations, common for
all types of EM, refined by blocks is located below the block “Abstract Class”.

Block attributes is a set of parameters, equations, symbolic expressions or logical conditions.
Class “Machine” is a descendant of EM “Abstract Class” and its concrete implementation.

The block attributes of this class have modifiers including boundary and environment conditions.
For a two-dimensional model, these will be assumptions, the estimated radius of the circle and the
environment permeability.

Block “Current Density” is responsible for the power supply of the EM primary and secondary
circuits.

Related blocks “Function” and “Event” are modifiers of rotation of the secondary element and
the power supply system. Finally, “arguments set” with “associations subset” in blocks “Selected
Item” and “Item Set” form requirements to the rotor circuit of the block “Machine”.

Using a template class of generalized EM (Fig. 1) and selecting certain features, we can go to an
object of a particular EM. Thus, the UML-diagram of IM with SCR (Fig. 2) is an object structure
generated from the class diagram.

Let’s consider how to synthesize the electromagnetic field equations for IM with SCR in UML-
diagram (Fig. 2).

Block 1 contains the basic system of Maxwell’s equations, from which, under certain assump-
tions, we can obtain the equations of any EM. Below this block, the name of the machine-descendant
is written in order to indicate the direction of the inheritance of attributes and properties of the
base machine.

Block 2 represents the left side of Maxwell’s equations (Tab. 1) which also indicates the specific
values of resistance and magnetic permeability of the environment. In this example, the environ-
ment of field calculation is the area of the IM air gap. Modifying the geometry of the block, it is
adaptive and allows to apply an arbitrary grid computational domain described by the equations
invariant to the type of EM.

Modifier of parameters is required to consider the physical properties of the object as well as to
select a region in the case of simulation of one-dimensional models.

Block 3 and Block 4 define a set of parameters of the EM as well as the type of rotor, in this
case a rotor winding with its corresponding parameters.

Block 5 allows to set the current density in the stator windings and in the rotor (the right side
of the equations system). Current modifier defines a set of current densities of the stator and rotor
that is the source of the electromagnetic field.

Block 6 contains factors having influence to the rotor current density on the right side of the
equation. This block activates the logical event responsible for the rotor rotation, too.

Block 7 specifies the character of the IM with SCR stator and rotor excitations. Thus, there is
no excitation for SCR winding and the stator winding is given by the harmonic character of the
current change. From the output of Block 7 to the input of Block 6 is transmitted an event flag of
rotor rotation.
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Figure 2: The UML object diagram of an IM with SCR based on field equations.

Thus, on the output of the class generator we obtain the equations of the electromagnetic field
of the IM that have been selected by modifiers.

Different combinations of current sources and the laws of their changes allow to obtain models
for various types of EM. Object structure (Fig. 2) is a direct implementation form of the abstract
pattern (Fig. 1) for the IM with SCR. Similarly, it is possible to generate object models for all
known types of EM, and in this way to approach for the first time EM that have not been created
yet, giving them new features.

Moreover, the presence of object-oriented model eliminates the need to perform preparatory
operations of transition from the theoretical studies to practical realization of the model in numerical
form.

Represented object-oriented model was used for automatic synthesis of EM equations (Tab. 1)
during electromagnetic field analysis in developed CAD program and for forming methodology of
EM classification [2, 5].

4. CONCLUSIONS

Application of the principles of object-oriented design model has allowed to form the classification
structure of different types of electrical machines and to use practically EM simulation in developed
CAD program. The method of structural and system organization of electric machines design and
mathematical modelling based on the inheritance of the design characteristics of their derived
classes at the same time with the evolutionary synthesis of their mathematical representation has
been proposed. It makes possible not only to perform the systematization of electric machines,
but also to use principles of object-oriented design to generate mathematical models and design
methods for electric machines automatically in CAD program.
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Abstract— Wheel speed of heavy freight train locomotive under non-ideal traction conditions
was measured with very high resolution and fine precision. Many authors published papers
in this area over past century, but only recent advance in the information technology enabled
measurement in such extent and resolution at the same time. Most modern locomotives have
the speed sensor coupled with the traction motor. Unlike many other authors doing research
in the area of wheel-slip, in the presented case the wheel speed was measured directly on the
wheel, not indirectly on the traction motor. This approach made it possible to observe the
wheel speed directly, without the requirement to implement motor — wheel model, which can
introduce inaccuracies. Thanks to an independent method of train speed determination using a
sensitive GPS receiver, wheel slip speeds were identified accurately regardless of synchronous slip
phenomenon. Despite the adhesion theory, three types of operation mode were identified: the
stable traction with negligible slip without oscillations, the semi-stable traction with evident slip
and oscillations, and the prominent wheel slip. As the wheel speed was measured directly on the
wheel, much larger oscillations than ever published were revealed. The source of the oscillations
is discussed in the paper. A simple MatLab model of rotational masses was constructed and
tuned to match the measurements. Eigenvalues and eigenvectors of the model are discussed, too.
The model of rotational masses is completed with adhesion model to perform simulation. The
simulation results are presented and compared with the results of measurement.

1. INTRODUCTION

Advances and development in technology produces pressure on better utilization of resources. The
pressure is present also in the field of railway traction to utilize better the available adhesion
of traction vehicles. Better utilization of available traction vehicle adhesion is desirable in all
main areas of railway transportation as commuter trains, heavy freight trains, as well as high-
speed trains. In this area have been published many articles focusing on detection of wheel slip
and algorithms for slip protection or slip controller. Authors are faced with the problem how to
implement such advanced slip controller into a heavy freight locomotive. For the purpose of current
status identification a measurement on a twenty years old locomotive was performed. The collected
data do not match simulations or previously by other authors published findings [1, 4, 5].

2. MEASUREMENT SETUP

The wheel speed measurement was set up on a heavy freight train locomotive Skoda 93E. The
locomotive has axle arrangement Bo’Bo’Bo’ with nominal axle load of 20 tons. The motivation for
the measurement was to hunt down inaccuracies in the speed measurements. The last measurement
setup was under moderate adhesion conditions during regular service.

As depicted in Fig. 1, the locomotive has six axles, each axle is driven by a DC motor through
a gearbox. The wheel which is closer to the gearwheel is the direct-driven wheel (DDW), the wheel
which is further from the gearwheel is the indirect-driven wheel (IDW). On each axle is a speed
measurement cogwheel with induction proximity sensor. According to the figure, the speed sensor
is either on the left side or on the right side of the locomotive. The position of the speed sensor
cogwheel plays significant role in the measurement dependent on whether the speed sensor is closer
to the direct-driven or indirect-driven wheel. Signal from each speed sensor was caught on the cable
from each bogie on the interface connector near the locomotive computer using an interface card
inserted between the cable and the computer. All six speed signals were then connected to a logic
analyzer.

Many papers published in the last century relates to the measurement regarding rail-wheel
adhesion, but only recent advances in information technology have enabled measurement in extent
achieved by the authors. The logic analyzer was setup to measure signals of all speed sensors
simultaneously with resolution of 5 ns and the analyzer was capable to run the measurement during
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Figure 1: Arrangement of axles and speed sensor position.

Figure 2: Sample of the data from the logic analyzer.

the whole test run. It allowed unprecedented resolution and length of the measurement. A sample
data from the logic analyzer with prominent wheel slip are shown in Fig. 2.

A satellite navigation system with high accuracy and refresh rate receiving both GPS and
GLONASS signal was installed on the roof of the locomotive. The receiver provided another
independent method of determination of train speed with refresh rate of 10 Hz. Authors selected
this method because the test run was performed in an open landscape with minimum number of
obstacles such as tall buildings, underpasses and tunnels. Authors are aware that the method is
inappropriate for train speed determination in deployment, but for the performed test run the
method was sufficient.

3. SPEED SENSOR POSITION

On a modern locomotive with traction machine being AC induction motor (ACIM) is speed sensor
coupled with the machine. This is a common requirement for a field-oriented control (FOC) of the
ACIM. Because the speed sensor is already fitted on the machine, there is no demand to put it also
on the wheel (either indirect-driven or direct-driven) because for static case a simple conversion
over gearbox ratio gives correct wheel speed information.

Mechanical properties of the traction torque transmission system between the machine and the
wheels considerably affect the usability of the speed sensor information as wheel speed informa-
tion. Vibrations between the motor and wheels were researched [2] and also methods for reducing
these vibrations were published [1]. The vibrations considered by previous authors were vibrations
measured by the speed sensor coupled with the ACIM. Simulations indicate that the vibrations are
between the machine and wheels.

As depicted in Fig. 3, authors performed the measurement on a locomotive with DC machine at
typical arrangement of speed sensor used in case of this locomotive type, with the sensor coupled on
a wheel. The measurement was done on each axle, therefore data for sensors both on the indirect-
driven wheel and on the direct-driven wheel are available. The speed sensor is on either side of
each axle, data for both sides of one axle are not currently available.
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Figure 3: Typical speed sensor placement on AC and DC machines.

4. MACHINE — WHEEL VIBRATIONS

By means of simulations and simplified physical models many authors present phenomenon of
vibrations between the machine and the wheels. They differ in frequency of the vibrations, but
agree that the frequency depends on the machine size (mainly the difference between AC and DC
motor) and on the method of machine mounting [1, 3, 4]. Such typical vibration simulation results
are presented in Fig. 4 [4]. The simulation shows rising torque of the machine (Tw), vibrations of
torque between the wheel and machine (Tk) torque on the wheel (T ) as well as speed of the wheel
(Vk) and speed of the train (Vp).

A very simplified three-masses model of the torque transmission is depicted in Fig. 5. This model
can be used for majority of locomotives where the model is determined by alternating values only.
At similar construction of the bogie parameters J2, J3, c23 and d23 remain similar for different types
of locomotives. Larger variations can be found in parameters J1, c12 and d12 that represent the
motor moment of inertia and the gearbox properties. The used parameters are of BR120 published
in [2, 3] and partly of Skoda 65E and 71E published in [4]. Authors of this paper do not have the
exact parameters for Skoda 93E under test.

Figure 4: Vibrations according to Danzer. Figure 5: Three-masses model of torque transmis-
sion.

Vibrations on two different frequencies were identified in the data measured on Skoda 93E. The
vibrations are prominent during slips. In Fig. 7 are depicted measured vibrations during a slip.
Two waveforms are presented, one without a filter and the second one with a low-pass filter filtered
out higher frequencies. Presence of two frequencies is consistent with the three-masses model of
the torque transmission system expecting two pairs of complex conjugate eigenvalues. The known
model of similar locomotives was tuned to obtain eigenvalues of 18 Hz and 61 Hz, the frequencies
of Fig. 7.

Model parameters are following:

c12 = 0.17× 106 × p2 Nm/rad.
d12 = 240× p2 Nms/rad.
c23 = 11× 106 Nm/rad.
d23 = 74 Nms/rad.
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J1 = 40× p2 kgm2.
J2 = 190 kgm2.
J3 = 130 kgm2.
p = 81/18 (gearbox ratio).

The eigenvectors of the resulting model are depicted in Fig. 6. This model eigenvalues clarify
that the vibrations of 61Hz are almost entirely distributed between J2 and J3 (i.e., the wheels) only.
This could be one of the reasons why the other authors did not detect this type of vibrations before
when measuring speed (and vibrations) directly on the machine. In steady state with constant
speed and tractive effort, the torque MEL given by the machine is in equilibrium with MLD +MLI .
The torque distributed between MLD and MLI depends on adhesion conditions under each wheel
(and speed of each wheel). Assuming MLD = MLI , the system is observable and angular speeds
ω2 and ω3 can be estimated [2]. The measurement results show that this simplification is too
significant and the vibrations between the wheels and the distribution of tractive force between the
wheels may affect the adhesion by more than believed.

Figure 6: Eigenvectors of the three-masses model.

Figure 7: Vibrations in measured data at 61 Hz and 18Hz.

5. MEASUREMENT

Speed measurement in a railway curve is always disturbed by non-ideal wheel guidance. Therefore
the vibrations were studied only in the straight sections of the track.
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Figure 8: Three modes of operation on wheel-rail contact.

Three different modes of traction operation were identified during high tractive effort. All three
modes of the operation are depicted within Fig. 8. The tractive force is constant during the whole
period of time (i.e., the slip controller did not react until end of Fig. 8). The identified modes of
operation are:

1. The first mode with no vibrations and very small slip speed (s = ∆v = v wheel — v train).
In Fig. 8 this mode of operation can be seen at 379–381 sec.

2. The second mode with constant amplitude vibrations at 61 Hz and average slip speed ap-
proximate to half of amplitude of the vibrations. In Fig. 8 this mode of operation occurs at
381–384.5 sec.

3. The third mode with vibrations at 61 Hz with rising amplitude (until slip controller reduce
tractive effort). In Fig. 8 this mode of operation can be found at 384.5 sec to the end.

At time 384.5 sec is a small period of reduced vibrations, which is believed to be a small period
of operation in mode 1.

The vibrations measured at frequency 61 Hz are massive in their amplitude in comparison to
vibrations at 18Hz. The largest identified amplitudes of vibrations were up to 75− 38 = 37 km/h
at GPS speed 47 km/h. In compliance with eigenvectors of the model, the vibrations during slips
similar in extent are smaller on axles 2, 3, and 5 and larger on axles 1, 4, and 6 (see Fig. 1).

The wheel speeds were carefully compared with GPS speed on straight track in sections with
considerable tractive force and braking force. A determinate slip was expected to be measured,
depending on actual adhesion conditions [4], but instead only negligible amount of slip was detected
(less than ±0.2 km/h). This contradicts previous concept of adhesion in wheel-rail contact.

6. SIMULATION

Simulation in MatLab with the three masses model and classic adhesion curve (depicted in Fig. 9
as 1) was done, but the simulation results did not match the measurements. This could be because
this widely used adhesion curve incorporate within itself many other aspects of wheel-rail contact,
like train speed, modulation of normal force by bumps on the track [4] etc., but it is not relevant
for immediate values.

Tribology uses different adhesion curve. This adhesion curve is depicted in Fig. 9 as 2. The
adhesion curve does not start at zero. This phenomenon is known as stick-slip. Because of infinite
slope of the curve at zero, mathematical simulation is almost impossible; therefore a simulation was
done with an adhesion curve depicted in Fig. 9 as 3. When the immediate maximum adhesion was
modulated by a random number generator there was a partial match between simulation results and
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Figure 9: Adhesion characteristic. Figure 10: Simulation results.

the measurement. The simulation results depicted in Fig. 10 show sudden excitation of vibrations
when one of the wheels exceed the adhesion maximum, similar to change of the operation mode
from 1 to 3 (see Chapter 5). The reason why operation mode 2 (vibrations with constant amplitude)
exists (is semi-stable) is unknown.

7. CONCLUSIONS

Measurements on a real locomotive show phenomenon of vibrations between the wheels instead of
expected vibrations between the machine and wheels predicted by numerous physical and mathe-
matical models. One of possible explanation could be stick-slip phenomenon known from tribology.

8. FURTHER WORK

Authors would like to make a concurrent measurement of speed on both wheels, the indirect-
driven and the direct-driven, at the same time on a single axle with higher resolution. The place
of the measurement will be directly on the circumference of the wheels. This will allow better
understanding phase shift and amplitude between vibrations on each wheel and it will also show if
there is any distortion in the speed sensor itself.
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Abstract— The paper investigates the impact of the neutral atmosphere dynamical processes
on the high-midlatitude ionosphere during winter sudden stratospheric warming (SSW) in Jan-
uary 2009. For this purpose we use the ECMWF Era Interim reanalysis data and the data from
high-midlatitude chain of Russian ionosonde stations. The results show that the ionospheric re-
sponse to the SSW event at high-midlatitudes depends on the position of the ionosonde stations
relatively to the stratospheric circulation jet-stream.

1. INTRODUCTION

The middle atmosphere dynamics in winter is dominated by large-scale stratospheric high mid-
latitudes polar jet which forms a circumpolar vortex (CPV). The physical mechanism which is
responsible for CPV acceleration is the cooling and lowering of the atmospheric gas during polar
night and the transformation of gas gravity potential to kinetic energy of the vortex. Due to plan-
etary wave (PW) activity CPV cannot be stable and the interaction of the PWs with CPV zonal
flow can alter the middle atmosphere dynamics dramatically, as it happens in sudden stratospheric
warming (SSW) events.

Recent studies have clearly identified large perturbations of the ionosphere, particularly in
the ion drift measured at Jicamarca, and total electron content at low latitudes during SSW
events [1, 3, 4]. The global spatial (latitude and altitude) structure of the mean ionospheric re-
sponse to SSWs was for the first time investigated in paper [5]. The authors studied the SSW
events in the winters of 2007/2008 and 2008/2009. To elucidate the effect of the SSWs on the
ionosphere the FORMOSAT-3/COSMIC foF2, hmF2 and electron density at fixed altitudes have
been analyzed. Both the mean foF2 and hmF2 parameters and the mean electron density at fixed
heights indicated negative responses to the SSW temperature pulses at high latitudes. Similar
response was found also for the diurnal variability of the COSMIC electron density. These effects
were confined to low and middle latitudes. In our recent study [7] we have made an attempt to
analyze ionosphere response to SSW events by using of ionosondes chain in eastern part of Russia.
The study showed that during the developing of SSW event and breaking of CPV structure in the
ionosphere there forms regions with higher electron density above stratospheric cyclone and regions
with low electron density above the border of cyclone/anticyclone cells where circulation is directed
poleward.

In the present paper we present new results of this study where we extend the high-midlatitudes
chain of Russian ionosondes by new western stations that allows us to investigating the ionospheric
response above the CPV main stream with large longitudinal coverage.

The modern version of Era Interim reanalysis from European Centre for Medium-Range Weather
Forecasts (ECMWF) [2] gives a new possibility for analysis of fine structure of stratosphere dynam-
ics. We use ECMWF Era Interim for demonstration of coupling between stratosphere/mesosphere
circulation and ionosphere response associated with this dynamics.
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2. USE OF RUSSIAN IONOSONDES CHAIN FOR SSW STUDIES

In order to investigate the ionospheric response to SSW events at high-middle latitude we used
data from the chain of Russian ionosonde stations which are usually situated under the CPV jet-
stream. We considered the temporal variability of the main ionospheric parameters: the critical
frequency of F2 layer (foF2) and the F2 layer maximum height (hmF2), measured by ionosonde
stations in Kaliningrad (KAL) (54.7◦N, 20.6◦W), Moscow, (MSK) (55.5◦N 37.3◦E), Yekaterinburg
(EKB)(56.5◦N 60◦E), Novosibirsk (NSK)(54.6◦N, 83.2◦E), Irkutsk (IRK)(52◦N, 104◦E), Yakutsk
(YAK)(62◦N, 129.7◦E) and Paratunka (PAR)(53◦N 158◦E).

The longitudinal coverage of this chain is about 140◦ and for SSW-2009 event, described in this
paper, we can investigate ionospheric response over different zones of stratospheric circulation. The
longitudinal resolution of the ionosonde chain is about 20◦ that gives a good possibility for analyses
of ionospheric response.

In the present study, to investigate the day-to-day variability of the ionosphere in different
geographical points, we have made an averaging of foF2 and hmF2 data over four hour interval in
the vicinity of local noon and local midnight in every site. Typical time resolution of ionosondes
was 15 minutes or one hour, so from 5 to 17 data points in day and in night were averaged. From
3% to 30% of data were missed on different sites due to data quality. Standard deviation on plots
presented below characterizes variability of parameters in considered time intervals. For SSW event
presented in the paper we considered ionosonde data for time interval from December 1 to January
31.

Observatories in Irkutsk, Yakutsk and Moscow are equipped by modern DPS-4 ionosondes and
their software can provide real height of maximum hmF2. Observatories in Yekaterinburg, Novosi-
birsk, Kaliningrad and Paratunka used old generation ionosondes, so in standard mode these equip-
ments provide only virtual height of F2 layer (i.e., h’F2) determined from ionograms. This difference
is not critical for purpose of our paper as we study variations of these parameters, but absolute
values of h’F2 on plots may differ from hmF2. Further in the text we will use hmF2, implying h’F2
for old generation equipment. Also, data processing on Kaliningrad ionosonde did not included the
h’F2 calculation during SSW-2009 event, so these data for this station are missed.

3. COMPARISON OF STRATOSPHERE AND IONOSPHERE DYNAMICS DURING
SSW-2009

In the present study for investigation of stratosphere/lower mesosphere dynamics we use ECMWF
Era Interim reanalysis data and particularly the fields of horizontal wind speed that clearly identify
the structure of atmospheric circulation at different pressure levels. For this purpose the special
software for wind field mapping was developed. We use the data from highest pressure level
1 hPa (∼ 50 km) from ECMWF Era Interim reanalysis which is closest to thermosphere region
and well represents mesosphere dynamics in winter time. Due to close relation of mesosphere and
lower thermosphere we suggest that observed mesosphere dynamics also has significant influence
on global ionosphere dynamics.

Figure 1 shows four patterns of CPV structure in the latitudinal interval 30◦–90◦ of Northern
hemisphere during different stages of SSW in January 2009. Fig. 1(a) is 05 Jan. 2009; Fig. 1(b)
is 15 Jan. 2009; Fig. 1(c) is 21 Jan. 2009; Fig. 1(d) is 25 Jan. 2009. Intensity of gray scale
corresponds to horizontal wind strength. Arrows show the wind direction and length of arrows is
also proportional to wind velocity. Positions of Russian ionosondes are pointed on maps and we
can see that ionosondes cover different zones of stratospheric circulations. Dark regions on plots
correspond to jet-streams that transfer air from warm equator to polar region and sometimes form
pronounced circumpolar vortex.

Figure 2 shows variations of ionospheric parameters foF2 (left column) and hmF2 (right column)
measured by chain of Russian ionosondes from 1 December 2008 to 31 January 2009. Right upper
plot shows F10.7 and summary Kp indexes during this period. As it can be seen, the geomagnetic
activity during the event was quiet (summary Kp does not exceed 25) and solar activity index F10.7
was less than 70. This provided best conditions for analysis of atmosphere-ionosphere coupling.

Left vertical line on Fig. 2 corresponds to time of circulation pattern on Fig. 1(a) and this is
the time of beginning of CPV increasing. Middle and right lines show the period of CPV splitting
and destroying. From analysis of foF2 variations in every site we can see some common features as
regular day-to-day variations with periods 3–5 days that sometime correlate with each other and
sometime are not correlated. In our paper we consider differences between variations of ionospheric
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parameters in different sites depending on their position relatively to the circulation pattern. We
analyze relatively long trends (5–10 days) that appear on each site in time interval from January 5
(day 35 on Fig. 2) to January 30 (day 60 on Fig. 2).

First time interval under consideration is January 5–20, when in the beginning of the interval the
western group of ionosondes Kaliningrad, Moscow, Ykaterinburg and Novosibirsk were to the south
of jet-stream. Eastern group Paratunka, Yakutsk and partially Irkutsk were under the jet-stream
(Fig. 1(a)). In these conditions we see on Fig.2 higher foF2 in the western group and lower foF2 in
the eastern group. The foF2 difference between Kaliningrad and Paratunka is about 1.5MHz, that
is significant for quiet solar and geomagnetic conditions. Here we can make a reasonable suggestion
that under the jet-stream the lower thermosphere has higher concentration of molecular particles
N2 and NO that provides higher recombination rate and decreases the electron density. We used
classical approach [6] for explanation of ionospheric variations by changing of molecular gas density
in lower thermosphere. In diffusion equilibrium conditions, if some process transports molecular gas
to the lower thermosphere, then it produces lowering of foF2 and increasing of hmF2. If molecular
gas density in lower thermosphere decreases then we have a reverse effect.

 
(a)

 
(b)

(c)

Figure 1: Circulation patterns on 1hPa pressure level during different phases of SSW developing. (a)05 Jan.
2009; (b)-15 Jan. 2009; (c)-21 Jan. 2009; (d)-25 Jan. 2009.

During the interval January 5–20 the jet-stream changes from Fig.1a to Fig.1b and western group
of ionosondes shifts under the jet-stream while eastern group appears out of jet-stream position.
Again we can see obvious foF2 decreasing in western group and foF2 increasing in eastern group.

Middle dashed line on left panel of Fig. 2 corresponds to time of circulation pattern on Fig. 1(c)
when western group was under very strong jet-stream (∼ 140m/s) and we can see in this time
the lowest foF2 in Kaliningrad and Moscow for all considered period. Destroying of circulation
in period January 20–25 makes the jet-stream weaker and again changes the relative ionosondes
positions. We see foF2 growing in western group and foF2 decreasing in Yakutsk and Paratunka.
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Finally foF2 come back to usual dynamics after SSW finishing.

4

5

6

fo
F

2
(M

H
z)

Irkutsk (52oN, 104oE)

4

5

6

fo
F

2
(M

H
z) Yekaterinburg (56.5°N 60°E)

4

5

6

fo
F

2
(M

H
z)

Novosibirsk (54.6oN, 83.2oE)

4

5

6

fo
F

2
(M

H
z)

Yakutsk (62oN, 129.7oE)

0 5 10 15 20 25 30 35 40 45 50 55 60 65

Day Number (start 1 December 2008)

4

5

6

fo
F

2
(M

H
z
) Paratunka (53°N 158°E)

180

190

200

210

220

230

h
m

F
2

(k
m

)

180

190

200

210

220

230

h
'F

2
(k

m
)

200

210

220

230

240

250

h
'F

2
(k

m
)

180

190

200

210

220

230

h
m

F
2

(k
m

)

0 5 10 15 20 25 30 35 40 45 50 55 60 65

Day Number (start 1 December 2008)

200

210

220

230

240

250

h
'F

2
(k

m
)

Yekaterinburg (56.5°N 60°E)

Novosibirsk (54.6oN, 83.2oE)

Irkutsk (52oN, 104oE)

Yakutsk (62oN, 129.7oE)

Paratunka (53°N 158°E)

4

5

6

fo
F

2
(M

H
z) Moscow (55.5°N 37.3°E)

180

190

200

210

220

230

h
'F

2
(k

m
) Moscow (55.5°N 37.3°E)

4

5

6

fo
F

2
(M

H
z)

Kaliningrad (54.7 °N 20.6 °E)

0
10
20
30
40
50
60
70

F
1
0

.7
,

K
p F10.7

Kp(Sum)

(a) (b)

Figure 2: Variations of ionospheric parameters foF2 (left column) and hmF2 (right column) measured by
chain of Russian ionosondes from 1 December 2008 to 31 January 2009. Left upper plot shows F10.7 and
summary Kp indexes during this period.

If we compare hmF2 dynamics with considered foF2 dynamics we see usually some negative
correlation which confirms our suggestion about origination of observed variations due to some
process of molecular gas transport to the lower thermosphere. Only Yakutsk data shows different
dynamics of hmF2 because it has higher latitude and more often appear under circulation than
other sites. Format of this paper does not allow us to show the night ionosphere variation. In our
recent study [7] we did such analysis for eastern group of ionosondes. In Yakutsk the night time
variations show very high increasing of hmF2 on ∼ 50 km which were observed during six days.
We discussed this unusual effect in the previous paper and suggested the existing of some effective
transport mechanism (perhaps some fountain effect) that increased N2/O+ ratio.

4. DISCUSSION

Comparing with our previous study [7] the extending of Russian ionosondes chain by additional
western station give us a new possibility for studying of global ionosphere middle atmosphere
coupling, especially during major SSW events. We also have the agreement to involve into joint
analysis the data from European Juliusruh (54.6N, 13.4E) and Chilton (51.5N 0.6W) ionosondes
that will allow us to overlap almost whole Eastern hemisphere along 50–60 latitudes. We can see
that the spatial resolution of such chain is good enough for investigating of large scale irregularities
formed in the ionosphere by atmospheric processes from below and by geomagnetic activity. For
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the present study it is very important that Russian ionosones chain is continuous and it is not
critical that some observatories use the old generation equipment.

The main conclusion that results from present study is the presence of obvious dependence
between stratospheric jet-stream structure and ionosphere dynamics. We can see that the midlati-
tude ionosphere in winter may be affected by large scale stratospheric processes and its longitudinal
structure may be significantly uneven during the period of several days.

From results of the present study we cannot surely determine the stratosphere-mesosphere-
ionosphere transport processes that responsible for observed ionosphere-neutral atmosphere cou-
pling. To make a definite conclusion we have to analyze the mesosphere data on vertical drift and
gravity waves.

Comparing with the previous [7] study we found clear dependence of background foF2 on jet-
stream position, not only fact of being over stratospheric cyclone or anticyclone that are formed by
jet-stream.

In any case the results of this study require additional investigations of SSW phenomena with
involving of new experimental data on stratosphere, mesosphere and lower thermosphere.
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Abstract— For the processing of Irkutsk Incoherent Scatter Radar data we consider the prob-
lem of non-linear discrepancy functional minimization in long experimental data series processing
when measured process is described by integro-differential equation. Considering the non-linear
inverse problem for functions with two continuous derivatives determined on compact we present
three main techniques parts: descent algorithm, genetic algorithm and solution regularization.
The central part of the technique is the descent algorithm that works on n-dimensional net as-
sociated with some regular polytope. The regularization of solution is carried out by means of
transition to Sobolev space. For deleting of ambiguities due to set of sub-optimal solution we use
adaptation scheme on the base of genetic algorithms.

1. INTRODUCTION

The experimental data of Irkutsk Incoherent Scatter Radar (IISR) pose the non linear inverse
problem where the ionospheric parameters (such as electron density, electron and ion temperature,
as well as drift velocity and ion composition) can be derived from the experimental autocorrelation
functions or energy spectrums [5].

The IISR inverse problems are described by integro-differential equations obtained via theoretical
model of physical process, which is nonlinear and includes trigonometric function [12]. These
problems usually have a set of solution and as a consequence are incorrect and require boundary
conditions and special regularization techniques ([1, 4, 8, 9, 17]). The solutions can be obtained
in the framework of least squares technique with some variants of descent algorithms in model
functional space and special regularization methods. In addition to classical descent methods,
one can use evolution techniques [6], (in particular, Monte-Carlo algorithms) and various genetic
algorithms ([7, 18]).

In our recent research we suggest a new method for solving of multi-dimensional inverse problem
for processes that are continuous in time and which have a pre-history of solutions. The typical
IISR measurements have as a result the set of lag-products (or spectrums) which can be used for
derivation of ionospheric parameters from the solution of a repeatable nonlinear inverse problem
respectively to lag-product properties. When this problem is solving for full profiles of param-
eter, such as attitude profiles of electron density, electron and ion temperatures etc., we have a
multidimensional problem which requires from 2N to N2 calculations of objective function per di-
mension. This requires large computational resources and can be realized practically only on super
computers.

In the present study we suggest a new approach to IISR data processing on the base of recently
developed algorithm which solves the nonlinear inverse problem in the special projection space
where any motion between the projection space noodles can be done along the multi-dimensional
simplex grid. This kind of gradient conjugate algorithm has no significant limitations on problem
dimension, it require only (N + 1) calculations of objective function per dimension and it can be
realized on any usual personal computer systems. The method called simplex-processor is realized
on IISR for simultaneous fitting of few tens of spline coefficients that gives approximations for all
parameters profiles mentioned above.

2. MATHEMATICAL FOUNDATION

We consider the inverse non-linear problem for functions f with two continuous derivatives f ′, f ′′
determined on compact [a, b]. Also we know N solutions f−1, f−2, . . . , f−N , derived in previous
processing sessions. The problems of that kind often arise in physical applications when some
process is described by partial differential equation of second order. Natural definition domain for
these equations is Sobolev space W

(2)
2 [16], that have very useful properties for regularization of

inverse problem. By Sobolev’s theorem we can guarantee that every generalized solution in fact
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equivalent to some ordinary function f ∈ C2. Consider the operator equation that describes some
physical process:

Af = u A : W
(2)
2 → L2 (1)

The result of operator A action on function f is function u ∈ L2 that can be measured in
an experiment in the presence of noises and methodical inaccuracy, that are described by error
ε > 0. The inverse problem is finding f when we have u. The parametric Tikhonov functional with
regularization terms can be written as follows:

Φ = ‖Af − u‖2
L2

+ α ‖Ω(A, f, u, f−1, f−2, . . . , ε)‖2
L2

(2)

Here α > 0 — regularization parameter and Ω — regularization operator which is defined by
functional space type. In space W

(2)
2 we define this operator as follows:

Ω =
2∑

k=0

b∫

a

pk (A · f, u, f−1, f−2, . . . , ε)
∣∣∣f (k)

∣∣∣
2
dx (3)

Fitting procedure usually means equality of norms ‖Af‖L2 = ‖u‖L2 = 1. Unlike classical
statement, [Tikhonov et al., 1990], the coefficients pk at derivatives f ′, f ′′ are considered not equal.
For determination of regularization coefficients p1,2 in paper [14] the next expressions were obtained:

αp1 =
3σ2(b− a)2∥∥f ′−1

∥∥2

1
|u|+ σ

; αp2 =
3σ2(b− a)2∥∥f ′′−1

∥∥2

1
|u|+ σ

(4)

where σ — dispersion of u calculated in previous processing sessions. These formulae are based on
account of informational level below which the fitting procedure doesn’t make sense.

In Sobolev space W
(2)
2 the solutions are ranged due to smoothness of function f , so that smooth

functions are always closer to functional minima; for real physical system this feature corresponds
to variational principle when function that describes real movement has minimal variation (integral
derivative). The effectiveness of integral derivatives in experimental data processing is confirmed
by theirs wide using in digital images processing ([2, 10, 15]). If f and are not equal to zero, then
functional (2) always greater than zero. The dependence of regulation functions on u allows us to
control the derivatives contribution in discrepancy regarding functional properties and experimental
data quality.

3. DESCENT ALGORITHM

In alleged approach we use the n-dimensional analog of descent technique described in paper [13]
with addition of mentioned above regularization technique and genetic algorithm for global conver-
gence.

In our algorithm the discrepancy is calculated in regular polytope vertexes with center in current
point of projection space. So as there are only three regular polytopes in dimensions n ≥ 4 (namely,
simplex, hypercube and orthoplex) we consider this technique only for these three polytopes. For
movement on projection space grid the number of computation for each step is Z = n + 1 for
simplex, Z = 2n for hypercube and Z = 2 · n for orthoplex.

It is obvious that minimal computation number is achieved for simplex and if parameter number
n is sufficiently large, then in simplicial method almost two times lesser comparing with orthoplex
method. Number of computations for hypercube method has exponential growth and so in high
dimension it makes no sense to consider that case.

The general effectiveness of polytopes in the minimization problem also depends on n-dimensional
space geometric properties. Let us consider the number of iteration that is necessary for minimum
point reaching for simplicial and orthoplex method. For traditional coordinate descent technique
base on orthoplex method (taxicab metric) the way from starting point to optimal point always
equal to the sum of ways for all parameters. In simplicial method practically always we have si-
multaneous (diagonal) movement equivalent to parameters mixing. Due to this fact the distance in
simplicial method is always less than distance in orthoplex method. The geometric distance char-
acteristics also presented in Table 1. In two-dimensional case the distance in honeycomb structure
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(the net based of vertexes of regular triangles) can differ from distance in square-topped structure
by ratio

K2
dist =

ssim

sort
=

4
3
−
√

3
18

∼= 0.9484 (5)

At first sight this difference seems insignificant but in n-dimensional case this coefficient trans-
forms to Kn

dist = (0.9484)n−1. So the “mixing” parameters effect radically changes the compu-
tational characteristics of descent algorithm. On Fig. 1 we present the dependence for values of
product z ·Kn

dist on projection space dimension. For example, for problem with 50 parameters total
number of computations for simplicial method is about ∼ 25 times less than for orthoplex method.
When projection space dimension is greater than 20 the mixing effect takes over dimension increase
effect and number of computations on single iteration is diminished.

Figure 1: Comparison of computation numbers for
different politopes.

Figure 2: Flowchart of simplex-processor algorithm.

The simplicial method has a great advantage in descent speed when the number of discrepancy
functional parameters is large. Thus the optimal algorithm for functional minimization from a start
point in Pn is the algorithm that makes n+1 functional computation in vertexes of corresponding n-
simplex ∆n and after that moves the current point to vertex where the functional Φ value is minimal.
The stopping criterion for this algorithm is the minimal value of functional Φ in simplex center
comparing with functional values in all vertexes. The program code that realizes our algorithm we
will name simplex-processor (SP).

4. BOUNDARY AND INITIAL CONDITIONS

All altitudinal distributions of ionospheric parameters are presented by means of local B-splines [3]
and inverse problem reduces to minimization problem for functions of n = k ×m parameters than
can be considered as process image. All functions in process image are normalized so that step of
their changing in projection space is approximately the same.

Boundary conditions for all functions fi are set by means penalty functions Θk, that are built
on the base of following principal. If fmin and fmax are low and upper limits of function fi in the
domain of its determination, then boundary conditions in projection space have the form:

Θmin =
δ

b− a

b∫

a

exp

(
− f(h)− fmin(h)

λ · f ′−1,max(h)∆

)
dh

Θmax =
δ

b− a

b∫

a

exp

(
f(h)− fmax(h)
λ · f ′−1,max(h)∆

)
dh

(6)
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Here δ is the penalty value (it should not be large then 5% of main discrepancy), denominator
of the exponent determines the size of smooth border. Value ∆ is the grid step in projection space,
and the coefficient λ is assigned so that during the changing of Θk from zero to the unit the simplex
processor could make few iterations.

In the same manner we set a bonus functions when external experimental or model data fext

are available.

B =
δ

b− a

b∫

a

(
1− exp

(
−(f(h)− fext(h))2

(σ + σ1)
2

))
dh (7)

Here δ is the bonus value. External data are used for low ionosphere, where IISR antenna side
lobes give signal reflections from ground and in the topside ionosphere where GPS total electron
content is used for estimation of plasmasphere parameters [12]. We should note that large amount
of coefficients that are used in fitting procedure, as well as including of smooth penalty and bonus
functions additionally to main discrepancy, makes the descent algorithm more stable.

Initial conditions for simplex-processor algorithm are assigned as set of starting images that are
determined from previous sessions of data processing. For choosing of proper starting images we
use genetic algorithm which leaves the most probable starting points as active set and has special
algorithm for finding a start point in the case when process realization is non standard. In practical
use a previous solution of inverse problem is almost always a good starting image and data stream
processing can be easy implemented on usual personal computers.

5. CONCLUSION

The considered hybrid technique of inverse problem solving allows us to combine successfully the
high speed of grid algorithm and adaptive properties of genetic algorithms. The main part of
technique is simplex-processor that makes minimal number of computations for each iteration and
geometrical properties of simplicial method allow sufficiently decrease total iteration number when
we have a problem with large parameter number. The simplicity of this technique realization allows
easily use parallel computations for multi-processors systems. These features of simplex-processor
give the chance to use it for inverse problems with many parameters that cannot be solved by
traditional techniques due to restricted computational resources.

The using of Sobolev space as a basic functional space of inverse problem realizes principal
property of real physical systems consisting in variational principle when discrepancy functional
minimum is searched in set of functions with minimal derivatives variation. Thus we get rid of
complicated regularization schemes with penalty functions that are traditionally used for similar
problems.

The computational possibilities of simplex-processor allow us to carry out global optimization
with a help of genetic algorithm. For inverse problems with a priori existing solution the global
optimization is reduced to SP starting point set selections and evolution technique for given starting
point set.
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Abstract— Currently polar ionosphere is of great interest. This is connected with creation of
global model of ionospheric storms and providing stable navigation in polar region. Currently
dual- and multi-frequency GNSS phase measurements have been utilized widely and these mea-
surements combination yields us current TEC-values along all SV’s line-of-sights in view. One of
the main parameters is stability of phase measurements and their noise level.

We carry out the GNSS signal monitoring campaign under the polar ionosphere condition (in
Taimyr cape, Russia) in 2013. JAVAD Delta-G3T receiver was used. We observed amount of
the rapid and sharp phase acceleration variations. The absolute value of these variations were
as much as 30–40% up to 2–2.5 times higher in comparison the background level for both GPS
and GLONASS signals. In some cases we found a strong positive correlation between the phase
acceleration variations and TEC variations in the variation frequency band of 0.08–1 Hz. It is well
known that this frequency band relates to the 1-st Fresnel zone sized ionospheric irregularities.
On the other hand we found some cases when there was no an obvious correlation between
the 0.08–1 Hz TEC-variations and the phase acceleration variations. In these cases the phase
acceleration variations could be inspired by the SV’s reference oscillator frequency drift.

In order to separate all the observed phase acceleration variations according to they physical
origin we arranged a new measurement campaign of both GPS and GLONASS signals in Norilsk
(69◦N, 88◦E) and Irkutsk (52◦N, 104◦E). Additionally we used Moscow (55◦N, 37◦E) data. This
report is devoted to discussion of the main results of the campaign data treatment.

1. INTRODUCTION

The main limitation of potentially operation of the GPS/GLONASS equipment is influence of
inhomogeneous and non-stationary ionosphere on the navigation parameters measurement accuracy.
Phenomena in the ionosphere, especially polar, even without geomagnetic disturbances often lead
to significant amplitude scintillations of radio signals, as well fast variations of signal phase. First of
all, it is carrier phase tracking loop what is affected by such phenomena. The failure of the tracking
loop lead to deterioration of the measurement accuracy of navigation parameters in general.

On the other hand, fixing the current changes phase tracking parameters may allow a highly
sensitive monitoring of the fine structure of the Earth’s ionosphere. This capability, in turn, can be
very useful for the construction of based on ionospheric response early warning systems for natural
hazards and man-made phenomena. Such system can use monitoring stations distant from the
epicenter of the phenomenon.

It is known that for filtering a carrier phase of signals of GLONASS and GPS, optimal filter of
the third order is used [1]. The filter is based on the Markov model of a discrete sequence:

ϕk = ϕk−1 + TCOR · vk−1; vk = vk−1 + TCOR · ak−1; ak = ak−1 + ξϕ,k−1, (1)

where TCOR is integration time; vk, ak are velocity and acceleration of phase change at time k,
respectively; ξϕ,k — white Gaussian noise (WGN) with dispersion Dξ.

According to up-to-date concepts, forming WGN — ξϕ, k consists of thermal noise, variations in
the relative frequency instability of the reference generator, and variations caused by the movements
of the object. The root-mean square (RMS) of the noise is defined as follows [2]:

σϕ =
√

σ2
T + σ2

F +
σS

3
, (2)

where σT , σF and σS are a carrier phase noise standard deviation (in degrees) which are caused by
thermal noise, Alan variations and mechanical vibrations of the receiver, respectively.
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The magnitude of each of these RMS noise components in (2) for third-order filter can be
calculated based on the following expression [2]

σF =
360
2π

√
· Bm

c/n0

(
1 +

1
2T · c/n0

)
, (3)

σF = 160 · σF (τ) · Fc

Bn
, (4)

σS = 0.4828 · dR3/dt3

(Bn)3
, (5)

where c/n0 is the signal-to-noise ratio at the input (here assumed to be in the calculations 30 dBW);
σF (τ) is relatively short-term frequency instability of the reference generator; Fc is a operating
frequency; d3R/dt3 — The maximum value of jerk along the satellite line of sight.

The phase noise standard deviation value (2) is directly related to the basic equipment settings
T and Bn, as well as the signal-to-noise ratio at the input and the frequency stability. In our
opinion, however, this noise doesn’t account additive component, which connected with random
phase rapid variations caused by the influence of non-uniform and non-stationary radio propagation
environment (especially the ionosphere). Figure 1 shows the results of phase acceleration against
to phase tracking loop settings and structure of the medium of radio waves propagation.

Figure 1: The dependence of the carrier phase acceleration from tracking loop settings and structure of radio
wave propagation environment.

We can see predominant influence of small-scale irregularities with size of 0.1–1 km on the
formation of ionospheric phase scintillation. The more the irregularities intensity the stronger the
effect. Emergence of small-scale ionospheric irregularities is expected to cause a significant increase
in the phase. It should reveal in increasing the value of the total nose RMS ξϕ,k (1).

We organized an expedition in Hatanga, Krasnoyarsk Region (71,6 N; 102,3 E) from 2 to 5
December, 2013. We used multisystem navigation receiver Javad Delta-G3T with external antenna
GrAnt-G3T (http://javad.com/jgnss/products). The receiver recorded carrier phase of GPS and
GLONASS satellites at the two (three for some satellite) operating frequencies. Time resolution
was 0.02 seconds. To eliminate the influence of troposphere and multipath, data analysis was
performed only for the satellites with elevations ≥ 20◦.

Along with phase velocity and acceleration, based on dual-frequency measurements we calculated
total electron content (TEC) along the line of sight [3].

Carried out in the polar ionosphere an analysis confirmed above theoretical considerations.
First of all, there were many cases abrupt increase in the phase acceleration. It was found for both
GPS and GLONASS. Increasing was up to 30–40% and 2–2.5 times against a background level.
Such changes in acceleration phase can not be associated with thermal noise or instability of the
frequency because these noises have a great time of stationarity. Dynamic phenomena can’t be the
reason also, since the receiver was mounted on a stationary object.

Note that the December 2, 2013 was not geomagnetic disturbed. On this day in near-Earth
space and on the Sun they did not observe any significant geoeffective events [4]. In the absence
of disturbing factors background values of the GPS and GLONASS phase acceleration are located
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approximately in the same range changes from −150 to 150 cycles/sec2. However, despite the calm
conditions one can see increasing of phase acceleration from 30% to 2.5 times in the Figure 4.
Observed phenomenon more clearly expressed for GPS data and less — for GLONASS.

More detailed analysis of this phenomenon is shown in Figures 3 and 4. Here we shown 6-minutes
series highlighted in Figure 2 by rectangles: gray is for background, black is for perturbations. a)
— detrended TEC series; b) — part of the TEC variations spectrum of small-scale irregularities
range; c) — signal-to-noise ration (dBW) at f1; d) — phase acceleration (cycle/sec2). Left part of
each figure corresponds to undisturbed conditions, and right — to disturbed.

Figure 2: Observations of phase acceleration for GPS PRN01 and GLONASS 03 on December 2, 2013.

(a)

(b)

(c)

(d)

Figure 3: GLONASS phase acceleration and signal-
to-noise ratio against small-scale irregularities.

(a)

(b)

(c)

(d)

Figure 4: GPS phase acceleration and signal-to-
noise ratio against small-scale irregularities.
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Detrended TEC series (Figures 3, 4(a)) do not show significant small-scale irregularities. How-
ever, the spectral analysis allows us to identify the components of these series of high-frequency
TEC variations due to small-scale irregularities. From Figures 3 and 4 (panels (b), (d)) we can
see a clear positive correlation between the increase in phase acceleration and the growth of TEC
variation spectral components of 0.08–0.6 Hz. This frequency range corresponds to the scope of
small-scale ionospheric irregularities with sizes from hundred meters to several kilometers. During
these intervals we see decreasing the signal-to-noise ratio (see Figures 3 and 4, panel (c)).

Because small-scale ionospheric irregularities are primarily responsible for the occurrence of
rapid variations of amplitude and phase, our results confirm a possible link between non-stationary
phase changes and small-scale irregularities in the ionosphere.

On the other hand, authors of [5] insist that these phenomena can be observed without connec-
tion with the small-scale irregularities. Similar phase variations may be caused by short-term drift
of the reference generator frequency on the satellite.

To prove our experimental data and find out physical nature of phase acceleration occurrence,
we carried out complex experiment in two locations: Irkutsk (52◦N, 104◦E) and Norilsk (69◦N,
88◦E). We find out that the growth of phase acceleration for the same satellites are not observed
simultaneously for Irkutsk and Norilsk. Thus, this phenomenon is not due to short frequency drift of
the reference generator. Therefore, we can assume that there is a clear link between non-stationary
changes in phase and small-scale irregularities in the ionosphere.

It is important to note that the results obtained here correspond in general to geomagnetically
undisturbed conditions. However, even in this case one can observe the change of GPS phase
acceleration. This indicates the high sensitivity of phase acceleration to changes in the small-scale
structure of the ionosphere. Therefore, the phase acceleration can be recommended as an indicator
of weak ionospheric disturbances.

At the same time, further research seems to be need for improving the generally accepted model
of phase change. Corrected model should account for the influence of the radio wave propagation
medium.
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Abstract— While estimating ionospheric total electron content by using both pseudorange and
phase GPS/GLONASS data, there occurs a significant systematic error caused by differential
code biases (DCBs). In some cases, along with systematic DCB variations, there are seasonal
variations most likely related to variations in the receiver environment (temperature, humidity).
We have developed an algorithm to estimate DCBs from the data of a single GPS/GLONASS
station. The results of the algorithm operation are compared with the CODE DCB data. The
main differences were recorded for GLONASS data.

1. INTRODUCTION

Along with navigation and precise time applications, Global Navigation Satellite Systems (GNSS)
are widely used nowadays to remotely sense the ionosphere in equatorial, mid-latitude, and arctic
regions [1]. Ionospheric TEC can be estimated by using dual-frequency code and phase measure-
ments of pseudo ranges between a satellite and a receiver [3]. While estimating absolute TEC
via using the code and phase measurements simultaneously, a systematic error occurs. This error
depends on both the satellite and the receiver, and the cause is because the processing times for
L1 and L2 signals in radio frequency (RF) paths differ and depend on the signal frequency. Due to
these differential code biases (known as DCBs), TEC, in some cases, can obtain even non-physical
negative values. A 1-ns DCB leads to an ∼ 2.9 TECU error (2.85 TECU for GPS and 2.92 TECU
for GLONASS frequencies). Thus, one should take DCBs into account for precise absolute TEC es-
timations [4]. It is especially important when analyzing long period TEC datasets obtained not only
from GPS/GLONASS data, but also from geostationary SBAS data [5]. Long period TEC datasets
obtained from geostationary SBAS can have a DCB-related systematic variation. This systematic
variation can be mistaken for ionospheric TEC variation. We also note the complexity of estimating
DCB for geostationary SBAS data, because the elevation angle of geostationary satellites varies
slightly, and it is very difficult to distinguish between DCBs and real TEC variations.

2. ESTIMATING DCB DYNAMICS

In this study, we analyze DCB dynamics and TEC estimation errors associated with satellites
and receiver DCBs for 2000–2014 [6]. For such estimates, we used the CODE laboratory data
(ftp://ftp.unibe.ch/aiub/CODE/) based on the measurements at the worldwide IGS network (Inter-
national GNSS Service) (http://igscb.jpl.nasa.gov/) of GPS/GLONASS receiving stations. All the
results of DCB estimations shown below are presented in TEC units (1 TECU = 1016 electrons/m2).

Figure 1 shows an example for the dynamics (variability) of DCB-related errors in TEC estima-
tions for several GLONASS and GPS satellites. The GPS scale was inverted to compare the sys-
tematic variability. This TEC estimation error variability for the GPS satellites (∼ 1 TECU/year)
is three times less than that for the GLONASS satellites (∼ 3 TECU/year). There are also signifi-
cant variations in TEC errors for GLONASS satellites with amplitude up to ∼ 5 TECU compared
to quite small variations for GPS. Such significant differences between the GLONASS and GPS
systems also occur for other satellites.

We also analyzed the DCB variability in the receiver frequency channels for several stations
of the IGS network. Fig. 2 presents the DCB variability for mid-latitude and arctic stations.
Summarizing, the receiver DCBs for the GLONASS frequency range can reach up to ∼ 17.5 ns,
leading to TEC errors up to ∼ 50 TECU. For the GPS frequency range, these value reach ∼ 21 ns
and ∼ 60 TECU, respectively. These results agree with [7] who showed that DCBs may reach 20-ns
for receiver RF paths and 10 ns for satellites RF paths.

Systematic DCB variation, both for GLONASS and GPS frequency channels, is observed to sig-
nificantly change depending on station. For the GLONASS and GPS frequency channels, seasonal
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(a) (b) (c)

Figure 1: Dynamics of the DCB-related TEC estimation error for GLONASS (black line, right scale) and
for GPS (gray line, left scale) satellites. (a) GPS PRN 03, GLONASS 04, (b) GPS PRN 06, GLONASS 07,
(c) GPS PRN 24, GLONASS 18.

(a) (b) (c)

Figure 2: Dynamics of the DCB-related TEC estimation error for GLONASS (gray line) and GPS (black line)
receiver frequency channels: (a) IRKJ station (mid-latitude); (b) DUBO (mid-latitude); (c) TIXJ (Arctic
region). Dashed line marks temperature (◦C).

variations in estimated DCB-related TEC errors up to ∼ 20 TECU (∼ 7 nc) for mid-latitude station
IRKJ (see Fig. 2(a)), ∼ 10 TECU (∼ 3 nc) for mid-latitude station DUBO (see Fig. 2(b)) and ∼ 5
TECU (∼ 2 nc) for arctic station TIXJ (see Fig. 2(b)) are observed (see Fig. 2(a)). Such strong vari-
ations may be associated with variations in the receiver environment, especially meteoparameters,
such as temperature and humidity. It is not just the type of receiver hardware problems, because
such variations are observed for the other receivers of the different type. Fig. 2 shows temperature
from the meteorological stations closed to chosen receivers (http://www.ncdc.noaa.gov/cdo-web/).
The temperature seasonal variation maximum corresponds to the DCB seasonal variation minimum
for IRKJ station. On the contrary, the temperature seasonal variation minimum corresponds to
the DCB seasonal variation maximum for DUBO and TIXJ stations. This proves our hypothesis.

3. ALGORITHM FOR ESTIMATING DCBS

To determine the absolute TEC accounting for DCBs from the data of a single GPS/GLONASS
station, we have developed the following algorithm [12]:

1. Calculate the TEC from code Ip and phase Iϕ measurements.
2. Separate data sequences into continuous-time intervals.
3. Detect and eliminate the impact of outliers and signal tracking losses in the TEC data [Blewitt,

1990].

4. Remove the ambiguity of phase measurements: const = 1
N

N∑
i=1

(Ip − Iϕ)i; where N is the

number of measurements at a continuous interval.
5. Estimate DCBs by using a simple model for measurements. The model parameters are de-

termined based on the minimization of the standard deviation between the experimental and
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model data (see below).
6. Correct TEC sequences obtained in item 4 by the DCB value.

We use the following model for TEC measurements:

IM = Si
j

[
IV (φ0, l0, t0) + Gφ∆φi

j + Gq φ

(
∆φi

j

)2 + Gl∆lij + Gq l

(
∆lij

)2 + Gt∆tij

+Gq t

(
∆tij

)2
]

+ IDCB,j ,

where IV is the absolute vertical TEC value; ∆φ is the latitude difference between the ionospheric
point coordinate φ and that of the φ0 station; ∆l is the longitude difference between the ionospheric
point coordinate l and that of the l0 station; ∆t is the difference between the measurement time t and
the time t0, for which the calculation is performed; Gφ = ∂IV /∂φ, Gl = ∂IV /∂l, Gq φ = ∂2IV /∂φ2,
Gq l = ∂2IV /∂l2 are linear and quadratic spatial TEC gradients; Gt = ∂IV /∂t and Gq t = ∂2IV /∂t2

are the first and second time derivatives, respectively. Here, we neglect the mixed spatial and time
derivatives. This assumes that TEC changes more slowly in space during the time interval for
which the calculation is performed, than the vertical TEC value at the same time does.

Sj
i =

[
cos

{
arcsin

(
RE

RE + hmax
sin[α · (90− θj

i )]
)}]−1

is the oblique factor [9], RE is the Earth radius, hmax is the height of the thin spherical layer
(450 km), and a is a coefficient which depends on geographic latitude of station, for mid-latitudes
a = 0.97, for high latitudes a = 0.94, θj

i is satellite elevation angle. We note that there are other
algorithms and models to determine DCBs, for example [9–11].

Figure 3 presents the comparison between the DCB results (a), (d) obtained by the above
algorithm and by the CODE data for all the satellites. The 2012 April 11 data is for the IRKJ
mid-latitude station (φ = 52.2◦N, l = 104.3◦E). Also, we present the results of correcting the initial
oblique TEC for all the satellites accounting for DCBs obtained by the above algorithm (b), (e),
and by the CODE data (c), (f). The thick grey line shows the absolute vertical TEC data obtained

(a) (b) (c)

(d) (e) (f)

Figure 3: (a), (d) DCB results (left column) obtained by the above algorithm and by the CODE data for all
(a) GLONASS and (d) GPS satellites observed at the IRKJ mid-latitude station. (b), (c), (e), (f) Variations
in TEC from all the satellites using the correction based on the described algorithm (middle column) and
on the CODE data (right column). The thick line is the absolute vertical TEC data obtained by the above
algorithm (middle column) and by the CODE data (right column).
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by the above algorithm (middle column) and by the CODE data (right column). These results were
obtained with GPS and GLONASS measurements from the IRKJ station (within the International
GNSS Service). After the CODE DCB correction, there appear unphysical negative TEC values in
the GLONASS data. This indicates the revaluation of the DCB values. The TEC values obtained
by the described above algorithm are more physically plausible.

Figure 4 presents the same data as those in Fig. 3, but for the THU2 arctic station data
(φ = 76.5◦N, l = −70◦W). The initial uncorrected TEC may possess very high and unphysical
values, untypical of high latitudes. It is due to high DCB value. Unphysical small TEC values
appear in the GLONASS data after the CODE DCB correction. This also indicates the CODE
re-estimation of the DCB values.

(a) (b) (c)

(d) (e) (f)

Figure 4: The same as in Fig. 3, but for the THU2 arctic station.

4. CONCLUSION

The obtained data indicate a need to calibrate GLONASS and GPS receivers and satellites while
on-stream. The estimation algorithm is one of many problems. In some cases, one can see that
using the CODE data to correct TEC measurements leads to obtaining TEC erroneous values.
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Abstract— In the paper we analyze the dynamics of O+/H+ transition height estimated on
the base of Irkutsk ISR date and GPS TEC for different ionosphere conditions and compare these
data with other models developed by using satellites topside sounder data.

1. INTRODUCTION

The topside ionosphere is the ionosphere area which placed above F2 ionization maximum. There
is a significant scientific and practical interest for investigation of the topside ionosphere area both
for practical cosmonautic and radio communication. There are, however, large difficulties of direct
diagnostic of this area by using ground base and satellite instruments. Thus one has not enough
knowledge about topside ionosphere. O+/H+ transition height (TH) is one of key parameters for
all ionosphere models. TH is height where heavy ions O+ are changed by light ions H+ and He+.
By theoretic predictions TH is 500–2500 km altitude according to geomagnetic latitude, day of year,
time of day and geomagnetic and solar conditions. Therefore determination of real TH value is the
actual problem nowadays and last ten years there are many papers about TH investigation.

The direct satellite measurements is the most accurate measurements of ion composition [5],
but these measurements are restricted by satellites orbits and detail investigation of TH by direct
methods is not possible. There are many techniques of calculating TH from topside sounder data
(ISIS and Alouette program) which obtained for 60th and 80th years. However, there are seri-
ous differences of calculated TH values between different techniques, for example between Webb
method [14] and Marinov method [4].

Another power instruments for sounding topside ionosphere are the incoherent scatter radars
(ISR). Unfortunately the world network of ISR is restricted by about ten radars and not all of them
are able to do measurements at heights above 1000 km. Actually only Arecibo ISR has possibility
to carry out these measurements [2].

In most cases direct TH measurements are impossible on Irkutsk Incoherent Scatter Radar
(IISR). Therefore we developed technique for indirect TH measurements by using IISR data and
Global Positioning System (GPS) total electron content (TEC) data [7, 8]. IISR-GPS method is
the name of this technique. We used TEC data from Global Ionospheric Map (GIM). IISR-GPS
method based on the calculating difference between TEC GPS and ionosphere electron content
obtained from Irkutsk ISR data. In addition to TH measurement indirect measurement of the
plasmasphere electron content can be done by IISR-GPS method.

For determination of the topside ion composition we developed the topside ionosphere model.
This model based on the determination of the electron density profile by the modified Chapmen
layer. Using the Chapmen layer for approximation electron density profiles is widely accepted
technique [9]. Our model takes into account that topside ionosphere plasma consist of three kinds
of ions: O+, H+ and He+. Exponential distribution of each ion component is describes by the
scale height. Difference between O+ scale height and H+ scale height is determined by mass-factor
coefficient, which is M = 16 for pure H+ ions and decreases if He+ ions present.

In most cases the He+ concentration is negligible. However, sometimes there are moments when
He+ concentration is rather high, for example, during high solar activity. The maximum of the
He+ concentration is often observed at TH [2, 3]. Thus for considering of He+ concentration in our
model we describe He+ profile by the Gaussian layer which maximum at the TH. Figure 1 presents
ion densities profiles according to our topside ionosphere model.

As additional TEC data we used the data from Center of Determination Orbit in Europe
(CODE). These data are one of the reliable TEC data for today [6]. For verification of repre-
sent ability CODE map data in IISR site we compared them with Irkutsk’s GPS receiver and
found good agreement [15].
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Figure 1: Ion composition profiles according to our
topside ionosphere model.

Figure 2: Comparison between TEC from Irkutsk
GPS and CODE.

In this paper we present comparison between TH obtained from IISR-GPS method for Eastern
Siberia region and TH obtained from theoretic empirical ionosphere model and TH direct satellite
measurement.

2. EXPERIMENT

Comparison between CODE TEC and Irkutsk GPS receiver is presented on Figure 2. We can
see that difference does not exceed 3 TECU. Errors 3 TECU corresponds to ∼80 km errors in TH
calculating by IISR-GPS method. Maximal errors of CODE maps and Irkutsk GPS receiver are
also about 3 TECU.

We calculate TH value by using IISR-GPS method for Eastern Siberia region for years 1998–
2005. This is main part of 23rd solar cycle. Typical values TH for this period are 500–900 km for
night time and 900–1200 km for day time. For verification of our results we compare these values
with values obtained from ionosphere models and data of direct satellite measurements.

Nowadays there are many theoretical and empirical ionosphere models. Empirical models based
on the topside sounder data: Danilov and Yaichnikov model (DY-85), Triscova Truhlik Smilauer
model (TTS-03) [1, 12]. Sheffield University Ionosphere Plasmasphere Model (SUPIM), Field Line
Intehemispheric Plasma model [11] (FLIP) and Tashilin model [10] are theoretical models which
take into consideration movement ionosphere plasma along geomagnetic line. It should be noted
that DY-85 and TTS-03 models are included as options into IRI-2012 model.

Values of TH from these models have essential divergences from each other. It is caused by
different nature of models and it is suggested to be determined by influence of solar activity. The
main harmonic of TH dynamics depends on solar radiation flux and duration of day. Seasonal
variations are also governed by these factors. According to TTS-03 model difference between TH
at high solar activity and during low solar activity can be as much as 200%. Therefore during low
solar activity TH from DY-85 and TTS-03 has good agreement but it has bad agreement during
high solar activity. On Figure 3 we present comparison of TH from IISR-GPS method, DY-85 and
TTS-03 models. Top panel shows results for 1–3 October, 2002 and bottom panel shows results for
17–21 September, 2004.

Solar conditions for top panel and bottom panel on Figure 3 are different. For 1–3 October, 2002
index F10.7 is equal to 140, Ap index is equal to 150. For 17–21 September 2004 index F10.7 is
equal to 100, Ap index is equal to 30. We can see from comparison of these data that TH calculated
by IISR-GPS method for this period agrees with TH from DY-85 model. Daytime TH values from
TTS-03 model greatly exceed IISR-GPS method values. Maximum of TH values from IISR-GPS
method is shifted to evening from noon during 1–3 October 2002 (top panel Figure 3) and maximum
is located in night hours (bottom panel Figure 3).

Daytime TH values from FLIP and Tashilin’s models are about 2000–2500 km. We should note
that comparing to model derived from theoretical estimations the transition heights calculated from
the topside sounder data and data of radio occultation experiment (Formosat-3/COSMIC) always
has lower values [13].

It is obvious that for estimation of actual TH values and for verifying of IISR-GPS method we
need the direct satellite measurements of TH. Unfortunately, due to deficiency of this data only
DMSP and CINDI/C/NOFS data can be used. But these data are fragmentary and verification of
IISR-GPS method by this data is very problematic because orbital characteristics of these missions
provide only morning and evening measurement. Irkutsk ISR can carry out direct measurements
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Figure 3: Comparison of transition height (TH) from IISR-GPS method, TTS-30 model and DY-85 model
for 1–3 October 2002 (top panel) and 17–21 September 2004 (bottom panel).

of ion composition only below 700 km. In quiet solar conditions we can sometimes make direct TH
measurements on IISR. This often can be realized in winter night. However, in many other cases
we can measure the O+ distribution when it does not reach the transition height but decreases
up to 60–70%. In these cases the ion distribution of topside ionosphere below 700 km can be used
as additional data for estimation of transition height. Further we will plan to upgrade IISR-GPS
method via coupling of this method with direct measurements of ion composition.

3. CONCLUSION

IISR-GPS method is perspective indirect method for estimate TH when direct measurements TH
are not possible. Calculating of TH in the Eastern Siberia has been carried out for the first time.
The problem of IISR-GPS method accuracy is under discussion.
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Abstract— The behavior of the ionosphere in Russia’s Arctic region during periods of strong
sudden stratospheric warmings was investigated using data from the international network of
phase dual-frequency GPS/GLONASS receivers, global ionospheric maps (GIM) of the total
electron content (TEC) and vertical sounding data. Six events of major stratospheric warmings
that have occurred in the Northern hemisphere over the last decade were considered. In order to
identify the possible response of the high-latitude ionosphere to SSW events, we carried out the
analysis of the total electron content and F2-layer electron density deviation from the background
level. Spatial and temporal distributions of the amplitude of diurnal TEC variations were also
studied. The dynamics of the high-latitude ionosphere at the points near the SSW zone during
the periods of warmings was found to differ from the regular. We also revealed that the events
of major SSWs are usually accompanied by a decrease in amplitude of diurnal TEC variations
during the SSW development stage and by an increase in amplitude, which may be observed at
latitudes of up to ∼75◦N after the SSW peak.

1. INTRODUCTION

A sudden stratospheric warming (SSW) is a significant unexpected increase in temperature (up
to 50◦ or more) in the winter polar and subpolar stratosphere. It lasts for several days or weeks
and covers most of the hemisphere. Major (strong) warmings are characterized by the reversal of
the meridional temperature gradient sign over the hemisphere; besides, the western direction of
the stratospheric zonal circulation changes to the eastern one. Weakening or destruction of the
circumpolar vortex, determining the dynamics of the polar and subpolar middle atmosphere in
winter, is also observed.

It is believed that the SSW development is connected with intensification and penetration of
planetary waves to the stratosphere from the troposphere and with their interaction with the
western stratospheric flow. This interaction results in the dissipation of waves and in the release
of large amounts of wave energy, which leads to an increase in the stratospheric temperature [1].
In turn, wave activity intensification and significant changes in the atmospheric circulation during
SSW periods may have an impact on ionospheric plasma. Various ionospheric effects of SSWs
are identified and analyzed in the equatorial [2–4] and mid-latitude [4] regions. According to [5],
remarkable abnormality of regular dynamics of the total electron content (TEC) is observed during
SSWs in the mid-latitude ionosphere.

Since the state of the unlit winter polar ionosphere under quiet geomagnetic conditions is de-
termined mainly by the dynamics of the neutral atmosphere, it is natural to expect that such
large-scale phenomena as SSWs have to influence its behavior. Therefore, the purpose of this work
was to study ionospheric disturbances in Russia’s Arctic region during stratospheric warmings
in 2006–2013.

2. SUDDEN STRATOSPHERIC WARMINGS IN 2006–2013

In 2006–2013, six major stratospheric warmings occurred in the Northern hemisphere. The peaks
(maximums) of these events (day of the zonal wind reverse at a level of 10 hPa) were registered
in the following winters: on January 21, 2006; on February 24, 2007; on February 22, 2008; on
January 24, 2009; on February 9, 2010; on January 6, 2013. All SSW events, except for the
warming of 2009, were accompanied by an increase in intensity of stationary planetary waves with
zonal number 1 (SPW1) [6]; the amplitude of these waves characterizes the degree of the polar
circulation displacement. During such stratospheric warmings, the polar cyclone moved to lower
latitudes and the polar anticyclone was formed. The centers of these SSWs (the region of the most
significant increase in the stratospheric temperature) were located in the Asian region of Russia.
The SSW in winter 2008/09 was accompanied by an increase in the intensity of SPW2 determining
the polar vortex splitting. During this event, there was a division of the circumpolar vortex into



2558 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

two alternating pairs of cyclones and anticyclones. The center of this warming was located over
the Northern part of the Atlantic Ocean. Minor SSWs were registered almost every winter.

It should also be noted that the years chosen for the study were characterized by a relatively
low solar and geomagnetic activity; geomagnetic disturbances were not recorded during the periods
of the maximum development of the SSWs under consideration.

3. NMF2 DYNAMICS IN NORILSK

To study the behavior of the polar ionosphere during the periods of SSWs, the vertical sounding
data obtained at Norilsk ionosonde (88.3◦E, 69.3◦N) were used. From the initial data of the
maximum electron concentration in the F2 layer (NmF2) we calculated series of deviations from
the background level: dNmF2i(t) = NmF2i(t)−〈NmF2〉i(t). Background magnitudes 〈NmF2〉i(t)
were calculated by averaging the NmF2 values for 15 geomagnetically quiet days before and 15 days

after each current day: 〈NmF2〉i(t) = 1
30

i+15∑
i−15

NmF2i(t). Daily-temporal dynamics of the obtained

deviations in winters 2006–2013 is shown by colors in Figure 1. On each panel, the local time is
scaled vertically, while days from January to February of each year (from December to February

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

Figure 1: The dynamics of NmF2 deviations from the background level. The red dotted lines show peaks of
major SSWs (MSSW); the blue ones, maxima of minor SSWs (mSSW). Variations of AE index are depicted
on each panel by black solid line.
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for winter 2012/2013, Figure 1(h)) are scaled horizontally. The red vertical dashed lines mark peak
days of major SSWs; the blue ones, the days when the largest increase in stratospheric temperature
at 10 hPa (∼30 km) was observed in the region of Norilsk during the minor warmings.

Figure 1 shows that negative daytime NmF2 deviations are registered during the warming
development phase; i.e., values of the maximum F2-layer concentration are low relative to the
background level in these periods. For most events, NmF2 deviations in the evening and morning
hours are, on the contrary, positive. After the SSW maximum, significant positive NmF2 deviations
are observed near midday within 10–15 days. It indicates the considerable excess of the electron
concentration relative to background values. Such behavior of dNmF2 is typical for all SSW events
under study, except for the warming of winter 2008/09. After this SSW peak, dNmF2 values in the
daytime are negative, and the intensity of deviations is significantly lower compared to the values
recorded during other SSWs (Figure 1(d)). This may be due to the differences of 2008/09 event
described in Section 2.

Note that the above ionosphere variations were not observed during major SSWs in late winter
(2007, 2008, Figures 1(b), (c)). This may be due to the fact that lighting of the polar ionosphere
and the electron density substantially increased by the end of the winter (relative to the levels
characteristic for unlit conditions). Therefore, the state of the ionosphere starts to be largely
controlled by variations in solar radiation, and weak effects associated with the neutral atmosphere
do not appear.

4. TOTAL ELECTRON CONTENT

Analysis of the total electron content variations was carried out using data from the phase dual-
frequency GPS/GLONASS receivers [7] located in the area under study. The series of vertical
TEC were calculated from the initial data with the method described in [8]. Figure 2 presents the
example of the distributions obtained at high-latitude stations NRIL (88.36◦E, 69.36◦N) and TIXI
(128.86◦E, 71.63◦N) in January–February 2010.

The Figure 2 indicates that a slight decrease in the TEC daily maximum and an increase in
the nighttime TEC values were observed during the warming development. After the SSW peak,
TEC was increasing considerably during 5–6 days: daytime Iv values are almost twice as high as
TEC magnitudes registered before the warming peak. The TEC behavior was the same during the
periods of other major SSWs, except for the events that took place in late winter. Thus, in general,
the dynamics of TEC and NmF2 during the periods of SSWs is similar.

(a) (b)

Figure 2: The TEC at NRIL and TIXI stations in January–February 2010. The red dotted line shows the
major SSW peak (MSSW); the blue one, the maximum of the minor SSW (mSSW). The black dashed lines
denote days of weak geomagnetic disturbances (kp ≤ 4).

5. THE AMPLITUDE OF DIURNAL TEC VARIATIONS

Due to the low density of GPS/GLONASS receivers in Russia’s Asian region, it is difficult to
obtain the TEC spatial pattern using only its direct measurements. Therefore, global ionospheric
maps (GIM, ftp://cddisa.gsfc.nasa.gov/pub/gps/products/ionex) were used to evaluate the spatial
structure of ionospheric disturbances during the periods of SSWs. These maps contain vertical
TEC data around the world with a step of 2.5◦ in latitude and 5◦ in longitude. Based on these
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(a) (b)

Figure 3: The amplitude of diurnal TEC variations at longitude of Norilsk in the latitudinal belt 50–80◦N.
The red dashed lines mark peaks of major SSWs.

data, distributions of amplitude of diurnal TEC variations were calculated at different longitudes
in the latitudinal belt 50–80◦N. The amplitude of diurnal TEC variations was calculated as the
difference between the daily TEC maximum and minimum. The obtained distributions of the
amplitude of diurnal TEC variations at longitude of Norilsk in January–February 2010 and in
December–January 2012/13 are shown in Figure 3.

The development of warmings is accompanied by a decrease in amplitude of TEC diurnal varia-
tions (Figure 3), whereas a considerable increase in amplitude is recorded after the SSW maximum.
The difference between the amplitude values before and after the SSW peaks is more than 2 times.
Increased values of the amplitude of diurnal TEC variations are observed during 10–15 days. It
should also be noted that variations in the amplitude of diurnal TEC variations are more pro-
nounced at lower latitudes; however, they are clearly observed up to latitudes 75◦N.

6. CONCLUSION

Analysis of the behavior of the high-latitude ionosphere in winters 2006–2013 showed that, despite
quiet geomagnetic conditions, significant changes in the ionospheric dynamics are observed during
the periods of sudden stratospheric warmings. During the warming development phase, a decrease
in diurnal NmF2 and TEC values is observed. On the contrary, the NmF2 and TEC nighttime
values increase. This leads to the decrease in the amplitude of diurnal TEC variations. After
the SSW peak, a significant growth of the parameters under study is registered for all events.
The increase in the amplitude of diurnal TEC variations after the SSW maximum is shown to be
observed up to 70–75◦N. No ionosphere reaction can be revealed for the SSW events that occurred
in late winter.

Ionospheric effects of SSW may be due to the changes of the vertical transport of molecular
gas from the underlying atmosphere to the lower thermosphere, occurring near the SSW center.
Besides, they can be due to the alteration of the neutral atmosphere composition, which can affect
the electron concentration. Dynamics of the ionosphere can also be influenced by the increase in
intensity of stationary planetary waves, accompanying the SSW events.

The work is performed under support of the RF President Grant of Public Support for RF
Leading Scientific Schools (NSh-2942.2014.5) and the RFBR grant No. 15-05-05227 a.
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Abstract— In this paper, we studied the seasonal variations of the high-frequency part of
the F2 peak density variability caused by the traveling ionospheric disturbances associated with
propagation of internal gravity waves from the lower and middle atmosphere. As a variability
characteristic we used the coefficient of daytime variations in the F2 peak electron density. We
identified periods of middle-scale wave-like motions in the stratosphere between November and
February 2008–2010 based on the ECMWF ERA-Interim reanalysis data. A noticeable increase
in the internal gravity wave activity was found at the heights of F2 layer during the periods of
stratospheric wave activity over analyzed regions.

1. INTRODUCTION

The ionosphere is an ionized part of the Earth’s upper atmosphere subjected to the forcing from
above and from below. Helio-geomagnetic activity (solar electromagnetic and corpuscular radiation,
magnetospheric effects) is the dominant factor in the thermodynamic regime of the ionosphere [1].
At the same time, numerous experimental and theoretical studies point to the fact that distur-
bances in the middle atmosphere can be sources of atmospheric waves (acoustic, planetary and
internal gravity waves (IGW)) which penetrate into the heights of the ionosphere under certain
conditions and manifest themselves as traveling ionospheric disturbances (TID) [2–4]. Some re-
view papers [5–8] show the importance of research into the effects that different wave motions
from the stratosphere and troposphere have on distribution of ionospheric parameters at heights
of 200–400 km. There were many papers showing a close correlation between wave disturbances in
the atmosphere and ionosphere and severe weather phenomena (thunderstorms, tornados, tropical
cyclones, cold fronts, etc.). Other ionospheric effects of meteorological disturbances were also ob-
served: infrasonic oscillations, electric fields, heating, optical emissions, scattering in the F layer
(F -spread). Tropospheric and stratospheric jet streams (JS) can be sources of IGW too [9, 10].
However, until now studies dealing with analysis of meteorological effects in the ionosphere (i.e.,
ionospheric disturbances caused by the processes in underlying layers of the lower and middle at-
mosphere) are not so numerous compared to the extensive research of helio-geomagnetic effects.
Thus, the study of meteorological effects in the ionosphere is still relevant in understanding the
coupling of processes in the atmosphere-ionosphere system.

2. DATA AND METHOD OF ANALYSIS

The first analysis results of seasonal dependence of the high-frequency part (periods from 0.5 to
6 h) of the F2 peak density (NmF2) variability from Irkutsk digisonde data were presented in [11].

In present paper, we studied the stratospheric JS effects in variations of ionospheric param-
eters measured in 2008–2010 with three DPS-4 digisondes: high-latitude Norilsk (69◦N, 88◦E;
60◦N GLAT, 166◦E GLON), sub-auroral Yakutsk (62◦N, 130◦E; 52◦N GLAT, 196◦E GLON) and
mid-latitude Irkutsk (52◦N, 104◦E; 42◦N GLAT, 177◦E GLON). We also used the ECMWF ERA-
Interim reanalysis data for a middle atmosphere dynamics analysis and Aura MLS satellite data on
stratosphere and upper mesosphere temperature in years 2008–2010. This time interval featured a
long solar activity minimum with low intensity of active events on the Sun and geomagnetic distur-
bances accompanying them. This essentially facilitated the efficiency in studying the ionospheric
disturbances associated with the effect of internal atmospheric processes.

The Earth ionosphere can be divided into three latitude zones that have rather different proper-
ties according to their geomagnetic latitude (GLAT): low-latitude zone (GLAT < 30◦), mid-latitude
zone (30◦ < GLAT < 60◦) and high-latitude zone (GLAT > 60◦) [12]. From this classification,
Irkutsk is a typical mid-latitude station, whereas Norilsk and Yakutsk being near a boundary be-
tween the mid- and high-latitude zones combine the properties of both mid- and high-latitude
ionosphere.
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We used the ECMWF ERA-Interim reanalysis dataset to analyze spatial and temporal variations
of meteorological parameters. The spatial resolution of the dataset is approximately 80 km (0.75◦
in longitude/latitude) on 60 vertical levels from the surface up to 0.1 mb (http://www.ecmwf.int/
en/research/climate-reanalysis/era-interim). The reanalysis data may contain some error at the
higher pressure levels. Keeping this in mind, we used the ECMWF ERA-Interim reanalysis data
up to 1 mb (the height is about 50 km), considering them similar to real measurement, since the
quality of these data is sufficient for the purposes of our study.

To study the influence of the processes in the lower and middle atmosphere on the ionosphere,
we used the coefficient of daytime variations in the F2 peak electron density (VrN mF2):

V rNmF2 = 100% ·
√
〈(NmF2− 〈NmF2〉)2〉/ 〈NmF2〉 (1)

Here we used the averaging over the period T centered near the local noon. A disturbance of
an ionospheric parameter is considered as deviation of the observed value from a regular behavior.
The Equation (1) implies that the VrN mF2 coefficient proportional to NmF2 variations in the
range of periods not exceeding the averaging period T . If T is of the order of several hours, the
VrN mF2 variation coefficient describes the high-frequency part of the F2 peak density variability.
The high-frequency part of the ionosphere variability (in the range of periods from 0.5 to 6 h)
is mainly caused by the TIDs associated with propagation of IGW. Consequently, the coefficient
reflects the IGW activity at heights of the F2 layer. So, this coefficient was chosen as a parameter
of the TID variability.

For the Irkutsk ionosphere data, we used the averaging over the period 09-15 LT. A 6-hour inter-
val corresponds to the daytime duration at the F2 peak height over Irkutsk in winter. Compared
to Irkutsk, the ionosphere above Norilsk and Yakutsk is partially lighted only for ∼4 hours during
the daytime at the F2 peak height in winter. So the Norilsk and Yakutsk VrN mF2 coefficient was
calculated for a 4-hour interval (10–14LT), as well as for a 6-hour interval (09–15 LT) similar to
Irkutsk.

3. RESULTS OF DATA ANALYSIS AND DISCUSSION

Based on the ECMWF ERA-Interim reanalysis data, we identified periods of strong middle-scale
wave-like motions in the stratosphere at the heights of 10mb between November and February 2008–
2010.

Figure 1 shows the examples of the stratosphere JS locations on the isobaric surface of 10mb
in the northern hemisphere for certain days in winter 2009. Stratospheric JSs occurred on the
boundary of the polar night where the maximum temperature gradient resulted from the difference
between radiative cooling inside and outside this zone in winter. The highest horizontal gradients
of temperature were between 50–80◦N. As a result, it occurred as stratospheric JS flowing mainly
eastward and having wind velocities of more than 120 m/s at the height of 30 km. It went around the
Arctic and formed the so-called circumpolar vortex (CPV). At a boundary between gas flows with
different velocities and/or directions (such as, for example, a stratospheric CPV with high velocities
and ambient atmosphere with relatively weak winds), instabilities are formed with atmospheric
waves of various scales, including Kelvin waves and IGW at certain critical wind velocities in the
JS. Figure 1 shows strong middle-scale wave-like motions in the stratosphere on the isobaric surface
of 10 mb (Figure 1(b)), which is associated with the stratospheric JS (Figure 1(a)). According
to the ECMWF ERA-Interim reanalysis data, we see a wave-like disturbance propagation from
the stratosphere up into the lower mesosphere with the increase in the amplitude (Figure 1(c)).
Traveling upward, these waves cause changes in the structure and internal dynamics of the lower
thermosphere and ionosphere and manifest themselves as traveling atmospheric and ionospheric
disturbances.

At first we analyzed the high frequency parts of the ionosphere variability in 2008–2010 over
the high-latitude Norilsk station which was located in the region of the winter CPV formation in
the Northern hemisphere. For the comparison, we conducted a similar analysis for the mid-latitude
Irkutsk station which was also located near the region of the winter CPV at the certain periods
during the winter.

The upper panels of Figure 2 present the time changes in VrN mF2 coefficient over Norilsk
(Figure 2(a)) and Irkutsk (Figure 2(b)) for the years under study. For both stations, there is a
significant difference between ionospheric disturbances in winter and in summer. According to Fig-
ure 2 a noticeable increase in the IGW activity was observed at the heights of the F2 layer during
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(a) (b) (c)

Figure 1: The examples of (a) stratospheric JS locations (fields of horizontal velocity, m/s); (b) middle-scale
wave-like motions (fields of vertical velocity, Pa/s) associated with stratospheric JSs at 10mb for certain days
in winter 2009; (c) the middle-scale wave-like motions (fields of vertical velocity, Pa/s) at different heights
of the stratosphere and lower mesosphere.

(a) (b)

Figure 2: Time changes of VrN mF2 variation coefficient (top panels); the daily maximum geomagnetic
index Kp (middle plots) and Aura MLS temperature data in the daytime at the heights of 30 and 80 km
over (a) Norilsk and (b) Irkutsk in 2008–2010.

the periods of the increased stratospheric wave activity associated with stratospheric JSs (marked
by ovals). Average values of VrN mF2 are more than doubled in winter compared to the undis-
turbed summer period. There were very intense, long-time, major sudden stratospheric warmings
(SSW) covering large part of the Northern hemisphere in January–February 2008, January 2009
and January 2010 (shown as grey rectangles on Figure 2). Occurrence of the major SSWs had
not led to any significant increases of VrN mF2 variability. The VrN mF2 coefficient is more for a
6-hour averaging period than for a 4-hour period in case of Norilsk (Figure 2(a)). This difference is
maximum in winter (∼12%), being insignificant in summer. Separate peaks in the variation coeffi-
cient in the F2-layer maximum electron density were associated with the increase in geomagnetic
activity (the second diagram on top) that could lead to the increase in wave activity at the heights
of the ionosphere. Correlation between the indices VrN mF2 and Kp was observed only in some
cases.
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Ionospheric disturbances can be also due to temperature variations in the stratosphere and meso-
sphere. We analyzed time variations of temperature in the stratosphere (∼30 km) and mesosphere
(∼80 km), using Aura MLS satellite measurement data which provide daytime and nighttime verti-
cal profiles of temperature in the stratosphere and upper mesosphere (http://disc.sci.gsfc.nasa.gov/
Aura/data-holdings/MLS). During the periods of increased stratospheric wave activity accompa-
nied by a noticeable increase in the IGW activity at the heights of the F2 layer, significant variations
in satellite temperature were observed at heights of the stratosphere and mesosphere (marked by
ovals in lower panels of Figure 2).

After we compared the high frequency parts of the ionosphere variability over the high-latitude
Norilsk and mid-latitude Irkutsk stations for 2008. When comparing the data, we used additionally
the sub-auroral Yakutsk station, which occupies an intermediate geographical position. Yakutsk
was also located in the region of the winter CPV in 2008. For the comparison of the ionosphere
variability over Irkutsk, Yakutsk and Norilsk we used the averaging over the 4-hour period (10–
14LT). For all the analyzed stations, the largest variability in the ionosphere F2-layer was observed
in winter and the smallest one in summer (Figure 3). The summer-winter difference is more
pronounced for Norilsk than for Yakutsk and Irkutsk.

Figure 3: Time changes of the VrN mF2 variation coefficient smoothed by a running mean for 21-days interval
over Norilsk, Yakutsk and Irkutsk in 2008.

The reasons why the IGW activity at the heights of the F2 layer above Norilsk, Yakutsk and
Irkutsk were different in winter could be associated with the fact that those regions are affected
by different parts of CPV which had different structure every winter. Middle-scale wave motions
whose characteristics were determined by a stratospheric jet were generated above a CPV. Under
certain conditions, these waves propagate upward to the thermosphere and ionosphere modifying
the [O+]/[N2] balance and causing, consequently, variations of ionospheric parameters. In addition,
it should be noted when discussing the ionosphere reaction particularities on traveling from below
atmospheric disturbances of the meteorological origin it is necessary to take into account regular
regional features of the ionospheric characteristics from digisonde measurements over the analyzed
stations [13–15].

4. CONCLUSIONS

As a result of the analysis aimed at determining JS effects in variations of ionospheric parameters
from vertical sounding at Norilsk, Yakutsk and Irkutsk in years 2008–2010, we made the following
conclusions.

(1) Based on ECMWF ERA-Interim, we identified periods of intensification of strong middle-
scale wave-like motions in the stratosphere at the heights of 10 mb between November and February
for all the 2008–2010 period. These waves are associated with stratospheric jet streams mostly
localized at 50–80◦N.

(2) Reanalysis also showed a wave-like disturbance propagation from the stratosphere up into
the lower mesosphere with the increase in the amplitude.

(3) Aura MLS temperature measurements confirmed the existence of variations in parameters
of the stratosphere and upper mesosphere, which were accompanied by increases in the F2 layer
wave disturbance activity.

(4) During the periods of stratospheric wave activity, we observed a significantly increased IGW
activity at the ionosphere F2-layer above the Asian region of Russia according to vertical sounding
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at Norilsk, Yakutsk and Irkutsk for all the years analyzed.
(5) A clear seasonal dependence of the high-frequency part of the F2 peak density variability

was observed for all the stations. The largest variability in the ionosphere F2-layer was observed
in winter and the smallest one in summer. The summer-winter difference was more pronounced in
the case of Norilsk.
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Simulation of HF Ground Backscatter Measured by the
Ekaterinburg SuperDARN Radar. Comparison with Observations

A. V. Oinats, K. A. Kutelev, and V. I. Kurkin
Institute of Solar-Terrestrial Physics SB RAS, Russia

Abstract— We study diurnal-seasonal pattern of HF ground backscatter characteristics such
as minimum slant range, corresponding elevation angle, true reflection height etc.. All character-
istics are calculated taking into account the Ekaterinburg SuperDARN HF radar (Ekb; 56.4◦N,
58.5◦E) technical specifications. We use original technique for HF simulation based on waveguide
approach as well as ray tracing technique and international reference ionosphere (IRI-2012) as a
propagation media. We compare simulation results with the Ekb data recorded during 2013–2014
and estimate an accuracy of IRI-2012 prediction. Current study might be useful for IRI model
testing in the sub-polar region and for further improvement of Ekb data interpretation.

1. INTRODUCTION

The Ekaterinburg SuperDARN High Frequency (HF) radar [1] (Ekb; 56.4◦N, 58.5◦E) measures the
echoes from the ranges of about 180 km to 3500 km. The Ekb antenna system represents a phased
array which allows to form a narrow radiation pattern (azimuthal width of ∼3.24◦), called “beam”,
in the 16th azimuthal directions. The radar field-of-view width is about 50◦ with a boresite azimuth
of 20◦ (clockwise from North). Radar scans sequentially all 16 beams in the standard operation
mode. Duration of the whole scan is about 2 min. There are two types of echo in radar data:
ionospheric scatter and ground backscatter (GB). Ionospheric scatter is typically irregular, because
it is caused by HF wave reflection by geomagnetic field-aligned plasma inhomogeneities of decameter
scale. GB is caused by HF wave scattering by ground surface roughness. Its behavior is mostly
determined by regular change (diurnal and seasonal) of the ionosphere and, therefore it is more
predictable than ionospheric scatter.

In the paper, we present simulated diurnal and seasonal behavior of the main HF GB char-
acteristics corresponding to skip distance, such as minimum slant range, elevation angle and true
ionospheric reflection height. We use original HF calculation techniques and global reference iono-
sphere model IRI-2012 [2]. We discuss the features of the characteristics and compare them with
observational ones recorded by the Ekb radar from 2007 to 2014. We evaluate the IRI-2012 accu-
racy during different seasons, local time and for different directions of HF sounding traces in the
sub-polar region.

2. TECHNIQUE FOR HF GROUND BACKSCATTER SIMULATION

Technique for HF GB simulation [3, 4] is based on adiabatic approach of eigenfunction method [5].
In case of azimuthally symmetric Earth-ionosphere waveguide electromagnetic field induced by
arbitrary emitter is expressed by a series of eigenfunctions as,

E (~r, t) ∼ Re

{∑
n

In (ϕ) An (~r) g0 (t− τn(~r)) eiΦn(~r)−iω0t

}
. (1)

In Expression (1) we use spherical coordinate system with origin in the Earth’s center, τn(~r), An(~r)
and Φn(~r) are the time lag, amplitude and phase of eigenfunction with number n respectively, g0(t)
is envelope of the transmitted signal, In(ϕ) is an excitation coefficient, which is determined by
characteristics of emitter or scattering features of rough ground surface [3, 4], ω0 is a cycle frequency.
We do not place here the full expressions for time lag, amplitude and phase of eigenfunction because
of their bulkiness.

Expression (1) represents the spatial-temporal distribution of the HF amplitude inside the waveg-
uide. The summing in (1) is carried out for all eigenfunctions that are effectively “exited” by the
emitter and weakly “penetrate” through the ionosphere. Such a set consists of several thousand of
eigenfunctions in case of the F2 ionospheric HF channel. Technique, that is more effective, operates
with stationary condition, which describes the interference features of eigenfunction series as,

L±n (~r, f) =
1
2π

(
Φ±n (~r)− Φ±n+1 (~r)

)
= l±. (2)
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Here f is an operating frequency, l± is a hop number. Expression (2) defines the phased eigenfunc-
tion set and allows us to determine the HF propagation modes and their characteristics. We also
used another technique that is based on ray tracing approach. Comparison showed that calculation
results obtained by two different techniques are in a good agreement. Therefore, further we present
the results obtained using the technique described above.

3. CALCULATION RESULTS

Figure 1(a)–Figure 1(f) show regular diurnal and seasonal dependencies of minimum slant range
(Figure 1(a), Figure 1(d), and Figure 1(g)), elevation angle (Figure 1(b), Figure 1(e), and Fig-
ure 1(h)) and true reflection height (Figure 1(c), Figure 1(f), and Figure 1(i)) for E and F2 iono-
spheric HF channels respectively. The dependencies are calculated for beam #0 of the Ekb radar
(azimuth of 4.3◦ counterclockwise from North) for period from 2013 to 2014. Operating frequency
is 11 MHz. Separation of the echoes propagating in two HF channels (E and F2) is performed
by checking the true reflection height value. Figure 1(g), Figure 1(h), and Figure 1(i) present
the dependencies of E and F2 layer critical frequency (Figure 1(a), Figure 1(b), Figure 1(d), Fig-
ure 1(e), Figure 1(g), and Figure 1(h)) and F2 layer maximum height (Figure 1(c), Figure 1(f), and
Figure 1(i)) for electron density profile at the reflection point. The characteristics are calculated
for 15-th day of each month with 1-hour step in local time. IRI “storm” option is turned off. As we
can see from Figure 1(a)–Figure 1(f), there are local time intervals when regular GB is completely
absent. For E channel GB is absent in winter at all and during nighttime in summer and equinox.
For F2 channel GB is absent during winter nighttime. This is well explained by low critical fre-
quency during these local time intervals (see Figure 1(g) and Figure 1(h)) when HF waves totally
pass through the ionosphere without reflection.

Diurnal minimum of slant range in E channel is located near the noon (see Figure 1(a)) when crit-

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 1: Simulated minimum slant range, corresponding elevation angle and true height for (a), (b), (c) E-
channel and (d), (e), (f) F2-channel. (g), (h), (i) Critical frequency of E and F2 layers and maximum height
of F2 layer.
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ical frequency has its maximum. Increasing/decreasing critical frequency causes decrease/increase
of minimum slant range during morning/evening hours. Slant range in F2 channel has similar be-
havior in winter and equinox (see Figure 1(d)). However, decrease of F2 layer critical frequency is
often accompanied by increase of the maximum height (and vice versa). Therefore, the slant range
varies more rapidly in F2 channel than in E channel. There are two local maximums of slant range
diurnal dependence in summer at noon and mid-night. Comparing the plots for 2013 and 2014,
we can see that minimum slant range decreases in general when solar activity increases. Diurnal
and seasonal dependence of skip distance repeats in detail the minimum slant range behavior with
difference only in absolute values. The deviation between minimum slant range and skip distance
varies in the following ranges: ∼20–40 km in E channel, and ∼100–300 km in F2 channel.

The dependence of elevation angle (see Figure 1(b) and Figure 1(e)) repeats the behavior of
critical frequency. The higher the critical frequency the higher the elevation angle. Simple relation
between plasma frequency in the reflection point and elevation angle can be derived from generalized
Snell’s law [6]. Measurement of elevation angle makes it possible to estimate the critical frequency
with accuracy up to 10% for distances up to 2000 km from radar. Unfortunately, the Ekb radar is
currently unable to measure elevation angle.

Behavior of the true reflection height (see Figure 1(f)) in F2 channel is determined mostly by
change of maximum height (see Figure 1(i)). The true reflection height is lower than corresponding
maximum height approximately by 40 km. HF radar does not measure true reflection height.
Instead, we can estimate an effective reflection height using measured slant range and elevation
angle. Effective reflection height varies in a wide range from about 200 to 500 km in F2 channel
and from 115 to 130 km in E channel. Thus using the effective height it would be possible to
separate E echoes from F2 echoes. The correct estimate of the effective height is also important
for mapping of the HF radar echoes. Researches often use fixed effective height value that leads to
a systematic error up to 250 km for F2 channel. Elevation angle measurements provide reduction
of the error in twice or even more.

In case of GB mapping, regular ionospheric gradients lead to systematic error up to about
100 km. Estimation of the ratio between full slant range to the ground and slant range to the
reflection point shows that regular ionospheric gradients are mainly negative along all beams of
Ekb radar. This is because all beams are oriented northwards. The ratio for beam #0 is about 2.1
on average, but for some local time interval can reach values of∼2.3. Using simulated characteristics
described above, it is possible to take into account this effect.

4. COMPARISON WITH OBSERVATIONS

We processed the entire Ekb radar dataset from 2013 to 2014 using a technique for automated ex-
traction of the minimum slant range from SuperDARN radar data [7]. HF characteristics described
above were used for reliable identification of the echoes related to the one-hop F2 channel regular
GB. After extraction, we averaged obtained time dependencies near the integer local time values
(±0.15 h) over all geomagnetic quiet days (Kp < 3) of certain month. Figure 2 shows diurnal and
seasonal variations of the calculated monthly mean minimum slant range for beam #0. Comparing
with Figure 1(d), one can see that in general behavior of the observed slant range agree with simu-
lated one. The main difference is concerned with summer diurnal behavior. The local maximums in
the observed diurnal dependence occur in the morning and evening, instead of noon and mid-night
as seen from simulated pattern (see Figure 1(d)). Simulated values are greater than observed ones
by ∼200–300 km on average. The greatest deviation is seen in late spring and summer months.
Maximum observed monthly mean slant range does not exceed ∼2600 km, but maximum simulated
slant range reaches ∼3800 km. The overestimation of the minimum slant range on average most
probably can be associated with systematic underestimation of the critical frequency by IRI-2012
model within the Ekb field-of-view.

Figure 3 represents a scatter plot of the observed monthly mean slant range versus simulated
one. There is a distinct effect of saturation for observed slant range in its low and high part. The
low threshold is about ∼700 km. The high threshold is about ∼2500 km. The observed saturation
most likely can be related with peculiarities of the Ekb antenna system which limits the lowest and
highest elevation angle with some threshold.

Figure 4 shows the relative yearly mean difference between simulated and observed slant range
for all 16 beams and for 2013 and 2014 separately. As we can see the maximum difference is about
32% obtained for beam #11 in 2013, the minimum difference is equal to 18% for beam #8 in 2014.
There is no distinct dependence on beam number. However, there is a distinct dependence on the
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Figure 2: Observed monthly mean
slant range.

Figure 3: Regression between ob-
served and simulated slant range.

Figure 4: Yearly mean difference
dependence on the beam number.

solar activity level: the difference is lower for year of higher solar activity.

5. CONCLUSIONS

We presented the GB simulation results related to the Ekaterinburg SuperDARN HF radar from
2013 to 2014. The simulation was performed using the original technique based on waveguide
approach and global ionosphere model IRI-2012. We studied diurnal and seasonal behavior of min-
imum slant range, elevation angle and true reflection height corresponding to HF skip distance.
All these characteristics have distinct diurnal and seasonal pattern, which can be qualitatively
explained by regular change of the critical frequency and maximum height of corresponding iono-
spheric layers in the point of HF wave reflection. We studied the systematic error of standard
SuperDARN mapping technique. Application of fixed effective reflection height leads to distance
deviation up to 250 km. However, elevation angle measurements could noticeably improve the
accuracy of mapping. In addition, elevation angles might be used for separation of the echoes,
propagating in different HF channels, and for estimation of ionospheric critical frequency.

Simulated slant ranges agree with observed monthly mean qualitatively. However, simulated
values are greater than observed ones by ∼200–300 km on average. This most probably can be
associated with systematic underestimation of the critical frequency by IRI-2012 model within the
Ekb field-of-view. We also found distinct effect of saturation for the observed slant range, which
most likely can be related with peculiarities of the Ekb antenna system. The yearly mean difference
between simulated and observed slant range varies from 18% to 32% depending on beam number
and year. It is lower for year of high solar activity.
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Correction of the Ekaterinburg SuperDARN Data Mapping Using
Ionospheric Vertical Sounding
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Abstract— We study a possibility of the Ekaterinburg SuperDARN (Ekb; 56.4◦N, 58.5◦E) data
mapping improvement in both quiet and disturbed geomagnetic conditions. To take into account
refraction, we apply the simulation of the HF wave propagation using the technique based on
waveguide approach. International reference ionosphere model (IRI-2012) is used as a propagation
media. In order to overcome IRI shortcomings at high-latitudes, we make an adaptation of IRI
predictions using ionospheric vertical sounding data (critical frequency) recorded by a set of
high- and mid-latitude ionosondes (Arti, Norilsk, Amderma, Salekhard, Dikson). We present
the simulation results obtained using the original and corrected IRI and compare them with
observational data.

1. INTRODUCTION

One of the effective tools to investigate the ionosphere dynamics are SuperDARN radars which
operate in the high frequency (HF) band of 8–20 MHz. High temporal resolution and wide azimuthal
field-of-view (FOV) allow SuperDARN radar to perform effective monitoring of the ionosphere in
a large spatial region. However, the standard SuperDARN data mapping technique is based on a
simple approach which does not take into account HF wave refraction in the Earth’s atmosphere.
This could lead to systematic errors of the mapping up to several hundred kilometers with regard
to the true HF reflection/scattering region. Such accuracy is often insufficient for ionospheric
dynamics investigation especially at high-latitudes (auroral and subauroral) where ionosphere is
characterized by high degree of variability in both time and space.

The purpose of the current paper is to study a possibility for the Ekaterinburg (Ekb) SuperDARN
HF radar (Ekb; 56.4◦N, 58.5◦E) data mapping improvement. The map of the radar location and
its FOV are shown on Figure 1. The Ekb antenna system represents a phased array which forms a
narrow radiation pattern (beam) in one of the 16th azimuthal directions. The radar FOV-width is
about 50◦ with a boresite azimuth of 20◦ (clockwise from North). At present time the Ekb radar
has no additional interferometer phased array antenna which is standard for SuperDARN radars
and could provide the elevation angle measurements. This further reduces the accuracy of the
Ekb data mapping. The only way to overcome the shortage is to provide HF wave propagation
simulation. Such a simulation should include the ability of HF amplitude estimation and realistic
ionosphere model.

We use a technique for HF wave propagation calculation based on waveguide approach [1].
The technique enables to effectively calculate HF ground backscatter (GB) amplitude taking into

Figure 1: Ekb HF radar location and FOV. Vertical ionosonde locations are shown by black circles with
labels.
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account ionospheric absorption as well as antenna and scattering surface properties. We use a
well-known global ionosphere model IRI-2012 [2] as a propagation media. In order to overcome IRI
shortcomings at high-latitudes, we make a correction of IRI predictions using ionospheric vertical
sounding data recorded by a set of high- and mid-latitude vertical ionosondes (see Figure 1): Arti
(Ekb; 56.4◦N, 58.5◦E), Norilsk (69.4◦N, 88.1◦E), Amderma (AMD; 69.60◦N, 60.20◦E), Salekhard
(SAH; 66.52◦N, 66.67◦E), and Dikson (DIK; 73.52◦N, 80.68◦E).

2. THE METHOD OF IRI-2012 CORRECTION

IRI-2012 model has a built-in mechanism for flexible correction by user input of main ionospheric
parameters. For example, if we have measured critical frequencies at several points we can make
an adaptation of electron density profiles calculated by IRI at these points. However, in case of HF
propagation simulation we should provide an adaptation along the entire propagation path. This
problem can be solved by two-dimensional interpolation with a known scattered set of points. Our
method of IRI-2012 correction is based on the inverse distance weighting (Shepard’s method).

We have a set of observed critical frequencies, foF2(i), where i is a number of ionosonde with
coordinates (θi, ϕi). Using IRI-2012, we calculate model critical frequencies for these ionosondes,
foF2(i)IRI , for certain date and time (UT). Then we calculate a correction factor for all the
ionosondes, ri = foF2(i)/foF2(i)IRI . The value of correction coefficient in a arbitrary point is
determined as weighted average between calculated values as,

r(θ, ϕ) =





NP
i=1

wi(θ,ϕ)ri

NP
i=1

wi(θ,ϕ)
, if d(θ, ϕ, θi, ϕi) 6= 0 for all i

ri, if d(θ, ϕ, θi, ϕi) = 0 for some i

(1)

The weight of each known correction factor is equal to the inverse of the squared distance between
the two points, wi(θ, ϕ) = 1/d(θ, ϕ, θi, ϕi)2. Further we calculate model critical frequency, foF2IRI ,
for this arbitrary point and multiply it by the obtained correction factor (1). At final step we
calculate electron density profile using IRI-2012 with corresponding user input.

3. TECHNIQUE FOR HF GROUND BACKSCATTER AMPLITUDE SIMULATION

Technique for HF GB simulation [1] is based on adiabatic approach of eigenfunction method [3].
In case of azimuthally symmetric Earth-ionosphere waveguide electromagnetic field induced by
arbitrary emitter is expressed by a series of eigenfunctions as,

E (~r, t) ∼ Re

{∑
n

In(ϕ)An(~r)g0 (t− τn (~r)) eiΦn(~r)−iω0t

}
. (2)

where τn(~r), An(~r) and Φn(~r) are the time lag, amplitude and phase of eigenfunction with number
n respectively, g0(t) is envelope of the transmitted signal, ω0 is a cycle frequency. Excitation
coefficient In(ϕ) is related with the characteristics of emitter, or with scattering properties of rough
ground surface. In the latter case the relation can be expressed as,

In(ϕ) ∼ A(rs)i

√
σ(αi, αs)S cosαi

4π
. (3)

where σ(αi, αs) is a scattering coefficient, A(rs)i is an incidence HF field amplitude on the surface,
αi and αs are the incidence and scattering angles accordingly, S is an area of scattering region at
certain time moment. We used an analytical expression for scattering coefficient derived by small
perturbation method [4]

σ(αi, αs) ∼ k4 cos2 αi cos2 αsW (−k(sinαi + sinαs)). (4)

where k is a wave number and W (x) is one dimensional spectral density of roughness height
distribution.
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4. CALCULATION RESULTS AND DISCUSSION

Figure 2(a) shows standard SuperDARN range time intensity (RTI) plot, obtained by the Ekb
radar on beam #4 (azimuth 8.7◦) during February 8, 2014. The day is characterized by moderate
geomagnetic activity (Ap = 23). Minimum slant range calculated using the original and corrected
IRI-2012 is shown by black and red crosses respectively. Correction is performed taking into
account foF2 recorded by three ionosondes (AMD, DIK, and SAH). There are time intervals
where correction cannot be provided due to the absence of foF2 measurements (for example, there
was F2-layer screening by distinct Es in the interval from 9 to 10 UT). However, it’s clearly seen
from the Figure 2(a) that correction sufficiently improves the correspondence between observed and
simulated slant ranges.

Figures 2(b) and 2(c) present the HF GB amplitude calculated using the original and corrected
IRI-2012 respectively. (The jumps on Figure 2(b) are explained by inability of correction). As we
can see the correction of critical frequencies affects also the amplitude, the length and duration of
GB echo. Even when there is a calculated minimum slant range value the echo amplitude can be
low. In general the correspondence between simulated and observed RTI plots is good. So that the
coordinates of the ionospheric reflection points obtained in the simulation can be used for further
radar data mapping.

Figure 3(a) presents RTI plot obtained by the Ekb radar on beam #12 (azimuth 34.6◦) during
December 30, 2013. The day is characterized as geomagnetic quiet (Ap = 2). The red crosses
show the minimum slant range calculated using corrected IRI. As we can see in spite of correction
the agreement between simulated and observed slant ranges is very pour. Model significantly
overestimates the slant range. Overestimation of the GB minimum slant range is often caused by
the underestimation of critical frequency. The possible reason of the disagreement is that the radar
recorded the GB echoes which came not in the front, but mainly from behind the radar where the
critical frequency might be sufficiently higher. To check this suggestion we calculated GB amplitude
for direct- and rear-FOV beams (azimuth 34.6◦ and 185.4◦) using the corrected IRI.

The results are presented on Figures 3(b) (direct) and 3(c) (rear). As we can see on Figure 3(b)
the amplitude of the GB echo coming in the front of the radar is somewhat 15–20 dB. However, the
amplitude for GB echo coming from behind the radar is about 40 dB or even more. Thus the “front”
echo is weaker than “back” echo by ∼20–25 dB. We used the same antenna gain characteristics in
both simulations (the boresite azimuth only was changed) therefore the effect is related only to
ionospheric conditions. As indicated in [5] for the SuperDARN antenna system the back lobe
∼20 dB down on the main lobe. Thus the simulated “back” echo is comparable with “front” echoes

(a)

(b)

(c)

Figure 2: (a) Ekb HF radar RTI plot for beam #4 (azimuth 8.7◦) for February 8, 2014. Simulated GB
amplitude using (b) adjusted and (c) original IRI-2012. Crosses denote minimum slant range for adjusted
and original IRI-2012 (red and black respectively).
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(a)

(b)

(c)

Figure 3: (a) Ekb HF radar RTI plot for beam #12 (azimuth 34.6◦) for December 30, 2013. Simulated GB
amplitude using adjusted IRI-2012 for (b) front and (c) rear FOV. Crosses denote minimum slant range for
front and rear FOV (red and black respectively).

or even stronger on amplitude. Finally it is more likely that for the case under consideration the
Ekb radar recorded the GB echo which came from behind the radar during the whole day.

Black crosses on Figure 3(a) represent the “back” minimum slant range. Their correspondence
with observed minimum slant range is better than for red crosses, but not ideal. It seems that
additional vertical sounding data is needed for achievement of better correspondence for case of
“back” beams.

5. CONCLUSIONS

Described IRI-2012 correction technique using vertical sounding data both with HF amplitude
calculation technique based on waveguide approach could provide a realistic simulation of GB
echoes registered by the Ekb HF radar. The correction technique is very simple and flexible as it
allows us to include unlimited number of observational data. Presented simulation results show a
good agreement with observations. This can be useful for improvement of the Ekb data mapping
under different geophysical conditions.
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Abstract— Space weather manifestations in the northwest Russia are analyzed from the iono-
spheric images reconstructed by low-orbiting (LO) satellite radio tomography (RT). The Russian
LORT chain installed in a wide latitudinal sector from Sochi to Svalbard approximately along
the geomagnetic meridian and parallel to the descending ground tracks of the Russian naviga-
tional low-orbiting satellites. The two-dimensional (2D) distributions of electron density in the
vertical plane above the chain reflect the response of the ionosphere to different space weather
events. The geomagnetic storms belong to the most striking phenomena impacting the space
weather. A variety of complicated ionospheric patterns resulting from the interplay between
different space weather factors were revealed by LORT during the geomagnetic storms. Some
features are common of the most storms, and the others are event-specific traits. The LORT im-
ages of the disturbed ionosphere demonstrate plasma distributions with numerous enhancements
and depletions on various scales, rapid rearrangement of the ionospheric structures, uplifting of
the ionospheric F-layer, variations in the position and shape of the main ionization trough, waves
and wavelike disturbances, increased ionization in the night-time ionosphere, etc.. Many LORT
images during the space weather perturbations show highly structured ionospheric patterns with
isolated plasma irregularities ranging in size from a few tens to a few hundred km. The character
of these features suggests their probable link to corpuscular ionization. We compared a series of
such LORT images with the DMSP data on ionizing particle fluxes observed within a reasonably
narrow band (∼ 300 km) along the RT chain. Corpuscular injections widely vary from a few
to ten degrees along the latitude. Our comparison revealed the cases when the spatial pattern
of ionization observed by LORT qualitatively agreed with the latitudinal profile of the fluxes of
ionizing particles.

1. INTRODUCTION

Space weather is controlled by a variety of factors. Ionization of the upper atmosphere by X-
ray and UV radiation from the Sun is one of the key impacts. Additional ionization is provided
by corpuscular ionization, which causes energy rearrangement in the atmosphere and ionosphere,
affects current systems, and structures the distributions of ionization in the ionospheric plasma.
Ionization by corpuscular fluxes is typically lower than the ionization by EM radiation. However,
its contribution can be very significant during the geomagnetic storms and in the night time, when
EM radiation from the Sun is absent.

Diagnostics of corpuscular precipitation is an important field of present-day research in the
ionospheric physics. The interest in this problem is associated with the fact that precipitations,
as a proxy for the state of magnetospheric-ionospheric-atmospheric interactions, are important
element in fundamental description of the space weather. On the other hand, precipitations are
vital in many practical applications due to the effects produced in the ionosphere and atmosphere
— parts of living environment. In particular, an important question in the study of corpuscular
impacts as a space weather factor is the relationship between the precipitations and their effects in
the distributions of ionospheric plasma. This relationship can be efficiently studied by the remote
sensing methods and, primarily, by the ionospheric satellite radio tomography. RT reconstructions
during space weather disturbances often reveal complicated patterns of ionospheric electron density
with isolated narrow local high-gradient features. The spatiotemporal character of these ionospheric
structures suggests their probable relation to corpuscular ionization. In this study, we compare a
series of distributions of ionospheric electron density above the Russian RT system with the DMSP
data on the structure of the ionizing particle fluxes.

2. METHODS

The ionospheric images analyzed in this work were reconstructed by the methods of low-orbiting
(LO) radio tomography for the periods of disturbed space weather conditions during the 23rd and
24th solar cycles. The LORT method is described in detail in [1–6]. It provides two-dimensional
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(2D) distributions of ionospheric electron density in the height interval from 100 to 1000 km above
the chain of ground receivers with the horizontal resolution of 20–30 km and vertical resolution of
30–40 km. LORT is efficient in diagnostics of a broad range of ionospheric structures including
ionospheric effects of particle precipitation. We have compared the LORT images with the cor-
responding data on ionizing particle fluxes provided by DMSP satellites. These satellites fly in
sun-synchronous nearly polar (orbital inclination 98.7◦) orbits about 850 km above the Earth. A
DMSP orbit is completed in 102min. The SSJ/4 (Precipitating Plasma Monitor) onboard DMSP
spacecraft measures the electron and ion fluxes in 20 channels in the energy band from 30 eV to
30 keV with 1-s sampling interval.

The DMSP data on ionizing particle fluxes are available on the Internet [7, 8]. In our study,
we used the DMSP data for the LO navigation satellites whose paths fall within 300 km of the
RT chain. The existing geometry of RT systems and DMSP constellation fundamentally limits
the DMSP precipitation data suitable for comparison with RT images (by the duration, spatial
scales, dynamics, etc. of the precipitation events. The duration of precipitation events varies from
a few min to a few hours; the spatial scales also vary significantly, from a few degrees to a few
ten degrees in latitude [8–11], and the existing geometry cannot provide continuous and uniform
precipitation monitoring in the studied region. Therefore, we can only qualitatively compare the
RT cross sections with the corpuscular fluxes data.

3. OBSERVATIONS AND DISCUSSION

LORT reconstructions often record local ionization enhancements whose structure suggests their
probable relation to precipitations. Below we present the examples of LORT reconstructions from
the Russian RT system. The RT image in Figure 1 shows local maxima in electron density and
wavelike disturbances in the interval of 67◦–69◦ (Kp = 4.3). The DMSP satellites recorded the
increase in the fluxes of precipitating electrons in the same interval of latitudes (Figure 2).

Figure 1: RT image of the ionosphere on October 31,
2003 at 17:00 UT (Northwest Russia).

Figure 2: Electron fluxes according to DMSP mea-
surements. October 31, 2003 (16:17 UT, 16:35 UT).

Examples of RT images of the ionosphere during the geomagnetic storm of April 24, 2012 at
17:41UT and 18:11UT (Kp = 5) are shown in Figures 3 and 4. In Figure 3, a vertical high-gradient
electron density feature (a “wall” structure) with a maximum at a height of ∼ 200 km is observed at
68◦–69◦N. Wavelike disturbances diverging from this structure are seen north and south of it. The
ionization responsible for the observed pattern of electron density has probably occurred earlier in
the underlying E-layer. Half an hour later (Figure 4), the “wall” structure rises upwards and splits
in the vicinity of 68◦ N and 69◦N into thin “slices” (with a cross-size of ∼ 20 km) extending to a
height of ∼ 400 km along the magnetic field lines.

Figure 5 shows the spectrogram of precipitating electrons and ions from DMSP F18 satellite
recorded on April 24, 2012 at 17:35–17:39 UT in the region of the Russian RT chain. Enhanced
precipitations are observed at ∼ 68◦–69◦N.

We note that due to the geometry of DMSP constellation and RT system, which do not provide
spatially uniform and continuous in time coverage of the studied territory, and due to the very
nature of precipitations, highly varying in space and time, the RT reconstructions and DMSP data
are by no means always suitable for comparison. However, our RT data show that the structures
similar to those described above (for which their relation to the precipitation events appears to be
established quite reliably) are quite frequent.
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Figure 3: RT image of the ionosphere, April 24,
2012, 17:41UT (Northwest Russia).

Figure 4: RT image of the ionosphere, April 24,
2012, 18:11UT (Northwest Russia).

Figure 5: DMSP F18 spectrogram of precipitating
particles, April 24, 2012, 17:35–17:39 UT.

Figure 6: RT image of the ionosphere, January 26,
2013, 16:05UT (Northwest Russia).

Figure 7: RT image of the ionosphere, January 4,
2014, 00:23UT (Northwest Russia).

Figure 8: RT image of the ionosphere, February 19,
2014, 20:35UT (Russia).

The examples of such structures are presented in Figure 6–8. Isolated spots, narrow “walls,”
and wavelike features occur under different space weather conditions. Many of these structures
are likely to result from the precipitation. Figure 6 displays the example of rather complicated
electron density distribution along the Moscow-Svalbard path with the ionization trough at 62◦–
63◦N and wavelike disturbances north of it (Kp = 4). In our opinion, the narrow vertical zone of
enhanced ionization with a maximum at ∼ 190–200 km and cross-size ∼ 50 km near 69◦N could
have been formed by corpuscular ionization. The examples in Figures 7 and 8 show a number
of similar local features, also probably related to the ionization by precipitating particles. In
particular, precipitation could have contributed to the structuring of the ionospheric plasma in
Figure 7 (Kp = 1), where a sharp polar edge of the ionospheric trough (60◦–65◦N) is followed
farther north by vertical pillars of ionized plasma and wavelike disturbances north of the narrow
trough at 69◦N. The vertical plasma feature at 68◦–69◦N with a maximum at a height of ∼ 200 km
and diverging wavelike structures north and south of it (Figure 8) is also likely to be modulated by
corpuscular ionization.
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4. CONCLUSIONS

The joint analysis of LORT images and satellite data on the fluxes of precipitating particles during
space weather disturbances in the 23rd and 24th solar cycles demonstrates qualitative agreement
between the latitudinal profiles of ionospheric ionization derived by LORT and corpuscular in-
jections recorded by DMSP satellites. Along with the other factors, corpuscular ionization can
modulate the distribution of ionospheric plasma on different spatial and time scales, e.g., affect
the positions and shapes of polar and equatorial walls of the ionospheric troughs, structure the
high-latitude plasma flows into patches, and generate local ionization features. LORT methods can
efficiently diagnose all these structures and provide important information on the current space
weather conditions and, in some cases, on their probable future changes (on the short time scale).
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Abstract— For better understanding the nature and mechanisms of the physical processes
that occur in the Arctic atmosphere and ionosphere, it is vital to have the adequate experimental
input for the research. Global Navigation Satellite Systems (GNSS) can be used as one of the
sources of these data, whose processing and analysis enables the structure and dynamics of
the ionosphere to be explored by different methods including ionospheric radio tomography. We
present and discuss a series of examples of radio tomographic reconstructions to illustrate a variety
of ionospheric features observed above the Arctic. These radio tomographic images illustrate
various structures, events, and processes associated with convection and other phenomena. We
observed the characteristic ring-shaped irregularities encircling the North Pole, the tongues of
ionization, the ionization patches moving from the dayside to the night-side ionosphere, etc.. The
results of comparison between Global Ionospheric Maps and radio tomographic reconstructions
are presented and discussed.

1. INTRODUCTION

The Arctic upper atmosphere is an active link in the solar-terrestrial coupling system. It is just
the polar region that accommodates a series of unique physical phenomena associated with the
configuration of interplanetary magnetic field, penetration of solar wind plasma into the upper
atmosphere, etc.. The complexity and global character of the processes in the Arctic ionosphere
require non-local methods to diagnose the spatiotemporal structure of ionospheric disturbances.
Satellite radio tomography (RT) based on Global Navigation Satellite Systems (GNSS) is one of
the most efficient methods for doing this. GNSS include first-generation low-orbiting (LO) systems
(Transit, Parus, etc.) and second-generation high-orbiting systems (GPS and GLONASS, currently
in operation, and Galileo, BeiDou, QZSS, under development in Europe, China, and Japan). The
satellite constellations together with the networks of ground receivers enable probing the iono-
sphere along a set of rays and applying tomographic approaches to reconstruct the distributions
of ionospheric parameters by the methods of low- and high-orbiting radio tomography (LORT and
HORT).

2. METHODS

RT methods based on LO navigation satellite systems have been actively developed for more than
two recent decades [1–4]. In LORT experiments, coherent 150/400 MHz radio transmissions from
satellites are recorded by a set of ground receivers aligned with the satellite path and spaced by
a few hundred km apart from each other. LO satellites move sufficiently fast (∼ 7.9 km/s) com-
pared to the characteristic times of the ionospheric processes and cross the studied ionospheric
region in a very short time, providing virtually instantaneous (∼ 5–10min) 2D (latitude-height)
snapshots of the ionosphere. The typical spatial resolution of HORT (20–30 km) can be increased
up to 10 km by considering the refraction of the rays. The time interval between the neighboring
LORT reconstructions depends of the number of operating satellites and, with the current satellite
configuration, is 30–240min. HORT problems are distinct by high dimensionality and essential
incompleteness of data. Relatively low angular velocities of GPS/GLONASS satellites make ne-
cessitate temporal variability of the ionosphere to be taken into account. This leads to the 4D
statement of the tomographic problem in three spatial and one time coordinates. Here, we have to
introduce an additional procedure of interpolating the obtained solutions into the areas of missed
data or to seek for a smoothed averaged solution [5]. The coverage of the studied territories by
receiving networks is typically nonuniform, which limits the vertical and horizontal resolution of
HORT to at best 100 km with a time interval of 60–20min between the successive reconstructions.
Dense networks in Europe, continental U.S., and Alaska provide higher resolution (30–50 km) with
a time step of 30–10min. Resolutions as high as 10–30 km with a time step of 2min can only be
achieved in the regions covered by extremely dense networks in California and Japan. The main
results of LORT and HORT investigations of the ionosphere are described in [1–4, 6–10].
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3. OBSERVATIONS AND RESULTS

RT imaging of the Arctic region revealed a variety of ionospheric structures including wavelike
disturbances, ionization troughs, plasma distributions with numerous enhancements and depletions,
local features, etc.. Figures 1–4 exemplify the structures reveled by RT in the Alaska region during
geomagnetically quiet periods (Kp < 3). The raw data from the American LORT system were
provided for our analysis by courtesy of NWRA (Northwest Research Associates, USA). A narrow
trough at ∼ 59◦N and wavelike disturbances north of the trough are observed on March 30, 2001
at 15:47UT (07:47LT) (Figure 1). High electron concentrations in the central part and in the
north of the region, untypical of the morning ionosphere, are remarkable: the observed values are
rather characteristic of the daytime equatorial ionosphere. One hour later (Figure 2), the trough
becomes less pronounced and almost disappears; intense wavelike disturbances are observed at
60◦–64◦N. Many LORT images show enhanced ionization in the evening and nighttime ionosphere
above Alaska in the southern and northern segments of the studied region. For example, a wavelike
“dual-core” structure at 60◦–64◦N is observed against the southwardly increasing ionization in the
LORT reconstruction on October 2, 2003 at 05:44UT (October 1, 20:44 LT) (Figure 3). The trough
is identified at about 65◦N. In the RT image for nearly the same time on the next day (Figure 4),
the situation is opposite: the electron density increases northwards, and wavelike disturbances
with a spatial scale from fractions of degree to 1.5–2◦ in latitude are present in the northern part
of the reconstruction. HORT reconstructions demonstrate a broad variety of large-scale structures
including patches of enhanced ionization reaching 10000 km lengthwise and 1500 km crosswise, with
sharp gradients of concentration at their edges, observed in the high-latitude and polar ionosphere.

Figure 1: Example of LORT image above Alaska,
March 30, 2001, 15:48 UT.

Figure 2: Example of LORT image above Alaska,
March 30, 2001, 16:47 UT.

Figure 3: Example of LORT image above Alaska,
October 2, 2003, 05:44UT.

Figure 4: Example of LORT image above Alaska,
October 3, 2003, 05:16UT.

Figure 5 shows the example of vertical TEC maps calculated from HORT reconstruction of the
Arctic ionosphere on April 13, 2014 at 06:00 and 07:00UT (Kp = 4 and 3, respectively). In the map
at 06:00UT there is a spot of increased TEC (> 15 TECU) in the polar region above the Canada
Islands and northern Greenland. High TEC (∼ 20 TECU) in the European sector are due to the
ionization of the daytime ionosphere by the radiation from the Sun. An hour later (07:00 UT), the
polar spot of high TEC expands compared to the previous reconstruction. Many HORT images
display the structures which can probably be identified with tongues of ionization (TOI) — the
large flows of enhanced daytime ionospheric plasma, extending antisunwards along the convection
lines from the dayside to the nightside ionosphere through the polar cap. TOIs are structured
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into patches. The examples are presented in Figure 6 for 20:00 and 21:00UT on February 10,
2014 (Kp = 4). The bands of high TEC are seen extending from the dayside ionosphere into the
night side. In the map on the left panel, high TEC (> 20 TECU) form a wide elongated zone
above the northern Canada and Greenland. The nightside ionosphere at that time is structured
into numerous smaller features (e.g., the spot in the region of Svalbard and enhanced ionization
above the northern Europe and northeast Russia). The general pattern of ionization at 21:00 is
similar to that observed at 20:00; however, a noticeable increase in ionization is observed in the
arc-shaped zone above Scandinavia and West Europe (probably related morphologically to the
auroral oval boundary). In the both structures, the maximal TEC exceed 20 TECU, which is
untypical of the nighttime European ionosphere. Yet another example of TOIs is shown in Figure 7
for April 14, 2014 (21:00 and 22:00UT). The both TEC maps display high TEC above Greenland,
which are observed as a flow of enhancements separated by linear zones of lower TEC. The figure
illustrates the evolution of this high-TEC area, which has moved from central Greenland (21:00UT)
to Scandinavia (22:00UT) in one hour. Recently, the ionospheric studies have started to widely
use the 2D global ionospheric maps (GIM) of total electron content calculated with the thin sheet
model of the ionosphere. In the presentation, we compare these maps with RT reconstructions. Our
analysis shows that GIM TEC maps generally provide smoothed (averaged) plasma distributions
and are incapable of resolving highly structured Arctic ionosphere during the disturbed periods.

(a) (b)

Figure 5: TEC maps for April 13, 2014, (a) 06:00 UT and (b) 07:00.

(a) (b)

Figure 6: TEC maps for February 10, 2014, (a) 20:00 UT and (b) 21:00.
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(a) (b)

Figure 7: TEC maps for April 14, 2014, (a) 21:00 UT and (b) 22:00.

4. CONCLUSIONS

Our reconstructions reveal a broad variety and high dynamics of plasma distributions in the Arc-
tic region. RT methods efficiently image the troughs in ionization, wavelike disturbances, local
irregularities, tongues of ionization, patches, specific ring structures encircling the North Pole, etc..
Combination of the LORT and HORT approaches appears to be most promising for studying the
structural features and evolution of high-latitude ionospheric irregularities on different spatiotem-
poral scales.
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Abstract—

1. INTRODUCTION

Shapes deviations of red blood cells (RBCs) from normal ones are sensitive remarks for various
blood disorders and diseases [1]. Normal mature red blood cells (RBCs) are shaped as biconcave
oblate discs. These shapes can be deformed by several inherited disorders into other shapes such as
spherical, crescent, oval, or any other abnormal shapes [2]. Identifying abnormal RBCs in a sample
contains normal and abnormal cells using scattering of a focused laser Gaussian beam is illustrated
in this paper. A chain cluster consists of normal and/or abnormal RBCs is chosen as a sample
in the analysis. The modified cluster T -matrix method, as introduced in a previous work [3], is
used to calculate the angular scattering intensity of a cluster illuminated with a focused Gaussian
beam. The beam is modeled by the plane wave spectrum method [4]. From the results of the
angular scattering intensity the abnormal RBCs in the sample can be identified. We think that
this technique is a powerful one to define the diseased RBCs for more accurate diagnostics purposes.

2. ANALYSIS AND RESULTS

The problem that investigated in this paper is the scattering of a chain cluster of normal and/or
abnormal RBCs illuminated with a lowest order (TEM00) monochromatic Gaussian beam propa-
gating in the z-direction of a right handed Cartesian coordinate system (x, y, z) as shown in Fig. 1.
The beam is polarized in the xz -plane and its focal point is at the origin of the coordinate system.
The beam can be focused into an arbitrarily spot size wo. The plane wave spectrum method is
used to model such physically realizable beam, whether or not the beam can be represented by
analytical formula [4].

(a) (b)

Figure 1: A chain cluster of different cells centered at the origin of a Cartesian coordinate system (x, y, z).
The cluster is illuminated with a focused Gaussian beam of a spot size w0, propagating along z-direction,
and polarized in the xz-plane. The cluster consists of (a) five identical biconcave normal red blood cells, (b)
four identical abnormal red blood cells and one centered biconcave cell.

The total incident electric field vector Einc polarized in xz -plane can be expressed by

Einc(x, y, z) = Einc
x (x, y, z)ix + Einc

z (x, y, z)iz (1)

where ix and iz are unit vectors in the x- and z-directions respectively. The time variation e−jωt

is omitted. In terms of vector spherical harmonics (VSH) the incident Gaussian beam can be
expressed as [4],

Einc(kr)=H
∑
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∑
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Dmn

[
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1
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where H, and Dmn are normalization factors depend on the incident beam. The at
emn, at

omn, bt
emn,

and bt
omn are the incident field expansion coefficients, and M1

emn, M1
omn, N1

emn, and N1
omn are VSH

of the first kind. m (in italic) is the azimuthal mode index and n is the mode number. The symbols
e and o stand for even and odd respectively. The wave number is k = 2 ∗ π/λ; λ is the wavelength.
In the case of a unit amplitude incident plane wave, H is unity and the azimuthal mode index
m = 1.

The scattered field external to the cluster is represented by the superposition of the incident
field and scattered fields consist of components radiated from each cell in the cluster [5], i.e.,

Eext = Einc + Esca = Einc +
Ns∑

i=1

Esca,i (3)

where Ns is the number of the cells in the cluster. Each partial field Esca,i represented by an
expansion of VSH of the ith cell to the origin is [4]

Esca,i = H
∑
m

∑
n

Dmn

[
f i

emnM
3
emn(kr) + f i

omnM
3
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emnN
3
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omnN
3
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]
(4)

where M3(kr) and N3(kr) are the VSH of the third kind (outgoing wave functions) obtained from
the VSH of the first kind [4]. The coefficients f i

emn, f i
omn, gi

emn and gi
omn are the scattered field

expansion coefficients for the ith cell. Note that the maximum expansion of n is No,i orders which
satisfy the convergence requirement for each cell. This parameter, No,i, is proportional to the size
parameter xi of the cell i in the cluster.

The incident field at the ith cell consists of the incident field of the beam plus scattered fields
originated from all other cells in the cluster. Therefore the expansions of the fields at the surface
of the ith cell take the following form [6],

[
f i

gi

]
= Ti




[
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bi0

]
+
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l 6=i

[
A (krli) B (krli)
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] [
f l

gl

]
 , i = 1, . . . , Ns. (5)

The way to calculate the expansion coefficients of the incident field ai0
mn and bi0

mn and the translation
coefficients Amnµν(krli) and Bmnµν(krli) is given in detail in [3] and [4]. The expansion coefficients
of the individual scattered fields f i

mn and gi
mn can be computed for each of the cluster’s cell using

Eq. (5). Consequently these coefficients are directly introduced into Eq. (4) to compute the angular
scattering field intensity of each cell. Finally Eq. (3) can be used to calculate total angular scattering
intensity of the cluster.

Inversion of the system in Eq. (5) identifies the particle-centered Tij matrix with respect to
particle j in the cluster which yields to [3],
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where T ij transforms the incident field expansion coefficients to the scattered field coefficients of the
ith particle. Total cross sections in both fixed and random orientations can be obtained from T ij .
To obtain the differential scattering cross sections (i.e., the scattering matrix), it is advantageous
to transform the particle-centered T ij matrix to each origin of the particle i in the cluster. This
transformation takes the form:

Tnl =
Ns∑

i=1

Ns∑

j=1

No,i∑

n′=1

No,i∑

l′=1

joi
nn′T

ij
n′ l′

jjo
l′ l

(7)

where J0i and J j0 matrices are formed from the scattering coefficients resulted from the coupling
effect of particle i with each other particle in the cluster as mentioned above [5]. All other pa-
rameters are given in [6]. Note that, the orientation averaged scattering matrix elements can be
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analytically obtained from the T -matrix of the scatterers using the procedures developed in [7],
and [8]. Since the T ij-matrix can be calculated, then total cross sections in both fixed and random
orientation can be obtained.

Here the presented modified technique is applied to real life applications such as clusters consist
of normal and abnormal RBCs. The computed angular scattering of a cluster composed from
different cells as shown in Fig. 1(b) is computed and compared with those of a cluster of normal
biconcave RBCs as shown in Fig. 1(a). Each biconcave particle is of size parameter x = 10,
refractive index m = 1.4 and deformation parameter ξ = 0.2. Each abnormal cell presented in
Fig. 1(b) (crescent shape) is formulated by a coated spherical cell of an offset core l = 0.3µm, coating
parameter R = ac/as = 0.7 (where ac and as are the radius of the core and the shell respectively) [3].
The refractive indices for the shell and the core are ms = 1.4, mc = 1.0 respectively. The size
parameter of each cell is x = 10. Both clusters shown in Fig. 1 are illuminated with a Gaussian
beam propagating in the z-direction and polarized in the xz-plane. The beam’s wavelength is
λ = 0.6328µm and waist w0 = 2 µm. The computed angular scattering is illustrated in Fig. 2 for
different cases of the clusters. Case 1 is when the cluster consists of 5 biconcave cells(normal cells).
Case 2 is when the cluster consists of 4 biconcave cells and one abnormal cell (crescent shape) and
so on to the 6th case when the cluster contains 5 abnormal cells.

The results in Fig. 2 illustrate that the angular scattering intensity of a cluster contains more
than 50% of abnormal cells (for example cases 5 and 6) deviate from the intensity distributions of
the cluster contains normal cells (case 1). As the number of abnormal cells increases in the cluster of
the sample compared with the normal RBCs the angular scattering distributions get more deviation
and its ripples get smaller compared to those of the sample of normal cells. For the cluster of five
abnormal cells, the angular scattering intensity has greater front scattering amplitudes compared
with those for the cluster of normal RBCs as shown in Fig. 2 (yellow curve).

Scattering angle, degree 

In
te

n
si

ty
 

Figure 2: Angular scattering intensities as a function of the angle θ measured from the z-axis for a cluster
consists of a linear chain of, (a) Case 1: five biconcave cells as illustrated in Fig. 1(a) (blue curve). Case 2:
one abnormal cell in one side beside four biconcave cells (green curve). Case 3: two abnormal cells in one
side beside three biconcave cells (red curve). Case 4: three abnormal cells in one side beside two biconcave
cells (aqua curve). Case 5: two abnormal cells in both side of a centered biconcave cell as illustrated in
Fig. 1(b) (purple curve). Case 6: five abnormal cells (yellow curve).

3. CONCLUSION

The scattering by a shain cluster consists of normal and abnormal blood cells illuminated with a
focused Gaussian beam is studied analytically and numerically. The cluster T -matrix method is
modified to combine the plane wave spectrum method to model the incident beam. It is shown
that the angular scattering intensity distributions of a cluster of normal cells get more deviations
as the number of the abnormal cells increases in the cluster. The illustrated numerical results are
important in several branches of science and industry, such as nanotechnology, pharmaceuticals,
chemistry, biology and moreover to improve the properties of polymers.
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Abstract— We dedicated this contribution to design of a circular waveguide microwave hy-
perthermia applicator with circular polarisation. Designing equations as well as optimization
process of applicator using numerical simulator of electromagnetic field are described. Numeri-
cal simulations of specific absorption rate (SAR) and consecutive thermal simulation confirmed
our assumption, that a spherical object can be better covered by SAR with an applicator with
circular polarisation.

1. INTRODUCTION

We present a circular waveguide applicator with circularly polarized wave at its aperture in this
contribution. There is a lot of ways how to improve success rate of cancer treatment. One of
these is hyperthermia [1]. The main idea of hyperthermia is to raise the temperature in a tumour
to the specific level and for a period of time, which causes the cell death or higher sensitivity to
ionizing radiation or chemotherapy [2]. In our previous contributions we studied UWB antenna
and its application to microwave hyperthermia [3]. There we observed polarization of dielectric
on the interface between spherical phantom of tumour and phantom of human breast in numerical
simulations. This phenomenon causes hotpots on the interface between the tumour and surrounding
tissue, while the temperature inside of the tumour does not even reach the therapeutic level. Using
of a circularly polarized hyperthermia applicator could at least partially solve this issue.

2. MATERIALS AND METHODS

2.1. Configuration of Numerical Experiment

The circular waveguide hyperthermia applicator was facing to the water bolus of thickness of 2 cm
with dielectric parameters of εrel = 78.0, σ = 0.04 S/m followed by human breast phantom with
average dielectric parameters of εrel = 10.0, σ = 0.16 S/m. Human breast phantom has shape of
brick and size of 130×200×200mm. The applicator was optimized to work well in this configuration.
Then a spherical numerical phantom of tumour (εrel = 49.9, σ = 0.79 S/m) with radius of 1 cm was
inserted 0.5 cm under the breast phantom surface to compare the applicators performance. This
configuration in two different cross–sections can be seen in Figure 1.

(a) (b)

Figure 1: Configuration of numerical model. (a) y-cross-section, (b) x-cross-section.

2.2. Electromagnetic Simulation

The applicator was designed to operate well on frequency 434 MHz. This frequency was chosen
with respect to the size of a heated region, size of the antenna, effective penetration depth, ISM
frequency bands (Europe) and working frequency of microwave power generators usually used in
field of microwave hyperthermia. Numerical simulations of electromagnetic (EM) field of numerical
model was computed using 3D full-wave electromagnetic and thermal simulation platform SEMCAD
X (Schmid & Partner Engineering AG, Zurich).
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2.3. Thermal Simulation
We also computed thermal distribution in the heated region after the EM simulation. We used
steady state solver, which implements Penne’s bioheat equation. Thermal tissue parameters were
taken from the IT’IS foundation material database [4] and are listed in Table 1. Initial temperature
of all the tissues were set to 37◦C, temperature of the water surrounding the breast phantom was set
to 25◦C. We consider constant heat generation rate and constant heat transfer rate in the tissues.
Thermal boundary was inserted between the water and the neck phantom. The value of the heat
transfer coefficient of this boundary is taken from [5] and set to 65W/m2/K. SAR distribution from
EM simulation was used as the heat source.

Table 1: Human breast phantom parameters used in numerical simulations.

Density Specific Heat Capacity Thermal Conductivity Heat Generation Rate Heat Transfer Rate

(kg/m) (J/kg/K) (W/m/K) (W/kg) (W/m3/K)

984.3 2654.2 0.272 1.526 6548.7

2.4. Applicator Design
To design the circular waveguide we need to determine only its radius a with respect to dielectric
material inside the waveguide, mode and working frequency. In this case, the waveguide is filled
by distilled water (εrel = 78, σ = 0.04 S/m), desired mode is dominant mode TE11 and operating
frequency 434 MHz. Than radius a can be calculated according to simple equation [6]:

a =
p11

2πfc11

√
µε

(1)

where value of p11 equals to 1.841, µ and ε has meaning of permeability and permittivity and fc11

has meaning of cut off frequency of desired mode. Cut off frequency was set to 380MHz, so the
frequency 434 MHz was approximately in the middle of the interval between the cut off frequency
of TE11 mode and the second closest TM01 mode (fc01 = 496 MHz). Finally, diameter 2a of the
waveguide was computed to 5.17 cm.

Polarization plate was than inserted into the waveguide. Its size and position was taken from [7],
where the metal fin was introduced into the circular waveguide working on wavelength of 1.25 cm.
Dimensions of the fin was adapted with respect to the wavelength in our waveguide. Applicator
has length of 23.1 cm.

Feeding of the antenna was realized using a power probe. Its length and position was established
during the optimization procedure. Best results were achieved with length of the probe 25 mm and
distance of 14 mm from the short (rear inner part of the applicator). Perfect electric conductor was
set as the material of the fin, the probe and the whole applicator in numerical model.

3. RESULTS

In Figure 2 can be seen waveform of the absolute value of reflection coefficient. The applicator is
well matched, value of the reflection coefficient is less than −18 dB on frequency 434 MHz.

Figure 2: Impedance matching of the applicator.
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Specific absorption rate in the cross section of the tumour is depicted in Figures 3(a), 3(b).
There is a comparison between the SAR obtained by applicator with the polarizer and without the
polarizer. Applicator with circularly polarized field made possible to cover the tumour by SAR
from all directions partially. SAR is distributed more diffuse on the boundary and its values are
higher inside the tumour. Extreme hotspots in the direction of applicator polarization did not
completely disappeared, because the new applicator does not create absolutely circularly polarized
E-field.

Effective penetration depth (EPD) defined as distance between the point of the entrance of
electromagnetic wave into the breast phantom and point where value of SAR decreases to 25% of
its maximal value was also compared in both cases. EPD with the waveguide without polariser
equals to 1.8 cm, EPD with waveguide with circular polarisation equals to 1.7 cm, which is almost
the same value.

In results from thermal simulations can be seen more uniform temperature distribution in the
case with circularly polarised wave. Extreme values in positions of SAR hotspots are suppressed
and phantom of tumour is heated along its boundary well. However temperature in the middle of
the tumour is almost the same in both cases.

(a) (b)

(c) (d)

Figure 3: SAR [W/kg] and temperature [◦C] distribution in the cross section of the tumour phantom.
(a) and (c) without polarizer, (b) and (d) with polarizer.

4. CONCLUSION

In this contribution we designed microwave hyperthermia applicator with circular polarisation. Re-
sults of the numerical simulations of SAR and temperature distribution confirmed, that circular
objects could be heated more uniformly at least in the cross section perpendicular to main axis
of applicator. On the other hand, the effective penetration depth decreased relatively to the rect-
angular waveguide applicators. The ability of focusing microwave power by using a multi-antenna
array is also limited.
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Abstract— The purpose of this contribution is to study the risk of unwanted hotspots around
metallic implants in head and neck area of the new waveguide applicator system. Metallic im-
plants may interact with the EM field. The reaction rate depends on the implants dimensions.

1. INTRODUCTION

Metal implants like wires, titan screws or stents are often considered as contraindication for mi-
crowave hyperthermia. Metal implants can cause some phenomena that affect and impair microwave
hyperthermia treatment. The main goal of microwave hyperthermia is distribution of electromag-
netic energy in tumor. High frequency energy causes tumor heating. For effective treatment it is
necessary to heat tumor to the temperature range 42–45◦C [1]. The presence of metallic implants
in the treated area may cause two types of complications. First complication is when high fre-
quency microwave field exposes metallic implants. Energy heat metal and this can result in local
extreme temperature. Due to good thermal conductivity of metal the temperature simply spread
to the tissue. If this temperature exceeds 60◦C we can call it ablation. The second complication
is that metal implants affect the expected electromagnetic field distribution. A way how to reduce
this type of interaction between implants and electromagnetic field is the applicator setting in the
way that the vector of electric field intensity is turned perpendicularly to metal implant [1]. This
condition is difficult to meet, because in biological tissue vector of electrical field is rotated due
to many reflections and transitions between different tissues. In this contribution we study the
behavior of a given type of metal implants in high frequency electromagnetic field as much heats
the tissue around them and how it affects the distribution of electromagnetic filed in treatment
targets and sensitive tissues like brain and spinal cord.

2. APPLICATOR SYSTEM

We developed a new applicator system (see Figure 1) intended for microwave hyperthermia in
head and neck area (applicator system is partially adopted from [2]). The applicator system is
constructed from four equal waveguide applicators intended for superficial hyperthermia. They are
water filled waveguide applicators with strip line horn aperture. Each applicator has 100× 50mm
effective aperture and as the main conductive material aluminum is used. The suitable working
frequency for this type of applications is 434 MHz. By amplitude and phase combination of each
applicator we are able to steer the field and cover the most of treated tissue. Whole system can
be rotate around the patient to find the best possible position for treatment. In the center of
microwave radiation is the treatment target. Other part of the system is circular water bolus,
which is 240 mm in diameter. The purpose of the water bolus is to cool patient skin and thereby
reduce the risk of hotspots.

3. NUMERICAL PHANTOM

For simulation purposes the human model part of the SEMCAD X models database was used.
Specifically model the Ella from Virtual Family 1.2 was utilized [3]. All dielectric parameters were
taken from IT’IS foundation material database [4]. Around neck or head we placed the applicator
system in a position to meet the practical use conditions (see Figures 1 and 2). For comparison
and evaluation specific absorption rate [W/kg] (further SAR) is used. Metal implants were placed
in a way that they are close enough to the applicator system. In the following paragraphs used
metallic implants are discussed.
3.1. Stent in Artery
A Stent in the carotid artery is used in case of artery stenosis (constriction). The stent has a shape
memory. Stent will ensure smooth supply of brain blood and reduce the risk of brain stroke. Stents
are made from stainless steel. In the Figure 1(a) there is numerical model with stent in carotid
artery. The stent is 30 mm in length and 3 mm in diameter.
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3.2. Stent in Esophagus

It is used in case of constriction in esophagus. This constriction could be cause by tumor or injury.
The stent has a similar function as stent intended for artery. In the Figure 1(b) one can see position
of stent in numerical model. The stent is located in place where esophagus passes behind the thyroid
gland. The stent is 20 mm in diameter and 50 mm in length.

(a) (b)

Figure 1: .Used numerical phantom, (a) stent in artery and (b) stent in esophagus.

3.3. Screws and Plate in Neck Vertebras

Plates and screws are used in case of injuries (fractures) of the cervical vertebras. The screws are
drilled through vertebral body. For fixation of neck vertebras titan plate is used. In our numerical
model the screws are drilled through 2nd and 3rd cervical vertebrae (total 4 screws). Screws
are 40 mm long and 4mm in diameter. The titan plate is fastened from the rear of the cervical
vertebras. The plate has square shape with dimensions 35× 35mm.

3.4. Cochlear Implant

Cochlear implant is a part of device, which helps hearing-impaired people. Electrodes and signal
transmission signals from the middle ear to the transmitter unit. In our numerical model we
modeled only wire with electrodes in middle ear. The numerical model with cochlear implant is
shown in the Figure 2(b).

(a) (b)

Figure 2: Used numerical phantom, (a) screws in vertebras and (b) part of cochlear implant.

4. SIMULATION RESULTS

In the Figures 3–6 results of SAR distribution to the human numerical model ELLA in the presence
of various metal implants are listed. All SAR values shown in the Figures are normalized. Following
Equation (1) relates temperature, specific absorption rate and field intensity vector quantities:

SAR =
σ

2ρ
|E|2 = c

∆T

∆t
(1)

where SAR is specific absorption rate [W/kg], σ is tissue conductivity [S/m] at working frequency,
ρ is tissue density [kg/m3], E is vector of intensity field [V/m], c is specific heat capacity [J/kg/K],
T is temperature [◦C] and t is time [s].
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4.1. Stent in Carotid Artery
Results for stent in carotid artery are in the Figure 3. The green rectangle is designated area, where
the metal stent is. It is worth noticing that the maximum value of SAR values in the figure is located
around the metal stent in carotid artery. Incurred hotspots are locally separated. This is caused
by the relatively large distance between turns of stent.

(a) (b)

Figure 3: SAR distribution in numerical phantom with stent in artery, (a) longitudinal and (b) transversal
cross section.

4.2. Stent in Esophagus
Stent in esophagus behave similarly as stents in carotid artery. In the Figure 4 the results from
simulation are listed (green rectangle indicate stent position in the cross section). Hot spots are
located around the stent turns. The hot spots are fuse together. This is due to less distance between
turns.

(a) (b)

Figure 4: SAR distribution in numerical phantom with stent in esophagus, (a) longitudinal and (b) transver-
sal cross section.

4.3. Screws in Neck Vertebras
In the next Figure 5 the results in case of the screws and plate in the cervical spine are shown.
In the Figure 5(a) there is a cross section where the screws begin. The unwanted hotspots have

(a) (b)

Figure 5: SAR distribution in numerical phantom with screws in cervical vertebras, (a) longitudinal and
(b) transversal cross section.
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highest values in the cross section. In the Figure 5(b) there is longitudinal cross section, where in
the green box is showing the hot spot formation on the titanium plate. Hot spots around screws
in cervical vertebras are locally increasing temperature in spinal cord.

4.4. Cochlear Implant

Another examined metal implant is cochlear implant. The implant consists two parts. The first
part is a conductor, which provide signal from the middle ear. On this wire there is no significant
or critical SAR value. This is because the conductor is perpendicular to the electric field intensity.
The second part of used cochlear implant is a conductor with electrodes, which is headed by a spiral
in the middle ear. According to our numerical simulations the results are shown in the Figure 6.
There is a very significant hotspot formation just in this part of implant. At the place where
implant.

(a) (b)

Figure 6: SAR distribution in numerical phantom with cochlear implant, (a) longitudinal and (b) transversal
cross section.

5. CONCLUSION

Metal implants behave similarly like an antenna. When we exposed metal implant to high frequency
electromagnetic field the heating due to current flows was caused. If patients with metal implants
underwent hyperthermic treatment of head and neck region by our hyperthermic applicator system,
there would be large heating implants. We formulate this conclusion for all tested implants. Some
implants (cochlear implant or screws in the cervical spine) can significantly compromise patient
health and irreparably damage the organ in the implant nearby. The only possibility how to reduce
the risk of unwanted hotspot is to ensure that the intensity of electric field is perpendicular to the
metal implants. It is not so easy, because the electrical fields in biological tissue are extremely
complicated.
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Abstract— In this paper, novel microwave applicator prototype based on zero-order mode
resonator is proposed for use in hyperthermia treatment of cancer. The ability of applicator
to homogenously irradiate muscle tissue-equivalent phantoms is demonstrated with results of
numerical simulations and relative performance of the applicators is compared.

1. INTRODUCTION

Based on previous research [1], it can be stated that metamaterial (MTM) Zeroth-Order mode
resonators (ZOR) can provide improved thermotherapy for cancer in several ways, by improving
the homogeneity of electromagnetic (EM) power absorption, the depth of EM wave penetration,
and offering the possibility of either homogeneous treatment of very large areas or conversely
focusing EM power into well-defined small areas [2]. New capabilities include, among others, the
creation of electrically small applicators that can work without water filling. This could facilitate
the delivery of microwave hyperthermia treatment simultaneous with 3D monitoring of temperature
distribution in the patient with Magnetic Resonance (MR) thermal imaging. Another advantage of
MTM technology is that this phenomenon enables the creation of a special kind of resonator whose
physical length is completely independent of the classical resonance condition (wavelength). This
allows us to design the applicator with dimensions matching the clinical need and as a result of the
spatial arrangement of MTM resonators we are able to radiate an almost perfect electromagnetic
plane wave into the treated area. This improvement in wave propagation produces the advantage of
optimizing homogeneity of power deposition within the target tissue region resulting in an improved
temperature distribution throughout the treated area.

The applicator is designed for use at 434 MHz. Thanks to the excitation of zero-order mode,
vectors of surface current density in all inductive parts of the proposed applicators show approx-
imately the same magnitude and phase. The radiated contributions from the all inductive parts
of the applicator are in good superposition as they exit the front aperture of the applicator and
combine in phase in tissue. This allows the Huygens principle to be applied to describe the resulting
EM field distribution in tissue.

2. APPLICATOR DESIGN

Applicator design is based on microstrip technology. This design allows the development of very thin
and low profile applicators, which are more convenient for some clinical sites. The antenna structure
consists of 4 inductive strip radiators (Lind = 41 mm) that extend from the four finger interdigital
capacitors (Lf = 18mm) to the grounded capacitive plates with dimensions of 16× 13mm2. The
separation of radiators corresponds to the length of the unit cell and is L = 22 mm. The input
impedance of this structure at the operating frequency 434MHz is approximately 5Ω.

3. APPLICATOR EVALUATION

In the numerical simulation, applicator radiates into the homogeneous muscle tissue-equivalent
model through a layer of deionized water of 1 cm thickness representing a water bolus. Figure 2(b)

(a) (b) (c)

Figure 1: (a) Feeding part of the applicator, (b) applicator aperture facing the patient, (c) applicator profile.
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shows the COMSOL Multiphysics simulated power deposition distributions induced in muscle 1 cm
under the tissue surface. Plotted contours circumscribe the regions of 75, 50 and 25 percent of
maximum absorbed power in tissue at that depth.

The applicators are also characterized in terms of temperature distributions induced in a ho-
mogeneous muscle tissue load, using 2D cross section metrics. Effective heating is considered to
be tissue temperatures above 41◦C with a maximum tissue temperature of 45◦C. 2D temperature
distributions are evaluated in 3 planes from the 1–3 cm depth, and are quantified as Effective Ther-
mal Area above 41◦C (ETA41), here defined as the ratio of area enclosed by the 41◦C contour in a
given plane divided by the footprint area of the radiating aperture.

For best special arrangements we take into consideration several applicator settings. The initial
design is in the Figure 5(a) where the radiating structure and impedance transformer are in the
same plane. The applicator impedance is about 5 ohms the impedance transformer is needed to
match the connector to antenna. Since such an arrangement is not practical for clinical needs the

Figure 2: Power deposition pattern perpendicular to applicator aperture and in 1 cm deep in muscle model,
respectively.

Figure 3: Temperature distribution perpendicular to applicator aperture and in 1, 2 and 3 cm deep in muscle
model, respectively.
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Figure 4: Spatial arrangement of temperature above 41◦C in the muscle equivalent phantom model.

(a)

(b) (c)

(d) (e)

Figure 5: 3 types of applicators on (a) one single substrate and double layered substrates. In (c) and (e) is
the impedance matching and on (b) and (d) there is an aperture facing the area to be treated.

(a) (b)

Figure 6: (a) Surface heating and (b) deep heating. Applicator aperture is highlighted by white lines.

applicator was redesigned on double layered substrate.

4. APPLICATOR CHARACTERISTICS VERIFICATION

For verification of radiation characteristic the heating of agar phantom was done. The applicator
was excited by 100 W for 60 second.
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5. CONCLUSIONS

New MTM structures with capability of creating plane wave to be radiated into the biological tissue
were introduced in this paper. It has been demonstrated here that EM wave penetrating into the
biological tissue had very good SAR homogeneity and depth of penetration approaching theoretical
limit. Our future plans will be to do an experiment with the matrix of this structure and verify
the promising simulation results experimentally of larger area.
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Abstract— There is general consensus that quality of hyperthermia treatment is a key factor
for clinical effectiveness. The optimal treatment is defined by efficient tumor heating without
patient discomfort by hot spots. Two optimization methods with the constraint on amplifier
nominal power are presented. A voxel-based numerical analysis is performed for 8 dipoles on two
rings, positioned around a head/neck volume within a distilled-water bolus. The optimization
methods are compared on the basis of the maximal absolute power delivered to the target and
other previously defined parameters.

1. INTRODUCTION

Antitumoral hyperthermia, i.e., increasing the tumor temperature to 40–45◦C using an external
heating device, is a very effective radio and chemosensitizer, which significantly improves clinical
outcome. A correlation between clinical outcome and thermal dose parameters has been shown.
The optimal treatment is defined by efficient tumor heating combined with healthy tissue protec-
tion from excessive heating. To improve hyperthermia treatment quality, optimization of SAR or
temperature distribution in the tumor by hyperthermia treatment planning (HTP) is considered
before or during treatment [1–5]. HTP procedures start with tissue map acquisition, then various
heating modalities are explored and compared by solving the appropriate electromagnetic (or ultra-
sound) problem, depending on the equipment in use. Finally the temperature distribution is found
for treatment pre-evaluation. However, due to the more complex thermal characterization of vas-
cularised tissues and organs, temperature increase modeling is generally omitted and the optimum
problem is formulated in terms of SAR. As the robustness of electromagnetic solvers has increased
importantly over recent years, the presently available systems provide excellent opportunities to
perform SAR characterization as a start point for SAR optimization. Radiating systems that are
currently used to heat deep seated tumors include phased arrays of elementary radiators (dipole,
waveguide or microstrip antennas) for which SAR-optimization based HTP is pursued by amplitude
and phase setting [6–10].

Objective functions have been proposed for SAR optimization according to various quality in-
dicators [11]. They include maximum absolute SAR and SAR homogeneity in the target both to
be optimized as well as hot spots to be minimized. The power deposited in the tumor as a fraction
of the net power supplied by the generators and of that delivered to the patient’s body are further
indicators. For given array, patient and lesion to be heated, evaluating whether or not the array
is able to heat the lesion in accordance with prescribed quality indicators is a somehow different
problem a solution of which logically precedes HTP. Only in case of positive answer the search for
optimal feed settings will be meaningful. The purpose of this paper is to propose means to exploit
in this pre-evaluation. Since the electromagnetic solvers decompose the whole body exposed to
radiation (both tumor and healthy tissues) into elementary cells, it is natural to treat each cell as a
target and to evaluate the maximum SAR deliverable by the array to that cell [12]. At this stage it
is sufficient to know that a feed setting exists that is able to deliver such a maximum SAR to that
cell. Repeating this for all body cells provides maps of heatability that can be used to investigate
maximum SAR and SAR uniformity, if the cells belong to a tumor, or to delineate hot spots. Since
power deposition is limited by the largest available power from amplifiers referred to as nominal
power, the latter is included in the optimization problem.

The paper is organized as follows. A voxel-based numerical analysis is performed for an array
of 8 antennas on two rings, positioned around a head/neck volume within a distilled-water bolus
(Fig. 1). The antennas are half-wave dipole backed by a rectangular metallic reflector [13]. The
head/neck numerical phantom is provided by the code used for electromagnetic computations.
The code performs a tissue segmentation into 2.08 × 2.08 × 2.00mm3 cells to which the dielectric
parameters are allocated basing on an internal data base. Then the electric field is exported at
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the nodes of a 3D grid whose side is δ = 2mm. A voxel target is a cube having side δ and
centered at a node. Two optimization methods with the constraint on amplifier nominal power
are presented. Maps of the power delivered to the voxels are provided. Hot spot generation is a
treatment limiting factor. A voxel-based analysis of the hot spots generated by either optimization
is presented. Finally the array effect is estimated by an array factor. An extended target (a 60
milliliters sphere) variously centered in the head/neck phantom is considered. The spheres include
a large number of voxels allowing for statistical considerations.

Figure 1: Array of 8 dipoles on 2 rings around a head/neck phantom.

2. POWER-TO-TARGET OPTIMIZATION

An array of M antennas is given that are fed by as much adjustable amplifiers. Let an be the
complex amplitude of the output wave from the nth amplifier, for n = 1, . . . ,M . The power
delivered to a target is

P = [a]T∗ [Q] [a] (1)

where [Q] is the target’s M ×M interaction matrix [14]. The vector [a] has entries an = Vnejϕn .
Amplitudes Vn and phases ϕn are free parameters at operator’s disposal for optimization. Hereafter
P will be a function of the 2M independent variables that are the entries of [ϕ] , [V ]:

P =
M∑

m,n=1

|Qmn|VmVnej(ψmn−ϕm+ϕn)

for Qmn = |Qmn| ejψmn . We assume that the available power of each generator is constrained to be
not larger than PN , i.e.,

a∗nan = V 2
n ≤ PN (2)

for any n. An asterisk denotes the conjugate. PN is amplifier nominal power. We search for a
stationary point of P for an in the disk D : V n ≤

√
PN on the complex plane.

Posing αmn = ψmn − ϕm + ϕn, and zeroing the first derivatives with respect to ϕn, Vn we get
the system

|Qk1| sinαk1V1 + |Qk2| sinαk2V2 + . . . + |QkM | sinαkMVM = 0 k = 1, . . . , M (3)
|Qk1| cosαk1V1 + |Qk2| cosαk2V2 + . . . + |QkM | cosαkMVM = 0 k = 1, . . . M (4)

which can be written as
[A] [V ] = 0

[A] is a 2M ×M real matrix. Pre-multiplying by [A]T and posing [C] = [A]T [A] we obtain

[C] [V ] = 0 (5)

i.e. a system of M equations whose M unknowns are the amplitudes Vn. It has solutions which
differ from the trivial one, i.e. [V ] = 0, only if det[C] = 0. The interaction matrix of an extended
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target is positive definite. Consequently, also [C] is positive definite and, therefore, its determinant
does not vanish. This result excludes stationary points of P within the disk D. Extremal values
of P can be found on the boundary of D, i.e., for Vn =

√
PN , for any n. The phases ϕn for such

extrema are zeroes of
M∑

n=1

|Qkn| sinαkn = 0 k = 1, . . . , M (6)

A phase is arbitrary. They can be found by a least square procedure. We name Saturated Amplifier
(SA) optimization the procedure which makes this choice for the array phases. Accordingly PSA

denotes the power-to-target following SA optimization. PSA is the largest power that an array
constrained as shown by (2) can deliver to a target.

A different approach maximizes the ratio η = P/PG where PG = [a]T∗ [a] is the power the
amplifiers supply to matched loads after amplitude and phase adjustments. η is referred as heating
efficiency and depends on [a]. Its maximum is the largest eigenvalue λ of [Q] and is obtained for
[a] = [aopt] where [aopt] is an eigenvector of [Q] associated to λ. This procedure provides [ϕ] and
[V ]. A phase is arbitrary and the amplitudes are determined except for a scale factor s. In order
to find s, the following reasoning applies. The nth generator contributes with |aopt,n|2 = V 2

opt,n to
PG and with λV 2

opt,n to P . The best contributing (BC) generator supplies the largest V 2
opt,n, i.e.,

V 2
opt,BC . The equation s2V 2

opt,BC= V 2
N provides s. We name Linear Algebra (LA) optimization this

procedure. Accordingly
PLA = λV 2

N

/
V 2

opt,BCPo (7)

is the maximal power that an array constrained by (2) can deliver to a target following LA opti-
mization. In Equation (7), Po = 1W appears for correct dimensions.

The electromagnetic field was computed by a commercial solver (CST Microwave StudioTM) for
a box that includestissues, bolus and air for 102×121×76 overall nodes. MATLABTM was used for
the following numerical manipulations. We repeated the optimizations procedures for each voxel
belonging to the intersection of the box with the head/neck phantom, denoted Ω hereafter. PSA

k

and PLA
k denote the power released to the kth voxel by either optimization, respectively. Color

log   (P    )
10

SA

k

log   (P    )
10

LA

k

(a)

(b)

Figure 2: (a) PSA
k on principal planes (shown by a black bold line) on a logarithmic scale. (b) PLA

k on
principal planes.
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maps of PSA
k and PLA

k on principal planes passing for the head center are diagrammed in Fig. 2. A
logarithmic scale is used to smooth their spread over the treated volume. Due to a larger distance
from the dipoles, the voxels that can be less heated are mainly located in the upper head. Due to
low values of conductivity σ, they can also be found in spine, trachea, maxillary bones/teeth, and
air ducts. A direct comparison shows that PSA

k is 2–3 times PLA
k in most voxels. This advantage

is only partially counterbalanced by a decrease of heating efficiency.

3. HOT SPOTS

Hot spots are treatment limiting factors. A discussion on hot spot delineation following phase-
amplitude optimization is not a purpose of this paper. Following Wiersma et al. [12], a voxel belongs
to a hot spot if the power delivered to it overtakes n times the power to the voxel target. The
volumes of such voxels for n = 1 and n = 3 will be further parameters for comparisons of different
heating modalities. Results on hot spot volume (HSV) following SA and LA optimizations and n = 3
are presented in Fig. 3. Hot spot volumes of voxels close to the body surface (distance < 1 cm)
have not been included in HSV in the assumption that they are well managed by surface cooling.
Large HS volumes are found for the voxels shown in Fig. 2 that are more difficult to heat. HS
volumes are slightly larger for SAO.

SA

LA

ml

Figure 3: Hot Spot Volume defined in the text for n = 3 on principal planes. Each voxel is colored in
accordance with HSV when the phased array setting is optimized for the heating of that voxel.

4. ARRAY FACTOR

An array factor AF has been proposed [14] as a figure-of-merit for hyperthermia arrays. AF is
defined as the following quotient of heating efficiencies

AF = η/η† (8)

where η† is heating efficiency of the one-element array, i.e., the BP one. The power delivered to the
target by a phased array can be equally delivered by the BP channel alone if, however, its power
is raised to AF times the power PG of the array. Since hyperthermia treatments are limited by
healthy tissue overheating, the risk is reduced by a M -element phased array as much as AF → M .

Substitution of the heating efficiencies gives the array factor for LA optimization

AFLA = λ/QBP,BP (9)

It can be shown that AFLA < M . [Q] off-diagonal entries are responsible for large values of λ
and AFLA. The field interference is more effective as much as the off-diagonal entries comply with
QmnQnm → QmmQnn [14].

For SA optimization
AFSA = PSA

k /(MQBP,BP ) (10)

Color plots of AFSA and AFLA are presented in Figs. 4, 5.
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A voxel-based analysis precedes overall heatability investigation for an extended target. We
considered 60 cm3 spherical targets with centers differently located in the head/neck segment. The
spheres are strongly inhomogeneous in their dielectric properties. The number of voxels within a
sphere is large allowing some statistics. The array factor takes values between 0 for SAO (1 for
LAO) and M = 8. In Fig. 6 AF histograms are shown for the sphere centered at (55, 70, 45), similar
results being obtained for other spheres. An interpolation shows that the AF distribution over the
sphere voxels is well interpolated by a Weibull 3-parameter distribution. The shape parameter
is 2.34 for LAO and 2.20 for SAO, being slightly greater than 2, which is the case of a Rayleigh
distribution. These results are preliminary showing however that the head/neck region being highly
dielectrically inhomogeneous, predictive wave-based propagation models may be inaccurate.

AF
SA

Figure 4: Arrayfactor AFSA on the principal planes. Zones of low and high AFSA are well distinguishable.
The zone where AFSA ≤ 1 is shown in grayscale. White pixels are air filled.

AF
LA

Figure 5: Array factor AFLA on the principal planes.

SA LA

AF

PDF

AF

(a) (b)

Figure 6: Histograms of AF for the voxels belonging to the sphere. (a) SA optimization, and (b) LA
optimization. Interpolating Weibull probability density functions also shown (red curves).
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5. CONCLUSION

Phased arrays are currently exploited in antitumoral microwave hyperthermia. For given array,
patient and tumor to be heated, evaluating whether the array is able to heat the tumor in accordance
with prescribed quality indicators logically precedes amplitude and phase setting for treatment
planning. This paper proposes some means to exploit in this pre-evaluation. The optimal treatment
is defined by efficient tumor heating without patient discomfort by hot spots. Two optimization
methods with a constraint on the maximal available power from the set of amplifiers have been
introduced. A voxel-based numerical analysis was performed for 8 dipoles on two rings, positioned
around a head/neck volume within a distilled-water bolus. The results of the optimizations have
been compared on the basis of the maximal absolute power delivered to the target, hot spot volumes
and other parameters. An extended target like a tumor includes many voxels allowing for some
statistics. Preliminary results for a large and highly inhomogeneous spherical target have been
presented.
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Abstract— This paper describes and evaluates a method for determining complex permittiv-
ity, and presents results of permittivity measurement of inhomogeneous agar phantom and living
tissue. There are described different approaches for measurement of complex permittivity, in
particular the non-invasive method of measuring complex permittivity at the end of the coaxial
cable. Vector measurement of the reflection coefficient on the interface between probes and mea-
sured samples is performed with the aid of network analyzer in the frequency range from 300 kHz
to 2GHz. The results indicate that using the coaxial probe with dimensions of SMA (subminia-
ture version A) connector is suitable in the frequency range approximately from 300 MHz to
10GHz. In order to demonstrate the diagnostic potential of this method, measurements were
first conducted on artificially created inhomogeneous agar phantom with added mixture of various
dielectrics, followed by measurement of living biological tissue.

1. INTRODUCTION

Relative permittivity, loss factor and conductivity are basic parameters for electromagnetic field
modeling and simulations. Although these parameters could be found in the tables for many mate-
rials, their experimental determination is very often necessary [1]. Dielectric properties of biological
tissues are determining factors for the dissipation of electromagnetic energy in the human body
and therefore they are useful in hyperthermia cancer treatment. Measurement of the dielectric
parameters of biological tissues is also a promising method in the medical diagnostics and imag-
ing. Knowledge of the complex permittivity in an treated area, i.e., knowledge of the complex
permittivity of healthy and tumor tissue, is very important for example in the diagnosing of tumor
regions in the human body or in the design of thermo-therapeutic applicators which transform
electromagnetic energy into thermal energy in the tissue [2, 3].

2. METHODS OF COMPLEX PERMITTIVITY MEASUREMENT

The most commonly used method for measuring the complex permittivity is a method of measuring
dielectric inserted into a dielectric waveguide. This method is very accurate, but unfortunately
requires irreversible changes in the measured material. Another method used for measurement of
complex permittivity is RLC measuring bridge. This method is very accurate but there are a few
requirements on the quality of the interfaces of the measured material and the capacitor plates [4].
In most cases, this method is used as narrowband. The method of measurement in free space has
its limitations in the demand for high-loss dielectrics measured. Electromagnetic wave through the
material must be attenuated by at least 10 dB. Otherwise, standing waves will be created, which
contribute significantly to the inaccuracy of this method. The method of measurement in cavity
resonators gives us results with good accuracy. On the other hand, it is difficult to produce precise
machining of the resonator and the measured material inserted inside [5]. Latest often used method
for measuring complex permittivity measurement method is the open end of the waveguide, in our
case, the coaxial cable. This method can be considered as very accurate. Moreover, we can achieve
a good repetition of the results when we maintain the phase stability of the measuring coaxial
cable [6]. In this work, this application was selected for the main method for measuring complex
permittivity of biological tissues because of its non-invasive nature.

3. PRINCIPLE OF REFLECTION METHOD

The reflection method represents measurement of reflection coefficient on the interface between
two materials, on the open end of the coaxial line and the material under test. It is a well-known
method for determining the dielectric parameters. This method is based on the fact that the
reflection coefficient of an open-ended coaxial line depends on the dielectric parameters of material
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under test which is attached to it. For calculating the complex permittivity from the measured
reflection coefficient, it is useful to use an equivalent circuit of an open-ended coaxial line. The
probe translates changes in the permittivity of a material under test into changes of the input
reflection coefficient of the probe. The surface of the sample of material under test must be in
perfect contact with the probe. The thickness of a measured sample must be at least twice of
equivalent penetration depth of the electromagnetic wave. This assures that the waves reflected
from the material under test interface are attenuated.

4. MEASUREMENT PROBES

For measurement probes, we have adapted the standard N and SMA RF connectors from which the
parts for connecting to a panel were removed. The measurement probes can be described by the
equivalent circuit consisting of the coupling capacitance between the inner and outer conductor out
of the coaxial structure and radiating conductance which represents propagation losses [7]. These
capacitance and conductance are frequency and permittivity dependent.

5. N PROBE

Probe for measuring the complex permittivity of biological tissues has been adapted from a standard
RF connector for coaxial cable, called N-type connector, see Fig. 1. The original proposed range
of application was fBW = 1 GHz, which together with the development of microwave technology is
extended until today’s fBW = 12GHz. N connector used in the construction of the probe is normal
N 50Ω connector that can be used of frequency f = 5 GHz. The measurements were kept with a
high degree of the accuracy and repeatability. The measurement probe based on N connectors had
significantly less bandwidth, and f1 = 100 MHz and f2 = 1 GHz.

Figure 1: Basic scheme of the N probe’s dimen-
sions.

Figure 2: Basic scheme of the SMA probe’s dimen-
sions.

6. SMA PROBE

Probe for measuring the complex permittivity based on the SMA-connector was adapted from a
standard 50Ω SMA connector which was developed around 1960 when it was required to create a
miniaturized version of the N connector with a higher frequency range of application. Today SMA
connectors operate in the band up to f = 18GHz.

SMA connector used for the production of SMA probes, Fig. 2 shows low-cost, standard RF
connectors with a usable bandwidth up to f = 12 GHz. This solution is appropriate for the purposes
of our measurements because the highest frequency measured is equal to f = 2 GHz.

7. MEASUREMENT SETUP

A typical measurement setup using the reflection method on an open-ended coaxial line consists of
the network analyzer, the coaxial probe and software. Our measurements were done with the aid
of Agilent 6052 network analyzer in the frequency range from 300 MHz to 3 GHz.

First the calibration of the vector network analyzer is performed. Then the calibration using
a reference material is done. Finally, the reflection coefficient of material under test is measured.
The complex permittivity of material under test is evaluated by the MATLAB.
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8. MEASUREMENT ON INHOMOGENEOUS AGAR PHANTOM

The initial measurements on the inhomogeneous agar phantom were performed, Fig. 3. As the
simulations shows that the effective penetration depth in both cases, for N probe and SMA probe,
is an interval of 4mm to 2 mm depending on the frequency of measurement. Therefore, in this
model of inhomogeneous agar phantom, strange dielectric immersion depths lies in the range from
4mm to 1mm. Thus, the purpose of this measurement was to detect strange dielectrics that are
covered with an agar layer in terms of simulating the electrical parameters of human skin and
soft tissue. Inhomogeneous agar phantom was covered with a regular square grid (30 points ×
30 points), with the 900 points of measurement. Subsequently, measurements were taken at these
points by the N probe and SMA-probe.

Figure 3: Inhomogeneous agar phantom setup, the
number shows the depth of strange dielectrics sub-
mersion.

Figure 4: Measurement on real biological tissue.

9. MEASUREMENT ON BIOLOGICAL TISSUE

The final verification of each experiment is necessary for practical usage, In our case, the experiment
consisted of measuring the real biological tissue — the left upper limb of the first author, Fig. 4.
For this measurement, the SMA probe was used due to its ability to operate in higher bandwidth,
and also because of its smaller size, and therefore a higher lateral resolution. The author’s arm was
marked with equidistant grid of measuring points, which then for-SMA probe measurements were
carried out over a bandwidth of fMIN = 300 MHz to fMAX = 2GHz. Measurements were carried
out very quickly with a delay of 1 s and 2 s at each measuring point. The data was saved (with
the help of an assistant) in CSV data format in the flash drive connected to the vector analyzer.
Frequency sweep was set at 1600 points at a bandwidth of fMIN = 300 MHz to fMAX = 2 GHz and
averaging was set to 16 in order to eliminate unwanted noise.

10. RESULTS

The data presented here, obtained from measurements of the inhomogeneous phantom agar, are
interpreted as a contour graph, Fig. 5. Then there is the measurement on the left upper extremity
of the author, which is displayed as contour graphs. All measurements were made in the band
fMIN = 300 MHz to fMAX = 2 GHz, from whom were selected three representative frequencies
f1 = 500 MHz, f2 = 1 GHz and f3 = 2 GHz.

11. RESULTS OF MEASUREMENT ON INHOMOGENEOUS AGAR PHANTOM

For the measurement on inhomogeneous agar phantom was designed with a submerged object of
Teflon εr = 2.1 and Bakelite εr = 4.1, immersed in a variable depth of 4mm to 1 mm into the agar
phantom. After solidify of the agar surface was applied spatially equidistant grid (30×30) with 900
data points. Measurements were performed by the SMA probe. Obtained values of the real part of
complex permittivity have been rewritten into MATLAB and displayed as a contour graph image,
see Fig. 6. The results of the measurement on the inhomogeneous agar phantom have shown the
potential of imaging usability of this method for further investigations on real living tissue.
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Figure 5: Results of the measurement on inhomoge-
neous agar phantom (contour graph of real part of
complex permittivity on frequency f = 500 MHz).

(a) (b) (c)

Figure 6: Results of the measurement on real bi-
ological tissue (contour graph of real part of com-
plex permittivity on frequency from left to right
f1 = 500 MHz, f2 = 1 GHz, f3 = 2 GHz).

12. RESULTS OF MEASUREMENT ON BIOLOGICAL TISSUE

Testing the imaging potential for complex permittivity measurement of biological tissue was finally
performed on the left upper extremity of the author, see Fig. 4. SMA probe was used for this
measurement. For a small separation of complex permittivity of biological tissue, these data are
displayed only in the contour graph. It is very difficult to assess tissue formations without further
visual assessment, using MRI and subsequent processing of data segmentation algorithms, but the
Fig. 6(a) and 6(b) shows that contours of real part of complex permittivity during the various
measurements still occur in the same places. Among the limitations of the method, we can mention
a small depth of penetration shown in Fig. 6(c) at frequency f = 2000MHz; as a result, we can
register only the layer of skin. The actual depth of penetration can be improved by using of
probes based on the waveguide thus having a greater radiating aperture that would better achieve
the quasi-plane waves, but the loss of lateral resolution of the probe. Overcoming this eternal
compromise can be achieved through a combination of two probes for a single measurement, one
with an emphasis on greater penetration depth and the second for acceptable lateral resolution.
When comparing the results of this measurement shown in Fig. 6(a) and Fig. 6(b), we can find
among them a high degree of correlation pointing out that in real biological tissue this measuring
method will able to detect coherent tissue structure having the same value of the real part of
complex permittivity.

13. CONCLUSIONS

Measurements on inhomogeneous agar phantom showed the potential of this imaging method,
because the strange dielectrical materials were detectable beneath the surface of agar. Based on
this result, the measurement of the left upper extremity of the author was performed, and the
contour map of the real part of complex permittivity shown the detectable difference between the
tissues. The contour graphs of the real part of complex permittivity of biological tissue give us
the hope for the future development that this method may be used as a imaging method. After
proving more interaction on the pathological changes in tissues, such as growth of tumor tissue, we
can consider this method for diagnostic purposes.
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Abstract— The aim of this paper is to check a possibility of usage of interstitial helix applicators
for a treatment pancreatic cancer by microwave hyperthermia. This feasibility study is based on
the simulations. The simulations were performed in the simulation program of electromagnetic
field SEMCAD X for three different frequencies: 434, 915 and 2450MHz. This paper contains
the comparison SAR distribution value (Specific Absorption Rate) simulated on these three
frequencies. For simulation procedure was used “High-Resolution Human Models for Simulations:
Virtual Population”. The final step this feasibility study was to determine the most suitable
frequency for the treatment pancreatic cancer on the base of SAR value.

1. INTRODUCTION

The typical characteristics of pancreatic cancer are: a small chance for a complete cure, high
mortality and in the majority of cases a tumour is considered inoperable due to the local spread or
presence of metastatic disease. The finding the new possible alternatives to the classical approach
is highly important. Thus, this work is focused on simulating possible use of interstitial helix
applicators for a treatment pancreatic cancer by microwave hyperthermia. More about another
possible treatment methods you can find for example in [1] or in [2] where the attention is devoted
to treatment by a microwave ablation, which is relatively close to the hyperthermia with the
difference that higher temperature is used for the microwave ablation in comparison hypertermia.

2. DESIGN OF APPLICATORS

The simulations for the three different frequencies 434, 915 and 2450 MHz were performed in the
simulation program of electromagnetic field SEMCAD X [3]. As the applicators were considered
interstitial, the first requirement for helix applicators design was to make them thin as much as
possible. For the later possible realization thin enough coaxial cable was chosen. For this reason a
size of coaxial cable is corresponding to the size of commercially available coaxial cable with label
RG178. Simultaneously the coaxial should be sufficiently “thin” to allow wind the turns of helix
antenna on the dielectric without necessity to use a special winding technique.

A diameter of helix was clearly given by the choice of coaxial cable. For the individual frequencies
only a length of helix and number of turns were changed. After selecting the suitable coaxial cable,
the second step was to do the impedance matching of helix applicator for the aforementioned
frequencies. First, the only one helix was placed in a simple homogeneous phantom with dielectric
parameters of pancreatic tissue which was taken from the IT’IS FOUNDATION database [4]. The
dielectric parameters for all used parts of model are listed in Table 1.

The checked characteristic was the impedance matching respectively SWR (Standing Wave
Ratio). For achieving the best SWR the length of helix and number of turns were changed gradually
for each single frequencies. It means, every frequency had its helix with specific dimensions after
the optimization. And thus these designed applicators were used for the next SAR simulations.

Table 1: Dielectric properties of tissue placed around applicators [4].

Frequency [MHz]
434 915 2450

εr [-] σe [S/m] εr [-] σe [S/m] εr [-] σe [S/m]
Pancreas 61.33 0.89 59.65 1.04 57.20 1.97
Kidney 65.43 1.12 58.56 1.40 52.74 2.43
Liver 50.57 0.67 46.76 0.86 43.03 1.69

Small intestine 65.26 1.92 59.39 2.17 54.42 3.17
Stomach 67.19 1.01 65.02 1.19 62.16 2.21
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3. SIMULATION RESULTS

In the next step were done the simulations of SAR, already by using the matrix of helix for frequency
434, 915 and 2450 MHz. The first SAR simulations were performed in a simple homogeneous
phantom with dielectric parameters of the pancreas as well as by detecting the SWR. After obtaining
satisfactory results for so called “simple homogeneous model”, another simulation of SAR was
done for the “anatomical model”. For the simulation procedure was used “High-Resolution Human
Models for Simulations: Virtual Population” [5] which, together with the dielectric parameters,
comes from the pages IT’IS Foundation. In our case it is a virtual family member “Duke” —
34 year old man. For the simulations were considered only bodies in the immediate vicinity of the
pancreas, as the proposal for frequencies assumed location 4 applicators around the pancreas.

Figure 1: An anatomical model with the highlighted
pancreas (violet) and the applicators.

Figure 2: Detail of placing the helix applicators
around the pancreas.

Figure 3: Longitudinal slice Z axis made between the applicators.

Figure 4: Slice by X axis transversal to the applica-
tors.

Figure 5: Slice by Y axis is taken longitudinally
through the center of two applicators.
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Figure 6: Slice by X axis transversal to the appli-
cators.

Figure 7: Slice by Y axis is taken longitudinally
through the center of two applicators.

Figure 8: Longitudinal slice by Z between the applicators.

3.1. SAR for 434 MHz

The first simulation shows a distribution of SAR value for frequency 434MHz. The effort about
the good localization of applicators around the pancreas was complicated by the fact that the
length of helix applicators was comparable with a length of pancreas. In addition this situation
was difficult to handle also due to irregular shape of pancreas. Therefore it was difficult to fulfil
another requirement — pierce the pancreas as little as possible. Mostly the applicators are placed
only around the pancreas, but in some spots go through the pancreas. In the following figures you
can see the distribution of SAR value at a few chosen slices in all three axes.

In the figures it is possible to see that the distribution of SAR value isn’t homogeneous in the full
volume. The influence of wavelength there is manifested. According the simulations the applicators
for frequency 434 MHz are not much suitable.

3.2. SAR for 915 MHz

On the basis of the problems with a too long length of helix, which was designed for frequency
434MHz, the next simulations were made at frequency 915 MHz. At frequency 915MHz was
enough a half of number turns against at 434MHz. It was easier to place the applicators around
the pancreas.

The figures show that the usage frequency 915 MHz is a much more suitable than 434 MHz. In
Figure 8 you can see that the interaction between the applicators is higher. Though the area where
the microwave power caused a temperature increase is lower, but it is an expectable result.

3.3. SAR for 2450 MHz

For a small treated area would be more suitable use the frequency 2450MHz. We have to take in
account that the penetration depth is lower for 2450 MHz than for 915 MHz or 434 MHz. But in
some special cases could be beneficial.
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Figure 9: Slice by X axis transversal to the appli-
cators.

Figure 10: Slice by Y axis is taken longitudinally
through the center of two applicators.

Figure 11: Longitudinal slice by Z between the applicators.

4. CONCLUSION

Using SAR values allows us to calculate very precisely extent of the exposure of biological tissue.
By using different frequencies or the lengths of helixes it was possible to influence approximately the
size of the area and its volume, which would achieve the highest temperatures. The best SAR value
was achieved at frequency 915MHz if we compare with other two simulated frequencies (434 MHz
and 2450 MHz). For frequency 434 MHz the designed helix was calculated too long with too many
turns. This fact complicated the suitable location of applicators around the pancreas and also the
results of SAR distribution weren’t too acceptable. On the other hand usage of frequency 2450 MHz
is affected the fact that the higher frequency is used the smaller is the penetration depth. And the
treated area is also lower against the other two examples.

The usage of the microwave interstitial helix applicators for treatment pancreatic cancer by
hyperthermia rise lots of another questions, like if it was possible in clinical situation and if it is
sufficient for completed cure. But maybe it could be used in another type of cancer as a comple-
mentary therapy and support of conventionally used treatments.
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Abstract— A compact notch filter with a wide tunable frequency range is developed. This
tunable filter is composed of two varactor-tuned resonators, shunted at input/output ports sep-
arately, and one quarter-wavelength transmission line connecting two varactor-tuned resonators.
By enlarging impedance of the quarter-wavelength transmission line, the proposed tunable filter
can obtain a wide and constant absolute bandwidth. The measured results show that there is a
wide tuning range, 124.3%.

1. INTRODUCTION

For the dynamic frequency-agile front end receivers, the cognitive radios have the potential to
improve spectrum efficiency with the tunable notch filter. Moreover, frequency-tunable filters are
often used for the multiband communication systems, wide-band radar systems, and measuring
instruments to track the operating frequency.

In [1–4], the T-shaped notch filters with multiple stages have been studied. With these notch
filters, it is indicated that the more the LC resonator pairs there are, the wider the stopband
bandwidth there is. However, when tuning the central frequency, a constant absolute bandwidth
cannot be sustained.

On the contrary, a wide and constant absolute bandwidth can be obtained with the π-shaped cir-
cuit shown in Figure 1. This tunable filter is composed of two varactor-tuned resonators, shunted
at input/output ports separately, and one quarter-wavelength transmission line connecting two
varactor-tuned resonators. These two varactor-tuned resonators are arranged symmetrically, and
realized by a varactor and an inductor with series connection. Particularly, the varactor is intro-
duced to control the central frequency within the stopband. Significantly, the absolute bandwidth
of the stopband can be easily increased by enlarging impedance Z2 of the transmission line section
in this study. Moreover, if the bandstop filter is with a higher order, the roll-off stopband gets
sharper.

2. DESIGN OF NOTCH FILTER

The proposed structure shown in Figure 1(a) is generally used for the design of the three-ordered
notch filter. The design equations of the notch filter can be then derived as

L1 = L3 = Z0/(ω0g1∆) (1)
C1 = C3 = (g1∆)/(ω0Z0) (2)
Z2 = g2∆Z0 (3)

(a) (b)

Figure 1: Proposed tunable notch filter. (a) Schematic diagram. (a) Layout.
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Figure 3: Physical model of the varactor
MA46H202.

where the gi’s (for i = 1 or 2) are the element values of the prototypical lowpass filter, and ∆ is
the fractional bandwidth.

Larger capacitances C1 and C3 would result in lower operating central frequency for the design
of the proposed notch filter. However, there are upper limits of capacitances for the physical
application. Therefore, the central frequency of the exemplary notch filter has to be set at 0.9GHz;
moreover, its ripple of Chebyshev response and fractional bandwidth are selected as 3 dB and 82%,
respectively. According to (1)–(3), the component values L1 (or L3), C1 (or C3), and impedance
Z2 can be derived as 3.22 nH, 9.71 pF, and 29.18 Ω, respectively.

The absolute bandwidth of the proposed notch filter is 364MHz with insertion loss greater
than 20 dB. Consequently, by increasing impedance of the quarter-wavelength transmission line,
absolute bandwidths of the proposed notch filter can be expanded. As shown in Figure 2, with the
impedance Z2 of the proposed notch filter increasing from 29.18Ω to 50Ω, the absolute bandwidth
will be 479 MHz with insertion loss greater than 20 dB.

In order to simplify the analysis of the tunable notch filters in Figure 1(a), firstly, the varactors
C1 and C3 are treated as ideal. Then, the varactor can be physically modeled as Figure 3, where
there are parameters Rr, Cr, Lr, and Cx. For this study, MA46H202, the varactor made by M/A-
COM, is employed. Parameters Rr, Cr, and Lr are 0.3Ω, 0.15 pF, and 0.45 nH, respectively; the
available range for capacitance Cx is from 0.65 to 14 pF. Consequently, the capacitors C1 and C3

are substituted with the physical model.
With the varactor in Figure 3 employed for the tunable notch filter, an approximate equation

of Cx, resulted from the curve fitting, can be adopted for the tunable filter simplification.

Cx (pF) ≈ 103

(2πf0)2L1 (nH)
− Cr (pF)− exp

(−0.14f3
0 + 0.506f2

0 − 2.48f0 + 1.76
)

(4)

where f0 is the operating central frequency of the notch filter, with “GHz” as the unit.
As for the two-stage transmission lines, Figure 2(a) shows the simulated results of |S11| with

various corrected coefficient K1. It is indicated that the smaller the corrected coefficient is, the
larger the available fractional bandwidth (FBW), and the |S11| are. Moreover, there is a wider
operating bandwidth with K1 < 1 than that with the binomial response, K1 = 1. Figure 2(b) also
shows the similar tendency that the larger the impedance ratio R is, the smaller the FBW is.

3. FABRICATION AND MEASUREMENT OF TUNABLE NOTCH FILTER

With 14 pF for the upper limit of the capacitance Cx, a wider tuning range will be obtained for
the fabricated notch filter, from 0.7 to 3GHz. According to (4), Table 1 presents the relationship
between the capacitance Cx and the corresponding central frequency f0; consequently, Figure 4
illustrates the simulated responses of this tunable notch filter.
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Figure 5: Measured results of the proposed notch filter with controllable stopbands. (a) Photograph. (b) |S21|
and |S11| with bias voltage Vx.

Table 1: Relationship between Cx and f0.

Cx

(pF)
14 6.85 3.75 2.5 1.85 1.4

f0

(GHz)
0.71 1.01 1.35 1.6 1.9 2.16

Cx

(pF)
1.18 1.01 0.88 0.775 0.65

f0

(GHz)
2.34 2.51 2.67 2.82 3.04

Table 2: Relationship between Vx and f0.

Vx

(volt)
0 2 4 6 8 10

f0

(GHz)
0.71 1.01 1.35 1.6 1.9 2.16

Vx

(volt)
12 14 16 18 20

f0

(GHz)
2.34 2.51 2.67 2.82 3.04

Consequently, the tunable notch filter is fabricated on Rogers RO4003, the substrate whose
dielectric constant, loss tangent, and layer thickness are 3.55, 0.0027, and 0.813mm, respectively.
Figures 1(b) and 5(a) show the layout and photograph, respectively, of the fabricated tunable notch
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Table 3: Comparisons of recent studies on the notch filter.

Refs Range (GHz) Tuning Percent Diodes BW Size (λg × λg)

[5] 0.609–1.053 53.5%
ISV232∗2

JDV2S71E*2
No const. 0.115× 0.147

[6] 2–2.25 11.8% MEMS∗2 No const. 0.35× 0.14
[7] 1.73–2.2 23.9% 1SV277∗4 Narrow & const. 0.395× 0.197

This work 0.7–3 124% MA46H202∗2 Wide & const. 0.125× 0.125

filter. The overall size of the fabricated filter is 20 mm×20mm. Moreover, its dimensions L1, L2, L3,
L4, L5, and W1 are 8.5, 2.95, 1.2, 1.7, 1.5, and 0.86 mm, respectively. As for the measured results,
Figure 5(b) illustrates the tuning performance of the developed tunable notch filter. Particularly,
the voltage Vx is employed for the varactor to control the capacitance Cx. Thus, with the voltage
Vx employed, the central frequency f0 can be tuned correspondingly as indicated in Table 2. In
addition, with a dc bias voltage from 0 to 20 V, the central frequency of this notch filter range
from 0.71 to 3.04 GHz; that is, there is a wide tuning rage, 124.3%. Within the tuning range, the
constant absolute bandwidth is near 450 MHz with measured insertion loss greater than 20 dB.

4. CONCLUSION

A compact π-shaped tunable notch filter is developed for the emerging wireless communication sys-
tems with multi-bands and multi-functions. A simple and effective method is proposed to broaden
the stopband bandwidth in this paper by increasing the impedance of the quarter-wavelength trans-
mission line. Compared with the conventional filters, the design procedure for the proposed filter
is simpler. Table 3 compares recent studies on the notch filter. With the proposed structure, a
wide tuning range and a broad constant absolute bandwidth are obtained. Moreover, the measured
results show that within the tuning range, 0.71–3.04GHz, the absolute bandwidth is obtained as
450MHz with the measured insertion loss greater than 20 dB.
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Abstract— Implementation Sierpinski Gasket Fractals on Band Reject L Slot printed Patch
Antenna is investigated as Electromagnetic Band-Gap (EBG) Structures. Various iterations of
the fractals are performed and investigated in the frequency range from 2 GHz to 5GHz. Initially,
the gain of the patch antenna over the frequency range is measured for reference. Later, different
designs of the same fractals are loaded as EBG on the antenna. The peak gain of the reference
is found out to be 2.38 dB and variations from it, after loading with EBG, are studied.

1. INTRODUCTION

Over the years the need for planar antennas with desirable attributes has been growing steadily
in both the military and commercial sectors. Few of these attributes include compact size, low
profile, high gain, multiband or broadband and various combinations of the same [1, 2]. But it has
not been possible to incorporate all of these attributes together in a single antenna. This has been
a major challenge in antenna design and researchers world-wide are looking into fractals geometry
for the answers.

The term fractal was first used by the mathematician Mandelbrot. It means “broken” or “frac-
tured” and extended to geometric patterns found in nature [3]. It basically describes a family of
geometries shapes that are self-similar on different scales. The original geometries were devised
from the study of the ones occurring in nature. The combination of these fractal geometries and
electromagnetics is now paving way for investigation of novel electromagnetic structures.

In recent years, researchers around the globe have been growing interested in fractals due to their
natural occurrence and are devising ways to implement them in the current trend of antennas [4, 5].
Few of the most commonly used fractal geometries are Sierpinski Gasket, Koch Snowflake, Menger
Sponge and Hilbert Curve [6–8]. The aim of this is to investigate electromagnetic properties related
to these fractal geometries and, possibly, find a solution to current hurdles in antenna design and
research [9]. There are mainly two active areas in fractal antenna research: (1) the study of fractal
shaped antenna elements and (2) incorporation of these fractal geometries in antennas arrays.

Electromagnetic Band-Gap (EBG) Structure is an area of metamaterial antenna research in
which researchers are growing interested and investigating. Loading EBG to antennas imparts,
to the antennas, many properties including surface wave suppression, band rejection or increased
gain [10]. But there has not been much research on fractals loaded as EBG. The amalgamation of
these two areas of research is yet to be explored.

This paper has been divided into five sections. First a brief theory on EBG is stated. Next the
construction details of the proposed antenna are discussed along with the investigation results and
conclusion.

2. EBG STRUCTURES

Many fascinating periodic structures are found in nature. These structures, when they interact
with electromagnetic waves, find many applications in filter designs, gratings, frequency selective
surfaces, photonic crystals, and photonic band gaps. These structures are classified together under
one broad term, namely “Electromagnetic Band Gap (EBG)” Structures. In general EBG structures
can be defined as artificial periodic structures which direct the propagation of electromagnetic waves
in a specified band for any combination of incident angle and polarization state [11].

Realization of EBG structures is usually done through periodic arrangement of metallic conduc-
tors and dielectric materials. According to the geometry of these structures, they can be classified,
generally, under three categories: three dimensional volumetric structures, two dimensional planar
structures and one dimensional transmission lines. Two dimensional structures are the ones mostly
used in antenna engineering [11].
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3. ANTENNA DESIGN

The dimensions of the L Slot Patch Antenna [12], which is selected as the test antenna for Fractals
loaded as EBG, is given in Fig. 1. The antenna has a FR4 epoxy substrate of thickness 1.6 mm
with a dielectric constant 4.4 and loss tangent of 0.02. The overall dimension of the test antenna
is 35 mm× 30mm× 1.6mm. Excitation is given to the microstrip line at edge of the substrate
represented by X in Fig. 1. The dimensions in the figures are as follows: L1 = 19 mm; L2 = 10mm;
L3 = 15 mm; L4, L8, L11 = 14 mm; L5, L7 = 1.5 mm; L6 = 1 mm; L9 = 6 mm; L10 = 7 mm.

The basic fractal structure consists of a basic equilateral triangle. In the first iteration of the
fractal structure, the triangle is divided into four equilateral triangles and the middle triangle is
omitted. In subsequent iterations, the process is repeated for the newly formed equilateral triangles.
The second and the third iteration of the fractal structure are shown in Fig. 2.

(a) (b)

Figure 1: (a) Top view. (b) Bottom view.

(a) (b)

Figure 2: (a) Second iteration fractal. (b) Third
iteration fractal.

(a) (b) (c)

Figure 3: (a) Fractals loaded on the Ground Plane. (b) Fractals loaded, around the patch, on the bottom of
the antenna. (c) Fractal loaded as slot on the patch.

3.1. Fractals Loaded on the Ground Plane as Slots

In this configuration, the fractals are etched out of the ground plane as slots. Parametric analysis
is done and the side of the fractals is varied from 3 mm to 4.5 mm, the gap between the fractals is
varied from 7 mm to 11mm and the orientation of the fractals is changed from 0◦ to 180◦. This is
shown in Fig. 3(a).

3.2. Fractals Loaded as EBG around the Patch

Fractals are arranged around the patch on the bottom plane of the substrate and parametric analysis
is done. The side of the fractals is varied from 3mm to 4.5 mm, the gap between the fractals is
varied from 7 mm to 11mm and the orientation of the fractals is changed from 0◦ to 180◦. The
design is shown in Fig. 3(b).

3.3. Fractal Slots on the Patch

The fractal structure is etched out of the patch and parametric analysis is done. The side of the
fractal is varied from 3mm to 4.5 mm and the orientation of the fractal is varied by rotating it from
0◦ to 360◦. This is shown in Fig. 3(c).
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4. RESULTS AND DISCUSSION

4.1. Fractals Loaded on the Ground Plane
The second iteration fractal is analyzed in this design. It is observed that there is no considerable
change in the peak gain of the antenna. After the Parametric analysis, the peak gain is found to
be 2.42 dB at 3.6 GHz frequency. This can be seen in Fig. 4(a).

4.2. Fractal Slots on the Patch
The second iteration fractal is analyzed in this design. It is observed that there is no considerable
change in the peak gain of the antenna. After the Parametric analysis, the peak gain is found to
be 2.40 dB at 3.5 GHz frequency. This can be seen in Fig. 4(b).

4.3. Fractals Loaded as EBG around the Patch
The third and second iteration of the fractal structures are analyzed in this design and it is observed
that there is no considerable change in the peak gain of the antenna. After the parametric analysis,
it is found that the peak gain of the second iteration fractal loaded design is 2.55 dB and the

(a) (b)

(c) (d)

Figure 4: Gain (dB) versus Frequency graph. (a) Second Iteration fractals loaded as EBG slots on the top
plane. (b) Second iteration fractals loaded as EBG, on the patch, on the bottom plane. (c) Third iteration
fractals loaded as EBG, around the patch, on the bottom plane. (d) Second iteration fractals loaded as
EBG, around the patch, on the bottom plane.

(a) (b)
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(c) (d)

Figure 5: E plane radiation pattern of the patch antenna. (a) Without fractals. (b) With Fractals. H plane
radiation pattern of the patch antenna. (c) Without Fractals. (d) With fractals.

(a) (b)

Figure 6: (a) Fabricated antenna top and bottom view as shown in Fig. 1. (b) S11 Graph of simulated results
versus measured results of the fabricated antenna.

peak gain of the third iteration fractal loaded design is 2.51 dB. This can be seen in Fig. 4(c) and
Fig. 4(d). The radiation pattern of the design with peak gain for third iteration fractals is plotted
in Fig. 5(b) and Fig. 5(d).

5. CONCLUSION

A novel approach of Sierpinski Gasket Fractals to be loaded as EBG is presented. Before introducing
the EBG structures the gain of the antenna is measured to 2.38 dB. A peak gain of 2.55 dB is
obtained after introducing the fractal structures in the antenna in various proposed designs. There
is not considerable increase in gain in the WLAN/WiMAX frequency range. However, the variations
in gain increase after 5 GHz frequency for most of the designs.
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Abstract— Improving antenna performance is an important topic in antenna design. This
paper proposes an improved planar array antenna to achieve proper input impedance matching
and suppress the undesired surface waves by utilizing a new center-fed coaxial-to-SIW transition
and a uniplanar electromagnetic band-gap (UC-EBG) structure. A proposed center coaxial feed
is used in substrate integrated waveguide (SIW) transition line in order to employ millimeter wave
(MMW) 2×2 planar microstrip patch antenna (MPA) array in 60GHz center frequency and about
900MHz impedance bandwidth with return loss less than −10 dB. The results are obtained by
applying FDTD numerical electromagnetic method in CST simulation software. Also, according
to these results, also the gain and side lob level are slightly better than conventional one because
of surface waves suppression properties in UC-EBG structures.

1. INTRODUCTION

Microstrip patch antennas are widely used in modern communication systems because of low profile,
conformability to planar or curved surface, low cost and light weight. Therefore they are good
candidates for low cost MMW applications. But these antennas have low efficiency and low gain
because of having small size and high conduction losses. To overcome these problems, the waveguide
resonance slot antennas are employed. These antennas have high gain, high cross-polarization and
low side lobe level. But there are some disadvantages with them such as heavy weight and high price.
By using substrate integrated waveguide (SIW), these problems can be solved [1]. Automotive
radar [2], imaging sensors [3] and medical laboratory equipment are some applications of MMW
band. In this band, the elements dimensions of the telecommunication system are smaller than
other systems in lower frequencies, thus it is quite suitable for mobile and portable applications. In
recent years, Electromagnetic band-gap structures have become more interesting because of having
desirable properties [4] such as suppressing undesired surface waves to increase the gain and reduce
mutual coupling between antenna radiation elements [5, 6].

In this paper, first, process of substrate integrated waveguide (SIW) transition line designing is
discussed and then a novel coaxial to SIW transition structure is introduced due to the fact that
employing microstrip line for feeding millimeter wave antenna in commercial use is not appropriate
because of internal losses. Finally, the gain and side lobe level of proposed antenna are improved
by using surface waves suppression properties of EBG structure in antenna. These purposes are
achieved by employing UC-EBG structure. If antenna center frequency is within the UC-EBG
band-gap areas, mutual coupling, antenna gain and side lob level will be improved effectively. The
proposed antenna is simulated using CST Microwave Studio [7].

2. EBG DESIGN

The electromagnetic properties of UC-EBG structure can be specified by physical dimensions of
each unit cell [8]. In comparison with conventional design, its vertical vias has been removed.
Thus its fabrication is simpler and compatible with MMIC designs [9–11]. Dispersion diagram and
UC-EBG unit cell dimensions that have been shown in Fig. 1 are defined by using FDTD/PBC
(periodic boundary conditions) method in CST simulation software [10, 12]:

a = 0.3λ, s = g = 0.04λ, t = 0.14λ, εr = 2.20 (1)

λ (about 5 mm) is free space wavelength in center frequency.
To obtain a stop band at 60 GHz, the parameters of UC-EBG structure according to (1) are

designed as: a = 1.49mm, b = 1.3mm, s = g = 0.19mm, and t = 0.71 mm. Fig. 1(a) shows the unit
cell UC-EBG dispersion diagram with a band-gap frequency range between 53 GHz and 61 GHz.
It shows the dispersion relation of surface waves between wave numbers and frequency [13]. The
UC-EBG has been designed on Rogers RT/Duroid 5880 substrate with a thickness of 0.254 mm
and a relative permittivity of 2.2.
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(a) (b)

Figure 1: (a) Dispersion diagram and (b) unit cell of UC-EBG structure.

3. CENTER-FED COAXIAL-TO-SIW TRANSITION

Low loss coaxial cables are widely used as a direct connection between signal generator devices
and MMICs up to MMW frequencies. According to Fig. 2, the presented center-fed coaxial-to-SIW
transition is designed based on cylindrical waveguide structure and step matching due to better
matching of TEM mode for a coaxial line with TE10 mode in SIW. As depicted in Fig. 3, same
as mode converting unit in waveguide rotary joint, increasing the guide width in transition section
results improvement in impedance transformation. Furthermore, larger bandwidth can be achieved
by varying the step discontinuities [14].

Figure 2: The center-fed coaxial-to-SIW transition. Figure 3: Top viewed of the waveguide rotary joint’s
schematic.

4. SIMULATION AND RESULTS

In this paper, performance of the conventional SIW-fed two layers 2 × 2 MMW planar array an-
tenna [15] has been improved by adding a center-fed coaxial-to-SIW transition and a UC-EBG
structure. Fig. 4 proposes geometry of an antenna that contains two layers. The SIW is placed in
bottom layer and MPAs is on the top of upper one. The MPAs are excited by the slots on the SIW
substrate. The parameters of RT/Duroid 5870 SIW substrate are height hSIWSUB = 0.7874 mm
and relative permittivity of 2.33. Also, MPA substrate is same as UC-EBG one. The proposed
antenna has been designed using the CST MWS. Its dimensions (shown in Figs. 2 and 4(a)) have
been given in Table 1.

The main disadvantage of proposed antenna in [15] is using rectangular waveguide port as feed.
This port is only used at simulation, so applying this structure is practically impossible. There
are different methods that increase microstrip antennas bandwidth [16]. In this paper, the SIW
feed converter that has been proposed in Fig. 2 is added to antenna structure in [15] to connect
this structure to the source of electromagnetic waves by coaxial transmission line. Increasing
antenna impedance bandwidth and decreasing cross polarization are achieved by employing this
structure due to step matching and mode matching that have been used in it. In addition, antenna
performance is improved by using surface wave suppression properties of EBG structure. Fig. 5
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(a) (b)

Figure 4: Dimension of the SIW-fed MMW MPA array. (a) Top view and (b) side view.

Table 1: Dimensions of the proposed antenna.

Dimensions
Parameters Size (mm)
LT (L1 + L2) 2.24

dSc 1.7
dCin 0.2
dCout 0.66
dv 0.28
p 0.56
L 1.35
Ls 2.0
W 2.29
Ws 0.25
D 2.5
Ds 1.25

(a) (b)

Figure 5: Slot array antenna. (a) Without UC-EBG
and (b) with UC-EBG structure.

Figure 6: Simulated impedance bandwidth (S11)
with and without UC-EBG structure.

shows the proposed antenna with UC-EBG structure and without it. Antenna is composed of 20
UC-EBG cells.

The reflection coefficient (shown in Fig. 6) is better than −10 dB within the band from 59.6 GHz
to 60.4 GHz. It shows that there is 60% enhancement compared to conventional one in [14].

Figure 7 shows the comparison between radiation pattern of SIW slot antenna with and with-
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Figure 7: Comparison of the simulated radiation
patterns of SIW slot array antenna.

Figure 8: Radiation efficiency at different frequency
points for the conventional and proposed antennas.

out UC-EBG structure at the center frequency. As shown in Fig. 7, the presented configuration
has improved the antenna gain (about 1.5 dB) by applying feed converter and UC-EBG structure
compared to [15]. The both designed antenna in [15] and proposed antenna radiation efficiency
variation with frequency is also shown in Fig. 8. It is apparent that in the antenna operating
impedance bandwidth (< −10 dB) the proposed antenna gives better results (Eff > 90%).

5. CONCLUSION

In this paper, a SIW-fed 2×2 MMW MPA planar array antenna performance is improved by using
new center-fed coaxial-to-SIW transition and UC-EBG structure. The simulation results show that
the UC-EBG structure that has been added to the proposed antenna can effectively suppress the
side radiation and increase the gain of a center-fed SIW slot array antenna, when the antenna
operating frequency is situated in band-gap frequency range. Moreover, this EBG structure has a
little effect on the resonant frequency of slots, which is helpful to keep the optimum design. The
proposed antenna has 60% impedance bandwidth enhancement and radiation efficiency more than
90%. Its validity has been confirmed full-wave results with CST MWS.
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Abstract— In this paper, a first patch antenna design with TiN/Ag multilayer material as
antenna patch is demonstrated. The advantage of this multilayer material is its high resistance
corrosion. Since the patterning of this material by photolithography is not simple, neither it
cannot be soldered nor bonding wires easily, a proximity electromagnetic coupling method is
employed for this design. This antenna comprises an Alumina substrate (with the grown TiN/Ag
layers) on top of a baquelite substrate, where the microstrip feeding line is patterned. This
antenna was measured showing a central frequency of 3.58 GHz with 196 MHz of bandwidth, and
a gain of 5.7 dBi.

1. INTRODUCTION

Microstrip antennas have been extensively used in many different applications since their introduc-
tion in 1953 [1]. These antennas possess a low profile, are simple, can be easily mounted on planar
surfaces, are inexpensive and of easy manufacturing [2]. However, exposure levels and resistance
to the environment and corrosion must be taken into account when microstrip antenna design is
performed, especially in shore or coast regions where corrosive agents such as chlorine and sulphides
are found.

To overcome the effect of these substances and extend the useful life of the antenna, corrosion
resistant materials have been researched. In [3], polymer materials with high electrical conductivi-
ties and corrosion resistance are used for the fabrication of a direction finding antenna. However,
substituting the copper from traditional PCB with conductive polymers would increase the diffi-
culty of fabrication and, therefore, the cost. In a research work [4], a microstrip patch antenna was
given a gold coating treatment to make it more resistant to corrosion at the expense of increasing
the manufacture costs. In [5], a thin coating of Sn was applied to the Cu electrodes of a PCB to
form Cu/Sn intermetallic compounds to increase the corrosion resistance of the PCB.

In this work, the use of a multilayer structure composed of Titanium nitride (TiN) and silver
layers grown on an Alumina substrate is proposed as an antenna patch. It is well known that
Titanium nitride (TiN) has important properties as high hardness and high corrosion resistance.
Nevertheless, its electrical resistance is high and not convenient for antenna use. Due to this, a
multilayer material consists of TiN and silver is grown on Alumina substrate by using DC magnetron
sputtering.

2. ANTENNA PATCH MATERIAL PROCESSING

Titanium nitride is a very hard material (more than 2000HV), it is also high resistant to abrasion
wear and it has an appearance similar to gold. Due to these properties, this material is used as
coating for cutting tools and also in jewelry. Besides, titanium nitride is an electrical conductor
material; it has much more conductivity than silicon but much less than copper.

On the other hand, silver is the metal with highest conductivity, but it is easily attacked by
normal environmental atmosphere. Multilayers structure of titanium nitride and silver may result
in a system with high conductivity and highly resistant to atmospheric corrosion. These properties
make it a good candidate for electronic components, and for the present work, for an antenna patch.

The proposed structure for the antenna patch was built on an alumina substrate of 1 mm of
thickness. Two silver layers of 200 nm of thickness were intercalated between three titanium nitride
layers of 500 nm of thickness. In Figure 1(a), this structure is shown.

Titanium nitride and silver layers were produced in a vacuum chamber by using DC magnetron
sputtering (see Figure 1(b)). For titanium nitride, reactive magnetron DC sputtering was employed.
A titanium target of 3 inches of diameter and 99.99% purity was used, the plasma power was 150 W
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(a) (b)

Figure 1: (a) Schematic of the structure made of intercalated titanium nitride and silver layers, (b) schematic
of the sputtering process.

and the deposition time for each layer was 30 minutes. The chamber was evacuated up to 10−6 mbar
and then argon and nitrogen were introduced. The partial pressure of nitrogen was 3.5×10−4 mbar
and the total pressure deposition during TiN deposition was 5.5× 10−3 mbar. The silver layer was
produced during one minute with a 3 inches and 99.99% target in an atmosphere of pure argon at
pressure 5× 10−3 mbar.

3. ANTENNA DESIGN

Following the method described in Section 2, an antenna patch made of a TiN/Ag multilayer grown
on Alumina substrate with 21.1 mm length ×20.9 mm width and 1 mm of thickness was fabricated.
This would be the resonant element of the antenna patch. Then the feeding technique had to be
defined. There are mainly four types of feeding an antenna patch: microstrip line, coaxial probe,
aperture coupling, and proximity coupling [2]. The first two feeding techniques suffers of having a
narrow bandwidth, typically around 2–5%, while the last two present larger bandwidths, around 10–
15%, however their implementation are more complex. Furthermore, the patterning of the antenna
patch by photolithography is not simple, neither it cannot be soldered to coaxial connectors nor
bonding wires easily, then the two first methods were not appropriated for this design. Between
the last two techniques, the proximity coupling technique was chosen in this work because of its
high bandwidth, and comparing with the aperture coupling, it is easier to built.

In order to design this antenna, Keysight EMPro program was used for the simulation of this
antenna, which structure is shown in Figure 2(a). This antenna comprises the Alumina substrate
(with the grown TiN/Ag layers) on top of a baquelite substrate, where the microstrip feeding line is
patterned. The baquelite substrate has dimensions of 32.9 mm length ×31.5mm width and 1.5 mm
of thickness. The initial setting of the microstrip width was defined in 4.3 mm based on 50 ohms
characteristic impedance on a baquelite substrate. However, in the simulator, the length and width
of this microstrip line had to be tuned in order to obtain a proper matching of the feeding line with
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Figure 2: (a) Model of proximity coupled patch antenna, (b) its construction, and (c) reflection measurement.
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the antenna patch, resulting in a line of 3.42mm width ×13mm length.

4. MEASUREMENT RESULTS

The corrosion test of the TiN/Ag layers on top of Alumina substrate is described.

4.1. Electrochemical Measurements

An Gamry-Reference 600 computer-controlled potentiostat/galvanostat/ZRA connected to a three-
electrode cell was used for the electrochemical measurements. The working electrode was the test
material with an immersed area of 1.327 cm2, and platinum and silver/silver chloride (Ag/AgCl)
electrodes were used as the counter and reference electrodes, respectively. The solution concen-
tration inside the reference electrode compartment was 3 M potassium chloride (KCl), The test
solution was naturally aerated 0.10 M Na2SO4-0.01M NaCl solution at room temperature (26◦C).

Potentiodynamic polarization curves were obtained after immersion in 0.10M Na2SO4-0.01M
NaCl solution for one hour using a scan rate of 0.166 mV/s, from −250mV until +250 mV with
respect to the open-circuit potential (OCP).

4.2. Electrochemical Results

Potentiodynamic Polarization — Figure 3 shows the polarization curves of antenna TiN-Ag thin
film after immersion in 0.10M Na2SO4-0.01M NaCl solution for one and five days with corrosion
current density (icorr) of 2.84 and 4.19 · 10−7 mA/cm2 respectively. Compared to the test of TiN
Ag thin film of one day, the corrosion current density is not increased significantly with the time
of exposition (five days).

Additionally, the measurements results of the reflection coefficient, radiation pattern is pre-
sented. In Figure 4, the measured reflection coefficient is shown (measurements were performed
with a VNA Agilent 8722ET).

Simulations show that the proximity coupled patch antenna has a resonance frequency at
3.33GHz while measurements reveal that the antenna resonates at 3.58 GHz. In addition, the
bandwidth of the antenna in simulations is 100MHz in contrast to measurements in which band-
width is 196 MHz. The variations of the results from the simulations and measurements are mainly
due to a small air gap between the alumina and baquelite which was later filled with a glue film.
Since the permittivity of this glue film has not been characterized, this influences the final measured
results of the proximity coupled patch antenna.

In addition to the measurement of the S parameters of the antenna, the radiation pattern at
the first resonant frequency was measured following the free space measurement method. Steps of
2 degrees were used to obtain good resolution of the radiation pattern. Figure 5 shows the measured
radiation pattern at 3.58 GHz.

A gain of 5.7 dB was measured, which is consistent with the simulations.
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Figure 3: Polarization curves of antenna patch with TiN-Ag thin film after immersion in 0.10 M Na2SO4-
0.01M NaCl solution for one and five days.
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Figure 4: Reflection coefficient of the proximity cou-
pled patch antenna (simulation results with dashed
line and measurement results with solid line).

Figure 5: Radiation patterns of the proximity cou-
pled patch antenna at 3.58 GHz (simulation results
with dashed line and measurement results with solid
line).

5. CONCLUSIONS

In this paper, a S-band proximity coupled patch antenna based on TiN/Ag multilayer material is
demonstrated. Simulated and measured results show a slight variation due to a possible small air
gap between substrates or to the unknown permittivity of the glue film used to join the substrates.
The proximity coupled patch antenna resonates at 3.58 GHz with a bandwidth of 196 MHz. Mea-
sured radiation patterns using the open space measurement technique reveal a directive pattern
with a gain of 5.7 dB that correlates well with the simulations.
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Abstract— In this paper, a new leaky wave antenna (LWA) based on complementary split-
ring resonators (CSRRs) and slot line are proposed. Effects of CSRRs on beam scanning in a
composite right/left handed (CRLH) LWA based on split-ring resonators (SRRs) are investigated.
Actually, the effects of these structures on the scan angles have been compared. The commercial
Ansoft HFSS software is adopted for the simulations. The proposed LWA is analyzed in S and C
band frequency, and the results reveal that the CSRR improves the gain in backward leaky wave
radiation. The CSRR-LWA just scans the negative angles. Furthermore, the simulation results
demonstrate the potential of the SRR-LWA to radiate from backward to forward scanning angles.
As a result this miniaturized CSRR-LWA main beam can scan the space for C-band from −115
to −170 degree in phi = 0 (deg) plane. In the other word, the CSRR-LWA only scans in the
negative ranges of theta, but SRR-LWA scans the space from +94◦ to +156◦ in positive ranges
and −1334◦ to −177◦ in negative ranges of theta.

1. INTRODUCTION

A leaky wave antenna (LWA) uses a guiding structure that supports wave propagation along the
length of the structure, with the wave radiating or leaking continuously along the structure. LWAs
have been investigated since the 1940s, when an LWA consisting of a slotted rectangular waveguide
was introduced. A microstrip line that is periodically modulated in order to turn the non-radiating
microstrip mode into a radiating leaky mode has been reported in [1, 2]. Advantages of LWA are the
ability to offer sharp directional beams with a frequency scanning over a large bandwidth. Other
benefits of LWA are the simple structure, cheap and simple feed network that these advantages of
LWA have been announced in [1–3]. The composite right/left handed (CRLH) LWA is one of the
kinds of LWAs that is part of the periodic LWAs.

In this paper, we have presented two LWA based on split-ring resonators (SRRs) and comple-
mentary split-ring resonators (CSRRs). Beam scanning is one of the most important parameters
of LWAs and we have reported it here. In plain English, we have investigated the effect of these
structures on scan angles. These structures against the SRR-LWA that reported in [3], have only
three unit cell. So we explain the improving the gain in CSRR-LWA here.

2. ANTENNA DESIGN AND SIMULATION

2.1. Split-ring Resonator-leaky Wave Antenna

First of all, we propose the SRR-LWA with the three unit cells. Each unit cell of this antenna
consists of a slot line in the upper plane and SRR in the ground plane. You can see the part of
unit cell of SRR-LWA in Figure 1(a).

2.2. Complementary Split-ring Resonators-leaky Wave Antenna

Figure 1(b) demonstrates the unit cell of CSRR-LWA. The gray parts show metal on the upper
and lower planes. The upper plane is same as the upper plane of the SRR-LWA.

3. COMPARISON AND SIMULATION RESULTS

The commercial Arlon Cuclad 250-LX substrate with dielectric constant εr = 2.43 and thickness
h = 0.49mm has been used for simulation.

Figure 2 illustrates S-parameter of proposed LWAs. These antennas work about C and S-band.
As it was mentioned above these LWAs have three cells that it shows in Figure 3. These antennas

are simulated by commercial Ansoft HFSS software.
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Figure 1: Unit cell of LWA with the same upper plane.Grey parts indicate metal on the planes. (a) Top
and bottom view of proposed SRR-LWA unit cell. The external radius, rings width, and rings gap of the
SRRs are 5.5, 0.5, and 0.25 mm. Parameter values are W1 = 10 mm, W2 = 0.85mm, W3 = 23.5 mm,
G1 = 0.25 mm and G2 = 2 mm. (b) Top and bottom view of proposed CSRR-LWA unit cell. Parameter
value is W4 = 2.8 mm. The external radius, rings width, and rings separation of the CSRRs are 5.5, 0.5, and
0.25mm.
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Figure 2: Magnitudes of S-parameters in proposed
LWAs.
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Figure 3: Layout of 3-cells LWAs. Gray and
black parts are metals and the white parts are
slots. (a) Layout of SRR-LWA with 3 periodic cells.
(b) Layout of CSRR-LWA with 3 periodic cells.

3.1. Results of Simulation for SRR-LWA

In the designed LWA with SRRs grounded, the main beam scans from θ1 = −133 degree to θ2 =
−177 degree with increasing the frequency from 2.45 GHz to 2.8 GHz. This scanning investigated
in ϕ = 0◦ plane. Also the main beam scans from θ3 = +156 degree to θ4 = +94 degree with
increasing the frequency from 3 GHz to 4 GHz in right handed (RH)-plane.

Figure 4 shows the scanning phenomena for right handed (RH) and left handed (LH)-planes in
SRR-LWA.

3.2. Results of Simulation for CSRR-LWA

In the designed LWA with CSRRs grounded, the main beam scans from θ1 = −115 degree to
θ2 = −170 degree with increasing the frequency from 5.5 GHz to 7.23GHz. Figure 5 demonstrates
that CSRR-LWA scans only negative ranges of theta in ϕ = 0◦ plane.
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Figure 4: Radiation pattern of SRR-LWA and scan-
ning interval.
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Figure 5: Radiation pattern of CSRR-LWA and
scanning interval.
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Figure 6: Details of magnitude of the gain in both proposed LWAs when frequency changes and improving
the gain in CSRR-LWA.

3.3. Comparative Results
Figure 6 and simulation show that the gain of CSRR-LWA in negative ranges of theta improves
and its more than the gain of the SRR-LWA.

4. CONCLUSION

This paper presented two miniaturized periodic LWAs based on CSRR and SRR. The effects of
these structures on the scan angles have been compared. It has been shown that SRR-LWA scans
the space from +94◦ to +156◦ in positive ranges and −133◦ to −177◦ in negative ranges of theta
but the CSRR-LWA scans only from −115◦ to −170◦. Although CSRR-LWA scans only negative
thetas, it improved the gain in the left handed plane.
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A Compact Band Pass Filter with Wide Stop-band in LGA Package
by Low-temperature Co-fired Ceramic

Lisa Li-Ju Chen and Ken-Huang Lin
Department of Electrical Engineering, National Sun Yat-Sen University, Kaohsiung, Taiwan

Abstract— A compact band pass filter with wide stop-band in land gird array (LGA) package
was proposed in this paper. The proposed filter was designed to operate at 5.15 GHz–5.85GHz for
802.11ac applications and implemented in low-temperature co-fired ceramic (LTCC) substrate.
The proposed schematic introduces transmission zeros at the lower band to reject the unwanted
frequency and extended wide stop-band at upper side with 30 dB rejection level from 9.55GHz–
18.45GHz. The measured insertion loss is less than 1.0 dB at 5150–5850 MHz. The rejection
level at lower side can be achieved 38 dB from measurement results. The measurement results
and simulation are both shown and discussed.

1. INTRODUCTION

Recently, the rapid development of modern wireless and mobile communication system, the demand
of filter is increasing. Especially, band-pass filter (BPF) plays an important role in communication
systems. Low insertion loss, wide stop band, high selectivity, smaller size and lower cost are
desirable in BPF design to improve the system performance. Many approaches have been proposed
to have BPF with good stop band performance in [1–6]. In [1, 2], A microstrip bandpass with loaded
stubs is proposed. In [3], a compact bandpass filter with quasi-lumped LC resonators on a defected
ground structure was implemented on multilayer organic substrate. For device size reduction, many
filters are realized on LTCC substrate [4, 5]. A second-order bandpass filter is proposed in [4]. This
filter proposed an inductive-coupled and feedback path for a coupling capacitor and a grounding
inductor to provide controllable transmission zeros. In [5], 2n transmission zeros can be generated
to achieve wide-band suppression from cascading n filter cells. To have a minimized layout space
in print circuit board (PCB), land grid array (LGA) package is utilized to reduce the land pad for
component soldering in PCB.

In this letter, we propose a compact BPF with low insertion loss and wide upper stop-band
which is implemented in LGA package by low temperature co-fired ceramic process. The proposed
filter is using novel quasi-lumped LC resonator that includes coupled line which was consists of
three transmission lines and vias, MIM capacitors and open stub to have better upper stopband
performance. In addition, the proposed filter is implemented by LGA package to have small land
pad size and reduce the effect of side termination.

2. FILTER DESIGN

The proposed circuit diagram is shown in Fig. 1. The proposed circuit is composed of three
coupled line (CL1∼CL3), three coupling capacitors (C12/C23/C13), three capacitors to ground
(C10/C20/C30), four small inductors (L1/L2/L10/L20) and two shunt open stub-lines (θ1/ θ2).
The coupled line are each short to ground at the same end and opposite end are connected with
MIM capacitors that used to reduce the physical length less than a quarter wavelength by loading
capacitive loads. The open stub is used to produce the transmission zeros (TZ4, TZ5) to extend the
stopband of high side. The transmission zero of the open-stub line can appear at the electric length
of 90◦. The smaller inductor (L10) that connected between the capacitors and ground provides
opposite phase and creates the transmission zero at 10 GHz.

The transmission zero can be calculated as

ftz1 = f1 · π/2
θ1

(1)

ftz2 = f2 · π/2
θ2

(2)

The electric length of open stub are designed at 33◦ and 26◦, respectively, to produce transmis-
sion zeros at 14.7 GHz and 18.1 GHz.
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Figure 1: The equivalent circuit model for the
proposed filter.
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Figure 2: The 3D construction in HFSS.
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Figure 3: The simulation and measurement result.

This filter was realized in multilayer structure with LGA package which only need smaller
footprint on print circuit board and avoid the coupling effect between side termination and inner
metal layout. All the components of filter were embedded into the LTCC multi-layer substrate
with a relative constant of 33, loss tangent of 0.001. The thickness of foil is 23µm and the used
conductor was silver with 10µm thickness. The minimum line width and space between the lines
were 100µm and 150µm, respectively. There are total 7 metal layers including 2 ground layers.
The inductor elements and coupling line can be implemented by via and it can make the filter to
have compact size. The 3D design for the proposed filter is to arrange the shielding ground on the
top layer and it avoids the performance of filter to be effected by external environment, especially
on SiP module application due to height limitation. The 3D structure of proposed filter and the
corresponding three-dimensional structure of the component of the circuit model are also given in
Fig. 2.

The overall size of band pass filter is 1.6 mm (L) × 0.8mm (W ) × 0.58mm (H) which has
compact size. The simulated response was shown in Fig. 3. The simulation insertion losses at
5.15GHz and 5.85GHz are 1.1 dB and 1.2 dB, respectively. It also shows that the central frequency
is 5.5 GHz with 3 dB fractional bandwidth of 28.3%. The rejection band with 30 dB attenuation cov-
ers from 9.5GHz to 181 GHz to have wide stopband. The proposed filter also has good attenuation
at 500 MHz −4GHz to reject the unwanted frequency band at low side.

3. MEASUREMENT RESULTS

The proposed filter is fabricated by LTCC process and its photograph is shown in Fig. 3. An
Agilent E5071C Network Analyzer is used to measure the performance, and the frequency response
for the simulated and measured magnituted of S21 and S11 of the proposed filter is shown in Fig. 3.
From the measurement result, the insertion loss could be smaller than 1.05 dB between 5.15 GHz
and 5.85 GHz. There are five transmission zeros. Two transmission zeros are located at 3.45GHz
and 4.4GHz at lower side of the proposed bandpass filter. The other transmission zeros are locate
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at 10.25 GHz, 14.57 GHz and 18.10GHz resultsing in wide upper stopband with 30 dB attenuation
level. The electrical characteristics and dimension comparison are shown in Tables 1 and 2.

Table 1: The comparison for the electrical performance.

Central

frequency

Fractional

bandwidth

Insertion

Loss

Transmission

zeros
Upper stopband

[1] 6.75GHz 45.3% - 3.59/8.5GHz 20 dB up to 2.47f0

[2] 2.4GHz 10.2 % 1.28 dB 1.6/2.6GHz 20 dB up to 2f0

[3] 960MHz 5% 4.0 dB 1.8GHz 30 dB up to 5f0

[4] 2.45GHz 4.08 % 1.5 dB 1.07/3.30/5.03GHz 26.5 dB up to 2f0

[5] 2.45GHz 4.1 % 1.5 dB 1.64/1.88/4.36/5.32GHz 20 dB up to 2.2f0

[6] 2.35GHz 6.54 % 2.11 dB 4.19/7.26GHz 20 dB up to 4.5f0

This

Work
5.5GHz 31.56% 1.03 dB

3.38/4.16/10.25/

14.57/18.10GHz
20 dB up to 3.4f0

Table 2: The comparison for the physical characteristics.

Substrate Loss tangent Dielectric Constant Size

[1] Duriod 5880 0.0009 2.2 0.600λg × 0.37λg

[2] F4B 0.001 2.45 0.260λg × 0.260λg

[3] LCP 0.002 2.9 0.03λg × 0.13λg

[4] Ceramic 0.003 7.8 0.093λg × 0.043λg

[5] Ceramic 0.0043 7.8 0.12λg × 0.089λg

[6] RT/5880 0.0009 2.2 0.18λg × 0.26λg

This work Ceramic 0.0045 7.5 0.065λg × 0.32λg

4. CONCLUSION

The bandpass filter with LGA package is proposed in this study. The bandpass filter achieves band-
width of 33.16% for passband and it reveals low insertion loss. In addition, multiple transmission
zeros, good attenuation at upper stopband and compact chip size also demonstrate in our study.
Specially, the measured result of the fabricated filter exhibits a very wide stopband up to 3.4 with
a typically harmonic suppression more than 20 dB.
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Abstract— This paper presents a novel design of a compact tunable dual-band bandpass filter
(BPF) using varactor-loaded step-impedance resonators(SIRs). The proposed filter structure
offers the possibility of two tunable passbands. Compared to uniform impedance resonator (UIR),
the SIR has more excellent performance such as compact size, and adjustable harmonic resonant
frequency etc. The harmonic resonant frequency of SIR is determined by the length of SIR and
the ratio of the two characteristic impedances. By choosing proper ratio of the two characteristic
impedances, the length of SIR can be shorter than UIR with the same resonance frequency. So
the proposed filter using varactor-loaded SIRs can be compact. Both theory and experiment are
provided to validate the proposed filter. A prototype tunable dual-band filter is fabricated and
measured. From the experimental results, the first passband center frequency tunable range is
from 0.7 GHz to 1.2 GHz and the second passband center frequency tunable range is from 1.4 GHz
to 2.15 GHz.

1. INTRODUCTION

Electronically tunable filters are essential microwave components for multiband communication
systems due to their attractive features, i.e., miniaturizing the overall system size, reducing the
system complexity and the cost in fabrication. To develop an electronically tunable filter, active
tuning elements such as yittrium-iron-garnet (YIG), varactor diodes and RF MEMS need to be
integrated within a passive filter. Although the YIG filters have large tuning range and small in-
band insertion loss, their high power consumption, slow tuning rate, large size, and large weight
block them from many applications in modern highly integrated communication systems. RF
MEMS filters have the advantages of high Q-factor, low distortion levels and high linearity, but
the fabricating cost is high. Recently, varactor diodes are widely used in the design of microstrip
tunable bandpass filters due to their small size, high tuning speed, and low cost.

Several dual-band tunable filters using varactor didoes are developed [1–4]. In [1] and [3], the
basic structure of dual-mode resonators consists of a uniform impedance transmission line and three
varactor diodes. Compared to uniform impedance resonator (UIR), the SIR has more excellent
performance such as compact size, and adjustable harmonic resonant frequency etc. There have
been some tunable dual-band filters using SIRs. In [4], the varactor-loaded SIR is used in designing
a tunable dual-band filter, but it only can tune the second passband while maintaining the first
passband fixed.

In this paper, a compact tunable dual-band bandpass filter using varactor-loaded step-impedance
resonators with controllable central frequencies of two passbands is presented. From theoretical even
and odd-mode analysis, it is found that the two passbands can be tuned by varying the capacitances
of varactor didoes. The resonant frequencies also depend on the length of SIR and the ratio of the
two characteristic impedances. By properly selecting the ratio of the two characteristic impedances,
the length of SIR can be shorter than UIR.

This paper is organized as follows. Firstly, the characteristics of proposed tunable SIRs are
discussed. Secondly, the design and implementation of the filters along with the simulation and
measurement results are described. Finally, conclusions are given.

2. CHARACTERISTICS OF VARACTOR-LOADED STEPPED-IMPEDANCE
RESONATOR

Figure 1(a) shows the varactor-loaded stepped-impedance resonator. The basic structure is a
symmetrical stepped-impedance resonator (a resonator with lines of two different characteristic
impedance, Z1 and Z2) with three varactor diodes. Two varactor diodes are attached at the ends
of the resonator and one varactor diode is placed at the center of the resonator. Since the structure
is symmetrical, the even- and odd-mode analysis method is applicable to obtain the resonant
frequencies.
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Figure 1: (a) Basic structure of the proposed resonator. (b) Odd-mode excitation equivalent circuit. (c)
Even-mode excitation equivalent circuit.

When the odd-mode excitation is applied to the ends of the proposed resonator, there is a
voltage null along the symmetry plane. Under the odd-mode excitation, it can be represented by
the half circuit as shown in Fig. 1(b). The odd-mode input admittance is given as follows:

Yino = j

(
wC1 + Y2

Y2 tan θ1 tan θ2 − Y1

Y2 tan θ1 + Y1 tan θ2

)
(1)

where C1 is the capacitance of the varactor diode connected at the end of the line, Y2 = 1/Z2 and
θ2 are the characteristic admittance and electric length of the outer line, Y1 = 1/Z1 and θ1 are
the characteristic admittance and electric length of the inner line. From the resonance condition
of Im[Yino] = 0, the odd-mode resonant frequency can be determined as follows:

2πfoddC1·Y1·tan
(

2πfoddL2

vp

)
+Y2 tan

(
2πfoddL1

vp

)(
2πfoddC1 + Y2 tan

(
2πfoddL1

vp

))
= Y1Y2 (2)

where vp is the phase velocity. The fundamental odd-mode resonant frequency can be used as
the first passband frequency. From (2), it is concluded that the odd-mode resonant frequency
depends on the capacitance of the varactor diode connected at the ends of the transmission line.
Therefore, the change of the bias voltage on both end varactor diodes will result in the change
of passband frequencies, enabling the tunability of the first passband frequency. Moreover, the
odd-mode resonant frequencies are not affected by the varactor diode connected at the center of
the transmission line.

For the even-mode excitation, there is no current flowing through the center of the transmission
line. Under the even-mode condition, the proposed resonator can be represented by the equivalent
half circuit shown in Fig. 1(c) . The even-mode input admittance is given as follows:

Yine = j

(
wC1 − Y2

2Y1(Y1 tan θ1 + Y2 tan θ2) + wC2(Y1 − Y2 tan θ1 tan θ2)
2Y1(Y2 − Y1 tan θ1 tan θ2)− wC2(Y2 tan θ1 + Y1 tan θ2)

)
(3)

where C2 is the capacitance of the varactor diode connected at the center of the transmission line.
For the resonance condition , the even-mode resonant frequency can be determined as follows:

2πfevenC1 − Y2


 2Y1

(
Y1 tan(2πfevenL1

vp
)+Y2 tan(2πfevenL2

vp
)
)

+2πfevenC2

(
Y1−Y2 tan(2πfevenL1

vp
) tan(2πfevenL2

vp
)
)





 2Y1

(
Y2−Y1 tan(2πfevenL1

vp
) tan(2πfevenL2

vp
)
)

−2πfevenC2

(
Y2 tan(2πfevenL1

vp
)+Y1 tan(2πfevenL2

vp
)
)




= 0 (4)

The fundamental even-mode resonant frequency can be utilized as the second passband frequency.
From (4), it is observed that the even-mode resonant frequency depends on C1 and C2. Thus, the
change of the bias voltages applied to all of the varactor diodes will also result in the change of
passband frequencies, enabling the tunability of the second passband frequency.

According to the analysis above, the odd- and even-mode resonant frequencies are affected by
the length of SIR and the ratio of the two characteristic impedances (Y1/Y2). By choosing proper
ratio of the two characteristic impedances, the length of SIR can be shorter than UIR with the
same resonance frequency. Therefore, the tunable dual-band filter can be designed with compact
size using varactor-loaded SIRs.
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3. FILTER DESIGN AND IMPLEMENTION

To verify the analytical analysis of the proposed resonators, a tunable dual-band BPF is designed,
simulated and measured. The filter is fabricated with a substrate with a relative dielectric constant
of 2.2 and thickness of 31 mil.

Figure 2(a) depicts the configuration of the second-order microstrip tunable dual-band filter.
In the proposed filter, four varactors are attached at the ends of the two microstrip lines and two
varactor diodes are attached at the center of the two microstrip lines. The resonators are folded
in order to reduce the size, forming open loops. The varactor diodes are SMV1233-079LF from
Skyworks Solutions Inc. The input/output lines are tapped at the resonators. Two capacitors
are attached in the feeding lines, functioning as a dc block. Another two dc block capacitors are
attached at the center of line. The simulation was accomplished by using Ansoft’s HFSSv14. The
parameters are chosen as follows: W1 = 0.9mm, W2 = 2.4mm, W3 = 2.4mm, L1 = 12.1 mm,
L2 = 5.5mm, L3 = 22.9mm, L4 = 7mm, g = 0.15mm, Cdc1 = 20 pF and Cdc2 = 3.9 pF. The
fabricated two-port filter is finally measured using the Rohde & Schwarz ZNB 20 vector network
analyzer, as shown in Fig.2 (b).

Figure 3 shows the simulation and measurement results of the tunable dual-band filter for
several typical bias voltages. The measurement results agree well with the simulation results. The
first passband center frequency tunable range measured is from 0.7 GHz to 1.2GHz with the 3-dB
fractional bandwidth of 11.29%–14.77% and the second passband center frequency tunable range
measured is from 1.4 GHz to 2.15 GHz with the 3-dB fractional bandwidth of 8%–9.38%.

The return loss is better than 10 dB in the overall tuning range of both passbands, as shown in
Fig. 3(a). The insertion loss of the first passband varies from 1.54 dB to 3.86 dB, while the insertion
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Figure 2: (a) Configuration of the proposed filter. (b) Photograph of the fabricated tunable dual-band filter.
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Figure 3: Simulation and measurement results (a) S11-magnitude, (b) S21-magnitude. Reverse-bias voltage
variation: VC1 = 0 ∼ 7V and VC2 = 1V ∼ 15V.
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loss of the second passband varies from 1.93 dB to 3.63 dB, as shown in Fig. 3(b). However, there
exist some discrepancies between the simulated and measured results, and these are mainly caused
by the approximate SPICE model of the used varactor diodes and other unwanted parasitic effects,
including parasitic capacitance caused by wielding and the bias circuit in practical circuits. The
size of the main structure is about 19 mm × 33.35mm. The size of the proposed tunable dual-band
filter using SIRs decrease 22% compared to the tunable dual-band filter using UIRs in [1].

4. CONCLUSION

In this paper, a compact dual-band microstrip filter has been investigated and designed. The dual-
mode step-impedance resonator with the loaded varactor diodes is proposed an analyzed. Compared
to uniform impedance resonator (UIR), the SIR has more excellent performance such as compact
size, and adjustable harmonic resonance frequency etc. Therefore, by using varactor-loaded SIRs,
the tunable dual-band filter can be designed with compact size. And a two-pole dual-band filter
with two tunable passbands is fabricated. The experimental results are in good agreement with
the theoretical predictions. The first passband center frequency tunable range is from 0.7 GHz to
1.2GHz with the 3-dB fractional bandwidth of 11.29%–14.77% and the second passband center
frequency tunable range is from 1.4GHz to 2.15GHz with the 3-dB fractional bandwidth of 8%–
9.38%. The size of the proposed tunable dual-band filter using SIRs decrease 22% compared to the
tunable dual-band filter using UIRs.
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Concentric Open End Rings Resonator Filter
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Abstract— In this paper, a single open ring resonator (ORR) filter with three resonants within
its equivalent circuit has been investigated. This filter has a good response at ISM band from
3.13GHz to 5.56 GHz. According to this filter, a concentric double open end ring resonator
filter with an ultra wide band (UWB) behavior has been approached. The frequency response of
this one is very appropriate up to 15 GHz. The loop of the filter constitutes both periodic self
and mutual inductive-capacitive property between two rings which provides many resonants in
these frequencies. The interconnections between these tanks are an important factor of its UWB
behavior and they have overlap on each other impressively.

1. INTRODUCTION

In the recent years, various metamaterial structures have been investigated and studied in different
frequency ranges. One of those structures is open-ring resonator (ORR) commonly. The ORRs
are utilized in the planar filtering applications and as planar antenna elements [1–3]. This struc-
ture is used for generating backward wave propagation in the planar configurations. In addition,
ORRs have been used for creating artificial magnetic phenomena and it is a tool for analyzing the
effects of a negative refractive index [4]. 3.1–10.6GHz frequency band has been allocated to ultra-
wideband (UWB) systems by Federal Communication Commission (FCC) [5] and this spectrum
has an important considerations of interests in both the academic and commercial domains be-
cause of potentially its high-data rate. Many applications such as satellite communications, global
positioning system (GPS), wireless universal serial bus (USB), personal computers (PC) and etc..
cover this frequency band.

The UWB systems are usually divided to WLAN (5.15–5.825 GHz), IEEE 802.11a, IEEE 802.11b
and WiMAX (5.25–5.85GHz) systems [6–8]. DCS (1.71–1.88GHz), PCS (1.75–1.87 GHz), UMTS
(1.92–2.17GHz) and 2.4 GHz WLAN are other frequencies that are used for wireless and personal
area network (PAN) communications which are lower than UWB systems frequencies [9, 10].

In front of ORR, there is split ring resonator or SRR (or its complementary form, CSRR) which
has a similar but different behavior [11, 12].

ORR and SRR have their different electromagnetic operation characteristics and different ele-
ment values for the same equivalent circuit. When they have been inserted in a coplanar trans-
mission line and combined with short circuiting wires, these particles can produce backward-wave
phenomena and this has been proved through the analysis of the phase of the transmission coeffi-
cient [11].

In this paper, a single open ring resonator is investigated with its equivalent lossless circuit at
first; then, it is introduced a novel concentric double end ring resonator by means of this structure.

2. SINGLE OPEN END RING RESONATOR FILTER

A single open ring resonator (ORR) has an inner and outer radius as shown in Fig. 1. The equivalent
lossless circuit of this structure composes of three LC tanks which creates three resonants and each
parameter value has been illustrated in Fig. 2. The dimensions of this filter have been brought in
Table 1.

3. DISTRIBUTED CIRCUIT

The mentioned ORR has been connected between two ports and simulated by ANSYS HFSS
software which collaborated with Finite Element Method (FEM). The dimensions of microstrip
line between the ports and the ring has been optimized in order to achieve the best frequency
response in the range of industrial, scientific and medical (ISM) band. There is a discontinuity when
the microstrip line meets the ring and this discontinuity affects on the bandwidth. The substrate
material which has been used for this structure is Rogers RO3003 with relative permittivity of
εr = 3 and thickness of h = 1.27mm.
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Figure 1: Distributed circuit of single open end ring resonator filter.

Figure 2: Equivalent lossless circuit of single open end ring resonator filter.

Table 1: Dimensions of Fig. 1 in mm.

L1 L2 W1 W2 rin rout g

23.4 23.4 3.1 3.1 12.7 15.9 3

4. LUMPED CIRCUIT

The lumped circuit parameters of this single ORR have been earned by [4, 11–13]:

r =
rin + rout

2
(1)

w = rout − rin (2)

L = µ0r

(
log

(
2r

w

)
+ 0.9 + 0.2

( w

2r

)2
)

(3)

C =
2ε0(t + w)

π
log

(
4rin

g

)
(4)

Cg =
ε0L

2

[
K(k′0)
K(k0)

+ εr
K(k′1)
K(k1)

]
(5)

which r, w, t, g, L, C, and Cg are effective ring’s radius, width, thickness, gap, inductance,
capacitance and gap capacitance, respectively. Also K(k′0), K(k0), K(k′1) and K(k1) are the
complete elliptic integrals of the first kind with k′0 =

√
1− k0

2 and k′1 =
√

1− k1
2.

k0 and k1 are obtained from
k0 =

g

2w + g
(6)

and

k1 =
tanh(πg

4h )
tanh(π(2w+g))

4h

(7)

The resonant frequency attains by

f0 =
1

2π
√

L(Cg + C)
(8)
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This equivalent circuit has been simulated by Advanced Design System (ADS) software and the
results show good agreement between these distributed and lumped circuits results.

5. SIMULATION RESULTS

The simulation results of single ORR has been illustrated in Fig. 3. As shown here, the frequency
response is very good at ISM band.

6. CONCENTRIC DOUBLE OPEN END RING RESONATOR FILTER

The two rings concentrate with each other by two microstrip line which each ring has been connected
with one line (Fig. 4). Dimensions of each part is illustrated in Table 2.

By means of Equations (1) to (8) and [13], the parameters of each line and ring can be found
and the LC tank of the rings with their dominant resonant frequencies determined.

Figure 3: S parameters of single open end ring resonator filter simulation results.

Table 2: Dimensions of Fig. 4 in mm.

L1 L2 W1 W2 rin1 rout1 g1 rin2 rout2 g2

27.4 27.97 3.1 3.1 11.73 12.13 0.5 12.3 12.7 6

Figure 4: Concentric double open end
ring resonator filter circuit.

Figure 5: Inner and outer rings transmission parameter of con-
centric double open end ring resonator filter.
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Computations for the right microstrip line and inner ring (ring No. 1):

Lµ1 = 16.81 (nH) Cµ1 = 2.93 (pF) Lring1
= 40.11 (nH) Cring1 = 4.64 (fF)

Cg1 = 101.53 (nF) f0 = 6.53 (GHz)

Computations for the left mirostrip line and outer ring (ring No. 2):

Lµ2 = 17.27 (nH) Cµ2 = 2.87 (pF) Lring2
= 42.35 (nH) Cring2 = 2.15 (fF)

Cg2 = 2.98 (fF) f0 = 10.8 (GHz)

Transmission and reflection frequency responses of each ring have been simulated and illustrated
in Fig. 5 and Fig. 6, respectively and they are followed and covered by each other.

The mutual periodic inductive-capacitive property between these two rings cause an ultra wide
band (UWB) behavior from 1.8GHz to 15 GHz with center frequency of 8.4GHz (almost 13.2 GHz
bandwidth and more than 150% FBW) which transforms this filter to a novel one in this frequency
band for ultra wide band frequency systems.

Figure 6: Inner and outer rings reflection parameters
of concentric double open end ring resonator filter.

Figure 7: Transmission and reflection parameters of
concentric double open end ring resonator filter.

7. CONCLUSION

A single open ring resonator (ORR) filter with three resonants within its equivalent circuit investi-
gated and had a good response at ISM band from 3.13GHz to 5.56 GHz. According to this filter,
a concentric double open end ring resonator filter with an ultra wide band (UWB) behavior ap-
proached. The frequency response of this one was very appropriate up to 15GHz. The loop of the
filter constituted both periodic self and mutual inductive-capacitive property between two rings
which provided many resonants in these frequencies. The interconnections between these tanks
were an important factor of its UWB behavior and they overlapped on each other effectively.
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On the Characteristics of Spoof Surface Plasmons (SSP) in the High
Frequency Limit
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Abstract— In this paper, we show that diffraction from the subwavelength features at the
surface of a perfect electric conductor (PEC) plays a very important role in determining the
near-field characteristics and dispersion of spoof surface plasmon (SSP) in the high-frequency
limit. Using constraints posed by the boundary conditions, we show that in this limit the field
profile of SSP consists of multiple evanescent orders. We have determined the corresponding decay
constants using angular spectrum representation and have verified the multi-exponential nature
of the field profile against data obtained from full vectorial 3-D finite difference time domain
(FDTD) simulation. Further, we use tight-binding model to describe the inter-hole interaction
and obtain a closed form expression for the SSP dispersion relation and analytic prediction for
the self-collimation frequency with reasonable accuracy.

1. INTRODUCTION

In the low frequency limit (i.e., when operating wavelength is very large compared to the feature-
size and periodicity), the field profile of spoof surface plasmon (SSP) is characterized by a single
evanescent order and the corresponding dispersion relation is described by an expression analogous
to the dispersion relation of surface plamon polaritons (SPP) [1]. However, in the high-frequency
limit, the analogy between SSP and SPP breaks down [2, 3]. As the feature-size becomes compa-
rable to the wavelength, the low frequency dispersion relation starts deviating from the dispersion
calculated numerically [4].

In this paper, using arguments based on boundary conditions, we show that the field profile of
SSP cannot have a single exponential decay. Instead, there should be multiple evanescent orders
associated with it. These evanescent orders are determined using angular spectrum representa-
tion [5, 6]. Also, we describe how the presence of multiple evanescent orders leads to anisotropic
propagation of this surface wave. Note that anisotropy of SSP propagation is very important in
realization of several applications like self-collimation (SC), beam-splitting etc. [7, 8]. However, the
SPP-type low frequency limit dispersion relation of SSP cannot predict this anisotropic propagation
or self-collimation frequency. To this end, we note that the scattered field from each of the holes
can interact with its neighboring holes in a manner analogous to the electron orbitals of different
atoms in a crystal [9]. We show that a tight binding model which takes into account next nearest
neighbor interaction can accurately describe the SSP dispersion relation in the high frequency limit
and also can predict the SC frequency.

2. MULTIPLE EVANESCENT ORDERS

The structure under consideration has been shown in Fig. 1. It consists of a PEC block on which
square holes have been drilled to form a 2D array in xy-plane. The side of each hole is 8.75mm
and the lattice constant is 10mm. The depth of each hole is 40 mm. So, the plane z = 40 mm
denotes the interface which supports the surface wave. Since, the holes on the PEC surface are of
subwavelength dimension, the diffracted field from these features would be evanescent in the direc-
tion perpendicular to the interface (z-direction). The decay length (α) and the spatial frequencies
(fx, fy) of the surface wave are related by: α2 + k2 = 4π2(f2

x + f2
y ). Here, k is the wavenumber in

the dielectric above the interface. This leaves us with two choices: either α would have a unique
value (if this is the case, the near-filed would be exactly analogous to SPP and the propagation
would be isotropic since, (f2

x +f2
y ) would be constant at a fixed frequency) or, α would have multiple

values for a fixed frequency (in this case, the near field would be described by multiple evanescent
orders in contrast to a single evanescent order for SPP and low-frequency SSP. Also, the propaga-
tion would be anisotropic). However, the boundary conditions suggest that the transition of the
field across the interface should be smooth if there is no change in the dielectric constant below
and above the interface. For single exponential decay, the transition of the field profile across the
interface would not be smooth. However, superposition of multiple evanescent orders can make the
transition smooth (for example, this phenomenon is found in fluorescence from a bulk material,



2652 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

Figure 1: The 41× 41 array of air-holes patterned on a PEC block. At the top right corner, the inset shows
a magnified view of the cell with a pair of thin strips fed by a current source at 15.1GHz.

(a) (b)

(c) (d)

Figure 2: Fitting of (a), (c) real and (b), (d) imaginary parts of Ez above the interface corresponding to
FDTD results are shown with black/solid line and fitted results are shown with red/dash-dotted line. The
decay constants used are 0.162, 0.173, 0.153, 0.144, 0.90. (a) and (b) show degradation in the fitting when
the decay constant 0.90 is excluded.

where stretched exponential decay [10] is used to describe the emission decay curves). In addition,
the aperture of the hole occupies most part of the unit cell and constitutes a considerable fraction
of the operating wavelength. So, in the high frequency limit, one expects the field profile of SSP
to be described by superposition of multiple evanescent orders.

To show this, we have plotted the field profile obtained from FDTD simulation in Fig. 2 and
compared this profile with multiple exponential fitting. The decay constants are obtained from [3].

3. HIGH FREQUENCY LIMIT DISPERSION RELATION

According to the tight binding model [11], the most general representation for the eigenenergies of
the electrons in a crystal is given as:

Ek =
∑

~R

ei~k. ~RHm,n

(
~R
)

(1)

where, ~R is a lattice vector and Hm,n(~R) denotes the hopping parameters or the coupling between
the orbitals of atoms at the mth and nth lattice sites. In a similar way, the eigenfrequencies of the
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modes in a photonic crystal can be written as:

ωk =
∑

~R

ei~k. ~RHm,n

(
~R
)

(2)

Under the next nearest neighbor approximation, Eq. (2) can be written as:

ωk = t0 − t1e
ikxa − t1e

ikya − t1e
−ikxa − t1e

−ikya

−t2

[
eikxaeikya + eikxae−ikya + e−ikxaeikya + e−ikxae−ikya

]

⇒ ωk = t0 − 2t1 [cos(kxa) + cos(kya)]− 4t2 cos(kxa) cos(kya) (3)

Next, we illustrate a simple procedure to determine the hopping parameters based on a knowl-
edge of the eigen frequencies at the high symmetry points. At Γ, X and M point Eq. (3) can be
written as:

t0 − ωΓ = 4(t1 + t2) (4)
ωX = t0 + 4t2 (5)
ωM = t0 + 4t1 − 4t2 (6)

Substituting the expression of t0 from Eq. (4) into Eq. (6), t1 can be evaluated as:

t1 =
1
8

(ωM − ωΓ) (7)

Using this expression for t1 Eq. (4) and (5) can be solved for the other two hopping parameters
as:

t0 =
1
2

[
ωX +

(
ωΓ + ωX

2

)]
(8)

t2 =
1
8

[
ωX −

(
ωΓ + ωX

2

)]
(9)

With the hopping parameters determined uniquely, we can now proceed to calculate the SC
frequency using Eq. (3). At SC, the curvature of the EFC tends to infinity at kx = ky. In other
words, the condition for having a flat contour amounts to d2ky

dk2
x

= 0 at kx = ky. From Eq. (3), the
expression for the EFCs can be written as:

t0 − 2t1 [cos(kxa) + cos(kya)]− 4t2 cos(kxa) cos(kya) = constant (10)

For convenience of representation, we assume (kxa) = χ and (kya) = ξ. Differentiating Eq. (10)
w.r.t. χ, we get:

t1

(
sinχ + sin ξ

dξ

dχ

)
+ 2t2

(
sinχcosξ + cosχ sin ξ

dξ

dχ

)
= 0 (11)

Thus,
dξ

dχ
= −sinχ(t1 + 2t2 cos ξ)

sin ξ(t1 + 2t2 cosχ)
(12)

So, at χ = ξ, dξ
dχ = −1.

Differentiation of Eq. (11) once again w.r.t. χ yields:

d2ξ

dχ2
+

(
dξ

dχ

)2 cos ξ

sin ξ
−

(
dξ

dχ

)
4t2 sinχ

(t1 + 2t2 cosχ)
+

cosχ(t1 + 2t2 cos ξ)
sin ξ(t1 + 2t2 cosχ)

= 0 (13)

Now, using the the condition d2ξ
dχ2 = 0 at χ = ξ in the above equation, we obtain the condition

for existence of a flat contour as:

2t2 sinχ

(t1 + 2t2 cosχ)
+

cosχ

sinχ
= 0 ⇒ 2t2 + t1 cosχ = 0 ⇒ cos(kxa) = cos(kya) =

(
−2t2

t1

)
(14)
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Figure 3: High frequency limit band diagram of SSP. Blue/solid line: dispersion diagram obtained using our
theory, black circles: dispersion diagram obtained in [4] using FDTD, red/dashed line: light line.

(a) (b)

Figure 4: (a) Equi-frequency contour (EFC) plot for SSP, obtained using dispersion relation described by
Eq. (3). The hopping parameters used in this plot are: t0 = 0.3625, t1 = 0.0691 and t2 = 0.0216. The
frequencies (f) corresponding to the level curves are normalized by (c/a). The inset shows the flat contour
predicted by Eq. (15) at fSC = 0.5015(c/a). (b) Magnitude plot of the self-collimated SSP beam observed
at 0.5033(c/a) in our FDTD simulation.

Inserting the above condition into Eq. (10), the SC frequency can be obtained as:

ωSC = t0 + 8t2

(
1− 2t22

t21

)
(15)

As an example, we take the values of the eigenfrequencies at 3 high-symmetry points from [4]
as ωΓ = 0, ωX = 0.45 and ωM = 0.545. Using these values, we calculate the hopping parameters
(normalized by 2πc

a ) as t0 = 0.3613, t1 = 0.0681 and t2 = 0.0222. Figure 3 and Figure 4 show
the corresponding band diagram and EFC plot, respectively, obtained by plugging in the hopping
parameters into Eq. (3). The SC frequency predicted by Eq. (15) is 0.5015(c/a) and in our FDTD
simulation we observed SC around 0.5033(c/a).

4. CONCLUSION

In summary, we have investigated the high frequency limit characteristics of SSP. Our analysis
reveals that in this limit, the decay profile of SSP emerges from multiple diffracted evanescent
orders. The existence of multiple evanescent orders play a significant role in determining the
anisotropic propagation characteristic of SSP. Further, this anisotropy in the propagation and the
corresponding dispersion relation can be analytically described by tight-binding model of atomic
crystals.
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Abstract— We present a method of generation of beams with the spiral intensity distribution
in the direction of propagation. The maximum intensity of the interference pattern of a Gauss
beam and a co-propagating beam with a wavefront dislocation forms a spiral curve in the space.
The numerical simulations have shown that the spiral pitch decreases with the Bessel beam of the
first order divergence increasing, the stable length of the spiral decreases with the Gauss beam
divergence decreasing. The proposed method was tested experimentally.

1. INTRODUCTION

Chiral photonic structures are promising material for light parameter controlling. The method of
the holographic lithography can be used for chiral structure production, but beams with spiral
intensity distribution in the direction of propagation are needed [1, 2]. In addition beams with the
desired distribution of intensity, wave front and polarization are useful for microparticle manipula-
tion [3], nondestructive optical testing and investigation, surface treatment and laser welding [4–9].
The spiral beam is known as beam, whose intensity remains the same to within scale and rotation
as they propagate [9].

Here we propose another kind of spiral beams whose intensity has got three dimension spiral
intensity distribution in the direction of propagation. The interference pattern of two beams one of
which has got a phase singularity forms spiral intensity distribution in the direction of propagation.
The question arises, is it possible to choose the proper parameters of the beams in order to form
the stable spiral intensity distribution in the direction of propagation.

2. BEAM INTENSITY DISTRIBUTION CALCULATION

In order to generate the light beam with the spiral structure along the direction of propagation, we
propose the interference scheme shown in Fig. 1. The Bessel Gauss beam with the phase singularity
of the first order and the Gauss beam were co-propagating. The interference pattern was calculated
at the lens focal waist. To obtain the intensity distribution in the focal waist we solved the wave
equation [10]. The obtained intensity distribution is shown in Fig. 2. One can see from Fig. 2
that the bright intensity spot rotates around the propagation direction forming a three dimensional
helix. It is turned out that the helix radius and pitch can be changed by the interfering beams
parameters change. The calculations were performed for the waist diameter of the Gauss beam
equals 0.5 mm. It can be seen from Fig. 3, that the pitch of spiral decreases from 15 mm to 3µm
along with increasing of the Bessel-Gauss beam divergence angle.

Figure 1: The interference scheme of the co-propagating Gauss beam and Bessel beam of the first order.

The dependence the spiral length on the Gauss beam divergence angle on is shown in Fig. 2.
Increasing of the Gauss beam divergence angle leads to decrease of the spiral lenght from 9.5 mm
to 3 mm.
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Figure 2: Spiral intensity distribution along direction of propagation of the beam under consideration.

Figure 3: The dependence of the spiral pitch on Bessel-Gauss divergence angle.

Figure 4: The dependence of the stable spiral length on the Gauss beam divergence angle.

3. EXPERIMENTAL RESULTS

The spiral light beam was obtained experimentally. The experimental setup was the Mach-Zender
interferometer with HeCd laser (λ = 441 nm). The Bessel-Gauss beam was obtained in the one
of interferometer arm by means of the laser beam diffraction by an amplitude gradient grating.
The set of the beams were observed after diffraction. The first order diffraction beam with the
phase singularity was selected by a pinhole. The Bessel-Gauss divergence angle, the radius of
the Bessel-Gauss and the length of the waist were chosen in such a way to form macroscopic
intensity distribution suitable for experimental investigations. The intensity distribution in the
beam different transverse crosssection in the direction of propagation was registered by a CCD-
camera. An objective with magnification of 8x was used to project the transverse sections at the
CCD matrix. Fig. 6 demonstrate the helix intensity distribution, where the stable spiral length
L = 100 mm, spiral pitch h = 100mm.

One can see from experimental results that the bright intensity spot rotates around the prop-
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agation direction forming three dimensional helix. The experimental results coincide with the
calculated ones.

Figure 5: Experimental setup.

(a) (c)(b)

Figure 6: The intensity distribution in the cross section of the spatial spiral at the different length from the
focal plane: (a) L = −50mm, (b) L = 0 mm, (c) L = 50 mm.

4. CONCLUSION

The method for generation of a new kind of beams with 3D spiral intensity distribution in the
direction of propagation was presented. It was proven, that the spiral pitch and the spiral length
depends on the Bessel and the Gauss beam divergence, correspondingly. The spiral beam was
obtained experimentally. The parameters of the beam coincided with theoretically calculated pa-
rameters.
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Abstract— One actual and promising method of researching optically inhomogeneous media
by using structured laser radiation is the method of the laser refractography. It is based on
the phenomenon of refraction of structured laser radiation in optically inhomogeneous media
and registration of its form deviations with the digital video camera. It was considered case
when inhomogeneity in liquid created by heating or cooling and diffusion in condensed mediums.
Experimental setup for visualization refraction of SLR in different medium is shown. The method
was shown for solving the inverse task of finding properties of the medium by analyzing 2D and
3D-refractograms.

1. INTRODUCTION

Nowadays research of optically inhomogeneous media represents great scientific interest. In such
media the refractive index is not the same in any point and light passes due to refraction not
rectilinearly. It is often important to know what occurs when two or more mediums with different
physical characteristics contact each other, how the refractive index of liquid changes by heating or
cooling objects inside it. One method of researching optically inhomogeneous media is the method
of the laser refractography [1]. It is based on the phenomenon of refraction of structured laser
radiation (SLR) in optically inhomogeneous media and registration of its form deviations with the
digital video camera. This method is in essence different from the previously known methods for
researching of optically inhomogeneity such as schlieren and shadowgraph techniques [2].

The report is devoted to the further development of new laser method for investigation of optical
inhomogeneity media by using of structured laser radiation (SLR) obtained by passing a laser beam
through refraction (ROE) and diffraction (DOE) optical elements. Discussed in this report struc-
tured laser radiation sources are continuous-wave semiconductor lasers equipped with diffraction
optical elements (DOEs). Figure 1 presents typical forms of laser beams produced by DOEs. When
the optical properties of the medium under study vary slowly enough as a function of coordinates,
the propagation of laser beams can be described in terms of the geometrical optics approximation.
In that case, the beam for structured laser radiation of any type should be represented in the form
of a suitable family of rays. The theory and methods of obtaining these beams are quite fully
described in [3].

Table 1: Main types of SLB obtained with DOEs.

For investigations of optically inhomogeneous media the optical methods are widely used which
based on using wide light beam such as shlieren and shadowgraph methods [2]. These methods
were developed for investigations gas media basically. For optical inhomogeneous condensed matter
investigations it’s not used because of massiveness and high prices of designed devices.

The usage of the SLB gives the new possibility for laser refraction methods development. In [1]
was considered the base principles of Laser Refractography (LAREF) — the new diagnostics and
visualizations technology of the boundary thin layered heterogeneities and edge effects in liquids
and gas. This technology is based on:

• refraction of a structured laser beam in optically inhomogeneous media,
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• digital recording of the refraction patterns (refractogram) by CCD-camera ,
• digital processing of the refractogram by PC,
• digital comparison experimental and simulated 2D- refractograms for receiving the information

about parameters of investigation medium,
• This measuring technology is designed for exploration of physical processes in transparent

condensed media.

When the optical properties of the medium under study vary slowly enough as a function of coordi-
nates, the propagation of SLB can be described in terms of the geometrical optics approximation [1].
In that case, the beam for structured laser radiation of any type should be represented in the form
of a suitable family of rays.

2. SLR REFRACTION IN TRANSPARENT OPTICAL INHOMOGENEOUS MEDIA

Figure 1: Ray trajectory in a plane layered medium with a decreasing refractive index: 1 — input ray, 2 —
output ray, l — medium length, θ1 — incidence angle, θ2 — output angle.

2.1. Propagation of the Laser Rays in a Plane Single-layer Inhomogeneous Medium

Mathematical equations for calculating refraction of single ray in inhomogeneous media are given in
the author’s monograph [1]. Fig. 1 shows an example of calculating single ray trajectory in a plane
layered medium (heated water), and Fig. 2 shows its trajectory in cylindrical inhomogeneity. In
such inhomogeneities rays are deflected in the direction of increasing the refractive index gradient
(for liquid its direction of decreasing temperature).

Output angle θ2 can be calculated from formula sin θ2 =
√

n2(xout)−n2(xin)+n2
in sin2 θ1

n2
out

.

2.2. Propagation of the Laser Rays in a Cylindrical Inhomogeneous Medium

θ2(r) = θt −
r∫

rt

n0ρdr

r
√

r2n2(r)− ρ2n2
0

(1)

rtn(rt) = n0ρ (2)

θt = π −
x∫

rt

n0ρdr

r
√

r2n2(r)− ρ2n2
0

(3)

Figure 2: Propagation of a laser ray in a cylindrical inhomogeneous medium: where ρ is distance between
axial line and laser ray, R – radius of heated cylinder, T — turn point of laser ray. Equations (1)–(3) allows
to calculate parameters of deflected ray, i.e., turn angle and turn point.
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2.3. Propagation of SLR in 2-layer Medium

The ray trajectories in the diffuse layer were calculated as follows. The refractive index gradient
in the diffuse layer may be described by formula (4) below that agrees well with the experimental
relationship:

n(x) = n1 + (n1 + n2)/{1 + exp [(x− xs)/h]}, (4)

where n1 is the refractive index of the higher-density (bottom) liquid, n2 is the refractive index of
the lower-density (top) liquid, his he characteristic half-breadth of the layer, and xs is the position
of the center of the layer.

(a) (b) 

Figure 3: Propagation of laser rays in the diffusive layer of a two-layer liquid. (a) Refractive index in diffusive
layer depending on height (n1 = 1.3400, n2 = 1.3312), (b) refractograms of cylindrical beams in diffusive
layer.

3. SLR REFRACTION IN 3D INHOMOGENEOUS MEDIA

More complicated situation is observed in case of calculating SLB refraction when optical properties
of medium is changes in three directions. This problem was solved for the first time in [4–7]. There
an example of calculating three-dimensional refraction pattern for three-dimensional inhomogeneity
(n = n(x, y, z)).

The following figures shows three-dimensional refractograms (refraction of SLB), for), egg-
shaped radial inhomogeneity, radially inhomogeneous, the soliton in the pycnocline layer type
(inclined LB) respectively.

(a) (b)

Figure 4: Calculated refractograms of a cylindrical beam in the volume of the following three-dimensional
inhomogeneities: (a) egg-shaped radial inhomogeneity; (b) soliton in the pycnocline layer type.

4. 3D-REFRACTOGRAMS FOR CYLINDRICAL BEAMS IN DIFFUSIVE LAYER OF
LIQUID

Figures 5–6 shows calculated 3D-refractograms of cylindrical SLB in diffusive layer of liquid, which
describes by difference of refractive indices of upper and lower liquids, position of its center, charac-
teristic half-width, distribution function of refractive index on vertical axis and length of medium.
Axis beams are located at different distances from the middle of diffusive layer xs: x1 and x2 [6,7 ].
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Figure 5: 3D-refractograms for three concentric
cylindrical laser beams with different radii, prop-
agating in diffusive layer of liquid: x1, x2 and x3

— positions of beams centers, dimensions in mm.

Figure 6: Refraction of two half-cylindrical beams
in diffusive layer with length 300 mm. Middle of
diffusive layer — 50 mm, position of two beams in-
terface — 45mm, beams radii 10MM, difference
between refractive indices in layer 0,02, its width
6mm.

5. EXPERIMENTAL SETUP FOR INVESTIGATION OF REFRACTION SLR IN THE
CONDENSED MEDIUMS

Figure 7 shows block diagram of experimental setup for registration of refraction patterns in trans-
parent media. It consist of semiconductor laser 1 power 15 mW, optical element 2 for SLR obtaining,
system 3 for beam scanning on vertical axis, cuvette 4 with liquid under investigation in which hot
or cold bodies placed, screen 5 for refractograms imaging, digital camera 6 which connected to
PC 7 with special software for refractograms processing [8]. Fig. 8 shows stages of experimental
investigations.

Figure 7: Scheme of experimental refractographic system: 1 — laser, 2 — optical unit SLR, 3 — beam
scanning unit, 4 — investigated medium, 5 — screen, 6 — digital camera, 7 — PC with special software.

(a) (b) (c)

Figure 8: Experimental refractogram processing: (a) — experimental setap, (b) experimental refractogram,
(c) — reconstructed radial temperature profile.

6. CONCLUSION

Developed method Laser Refractography based on using SLR and can be used for: investigation
of 1D, 2D, and 3D optical inhomogeneities; stationary and nostationary process diagnostics in
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condensed mediums; investigation of heat processes in liquids and gas; investigation free convection
in liquids [9, 10], investigation of different liquids mixing; investigation of sound field in liquids;
diagnostics of process in micro channels; etc.. . .
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Abstract— Nonorthogonal coupled mode theory is used to analyze the impact of iron nano-
inclusion in the TE mode coupling between two integrated optical waveguides structures. In the
first case, the nano-inclusion fractions are included in an identical manner in both waveguides,
and in the second the nano-inclusion are added only in one of the waveguides. The structures
beating lengths strongly depends on the inclusion filling factor and the thickness of the cladding
layer. They reduce with increasing inclusion-filling factors, reaching a 70% and a 56% reduction
with respect to the lossless case, for the identical and non-identical cases, respectively. Cladding
thickness increases the beating length reducing the structure total power as filling factor increases,
for the identical case, and depicting a inflection point for the non-identical case where the total
power increases.

1. INTRODUCTION

In the last years, research on new materials and technologies together with established coupled mode
theory, and electromagnetic numerical methods have featured the construction of novel integrated
optical devices, like, directional couplers, power dividers, polarizers and isolators [1]. Most of
these passive devices are based on the control of modal field, polarization, and others. In this
work, we investigate the impact of iron nano-inclusions in the coupling of multilayered optical
waveguides structure based on alternating InGaAsP and InP layers, operating at 1550 nm. The
complex refractive index of the mixture (the host and inclusion materials) is obtained from iron
experimental optical properties data and Maxwell-Garnett models [2]. The motivation is to use
nano-inclusions to improve the coupler efficiency decreasing the beating length through the impact
of the losses in the exchange power curve that is caused by the complex refractive index. The
inclusions add losses to the system, creating a trade-off between decreasing beating length and
output power. The behavior of the electrical field properties of the TE fundamental mode within
the multilayer structure is analyzed by the use of the nonorthogonal Coupled Mode Theory [3, 4]
for identical and non-identical cases. This theory enables to monitor the beating length and the
power transfer along the waveguide propagation direction.

2. THEORETICAL FORMULATION

The multilayered structure of interest is shown in Figure 1. It consists of a five layers structure.
Table 1 relates the layer number, material, complex refractive index, and thickness. The structure
is based on the optical isolator proposed in [5, 6].

Figure 1: Multilayered waveguide structure.

The complex refractive index of the mixture is calculated considering InGaAsP host medium for
filling factors of Fe inclusions ranging from 0.01% up to 0.2% at 1550 nm, Xi and Yi for i = 2, 4, in
Table 1, are the real and imaginary values of the complex refractive index values, estimated by the
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Table 1: Structure parameters.

Layer Material n ′ n ′′ Thickness
I InP 3.162 0 Infinite
II Fe-InGaAsP X2 Y2 0.5
III InP 3.162 0 t3

IV Fe-InGaAsP X4 Y4 0.5
V InP 3.162 0 Infinite

use of the Maxwell-Garnett formula. The Maxwell-Garnett mixing rule predicts the macroscopic
permittivity (εmix) of a medium where iron particles are included in the InGaAsP host [7]:

εmix = εe + 3fεe
εi − εe

εi − 2εe − f(εi − εe)
(1)

In Equation (1), εe is the host material permittivity, εi is the Fe experimental permittivity at
1550 nm [8] and f is the volume fraction occupied by the inclusions. Table 2 lists the respective
complex refractive indexes for each filling factor used in this investigation. The effective index is
assumed as nmix =

√
εmix.

Table 2: Real and imaginary parts of the complex refractive index of the mixture.

f Re (nmix) Im (nmix)
0 3.3700 0

0.0001 3.3705 4.1215 10−4

0.0005 3.3723 2.0611 10−3

0.0010 3.3746 4.1232 10−3

0.0015 3.3769 6.1830 10−3

0.0020 3.3792 8.2502 10−3

Figure 2: Waveguides a and b.

The coupled mode theory is a well-known approach to study waveguide coupling and its deriva-
tion can be found in the literature [3, 4]. The time convention adopted in this paper is exp(−iωt).
Separating the structure in medium a and medium b, as depicted in Figure 2 and defining the fields
and electrical permittivity distribution in each medium as (E(a), H(a)), ε(a)(x, y), (E(b),H(b)) and
ε(b)(x, y) it is possible to express the electric field amplitude along propagation axis in waveguides a
and b, a(z) and b(z) respectively, as a system of coupled differential equations whose matrix form
is:

d

dz

[
a(z)
b(z)

]
= iC−1S

[
a(z)
b(z)

]
. (2)
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C and S are 2× 2 matrices, whose elements are defined as:

Cpq =
1
2

∫∫
E

(q)
t ×H

(p)
t · ẑdxdy p, q = a or b (3)

Spq = Kpq + βp

(
Cpq + Cqp

2

)
p, q = a or b (4)

Kpq =
ω

4

∫∫
∆ε(q)

(
E

(p)
t · E(q)

t − ε(q)

ε
E(p)

z E(q)
z

)
p, q = a or b (5)

Caa = Cbb = 1 and Cab and Cba represent the crosspower coefficient, in other words, the result
from an overlap integral between the evanescent fields in the cladding. In conventional theory [9]
crosspower is null, because the transversal fields E

(q)
t and H

(p)
t are orthogonal. βq express the

propagation constant of each individual waveguide, obtained by Modal Analysis [10]. Kpq is the
coupling coefficient, the integral between the transversal and longitudinal (E(p)

z E
(q)
z ) electrical fields

of the individual waveguides, ω is the angular frequency, and the factor ∆ε(q) = ε(q) − ε, express
the perturbation effect that causes the coupling, where ε(q) is the medium permittivity and ε is the
background permittivity.

Figure 3: (a) Total power along z direction for f = 0.0001 (dotted line) and f = 0.0020 (solid line). (b) Power
transferred along z direction for f = 0.0001 (dotted line) and f = 0.002 (solid line).

Figure 4: Beating length as a function of the cladding thickness for different inclusion filling factors. (a) n2 =
n4 (identical case), (b) n4 = 3.37 (non-identical case).
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Figure 5: Total power (dBm) as a function of the cladding thickness for different values of inclusion fraction
(a) n2 = n4 (identical case), (b) n4 = 3.37 (non-identical case).

3. NUMERICAL RESULTS

The impact of Fe filling factor is analyzed through the solution of Equation (2), considering a(0) = 0
and b(0) = 1, for identical waveguides (n2 = n4) and for non-identical waveguides (n4 = 3.37). The
total power in the structure and the power transferred to waveguide a, in the identical waveguide
case, for f = 0.0001 and f = 0.002, are shown in Figure 3(a) and Figure 3(b), respectively. In
Figure 3(a), the power decay along the structure is faster for higher inclusion factor. An increase
in inclusion filling factor decreases the structure beating length, which is depicted in Figure 3(b),
by the relative displacement between the curves. The inclusion adds a relative shift in power
exchange oscillation between the waveguides, like a resistive element does in a RCL circuit. The
structures beating length as a function of cladding thickness for different filling factors values are
shown in Figures 4(a) and 4(b), for the identical and non-identical cases, respectively. An increase
in cladding thickness increases the structure beating length due to a weaker coupling between the
waveguides. Further, the impact of nano-inclusion filling factors in beating lengths is evident for
cladding thickness greater than 0.6µm. For f = 0.002 and cladding thickness of 0.8µm, the beating
length reduces in 70% compared to the lossless situation (f = 0) for the identical case, while it
reduces 56% for the non-identical case. The structure output power after one beating length as a
function of cladding thickness is shown, for different values of nano-inclusion factors, in Figures 5(a)
and 5(b) for the identical and non-identical cases, respectively. For the identical case, and cladding
layer thickness up to 1µm, the structure output power decreases with inclusion filling factor as
shown in Figure 5(a). The structure reaches up to 8 dB loss for f = 0.002 when compared to the
lossless situation (f = 0). For the non-identical case, the total power behavior changes considerably.
The output power decreases up to a certain cladding thickness value and then starts to increase,
reducing the structure losses. This inflection point marks the filling factor for which the beating
length reduction due to the added losses overcomes its increase for a certain cladding thickness.

4. CONCLUSIONS

We used the non-orthogonal coupled mode theory to analyze the impact of iron nano-inclusions in
multilayer integrated optical structures (identical and non-identical). The structures beating length
and total power depend on the inclusion filling factor and the cladding thickness. Overall, the
inclusion filling factor decreases the structure beating length while the cladding thickness increases
it. Nonetheless, the total power in the structures behaves quite differently for both cases. In the
identical case, the structure total power decreases with cladding and with inclusion filling factor.
For the non-identical case, as one of the waveguide is lossless, the total output power decreases with
cladding thickness and filling factor until a certain cladding thickness and then increases. Part of
the light propagates through the lossless waveguide, turning the impact of cladding thickness not
as relevant as in the identical case. Finally, we demonstrate that suitably controlling the nano-
inclusion filling factor and cladding thickness, particularly for the fundamental TE modes, a more
efficient multilayer coupling structure, with reduced beating length and losses can be designed.
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Abstract— Microbubbles have stimulated broad attention for the highly-efficient contrast
agents in biomedicine and microfluidic control. We present an optical technique to produce
various kinds of microbubbles, using a near-infrared light exciting photothermal graphene oxide
deposited on a microwire. As a heater, GO-deposition can absorb the evanescent field to produce
heat energy, and then heat the solvent to create photothermal microbubbles. It can also trans-
late the optical energy into the ultrasonic energy and compress the solvent to create cavitating
microbubbles. Furthermore, a series of approximately ellipsoidal microbubbles can be generated
on a smooth microwire due to heterogeneous nucleation.

1. INTRODUCTION

Recent reports have shown the growing attention of microbubbles in a wide variety of fields, par-
ticularly in the biomedical engineering [1], microelectromechanical systems (MEMS) [2], and lab-
on-a-chip technology [3–5]. For example, the monodisperse microbubbles have been demonstrated
to be the highly-efficient contrast agents in medical imaging [1]. Microbubble powered actuator
has been extensively applied in mixers [3], switches [4], valves [5] and pumps [5] in microfluidic
chip. And there is also a growing interest in using convection flow induced by vapor microbubble
for particles manipulation. Accordingly, the generation of microbubbles in fluids has attracted in-
creasing attention. Numerous techniques including flow-focusing devices [6], T-junction devices [7]
and ultrasound-induced cavitation [8] have been proposed. However, there is still a challenge to
generate different kinds of microbubbles by single device.

The techniques based on optically controlled systems have been adopted to generate a variety
of microbubbles. Previous reports show that single microbubble can be generated and controlled
accurately based on photothermal effect, by using highly focused laser beams to illuminate optically
absorbent substrates [9] and absorbing liquids [10]. And the laser can also induce cavitation to
obtain massive microbubbles [11]. However, the natural dependency to the illuminating laser in
free space will cause external optical energy leaking outside, and require complex focus systems
and high laser intensity.

Recently, micro/nanowire has been demonstrated to exhibit much tight field confinement and
strong evanescent field [12]. So in view of cost and operability, it is inferred that assembling
photothermal materials onto microwire can be more desirable to generate multiple microbubbles.
Graphene oxide (GO), the electronically hybrid material possessing excellent nonlinear absorption
and nonlinear scattering properties, enables the potential applications in saturable absorbers, op-
tical switching and optical limiter [13]. The present study develops a novel device by depositing
GO nanosheets (GONs) onto a microwire. Excited by the near-infrared light, GO-deposition can
act as a heater for creating variety of microbubbles. According to the mechanism of photothermal
effect, heterogeneous nucleation, and cavitation, vapor microbubbles, ellipsoidal microbubbles, and
cavitating microbubbles can be respectively generated.

2. DEVICE FABRICATION

Here GONs was prepared by oxidizing natural graphite powder based on a modified Hummers
method [14, 15]. And the GONs suspension was prepared by mixing GONs with N,N-dimethylforma-
mide (DMF) solvent and several hours of 240 mW ultraphonic treatment was required for efficient
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exfoliation and dispersion into DMF solvent. The transmission electron microscopy (TEM) image,
observed by using a JEOL JEM-2100F transmission electron microscope shows the morphologies
of flake-like reduced GONs (Figure 1(a)). To demonstrate the absorption property of GONs, the
absorption spectra of GONs suspensions in different concentration were studied and shown in Fig-
ure 1(b). It can be seen clearly that pure DMF has a low absorption in the operating wavelength of
1525–1565 nm (see black line in Figure 1(b)). And the absorption of the GONs suspensions increase
as GONs concentration increases.

Figure 2(a) schematically shows the experimental setup for the fabrication of GO-heater and
microbubbles generation. A microwire (diameter: 0.5–5µm) was controlled by a microadjuster
with one end connected to an optical source and the other placed in a microfluidic chamber, which
is fabricated by drawing a single mode optical fiber (SMF-28, Corning Inc.) through the flame-
heated technique [12]. The optical source was provided by an amplified spontaneous emission
broadband light source (ASE, ∼10mW, 1525–1565 nm) connected with an erbium-doped fiber am-
plifier (EDFA), whose output power can be tuned from 10 mW to 400 mW. And we also use an
inverted microscope with a charge coupled device (CCD) camera for observation, image capture,
and video recording.

After the GONs suspension was introduced to the microfluidic chamber and the light was injected
into the microwire, the leaking light energy was absorbed by the GONs in the zone of evanescent
field. And then a weak convective flow was generated, driving the adjacent GONs to swim into
the evanescent field and finally deposit on the microwire [16, 17]. The process of the deposition
would go on until the laser was turned off, as shown in Figures 2(b)–(c). Figure 2(c) shows a
typical SEM image of a GO-deposition. It can be seen that even though turning the light off
the deposition remained attaching to the surface of the microwire due to van der Waals forces.
Under the excitation of near-infrared light, the enhanced optical absorption could give rise to the
increasing heat energy on the GO-deposition, which can be also served as a microheater. And we
also used the GO-heater to generate various microbubbles, including photothermal microbubbles,
ellipsoidal microbubbles, and cavitating microbubbles.

(a) (b)

Figure 1: (a) TEM image of GONs shows a scale-like structure. (b) Absorption spectra of GONs dispersions
in DMF at the concentration of 0, 0.05, 0.10, 0.20, 0.50 mg/ml, at wavelength of 800–1600 nm.

(a) (b)

(c)

(d)

Figure 2: (a) Schematic of experimental setup. (b) Microscope images of microwire. Scale bar: 50µm.
(c) Microscope images of the fabrication process after the laser was launched. Scale bar: 50 µm. (d) A
typical SEM image of a GO-heater.
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3. GENERATION OF PHOTOTHERMAL MICROBUBBLES

Based on boiling effect, the working GO-heater was capable of initiating the phase transition of
surrounding solvent (such as DMF) to generate photothermal microbubbles [18]. To demonstrate
the growth dynamic of these microbubbles, experimentally we first used a punctiform GO-heater
on a microwire tip to generate single microbubble. Figure 3(a) shows the microbubble generation
under the exciting power of 10 mW. The microbubble was formed and kept on growing until reaching
its maximum size. After it was explored, a new microbubble was formed and repeated the growing
process (see optical images in Figure 3(a)). Each microbubble would experiment similar growth
tendency, with a relatively rapid growth and an approximately constant speed growth (see the
growth curve in Figure 3(a)). Further observation shows the growth was faster and the maximum
diameter was larger for the higher optical power. This was contributed to higher optical absorptions
and larger temperature increase.

The punctiform GO-heater can generate single microbubble with controllable size, but suffer
deficiency in producing multiple microbubbles due to the small-area heating. By amplifying the
area, we also point out that a great quantity of thermal microbubbles can be produced on line-
shaped GO-heater with length of 155µm. Under the exciting power of 40mW, each microbubble
was stationary and grew continuously to reach a certain diameter, and following it would detach
from the GO-heater and float in the liquid suspensions (see optical images in Figure 3(b)). During
a period of 6min, 113 detaching microbubbles were recorded, where the diameter concentrated in
60–140µm (see the statistic histogram in Figure 3(b)).

(a) (b)

Figure 3: (a) Schematic and experimental results for the photothermal microbubbles generated on a puncti-
form GO-heater. Scale bar: 15 µm. (b) Schematic and experimental results for the photothermal microbub-
bles generated on a line-shaped GO-heater with length of 155 µm. Scale bar: 50 µm.

4. GENERATION OF ELLIPSOIDAL MICROBUBBLES

Through the microadjusters, a new GO-heater formed on the microwire was tuned to be located
at the DMF/air interface and its right microwire segment was immersed in the DMF solvent
(see Figure 4). Under the exciting power of 40mW, it was difficult to form microbubbles on the
GO-heater. Instead, there were abundant DMF vapors in the liquid by the GO-heater and the
immersed microwire could provide preferential sites to facilitate nucleation based on heterogeneous
nucleation [19, 20]. Finally, a series of microbubbles were generated and grew along a horizontal mi-
crowire axis. Each microbubble exhibited a symmetrical conformation with respect to the microwire
axis and took a shape of ellipsoid (see Figure 4). The microbubble behaviours were linked closely
with the temperature field. Several microbubbles were observed to continuously move towards
the GO-heater or coalesce together. We contributed the driving force of directional transport to
thermocapillary effect [19, 21] or non-equilibrium Laplace pressure along the microbubble [19, 22].
The existence of novel type of microbubble will gain new insight into the mechanism of bubble
formation and bubble dynamics.

5. GENERATION OF CAVITATING MICROBUBBLES

In addition to boiling and heterogeneous nucleation, cavitation (the phenomena of the expansion
of bubble nuclei by a fast lowering of the liquid pressure) is also the main method for microbubble
generation. Previously, cavitation could be triggered spontaneously in the microcavities under the
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Figure 4: Schematic and experimental results for the ellipsoidal microbubbles generated on a microwire.
Microbubbles were observed to continuously move towards the GO-heater or coalesce together. Scale bar:
25 µm.

Figure 5: Schematic and experimental results for the monodisperse microbubbles generation from cavitation.
Scale bar: 20 µm.

action of ultrasound [8]. In the experiment, we used the light with power at 40 mW to excite a
GO-heater with the surface patterned with microcavities. Unlike the photothermal microbubbles
generated directly on the GO-heater, there were massive microbubbles being immersed near the
microcavity and ejected away. As shown in Figure 3, there were about 254 cavitating microbubbles
being generated at the time of t6 + 15 s. And the statistic histogram of the size distribution in
Figure 5 also shows microbubbles with monodisperse state and the main diameter at 9–15µm,
demonstrating the smaller size than photothermal microbubbles in Figure 3. We speculated that
the pressure wave was created by the light, traveled over the heater and focused on the microcavity.
Thereby it can quench liquid instantly to negative pressure, leading to liquid cavitation and eject
large amount of microbubbles.

6. CONCLUSION

In conclusion, we have demonstrated a simple and effective method for generating various microbub-
bles by depositing GO on a microwire. GO can heavily absorbed evanescent field and release strong
heat under the excitation of infrared light, which can heat surrounding liquid. Three kinds of mi-
crobubble were successfully generated by the GO-heater. Firstly, at the low excitation power the
superheat limit of the liquid can be reached to generate thermal microbubbles. Secondly, a series
of ellipsoidal microbubbles can be formed and grew symmetrically along the microwire axis based
on heterogeneous nucleation when the heater is located at liquid/air interface. Finally, massive
cavitating microbubbles can be immersed near a GO microcavity and ejected away. This technique
has prospective applications in optofluidic control, microfluidics, microbubble-based devices, and
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other biochip techniques.

ACKNOWLEDGMENT

This work is partially supported by the National Natural Science Foundation of China (Nos.
61177077, 1104162, 21476052, 91233208, 61178062), the Guangdong Natural Science Foundation
(2013B090500123, 2014A030313432), the Guangdong Innovative Research Team Program (Grant
201001D0104799318), the National High Technology Research and Development Program (863
Program) of China (No. 2012AA012201), Swedish VR grant (# 621-2011-4620) and AOARD.

REFERENCES

1. Lindner, J. R., Nature Reviews Drug Discovery, Vol. 3, 527–533, 2004.
2. Tsai, J. and L. Lin, Journal of Microelectronic Systems, Vol. 11, 665–671, 2002.
3. Ahmed, D., X. Mao, B. K. Juluri, and T. J. Huang, Microfluidics and Nanofluidics, Vol. 7,

727–731, 2009.
4. Wu, T.-H., L. Gao, Y. Chen, K. Wei, and P.-Y. Chiou, Applied Physics Letters, Vol. 93, 144102,

2008.
5. Zhang, K., A. Jian, X. Zhang, Y. Wang, Z. Li, and H.-Y. Tam, Lab on a Chip, Vol. 11,

1389–1395, 2011.
6. Ganan-Calvo, A. M. and J. M. Gordillo, Physical Review Letters, Vol. 87, 274501, 2001.
7. Garstecki, P., M. J. Fuerstman, H. A. Stonec, and G. M. Whitesides, Lab on a Chip, Vol. 6,

437–446, 2006.
8. Bremond, N., M. Arora, C. D. Ohl, and D. Lohse, Physical Review Letters, Vol. 96, 224501,

2006.
9. Ohta, A. T., A. Jamshidi, J. K. Valley, H.-Y. Hsu, and M. C. Wu, Applied Physics Letters,

Vol. 91, 074103, 2007.
10. Liu, Z., W. H. Hung, M. Aykol, D. Valley, and S. B. Cronin, Nanotechnology, Vol. 21, 105304,

2010.
11. Yang, K., Y. Zhou, Q. S. Ren, J. Y. Ye, and C. X. Deng, Applied Physics Letters, Vol. 95,

051107, 2009.
12. Tong, L., R. R. Gattass, J. B. Ashcom, S. He, J. Lou, M. Shen, I. Maxwell, and E. Mazur,

Nature, Vol. 426, 816–819, 2003.
13. Loh, K. P., Q. Bao, G. Eda, and M. Chhowalla, Nature Chemistry, Vol. 2, 1015–1024, 2010.
14. Kovtyukhova, N. I., P. J. Ollivier, B. R. Martin, T. E. Mallouk, S. A. Chizhik, E. V. Buzaneva,

and A. D. Gorchinskiy, Chemistry of Materials, Vol. 11, 771–778, 1999.
15. Hummers, W. S. and R. E. Offeman, “Preparation of graphitic oxide,” Journal of the American

Chemical Society, Vol. 80, 1339–1339, 1958.
16. Louchev, O. A., S. Juodkazis, N. Murazawa, S. Wada, and H. Misawa, Optics Express, Vol. 16,

5673–5680, 2008.
17. Wilson, B. K., M. Hegg, X. Miao, G. Cao, and L. Y. Lin, Optics Express, Vol. 16, 17276–17281,

2008.
18. Xing, X. B., J. P. Zheng, C. Sun, F. J. Li, D. B. Zhu, L. Lei, X. Cai, and T. Wu, Optics

Express, Vol. 21, 31862–31871, 2013.
19. Xing, X. B., J. P. Zheng, F. J. Li, C. Sun, X. Cai, D. B. Zhu, L. Lei, T. Wu, B. Zhou, J. Evans,

and Z. Y. Chen, Scientific Reports, Vol. 4, 6086, 2014.
20. Liu, X., Journal of Chemical Physics, Vol. 112, 9949–9955, 2000.
21. Lu, J. and X. Peng, Journal of Heat and Mass Transfer, Vol. 49, 2337–2346, 2006.
22. Zheng, Y., H. Bai, Z. Huang, X. Tian, F. Nie, Y. Zhao, J. Zhai, and L. Jiang, Nature, Vol. 463,

640–643, 2010.



Progress In Electromagnetics Research Symposium Proceedings 2675

A High Survivability Mesh Topology FBG Based Optical Sensing
System with SDN Controlling

Jhih-Heng Yan1, Wei-Cheng Chen2, You-Wei Chen1, Kai-Ming Feng1, 2, and Chung-Yu Wu3

1Institute of Photonics Technologies, National Tsing Hua University, Hsinchu, Taiwan
2Institute of Communications Engineering, National Tsing Hua University, Hsinchu, Taiwan

3National Chung-Shan Institute of Science and Technology, Taoyuan, Taiwan

Abstract— A FBG based optical sensing system with mesh topology is first demonstrated with
SDN controlling. The design of FBG sensing sets and SDN-controlled remote node provides large
sensing signal routing freedom and network survivability.

1. INTRODUCTION

Optical sensing techniques have been studied for decades and widely employed in many fields and
infrastructures. In many proposed studies, fiber Bragg grating (FBG) based sensing systems can
be built in large scale objects, infrastructures, and personal wearing devices [1–3] with their light
weight and electromagnetic interference immunity features. Their high sensitivities and sensing
accuracy always provide a clear picture of the monitoring objects. Also, in comparison with wire-
less sensing, FBG based optical sensing system eliminate the necessity of power management and
sensing unit replacement. However, due to the weak structure nature, optical fibers are always
threatened by environmental and human damages. On occasion of multiple link failures, conven-
tional optical fiber sensing systems totally fail until the manual repair is finished. Therefore, to
enhance the network survivability becomes a critical issue. Many proposed researches have been
presented with their survivability enhancement, such as backup links and network topology design-
ing [4–6]. Unfortunately, these system complexities usually grow when strengthening the network
survivability. The sensing network deployment and consequently the ability of remote sensing are
thus quite limited.

In our previous work, a FBG based optical sensing system with mesh network topology has been
presented to largely enhance the network survivability [7]. With the design of periodic FBG sensing
segment and network building block, the sensing network can be systematically implemented. With
high network survivability, a self-healing function can be implemented in the sensing network. To
efficiently utilize this function, the control of remote nodes and the calculation of alternative light
path need to be organized. Hence, in this paper, we first introduce software-defined network (SDN)
controlling [8] in the proposed sensing network. The regular sensing procedures can be operated
with the routing table embedded in the central office (CO). Once the link/node failures occur, the
SDN controller can re-calculate alternative light-paths and then reorganize the sensing procedures
to avoid system failure. Furthermore, with the interconnected SDN controllers, this proposed
sensing network can be organized as multiple regions where each is managed by a corresponding
controller. For example, Figure 1 shows a 4-by-4 mesh network with a 4-CO scenario. Not only the
power of sensing signal can be reduced, but also the available light-paths, as well as the network
survivability, can be increased with multiple link/nodes failures.

2. EXPERIMENTAL DEMONSTRATION

The sensing network topology is designed to be a mesh network comprised of the designed remote
node (RN) and four FBG sensing sets. First, as shown in Figure 2(a), a RN is built with three
voltage-controlled optical latched switches (SWs). This RN design provides not only conventional
bar and cross routing functions, but also a U-turn function, which largely relieves routing constrains.
Second, each FBG sensing set includes three Bragg wavelengths in the demonstration. However, the
wavelength counts can be scaled up if needed. As shown in Figure 2(b), the wavelength assignments
of the four sets are λ1: 1538.18 nm, λ5: 1544.58 nm, λ9: 1550.98 nm for S1, λ2: 1539.78 nm, λ6:
1546.18 nm, λ10: 1552.58 nm for S2, λ3: 1541.38 nm, λ7: 1547.78 nm, λ11: 1554.18 nm for S3, and
λ4: 1542.98 nm, λ8: 1549.38 nm, λ12: 1555.78 nm for S4. With these wavelength arrangement, we
build the CO with a fiber ring laser (FRL) as the sensing signal generator, and a 100-GHz-grid
eight-channel arrayed waveguide grating (AWG) as the receiver. Each of the sensing wavelengths
belongs to a specific free spectrum range (FSR) of this AWG. Figure 2(c) shows the experimental
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Figure 2: The experimental setup. (a) The wavelength arrangements; (b) the remote node; (c) the experi-
mental system setup.

setup which consists of a 2-by-2 mesh network and the designed CO as well as the SDN controlling.

The CO will make the sensing light-path clear in advance by sending controlling voltages to all
the related RNs with the build-in routing table. After the sensing signal is reflected by the target
FBG, it traces the original path back to the CO, and then received by an eight-channel AWG.
The sensing wavelengths correspond to the 1st, 3rd, 5th, and 7th channel respectively, where the
even channels are leaved blank for wavelength interrogation function [9]. Here we demonstrate a
wavelength interrogation function for sensing FBG strains. The shifted Bragg wavelength will make
the reflected sensing signal interrogated by two adjacent AWG channels. As shown in Figure 3,
the interrogation functions ρ refer to the evolution of the received optical powers in 3th and 4th
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Figure 3: Demonstration of interrogation function.

channels with
ρ(SK) = log

I2K

I2K−1
, (1)

where I2K and I2K−1 are the received optical power at (2K)th and (2K − 1)th AWG channel
respectively, and SK is the Kth FBG sensor set. The received optical power can be analyzed in
the SDN controller without an optical spectrum analyzer based on the proven relationship between
shifted Bragg wavelengths and the strains [10].

This proposed mesh network topology provides a large degree of freedom in sensing signal
routing. For each sensing target, there are always multiple light paths available. Here we set a
FBG set S2 on the east edge as the sensing target. As depicted in Figure 2(c), there are totally
3 available light paths to sense this target, which sensing traces are highlighted in blue, red, and
green respectively. The shortest path obtained by Dijktras algorithm [11] has been defined in
the routing table in advance while the network implemented. Once link/node failures occur, the
shortest path re-calculation in the SDN controller will be activated to re-write the routing table in
the CO.

3. MULTIPLE CO-SDN CONTROLLERS DESIGN AND A SIMULATION
DEMONSTRATION

As the network growing up, the sensing signal needs more power for sensing round-trips. Also, the
controlling of RNs will increase the system complexity. To mitigate these issues, applying multiple
COs and the corresponding SDN controllers will be an efficient solution. Each CO corresponding
to a SDN controller handles a specific sensing network region. This multi-region network design
can largely reduce the power of sensing signal and the time of sensing round-trips. Also, SDN
controllers can be interconnected with each other to share the network state information. Therefore,
once a link/node failure occurs in a sensing region, these information will be notified to all the rest
controllers. Both the present CO and the other COs can be in charge of the alternative sensing
procedures.

Since the available devices are not sufficient for experiments, this multi-CO sensing system is
demonstrated with a numerical simulation. A 4-by-4 and a 6-by-6 mesh sensing networks are
respectively assembled in the same rule described in last section. The optimized CO location is the
centroid of the corresponding network region, which minimizes the Euclidean distance between CO
and all FBG sensors in a network region [12]. To demonstrate the relationship between the quantity
of CO and the sensing network survivability, the simulation will examine the total available light
paths with various link failures setting. A FBG set S2 at the network north-west corner is set
as the sensing target. The link failures are set around the COs, which largely affect the network
survivability. The evaluation of available light-paths versus link failures is shown in Figure 4. In the
4-by-4 mesh network, if no link failure exists, there are 60, 14, 14, and 10 available light-paths for
the scenarios of 1-CO, 2-CO, 3-CO, and 4-CO respectively. However, if there exist 3 link failures,
the quantity of available light-paths become 0, 7, 8, and 6. The main reason for the available light-
path quantity drop is that the network loses some degree of freedom in routing sensing signals since
many RNs are replaced by COs. But it is worth to note that available light-paths are still enough
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networks.

to maintain a high survivability sensing network while 3 link failures. Similar results are obtained
in the 6-by-6 mesh networks. We also examine the normalized linking costs, which is defined as the
routing loss of the sensing signal, of the shortest light-paths for all CO scenarios, which are labeled
on the top of bars in Figure 4. As we expect at first, the linking cost of the shortest path decreases
with the CO increasing in the 1-CO scenario, while these costs remain low in multi-CO scenarios.
As a result, for a large mesh sensing network, increasing COs and corresponding SDN controllers
can largely reduce the sensing signal power consumptions.

4. CONCLUSIONS

In this paper, we proposed a FBG based optical sensing system with mesh sensing network topology.
The design of four FBG sets and RNs makes the network construction an interleaved repeating
manner, which keeps the system a relative low complexity while extending the network scale. Also,
the RN comprised of three optical switches provides a large freedom in the routing of sensing
signal. Consequently, to each FBG sensing set, the total available light paths is increased, which
efficiently enhances the sensing network survivability. The SDN technique is first introduced to an
optical sensing network in this proposed system. With the interconnection function between SDN
controllers, a large sensing network can be reorganized to multiple partitions, where each of them is
supervised by a central office and its corresponding SDN controller. Through the simulation result,
for a specific sensing network, there exists an optimized deployment of central offices, which most
efficiently enhances the network survivability.
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Abstract— We calculated the components of the magnetic susceptibility tensor of the com-
posite material consisting of uniaxial magnetic particles in this paper. A method for determining
of the anisotropy fields on the basis of analyzing the curves of ferromagnetic resonance in the
microwave frequency range is proposed. The results of the study of the magnetic anisotropy
obtained by different methods hexaferrite powder samples composition BaFe12O19 are analyzed.

1. INTRODUCTION

Active exploration of the microwave frequency range sharpened the need for magnetic materials
absorbing electromagnetic radiation. Such materials are required to reduce harmful influence on
biological objects, to provide electromagnetic compatibility of units and blocks of high-frequency
devices, to build anechoic chambers and to protect information. Composite radar absorbing coat-
ing (RAC) which consists of a matrix of high-molecular polymer compounds and filler particles of
ferromagnetic or ferrimagnetic materials are widely used. Such materials are most effectively used
as electromagnetic waves absorbers located on the metal surfaces [1]. The most promising materials
for microwave and submillimeter ranges are ferrites with a hexagonal crystal structure (hexafer-
rites). This is due to the large values of the anisotropy fields (Hai) and saturation magnetization
(MS) of these materials [2]. It is necessary to know the material parameters (magnetocrystalline
anisotropy fields, the gyromagnetic ratio (γ) and saturation magnetization) of the filler particles
of the composite material for targeted development and production of RAC in a given frequency
range and level of reflectance in the operating band.

The study of the spectra of ferromagnetic resonance (FMR) in the microwave frequency range
is one of the few methods to determine the required material parameters such inhomogeneous
and macroscopically isotropic materials, including materials with nanosized and nanostructured
particles [3, 4]. The development and testing based on the study of FMR methods of determining
the characteristics of the anisotropic powder and composite materials is the aim of this work.

To do this, in Section 2 we calculate the permeability tensor of the polycrystalline, powder or
composite materials containing randomly oriented particles of uniaxial hexaferrites. In Section 3 we
propose based on the analysis of FMR spectra in the microwave frequency range two-stage method
of determining the anisotropic characteristics of such composite materials. In the first stage the
frequency dependences of the maxima and the derivatives of the resonance curves are analyzed. It
gives us the estimation for the gyromagnetic ratio γ and anisotropy fields Hai. In the second stage
by a detailed comparison the shape of experimental and theoretical resonance curves we obtain
more accurate values of the anisotropy field. In Section 4 we present the results of applying this
method to determine the anisotropic characteristics of polycrystalline samples of hexaferrites and
composite materials containing nanosized ferrimagnetic particles.

2. MAGNETIC SUSCEPTIBILITY TENSOR OF THE COMPOSITE MATERIAL
CONTAINING RANDOMLY ORIENTED PARTICLES OF UNIAXIAL HEXAFERRITES

As a rule, the anisotropy field of hexaferrites in the basal plane (HΦ) is significantly smaller than
the anisotropy field with respect to the hexagonal axis c (HΘ). Therefore, for the analysis of the
FMR in such composite materials we may consider only uniaxial anisotropy field HΘ and anisotropy
field HΦ can be ignored. The magnetic susceptibility tensor of anisotropic magnets in general form
was obtained in [5]. For polycrystalline and composite materials with uniaxial anisotropy in the
independent grains approximation its components can be written as:

χ = 0.5cM 〈(χ11 + χ22)〉Θ, χ‖ = cM 〈χ33〉Θ, ±iχa = cM 〈χ12(21)〉Θ. (1)
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Here cM is the magnetic particles concentration in the composite, 〈. . .〉Θ denotes averaging over
the polar angle of the tensor components of monocrystalline grain ↔

χ:

χ11 = (γMS/Zn) [Ω1 + iωα], χ22 = (γMS/Zn) cos2(Θ− ϑ0)[Ω2 + iωα],

χ33 = (γMS/Zn) sin2(Θ− ϑ0)[Ω2 + iωα], χ12(21) = ±iω (γMS/Zn) cos(Θ− ϑ0),

Ω1 = γ [H0 cos(Θ− ϑ0) + H ′
a1 cos(2ϑ0), Ω2 = γH0sinΘ/sinϑ0,

Zn = ω2
0 −

(
1 + α2

)
ω2 + i2ωωr, ω2

0 = Ω1Ω2, ωr = (1/2)α (Ω1 + Ω2) .

(2)

Here: α — damping constant in the Landau-Lifshitz equation, H ′
a1 = 2k1/MS−4πMS(N‖ −N⊥) —

magnetocrystalline anisotropy field with the additives on the shape anisotropy, N‖, N⊥ — demag-
netization factors of ellipsoidal particles. k1 — is the first magnetocrystalline anisotropy constant.
Equilibrium angle (ϑ0) of the magnetization vector is found by solving the transcendental equation:

H0 sin(Θ− ϑ0) = (1/2) sin 2ϑ0H
′
a1 (3)

for a given value of the magnetizing field (H0) and his orientation (Θ).

3. DETERMINATION OF ANISOTROPIC CHARACTERISTICS FROM THE STUDY OF
THE FMR SPECTRA IN THE MICROWAVE FREQUENCY RANGE

The FMR curves obtained from the polycrystalline or powdered specimens contain two types of
singularities — maximums and kinks. The low-field singularity corresponds to the resonance of
crystallites whose magnetization-field direction is close to the easy magnetization axis (EMA).
The high-field singularity corresponds to the resonance of crystallites whose magnetization-field
direction is close to the hard magnetization axis (HMA). The resonance field (frequency)
values for these directions are determined from the following formula [5]:

ω‖ = γ‖

[
Hres1 +

γ⊥
γ‖

H ′
a1

]
, ω⊥ = γ⊥

[
Hres2

(
Hres2 −H ′

a1

)]1/2
. (4)

Here ω‖, γ‖ and ω⊥, γ⊥ are the resonance frequencies and the magnetomechanical ratios for direc-
tions along the hexagonal axis and those in the base plane, respectively.

Figure 1 shows the results of comparing of the parameters of the resonance curve of a polycrys-
talline sample: maxima (M) on the curves of the FMR and maximum on first derivatives of the
curves of the FMR (FD) with the calculation of the resonance frequencies of the FMR single crys-
tal (lines) according to (4). It is seen that for polycrystals with the EAM fields FD corresponding
maximum of the derivative (inflection points) curves FMR, close to the curves calculated by the
Formula (4). For materials with EPM for the low-field feature best match with (4) is obtained for
the mean fields corresponding to the maximum of the derivative and the maximum of the curve
FMR — (HFD +HM )/2, for the high-field feature with the maximum derivative of the HM . In this

0 8 12 16 20 24 28
0

10

20

30

40

50

60

fr
eq

ue
nc

y,
G

H
z

magn. field, kOe

 polycrystal
single crystal

FD

M

FD

Θ=π/2
Θ=0

0

10

20

30

40

50

60

 pol crystal
single crystal

M

fr
eq

ue
nc

y,
G

H
z

magn. field, kOe

FD

FD

Θ=0

Θ=π/2

Θ=π/2
FD

M

(a) (b)

4 0 8 12 16 20 24 284
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regard, experimental processing polycrystalline FMR spectra to determine the anisotropic charac-
teristics of materials were carried out in two stages. At the first stage the dependencies of resonance
frequencies on the magnetizing field corresponding to the maximum of the derivative or the average
value (HFD +HM )/2 are constructed. By treatment of these dependencies by least squares method
using the Formula (4) the values γ‖, γ⊥ and approximate values of the anisotropy field H ′

a1 are
estimated. Further, by detailed comparison of the calculated according to the formulas (1)–(3) and
experimental FMR curves the values of anisotropy fields are corrected.

4. STUDY THE MAGNETIC ANISOTROPY OF BaFe12O19 HEXAFERRITE POWDER
SAMPLES

The results of the study of the phase composition, structural parameters and magnetic properties
of nanosized powders of barium hexaferrite M-type composition BaFe12O19 (Ba-M) are given in
this chapter. Sample No. 1 obtained by sol-gel combustion. Sample No. 2 made of commercially
available of permanent magnets brands 19BA260. Magnet was demagnetizing by heating above the
Curie temperature, holding at 600◦C for 2 h and cooling off oven. Then it was milled in a planetary
ball mill. For the experiments we used the fraction of agglomerates of particles with a size less than
60 microns.

According to Table 1, the contents of the main phase of Ba-M in both samples is greater than
97% and an additional phase is a magnetite. Samples has similar lattice constant a and the same
values of the lattice constant along the hexagonal axis c. These results are correspond to well-
known from the literature for hexaferrite Ba-M. Based on the analysis of the physical broadening
of the diffraction lines the sizes of coherent scattering domains (CSD) and values of internal elastic
microstrains, proportional to the relative change in interplanar distances (∆d/d) was evaluated.
These options for both samples are also close to each other.

Processing of the experimental FMR spectra of samples No. 1 and No. 2, taken in the frequency
range 37–53GHz, performed as described above. Figure 2 shows the calculated in the independent
grains approximation imaginary parts of the diagonal components of the permeability tensor (line)
and experimental FMR curves (points) of samples No. 1 (Figure 4(a)) and No. 2 (Figure 4(b)) for
the two frequencies. The tensor components were calculated for the saturation magnetization value
equals 366Gs (No. 1) and 385 (No. 2). The experimental curves were normalized to the theoretical.
The measurement frequencies are given in the figure caption.

The maximum on the FMR lines shifts towards smaller fields with a decrease in the frequency.
The growth in losses at zero field with decreasing frequency was due to the approach of the frequency

Table 1: The phase composition of the investigated materials.

Sample
The phase composition
of the samples, vol. %

Lattice constants, Ǎ
CSD, nm ∆d/d ∗ 103

BaFe12O19 Fe3O4 a c

No. 1 98.6 1.4 5.9139 23.3130 87 1.3
No. 2 97.4 2.6 5.9089 23.3130 80 1.1
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Figure 2: FMR curves of (a) sample No. 1 and (b) sample No. 2. Solid lines — the frequency of 53 GHz,
dashed — 50 GHz.
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Table 2: Magnetic parameters measured by FMR methods.

Sample γ/2π, GHz/kOe H ′
a1, kOe α

No. 1 frequency of 50GHz 2.80± 0.02 15.4± 0.1 0.11± 0.01
No. 1 frequency of 53GHz 2.80± 0.02 15.4± 0.1 0.07± 0.01
No. 2 frequency of 50GHz 2.80± 0.02 16.7± 0.1 0.1± 0.01
No. 2 frequency of 53GHz 2.80± 0.02 16.7± 0.1 0.09± 0.01

of microwave magnetic field to the frequency of the natural ferromagnetic resonance (NFMR),
defined by the formula:

ωNFMR = γ⊥H ′
a1. (5)

The values of the magnetomechanical ratios, the anisotropy fields and the damping constants in
the Landau-Lifshitz-Gilbert equation presented in Table 2. According to Table 2, the measured
values of the magnetomechanical ratios synthesized by different methods samples are the same
as the gyromagnetic ratio for the spin of a free electron within experimental error. The effective
anisotropy field sample No. 2 close to the literature data for hexaferrite Ba-M [2], while for the
sample No. 1 it is noticeably smaller. The impact of contribution of the shape anisotropy of the
particle is possible reason for this.

Sample No. 2 is composed of particles with sizes less than 60 microns. Particles of this sample
consists of agglomerates of nanoparticles with CSD ≈ 80 nm. We can assume that the shape of the
particles sample No. 2 are nearly spherical and the demagnetizing field do not contribute to the
total magnetic anisotropy.

Then the difference between the anisotropy fields of samples No. 1 and No. 2 can be attributed
to the addition of the shape anisotropy of grain: 4πMS(N⊥ − N‖) ≈ −1.3 kOe. Hence it was
estimated for the demagnetizing factor of the particle sample No. 1: N⊥ ≈ 0.24, N‖ ≈ 0.52. They
correspond to an oblate spheroid with an axis ratio ≈ 2. This is a realistic estimation of the shape
anisotropy of single-domain nanoparticles with hexagonal crystal structure [2].

5. CONCLUSION

In the paper we propose a method for processing FMR spectra in inhomogeneous materials with
uniaxial magnetic anisotropy, such as polycrystalline or powder ferrimagnetics and composites
based on them. The technique makes it possible to determine from the experiments the important
anisotropic characteristics uniaxial magnetic particles. A comparative analysis of the properties
of hexaferrite powders BaFe12O19, obtained by the sol-gel combustion and grinding commercially
available magnets 19BA260 brand was performed.
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Abstract— Studies of foam glass modified with ilmenite concentrate have demonstrated the im-
provement of its physicomechanical properties in comparison with foam glass synthesized without
additives. This material actively interacts with microwaves and can be used for the development
of protective screens reducing the adverse effect of microwaves on biological objects, anechoic
chambers, and rooms with low level of electromagnetic background noise. Spectra of the trans-
mission coefficients for frequencies in 26–260 GHz range are presented. The observed effects
demonstrate the existence of regions with partial and total reflection arising on the glass-pore
boundary and of the microwave interaction with superdispersed concentrate and carbon particles
that remain after foaming with incomplete frother transition from the soot to the gas phase.

1. INTRODUCTION

Currently, due to the increasing background microwaves the development of radar absorbing ma-
terials (RAM) for various purposes are particularly relevant. RAM are used to solve problems
of electromagnetic compatibility of radio electronic devices, protection of biological objects from
electromagnetic radiation, as well as to reduce the radar signature objects of military and civil
purposes. The materials that combine several useful consumer properties are of particular interest.

The unique combination of properties that do not have any of the known heat insulator has
foam glass material. This material is environmentally safe and has a low thermal conductivity
and density with relatively high strength. Despite the large number of scientific publications and
patents, research in the field of foam glass actively conducted throughout the world [1–6].

In the paper we considers the foam glass obtained through industrial cullet glass tube with the
addition of the modifying additive in the form of titanium dioxide from concentrate of ilmenite.
Earlier authors have found that small additions of modifying glass foam concentrate material has
high strength. When adding the concentrate to the foaming mixture in an amount of 0.5 wt.%
compressive strength of the foam glass is doubled.

Selection titanium concentrate on the one hand caused by the fact that TiO2 is a universal
catalyst for the crystallization of the silicate glass. On the other hand, the ilmenite concentrate is
ferromagnets. It may affect on the radar-absorbing ability of foam glass.

The purpose of this work — study microwave transmission and reflection coefficients in the
frequency range 26–260 GHz of foam glass, modified by titanium concentrates and the establishment
of the possibility of its use as a radar absorbing material.

2. PHYSICAL MECHANICAL PROPERTIES OF THE SAMPLES

We used as a raw material for producing foamed glass the powder industrial cullet glass tube with
a specific surface area of 6000 cm2/g. The chemical concentrate composition in wt.% was follow:
TiO2 — 61.85; Fe203 — 27.90; Si02 — 2.00; A1203 — 2.00; CaO — 0.15; MgO — 0.40. Raw
powder of TiO2 was ground in a planetary mill “Pulverisette 6” for 15 and 45 min. The amount of
injected concentrate varied from 0.5 to 1.5wt.%. The effect of additives was assessed by changes
in the macrostructure of the samples, density, mechanical strength and electrophysical properties.

Analysis of the particle size of the concentrate composition, carried out by means of the diffrac-
tion particle size analyzer SALD-7101 company Shimadzu, showed that the average particles size
of concentrate is 3 and 50 microns when activated 15 and 45 minutes respectively. Foaming was
conducted for all samples in one mode, with exposure at a maximum temperature of 850◦C for 15
minutes using soot 0.5 wt.% as blowing.

Some mechanical properties of these samples are presented in Table 1.
According to the shown in Table 1 results, the introduction of titanium concentrate affects the

physical and mechanical properties of foamed glass. With the increasing amount of the admixture
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Table 1: Properties of the modified foam glass.

The amount of
the concentrate,

wt.%
Activation time, min Average density, kg/m3 Compressive strength,

MPa

0.5
15 133 1.1
45 115 0.8

1
15 138 1.3
45 123 0.9

1,5
15 196 2.0
45 137 1.5

0 – 180 0.9

from 0.5 to 1.5 wt.% increases the average density of the material, regardless of the particle size
of the concentrate. The lowest density has activated for 45 minutes samples with a concentrate.
Foamed glass materials modified ilmenite concentrate, have relatively high values of strength, low
density, which is primarily due to their macrostructure.

3. MICROWAVE PROPERTIES OF THE SAMPLES

Measurements of the electromagnetic waves (EMW) transmission and reflection coefficients were
produced by the “free space” method on the two equipments. First built on the basis of a vector
network analyzer E8363B of Agilent Technologies in the frequency range 26–36 GHz and second
was the terahertz spectrometer STD-21 operating in the frequency range of 60–260 GHz.

For study of the electromagnetic response we used flat samples 3.0× 3.0 cm2. Thickness of the
samples was 2.2–2.4 cm. The measurements showed that the microwave reflection coefficients for
all of the samples are small. This is due to the microwave radar absorptive material properties and
diffuse scattering from the surface of foamed glass.

The measurement results are shown in Table 2. With increasing the amount of the ilmenite
concentrate that introduced into the foaming mixture the electromagnetic waves transmission coef-
ficients decreases. A minimum value of transmission coefficient has a sample with 1.5wt.% additive
on frequencies 26 GHz and at 260 GHz, as compared with non-modified sample. For non-modified
sample the transmission coefficients are −8.9 and −11.2 dB/cm, respectively for frequencies 26 and
260GHz.

Table 2: Results of measurements of the transmission coefficients of the samples of the modified foam glass.

The amount of
the concentrate, wt.%

Activation time, min
Transmission coefficient, dB/cm at a frequencies
26GHz 260GHz

0.5
15 −10.5 −15.2
45 −7.7 −8.5

1
15 −8.6 −9.95
45 −9.3 −10.9

1.5
15 −5.9 −7.3
45 −7.2 −9.2

0 – −8.9 −11.2

Uniquely manifested effect of particle size of ilmenite concentrate on the radar absorbing ability
foam glass. At low concentrations (0.5 wt.%), a significant reduction (1.5 times) of the transmission
coefficients observed in the entire investigated frequency range. While a decrease in particle size
from 50 to 3 microns leads to an increase in the transmission coefficient on average 1.2 times.
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Referring to Table 1, the best from the standpoint of thermal properties of the foam glass
samples is the modified in an amount of 0.5 wt.% ilmenite concentrate samples with a particle size
of 3 microns. A sample of that composition has a very high porosity of 95.4% and therefore the
lowest density 115 kg/m3. But it is characterized by the value of the transmission coefficient of 1.25
times lower in comparison with the reference sample without additives.

4. CONCLUSION

The results of this paper showed that the modification of porous glass small additions of ilmenite
concentrate can not only improve the properties of the final material, but also to expand its scope.
Material is actively interacts with electromagnetic radiation and can be used as an absorber to
create: protective shields that reduce the harmful effects of EMW on biological objects; anechoic
chambers and rooms with a low level of electromagnetic background.

Optimum properties with position the radar absorbing capacity of the material has samples of
foam glass modified additives in 1.5 wt.% ilmenite concentrate with a particle size of 50 microns.
The value of the transmission coefficient in this case is reduced to 1.5 times at a frequency of 26GHz
and to 1.32 times at a frequency 260 GHz, compared to the reference sample.

The observed effects can be explained by the existence of areas of partial and total reflection that
occur at the interface between the “glass — pore”, as well as the interaction of electromagnetic
radiation with ultrafine particles of ilmenite concentrate and carbon that remains after foaming
with incomplete transition from the soot blowing agent in the gas phase.
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for Multi-layer Hexaferrite Thick Film Composites
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Abstract— Z-type hexaferrite, Ba3Co2Fe24O41, films without any substrate and the multi-
layer hexaferrite-film (MLHF) composites have been fabricated using an modified infiltration
technology. The microstructure, static and high-frequency magnetic properties and electromag-
netic attenuation characteristics have been studied. The hexaferrite films without any substrate
can reach a high volume concentration of p = 0.45 and has a certain degree of flexibility to be
suitable for application. More importantly, the microwave magnetic properties are greatly im-
proved; µ′0 = 6 and µ′′max = 4.4 increase by 67% and 175%, respectively, as compared to general
particle-filler composites. Due to the significantly enhanced permeability and almost the same
low permittivity, the absorption properties are greatly improved: return loss RL ≤ −10 dB from
2.1 to 14.6 GHz, bandwidth WP = 150% and thickness t = 0.3 cm. The bandwidth achieves 75%
of theoretically maximum value.

1. INTRODUCTION

With the developments of electronic, telecommunication and radar technologies, the absorption and
shielding of electromagnetic (EM) radiation has attracted much attention. When EM waves are
irradiated into magnetic materials, a natural resonance (ferromagnetic resonance without an applied
magnetic field) occurs, thus achieving the attenuation of EM waves. The EM materials generally
consist of magnetic fillers and silicone, known as the EM composites. The fillers play an important
role in determining the absorption properties of composites. However, for usual composites filled
with metallic or ferrite particles, the permeability is rather small; the initial permeability µ′0 is
about 3–4 for composites with volume concentration p between 0.35 and 0.5 [1–4].

One way to enhance permeability is used hexaferrite flakes or films, instead of particles, as
fillers in composites. In general, ferrite films were prepared using PLD (pulsed laser of deposition),
spin coating, spin spray platting or tape casting methods [5]. For most of the general methods,
the substrate is inevitably used in preparation of films. However, the substrates have the volume
concentration of films in composites very small, thus limiting the increase of permeability. If films
as fillers in composites for EM applications, one of preconditions is to remove the substrates from
samples. In this work, a modified infiltration method has been developed to fabricate hexaferrite
films without any substrate and, using the films, the multi-layer hexaferrite film (MLHF) com-
posites have been prepared. Their high-frequency magnetic properties and microwave absorption
performance are significantly improved.

2. EXPERIMENTS

The Z-type hexaferrite, Ba3Co2Fe24O41, membranes was fabricated using a modified infiltration
technology [6]. The 0.4 g hexaferrite powders, fabricated using general ceramic method, were dis-
persed in distilled water. After that, the water was filtered out from the suspension through
membrane filter paper. The suitable amount of PVA (polyvinyl alcohol) solution was dispensed
uniformly on top of the hexaferrite powders. Using a pump, the PVA solution was infiltrated into
the voids between the powders. After the PVA solution was dried, the membranes with the diam-
eter of 3.5 cm, consisting of hexaferrite particles and filter paper, were obtained. Follow, the filter
paper was torn from the membrane to obtain the pure hexaferrite membranes. The membranes
was cut into rings followed by sintering at 1250◦C for 4 h. Thickness of the rings are estimated to
be 50–80µm using a screw micrometer and also from the measured mass and volume of the films.
Finally, fluid-like silicone was coated on each rings followed by pressing them together in a metal
mould and thus preparing multi-layer hexaferrite film (MLHF) composites. Using the method, two
MLHF composites are fabricated with almost the same volume concentration of about 45% and
different dimensions of hexaferrite film rings. One is the outer and inner diameters of 1.42 and
0.62 cm and the other is 0.7 and 0.3 cm, respectively.

XRD was performed on the hexaferrite film using a ULTIMA IV diffractometer with Cu Kα

radiation. Magnetization curves M(H) and M -H loops were measured with applied fields of 0–
20 kOe, and between −20 to +20 kOe, respectively, at room temperature using an EV9 VSM.
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(a) (b)

Figure 1: (a) XRD patterns and (b) complex permeability spectrum for Z-type hexaferrite films.

Complex permeability and permittivity were measured from 0.1 to 9 GHz and from 5 to 18GHz
using Agilent VNA (Vector Network Analyzer) HP5230A with 14 mm and 7 mm coaxial line for the
two MLHF composites. Also, the pure hexaferrite films were measured from 0.01 to 1 GHz using
Agilent E4991A RF impedance/materials analyzer with open-short-load calibration. The measured
fixtures are 16451A.

3. RESULTS AND DISCUSSION

3.1. Structure and Magnetic Properties of Hexaferrite Films

XRD pattern confirms that the film is single pase with the Z-type hexaferrite structure, as shown
in Figure 1(a). All XRD lines are identical with the standard positions, based on JCPDS (Joint
Committee on Powder Diffraction Standards) International Center for Diffraction Data (#19-0097),
as shown in the bottom of the figure. Also, it is noted that, the intensity of XRD lines is significantly
enhanced for the crystallographic planes of (0 0 14) at 23.6◦ and (0 0 18) at 30.8◦, as compared to
the standard intensity. This implies that considerable number of grains has preferential orientations
of c-axis [0 0 l] to surface of the film.

From the measured magnetization curves and M -H loops, the specific saturation magnetization
Ms is 48.5 and 53.5 emu/g and the coercivity Hc is 9.1 and 3.1Oe, respectively, for the Z-type
hexaferrite powder sample and corresponding hexaferrite films. As compared to the former, Ms of
the film increases by 10%, which has its origin in relatively lower density for the films. From the
value of Ms, the density of the film approaches to 90% of the ceramic sample.

Figure 1(b) shows the complex permeability of the hexaferrite film. For comparison, permeability
of the corresponding ceramic hexaferrite is also plotted in the figure. Initial (or static) permeability,
µ′0, defined as the value at 10 MHz, is 23 and the maximum imaginary µ′′ at 1 GHz is 17 for the
hexaferrite films. As compared to 18 and 14 for the corresponding ceramic hexaferrite, µ′0 increases
by 20% and µ′′ by 30%. It is known that the Z-type hexaferrites are easy c-plane anisotropy and
thus the magnetic moments are located in the c-plane of grains. XRD also indicates that most
of grains tend to an c-plane arrangement in film plane. The magnetic moments are preferentially
located in the plane, instead of random arrangements in the whole space like ceramic sample.
Consequently, along the ac magnetic field direction, the averaged magnetization 〈M〉 is larger for
films than for ceramic samples, due to two dimension distribution of magnetic moments for the
former and three dimension distribution for the latter. According to µ = (〈M〉/H)H→0 + 1, larger
〈M〉 leads to larger µ′0.

3.2. High-frequency Magnetic Properties of Multi-layer Hexaferrite-film Composite

Figure 2(a) shows the measured complex permeability and permittivity of MLHF composite at
frequency f from 0.1 to 16GHz. ε′(f) and ε′(f) are almost independent of frequency, as shown
in the insert. The static real permeability µ′0 is 6.0, the maximum imaginary µ′′ is 4.4 and the
corresponding resonance frequency fR is 1.2 GHz.

µ′0 and µ′′max are only 3.6 and 1.6, respectively, for composites filled with general particle-filler,
plotted together in Figure 2(b). As compared to the composite, µ′0 increases by 67 and 175%,
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Figure 2: (a) Complex permeability and (inset) permittivity for MLHF composite and (b) real and imaginary
permeability, where the open symbols and solid lines are the measured and curve-fitted results, respectively,
1 and 2 denote the MLHF and particle-filler composites, respectively.

respectively, for the MLHF composites. According to the Maxwell-Garnett law [7],

µ′0 =
(µb − 1) p

(µb − 1) (1− p)Nd + 1
+ 1 (1)

not only the value of µ′0 for composites is determined by µb, the initial permeability of fillers,
but also the effective demagnetizing factor Nd. Nd is associated with the shape of fillers and the
distribution of fillers in composites. The particle fillers can be approximately considered to be
spherical in shape, thus Nd∼0.3. From µb = 18 and Eq. (1), µ′0 is estimated as 3.4, which is very
close to the experimental value of 3.6. On the other hand, for MLHF composites, if effective Nd

is assumed to be 0.05, the calculated µ′0 is 6.3, which is well consistent with the measured value.
Therefore, the significantly enhanced µ′0 is attributed to the decreased Nd for the MLHF composite.
3.3. Absorption Properties
The EM reflection property of material is typically characterized in terms of the power reflection
of a plane wave reflected from an infinite slab of the material that is backed by a metallic plate.
The reflectivity or return loss of composites, generally produced for normal incidence, is expressed
in decibels RL (dB) [8]

RL (dB) = 20 log10

∣∣∣∣
Zin − Z0

Zin + Z0

∣∣∣∣ (2)

and

Zin/Z0 =
√

µ

ε
tanh

[
j
2πft

c

√
µε

]
(3)

where Zin is the impedance of the composites backed by a ground plane, Z0 is the intrinsic
impedance of free space, c is the velocity of light in free space, t is the thickness of compos-
ites, f is the frequency of the incident EM wave, µ = µ′ − jµ′′ is the complex permeability and
ε = ε′ − jε′′ is the complex permittivity. Here, the used permeability and permittivity are the
curve-fitted and linear-fitted data, respectively, in order to remove the fluctuations of calculated
RL, due to measurement errors, especially at 5, 10 and 15GHz. The sharp peaks of permittivity
and permeability at these frequencies are not the intrinsic properties of materials, and instead have
the origin in the measurement and calculation methods, namely Nicolson-Ross-Weir algorithm [9].
The fitted permeability spectra are shown in the solid lines in Figure 2(b), where the symbols are
the measured data for MLHF and particle-filler composites.

Based on (2) and (3), the return loss RL, as a function of frequency f , are calculated at
different thicknesses (t = 0.2–0.8 cm). Some representative results are shown in Figure 3(a) for
the MLHF composites. From the figures, some important absorption parameters: return loss RL,
the corresponding percentage bandwidth WP and thickness t, can be achieved. The percentage
bandwidth is defined as WP = (fup − flow)/f0, where fup and flow are the frequency upper- and
lower-limits of the frequency bands, respectively, and f0 is the center frequency of the bands. For



2690 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

0 8 10 12 14 16
-40

-30

-20

-10

0

R
L 

(d
B

)

f (GHz)

642

0.6 cm

0.48 cm

0.51 cm

0.44 cm

0.40 cm

0.34 cm

0.32 cm

0.30 cm

0.28 cm

0.2 0.3 0.4 0.5 0.6 0.7 0. 8
0

20

40

60

80

100

120

140

160

180

MLHF

Particle

W
   

 (
%

)
P

t (cm)

(a) (b)

Figure 3: (a) Calculated absorption curves RL-f with different thickness t and (b) the dependence of band-
width WP on t, where 1 and 2 denote the MLHF and particle-filler composites, respectively.
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Figure 4: The absorption curves RL-f, (a) with maximum bandwidth WP and (b) at the same thickness
t=0.3 cm, where 1 and 2 denote the MLHF and particle-filler composites, respectively.

example, at thickness t = 0.3 cm, the frequency bands are from 2.07 to 14.5 GHz for RL ≤ −10 dB
and the corresponding WP is 150% from 14.5/2.07 for the MLHF-filler composite. Using the
method, the dependence of WP on the thickness t can be obtained, as shown in Figure 3(b) for the
MLHF and particle-filler composites.

From Figure 3(b), at the thickness range of 0.3–0.8 cm, WP is significantly expanded for the
MLHF-filler composite, as compared to the particle-filler composites. Figure 4(a) shows the ab-
sorption curves RL-f for the maximum bandwidth WP for the two composites. The maximum
WP is observed at t = 0.34 cm. At the thickness, the absorption bands are from 1.7 to 13.6 GHz
for RL ≤ −10 dB and the maximum WP achieves to 155% for the MLHF composite, while, for
the particle-filler composites, the bands cover over 3.8–10.5 GHz and the corresponding WP is only
95%. Further, at smaller thickness, such as t = 0.3 cm, the MLHF composite can also reach a broad
absorption from 2.1 to 14.6GHz with WP = 150%. However, at the thickness, only WP = 88% is
obtained from 4.8 to 12.3GHz for the particle-filler composite. It is noted that the theoretically
maximum percentage bandwidth is 200% for EM materials [10]. Now, for the MLHF composite
with p = 0.45, the bandwidth WP achieves above 75% of the theoretical value and thickness is only
0.3–0.34 cm. Therefore, the MLHF-filler composite is powerful and potential candidate for EM
composites with low return loss, broad bandwidth and small thickness in S, C and X microwave
bands.

4. CONCLUSION

Z-type hexaferrite, Ba3Co2Fe24O41, hexafilms without any substrate and the corresponding MLHF
composites have been fabricated using an modified infiltration technology. The hexaferrite films
without any substrate can reach a high volume concentration of p = 0.45 and has a certain degree of
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flexibility to be suitable for application. More importantly, the microwave magnetic properties are
greatly improved; µ′0 = 6.0 and µ′′max = 4.4 increase by 67% and 175%, respectively, as compared
to general particle-filler composites. Due to the significantly enhanced permeability and almost
the same low permittivity, the absorption properties are greatly improved: return loss RL∼−10 dB
from 2.1 to 14.6 GHz, bandwidth WP = 150% and thickness t = 0.3 cm. The bandwidth achieves
75% of theoretically maximum percentage bandwidth.
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Abstract— Nonlinear optical properties of magnetic liquids (ferrofluids) are discussed in this
work. The experiments were performed on a series of samples with different concentration of
magnetite. By the method of z-scan it was demonstrated that the materials has a strong non-
linearity, primary determined by the thermal mechanism. The obtained data can be used in
optoelectronic devices, where the ferrofluid employed as an active element.

1. INTRODUCTION

In present work the peculiarities of optical behavior of magnetic colloids (ferrofluids) are discussed.
These materials are solutions of magnetic nanoparticles, suspended in a carrier fluid, and exhibiting
a number of specific physical properties, [1]. Ferrofluids have been studied since the 1960s but still
remain an important research object because new physical phenomena are constantly revealed in
them. These substances find different applications, for example, they are considered to be promising
for biomedical purposes, [2, 3]. The other important trend it the area belongs to the optical devices,
where ferrofluid can be used as an active element. The operation of such systems is based on the
magneto-optic effects which have pronounced features in solutions of magnetic particles. There are
optoelectronic devices in which the interaction of light with the material occurs at large lengths.
These are fiber-optic systems with a ferrofluid-filled microstructure, [4–7]. It can be expected that
under certain conditions nonlinear properties of ferrofluids will manifest themselves in them, which
is important from not only practical but also fundamental point of view. Our task was to investigate
the nonlinear response of bulk ferrofluids under the action of external magnetic field.

2. SAMPLES AND EXPERIMENTAL TECHNIQUE

We studied the samples based on kerosene and water solutions of magnetite (Fe3O4), prepared
by using the technology which gives nanoparticles with an average size of about 10 nm. They
were synthesized from the solution of FeCl3 and FeSO4 by precipitation with ammonia water and
subsequent filtering, washing, drying and separation. To provide an optical transparency, the
samples were diluted from the initial concentration (several percent) to 0.02–0.2 vol. % of the solid
phase content. The samples were fabricated as thin layers (100µm) of the liquid, placed between
two glass plates.

The measuring technique was chosen to be z-scanning [8], involving displacement of the sample
along a focused laser beam. Fig. 1 shows an arrangement of experiment. The setup included a
compact electromagnet which produced a magnetic field H of 0–500 Oe or permanent magnet with
H = 1 kOe. H, applied to the sample, was perpendicular to the light beam.

The light polarization could be either parallel or perpendicular to the field. The magnet could
move together with the sample along the beam, thus passing through the region with the maximum
optical energy concentration. As a radiation source, a Nd:YAG-laser was used (the second harmonic,
λ = 532 nm).

In order to increase the signal-to-noise ratio the modulation method, utilizing chopper and lock-
in amplifier, was employed as it is indicated in Fig. 1. The iris diaphragm, placed in the far
field diffraction zone, permitted to detect the light in two regimes: with closed aperture, when the
standard z-scan pattern was registered [8], and with open aperture, when the total light energy,
passed through the sample, was collected.

3. RESULTS OF THE EXPERIMENT

Example result of the experiment with the closed aperture is shown on Fig. 2. Here the following
parameters were used: the initial power of light radiation P0 ≈ 0.6mW, the focus distance of lens
f = 6 cm, focused Gaussian beam waist radius w0 ≈ 25µm. It can be seen that the maximum
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Figure 1: Experimental setup. The sample with the magnet is mounted on the stand, which can move along
the optical beam (z axis) near the focus of lens.

relative light intensity considerably exceeds the intensity in the region where the sample is far
enough from the focus. The z-scan curves typical of the defocusing nonlinearity were obtained.
The efficient third-order nonlinear refractive index n2 was estimated to be ≈ −4.4 × 10−7 m2/W,
which was rather high. The predominant contribution into the refractive index nonlinearity is likely
to come from thermal effects owing to a high absorption at 532 nm. The graphs show that the
magnetic field affects the transmission of the sample so that the light with the polarization parallel
to H is absorbed to a greater degree than in the case of the perpendicular polarization orientation
relative to the field. The latter can be explained by the phenomenon of induced magneto-optical
dichroism which is known to exist in ferrofluids, [9]. At the minimum, however, the difference
disappears. It can be supposed that the effect of the thermal lens formed in the sample in this case
is so strong that the dependence of the intensity on polarization becomes indistinguishable.

Figure 2: The case of closed aperture. Relative detected optical intensity vs sample translation distance along
z axis for the different orientations of the light polarization in respect to the magnetic field (kerosene-based
sample).

Figure 3 shows the result of the experiment with an open aperture. The laser power in this
experiment was somewhat higher, about 14 mW, and the lens had f = 12 cm, the beam waist radius
w0 ≈ 50µm. The radiation was collected in the photodetector by an additional lens placed behind
the sample. The decrease in the intensity of the light transmitted through the substance as the
sample approached the lens focus (a minimum in the P/P0 curve existed even in the absence of
magnetic field) was likely to be due to negative thermal diffusion which led to a growth of a particle
concentration in the region of the beam, which, in its turn, increased the optical energy absorption
and scattering.

As can be seen from Fig. 3, the magnetic field exerts different influences on the behavior of laser
beams with different polarizations. The effect can be attributed to specific features of scattering.
The field gives rise to formation of agglomerates of magnetic particles which are extended along
the field and participate in the thermomagnetic convection which depends on the polarization
orientation relative to the agglomerates. Since the latter create a scattering medium, the intensity
of the radiation transmitted through the material becomes dependent on its polarization. This is
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confirmed by the presence of the dynamic pattern observed in the region of the light spot.

Figure 3: The case of open aperture. Relative detected optical intensity vs sample translation distance along
z axis for the different orientations of the light polarization (kerosene-based sample).

The conformable results were obtained for the solutions of different φ as well as for water
solutions of Fe3O4.

4. CONCLUSION

To summarize, it has been shown that the z-scanning technique reveals strong optical nonlinearity
of diluted magnetite-based ferrofluids. It was found that the magnetic field exerted an influence
on the nonlinear characteristics of the materials, which can be attributed to the formation of
agglomerates of nanoparticles. The field dependent effects related to the light scattering were also
observed. In our opinion, the results of work can find an application in such area as optoelectronics
for elaboration of magnetically controlled elements.
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Abstract— The development of laser ranging technology benefits remote sensing, machine
vision and three-dimensional (3D) imaging. Accuracy of these systems strongly relies on the
characteristics of laser and detector response. In this paper, reflected laser pulse profile is in-
vestigated and analysed based on different target reflectivity. Results show that reflected laser
pulse appears to deviate from ideal Gaussian model that is commonly assumed. The reflected
laser pulse demonstrates asymmetric Gaussian-shape temporal associates with a time delay. It
is observed that target reflectivity that is influenced by the material types and roughness has
direct impact to the sensitivity of detection and intensity variations but does not change the
distribution characteristic. These show direct connection to deviation in range estimation and
should be further evaluated for correction to improve the accuracy in range gated system.

1. INTRODUCTION

Improvement in laser ranging technology is motivated by the need for better performance from
various applications. Due to the non-destructive nature, high speed and long range capability
offered by laser, it has been deployed across wide range of applications such as remote sensing,
machine vision, target detection and tracking, 3D imaging, etc. [1, 2]. Recent development in laser,
detector and computer technology further encourage the growth of laser ranging where the system
cost becomes more affordable.

Reflected laser pulse returns to incoming direction after strikes on target surface serves as the key
information to determine the detection model for Laser Detection and Ranging (LADAR) system.
The importance of laser pulse profile and intensity has been emphasized in literature [3–5]. System
parameters and conditions such as laser and receiver models, target reflectivity and atmospheric
effects could be analysed based on the laser profile, which is useful for result interpretation and
prediction. Gaussian model has been the most common assumption used because of its simplicity.
[6] suggested that Gaussian is reference of quality for laser source which needs to be extended
to define its distribution. Tan et al. proposed that T-location-scale model is more accurate for
reflected laser pulse profile [7].

Variations in laser intensity and redistribution of laser pulse energy can be investigated via the
reflected laser pulse profile. The characteristics of the reflection is impacted by various factors such
as laser source, receiver, target and atmospheric scintillation [8, 9]. Different target surface material
and condition causes different measure of effectiveness to reflect energy [10], which possibly creates
different response due to receiver deficiencies [11, 12]. Target reflectivity could affect the system
accuracy but they are not well controlled in the laser ranging applications. Therefore, this study
collects and analyses the experimental data to investigate the effects of target reflectivity on the
reflected laser pulse and range estimation accordingly.

2. EXPERIMENTAL SETUP

Our investigation is based on mono-static pulsed system where laser pulse is emitted and received on
the same optical axis. The reflecting target has flat surface area much bigger than the illuminated
laser beam and is perpendicular to the propagation of the laser beam. With the simplified surface
characteristics, the target reflectance ρ is assumed to be uniform and the effectiveness to reflect
transmitted laser depends on the target properties such as material type and roughness. Reflected
laser pulse Pr with respect to two-way Time-of-Flight (TOF) t is function of target reflectance
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ρ, receiver efficiency parameter S, atmospheric attenuation ηatm, transmitted laser pulse Pt, and
receiver impulse response H [13]. c is the speed of light.

Pr(t) = ρS(r)ηatm(2r)Pt

(
t− 2r

c

)
∗H(t) (1)

Temporal profile of the reflected laser pulse Pr(t) can be seen as a convolution of the transmitted
laser pulse Pt(t) and receiver impulse response function H(t) where the intensity is influenced by
range, atmospheric attenuation, target reflectivity, and receiver parameters. In practice, Pt(t) and
H(t) are difficult to be determined separately but the convolution results in the system temporal
waveform which is the reflected laser pulse that can be captured and analysed experimentally [14].

Our study focuses on the target reflectivity without changing the laser source and detector
parameters. We use Q-switched Nd : YAG laser that operates at wavelength of 532 nm with pulse
energy 3µJ and pulse duration 0.5 ns at full width half maximum (FWHM). Silicon high speed
biased photodetector with active diameter of 400µm is setup to capture the laser pulses which
transforms the optical signal into electrical signal for diagnosis. Photodetector output and laser
sync out signal as reference to indicate laser emission are connected to oscilloscope with 1 GHz
bandwidth. Time difference between laser sync out and the captured laser pulse is equivalent to
the travel distance given by TOF principle. Figure 1 illustrates the experimental setup to capture
laser pulses in the emitting and reflecting direction. Analysis of the reflected laser pulse includes
various target surface materials and roughness which are different in term of reflectivity.

Figure 1: Experimental setup to capture laser pulse in the reflecting and emitting direction respectively to
investigate the effects of target reflectivity.

Table 1: Maximum intensity, skewness, and kurtosis analysed for different target surface materials and
roughness at 0.6 m.

Target surface Maximum intensity (V) Skewness Kurtosis
Aluminium 0.2251 2.53 8.21

Stainless steel 0.1973 2.55 8.50
Very smooth wood 0.0964 2.56 8.43

Smooth wood 0.0479 2.62 8.91
Rough wood 0.0327 2.60 8.84
White paper 0.0349 2.60 8.83

White crepe paper 0.0341 2.58 8.75
White rough plastic 0.0323 2.59 8.55
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3. RESULT AND DISCUSSION

3.1. Reflected Laser Pulse Analysis

Selected target surfaces have different reflectivity or emissivity, and the analysed result is sum-
marised in Table 1. Statistical analysis based on the measure of skewness and kurtosis is applied.
The data shown are based on average of 20 measurements collected at 0.6m range. Variations in
intensity are observed for different target surface materials and roughness. However, distribution
characteristics do not seem to vary where no significant difference can be observed from skewness
and kurtosis.

Figure 2 is distribution fitting example of probability density function (PDF) and probability
plot (PP) for emitted laser pulse where the data is appropriately fitted with Gaussian model. On
the other hand, reflected laser pulse data for all selected target surfaces are deviate from Gaussian
distribution where data skewed to the right and have higher probability for extreme values. As an
example, distribution fitting for smooth wood is shown in Figure 3.

The laser pulse received is normally assumed in Gaussian form [15]. However, the characteristics
of the Gaussian-shaped laser pulse can be affected by multiple factors such as target, receiver,
range, and atmospheric effects. Figure 4 shows the temporal signals waveform recorded from our
experiment. The emitted laser pulse that is originally a Gaussian temporal is reflected as an
asymmetric Gaussian-shape pulse. The asymmetry of the pulse can be examined based on R and

(a) (b)

Figure 2: Distribution fitting of PDF and PP for laser pulse captured at 0.6 m in the emitting direction
fits closely to Gaussian model. (a) PDF fitting for laser pulse captured at 0.6m in the emitting direction.
(b) Probability fitting for laser pulse captured at 0.6 m in the emitting direction.

(a) (b)

Figure 3: Distribution fitting of PDF and PP for reflected laser pulse of a smooth wood target surface
at 0.6 m shows deviation from Gaussian model. (a) PDF fitting for smooth wood target surface at 0.6 m.
(b) Probability fitting for smooth wood target surface at 0.6 m.
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Figure 4: Reflected laser pulse is observed as asym-
metric Gaussian-shape temporal.

Figure 5: Average range deviation based on peak
detection and Weighted Average range estimation.
Deviation is higher for rough or weak reflective tar-
get surface as compared to smooth or strong reflec-
tive target surface in general.

F , which are the horizontal width from the vertical line containing the peak maximum to the rising
and falling edges measured at 10% of the peak height.

3.2. Deviation on Range Estimation

Reflected laser pulse Pr(t) is convolution of transmitted laser pulse Pt(t) and receiver impulse
response H(t). For our analysis, target reflectivity and receiver response are considered as the
influencing factors. We have observed the reflected laser pulse as an asymmetric Gaussian-shape
temporal associates with time delay which possibly causes deviation in range estimation. The
average range deviation based on peak detection and Weighted Average method can be seen in
Figure 5. In general, the range deviation is higher for rough or weak reflective target surface as
compared to smooth or strong reflective target surface. Time delay td causes the TOF detected
from reflected laser pulse tr is always greater than the actual two-way TOF t = 2r

c . Further
work is continued to compensate td attributed by the asymmetric pulse caused by different target
reflectivity and receiver response accordingly.

tr = t + td (2)

4. CONCLUSION

This study has investigated the effects of target reflectivity and receiver response to reflected laser
pulse. The emitted laser pulse that is originally Gaussian distributed deviates after reflected off
a target surface. Besides, the temporal analysis shows that asymmetric Gaussian-shape pulse is
reflected. These characteristics are consistent for all tested targets which are different in term of
material types and roughness.

Laser pulse reflected off target surface shows significant drop in intensity and time delay caused
by target reflection and receiver response which contributes to deviation in range estimation. From
our observation, rough or weak reflective target surface exhibits higher deviation as compared to
smooth or strong reflective target surface. To accomplish accurate range sensing, this effect of
target reflectivity should be considered and compensated in the range estimation which will be
continued in future work.
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Abstract— In this paper, the spatio-temporal saliency is applied to weather radar observations
with the goal of exploiting information-theory-based methods for adaptive weather sensing with
Phased Array Radars (PAR). PARs can dynamically and adaptively change the beam pointing
direction and associated acquisition parameters, which can potentially lead to improved warnings
and forecasts. Using spatio-temporal saliency, scanning strategies can be tailored to extract
maximum information from the atmosphere. In this paper we present the spatio-temporal saliency
as a driver for adaptive sensing, its behavior for different types of weather phenomena, and its
applications to adaptive weather sensing. We demonstrate the advantages of this algorithm using
data collected by Next Generation Weather Radars (NEXRAD).

1. INTRODUCTION

The Next Generation Weather Radar (NEXRAD) network consists of 160 high-resolution S-band
Doppler weather radars operated by the National Weather Service (NWS), an agency of the National
Oceanic and Atmospheric Administration (NOAA). The Weather Surveillance Radar-1998 Doppler
(WSR-88D) surveils the atmosphere by mechanically rotating a parabolic antenna using one of
the pre-defined Volume Coverage Patterns (VCP) to scan the atmosphere. These volumetric scans
for non-clear air conditions take between 4 to 6 minutes to complete, and therefore the temporal
resolution of the NEXRAD network, is of the order of 5 minutes. However, faster updates are
desirable for better understanding and forecasting of fast-evolving weather phenomena [1]. Previous
reports show that updates on the order of 20 seconds are required to observe tornadogenesis more
accurately, which is further supported by the observation of the Supercell Tornado in Moore,
Oklahoma on May 20th of 2013 [2].

Researchers have been exploring and assessing possible successor technologies beyond NEXRAD,
and PAR technology is showing great potential as a candidate for multi-function and cost-effective
system [3]. The National Weather Radar Testbed (NWRT) Phased Array Radar was installed
in Norman, Oklahoma to demonstrate this concept. Research efforts have demonstrated that the
NWRT is a promising radar to perform efficient, versatile and fast updated observations that lead to
a better characterization of severe weather [1]. The beam agility enables PAR to observe weather
phenomena of interest in different regions more frequently with possibly independent scanning
strategies. This is known as focused observations [4].

The present work investigates the Spatio-Temporal Saliency, an information-theory-based method,
and its interpretation in the context of weather radars with the ultimate goal of driving an adaptive
scanning strategy for weather observations. The saliency method provides a mean to tailor strate-
gies that can extract maximum amount of visual information defined from the entropic measures
(in the Shannon entropy sense) in space and time. This information measure can provide a single
metric that contemplates complex tradeoffs, among temporal resolution, spatial sampling and data
quality, involved in the design of scanning strategies for weather observation.

2. THE SPATIO-TEMPORAL SALIENCY MODEL

Attention is an instinctive biological mechanism that allows living animals or humans to selectively
focus on part of incoming stimuli and discard less interesting signals. There is a large amount of
information and attention-gazing events around us that it becomes a challenge to select the ones
that provide more relevant information. Several computer vision research focuses on modeling how
the human vision system selectively attends to certain events while ignoring others. The visual
saliency is a mathematical model of selective attention. Consequently, the visual saliency can be
used to distribute the finite perceptual and cognitive resources on the most relevant regions of
interest.
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The application of the model to weather observations has two parts and it is depicted in Figure 1.
In the first part, the spatial saliency from a single reflectivity scan at time t = k is computed. It
involves a multiscale decomposition (on this work three scales are used), filtering of each feature
at every scale, and activation. The features used here are intensities, contrast, and 4 orientations
(0◦, 45◦, 90◦, 135◦) of the radar reflectivity.

Specifically, the input data of radar reflectivity in polar coordinates is resampled into an 800 by
800 rectangular coordinate system (525 m × 525 m). Then, three spatial scales are created using
Gaussian pyramids. These Gaussian pyramid decomposition consists of two stages, a low-pass
filtering and a down-sampling by a factor of 2. The decomposition is applied 2 consecutive times
to obtain the three scales, yielding images of 800× 800 (initial), 400× 400 and 200× 200 pixels.

Subsequently, the multi-scale pre-attentive features are filtered by a Gabor filter pyramid (i.e.,
multi-scale). These filters are particularly suited for detecting regions that stand out from their
surroundings, since they are similar to simple cells of the visual cortex in the brain [5]. A Gabor
filter is the product of a sinusoid and a Gaussian. This implementation uses 4 orientations, at
3 different scales.

The key of this algorithm is the entropy-based normalization or activation function applied to
the feature maps. This function is applied to suppress comparable peaks and enhance only unique
features in each map for every scale, at both local and global scales. The activation function is
based on the information theory concept proposed by Shannon and highlights more informative
regions. The Entropy function is defined as follows:

H(Ii) = − log2

(
1

N |Ij |
N∑

i=1

ni

)
(1)

For each feature map, (1) is applied to compute the cross-scale occurrence probability of each
pixel [6]. It is computed by normalizing the sum of the co-occurrence probabilities of the pixel at
all scales as indicated by 1, where the ni is the occurrence of the pixel j within the ith scale of
the image Ii. This is known as the self-information or information content map, and it is used to
represent the attention value for that pixel. This function enhances regions that stand out from
their surroundings and attenuates regions that are common across the image.

The next step is to combine the maps across scale and features using a weighted sum to form
the final spatial saliency map. These weights were obtained after a training process in which an
expert meteorologist selected the regions with more meteorological information, and the weights
were adjusted to fit that as best as possible. Figure 1 shows all feature maps for the same tornadic
storm.

As we can see from Figure 1, most of the feature maps are activated in the supercell region, at
several scales. Particularly, the hook echo region has all of those types of features, mostly at small
and medium scales. Since it consists of a small, very well defined strong reflectivity core, it has
high intensity and contrast features. Furthermore, since the hook echo has a circular shape (as does

Figure 1: Spatio-temporal saliency feature map computation from tornadic supercell storm.
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the tornado itself) it also activates orientation features for all 4 orientations, at small and medium
scales. Also, we see a relatively high saliency in the forward flank core region of the supercell,
and also to the north-west of the hook echo. The spatial saliency is also computed from the radar
reflectivity at time t = k − 1.

The second part of the model is to use the Mutual Information to account for temporal changes
in the scans (between t = k and t = k − 1). to further strengthen regions salient in time, and
attenuate slow-evolving regions. The result obtained after this step is performed is the rightmost
map shown in Figure 1.

3. THE SPATIO-TEMPORAL SALIENCY OF WEATHER RADAR ECHOES

Different weathers can have different types of salient features, which most times also correspond
to meaningful meteorological information. We show now spatio-temporal saliency maps of several
types of weather to illustrate the flexibility of the model. Figures 2(a) to 2(f) below show different
types of storms and Figures 2(g) to 2(l) their corresponding spatio-temporal saliency maps.

Figure 2(a) shows stratiform precipitation consisting of several highly structured and small cells
with relatively low reflectivity, and Figure 2(g) shows its ST-saliency map. The intensity and
contrast features do not produce salient features in space, because the echoes are weak. Some
orientation features are observed mainly at medium scale, but since the system is very disorganized
and there is no clear orientation, the normalization function filters out those features. In addition,
since the temporal evolution of the storm is slow, the temporal saliency further some regions. The
most salient region is the highest reflectivity core to the south-west of the radar, as a consequence
of the intensity and contrast maps. A similar analysis can be carried out for Figures 2(b) and 2(h).

In Figure 2(c) a weak convective system embedded in a region with biological scatterers is shown.
Figure 2(i) shows its ST-saliency map. Since region with biological scatterers is fairly uniform in
intensity and shape, there are no salient features in that region and the weather echoes are clearly
identified, despite of the fact that the echoes consist of a very thin line. The orientation feature
map for the 45◦ Gabor filter resonates with the weather echoes at all scales. The temporal saliency
identifies three particular cells as evolving faster than the other small, highly reflective cores and
peaks are shown in the final spatio-temporal saliency map.

A supercell thunderstorm with a pronounced rear-flank downdraft is presented in Figure 2(d).
This supercell was part of a line of thunderstorms developed over central Oklahoma, and it is
carefully analyzed in the context of fast scanning by [7]. In particular, the fast evolving rear-
flank downdraft has a pronounced spatio-temporal saliency. The forward flank also presents a
high saliency core, due to the fine structure (which triggers the intensity and contrast maps at
multiple scales) and a the rapid evolution as compared with other parts of the storm. A descending
mesocyclone is observed in the radial velocity map, as noted by [7] and is located near the inflow
boundary in the forward flank region. Finally, high saliency is obtained in the region of the inflow
boundary due to the ubiquitous structure and high reflectivity of those branches that stick out
in the front of the storm. The last two examples in Figures 2(e) and 2(f) can be analyzed using

(a) (b) (c) (d) (e) (f)

(g) (h) (i) (j) (k) (l)

Figure 2: Examples of spatio-temporal saliency for several types of weather echoes, (a) and (g) stratiform
precipitation; (b) and (h) snow storm; (c) and (i) weak convection; (d) and (j) supercell thunderstorm;
(e) and (k) hail storm; (f) and (l) cyclone.
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the same arguments. Regions with low reflectivity echoes, biological scatterers and stratiform
(relatively uniform) precipitation are well attenuated.

For these examples, the spatio-temporal saliency seems to highlight meteorologically meaningful
regions for several types of echoes. Generally, high reflectivity (strong cores) are well captured,
particularly when their highly structured and have fine details. In addition, as can be seen in
Figures 2(g), 2(h) and 2(i), weaker non-structured echoes coming from biological scatterers and
other non-meteorological echoes are being attenuated and ignored by the saliency model.

4. APPLICATIONS OF ST-SALIENCY TO ADAPTIVE WEATHER SENSING

As an application to the Adaptive Weather Sensing (AWS) framework [8], Spatio-Temporal Saliency
can be used to define highly informative regions and their respective update-times. The regions are
sectors which are defined by computing the azimuthal distribution of spatio-temporal saliency. The
update times computed are proportional to the integrated information content inside the sector and
result in a full-load scenario [8]. We call this the FOCUS (Focused Observations by Configuration
of Updates-times using Saliency) algorithm.

The following example shows a line of storm cells with a particularly fast evolving supercell to
the south-west of the radar. This particular cell was identified as a potentially severe storm and
carefully studied in [7]. The time between the images is of about 25 minutes although a 5-minute
temporal resolution (NEXRAD Data) was used to run the framework.

The sectors are updated and redefined automatically using the saliency maps, and they are
updated (i.e., re-scanned) at different rates, adapted to the evolution of the phenomena being
observed. The blue bounding boxes in the reflectivity scans in Figure 3 represent the sectors
defined by FOCUS. Update times assigned are not shown in this plot.

For this application, the mean of the reflectivity field for each sector was computed, for both the
full time resolution data and the adaptively collected data. The FOCUS algorithm is adjusting the
update times of each sector to observe a smooth evolution of the weather in it without wasting time,
and therefore we expect to see similar mean reflectivity for each pair of sectors, confirming that no
meaningful change in reflectivity was lost. Comparing the plots shown in Figure 4 we can see that
there was no abrupt change in the full-time resolution data (left panel) that was not captured by

(a) (b) (c) (d) (e) (f)

(g) (h) (i) (j) (k) (l)

Figure 3: Spatio-Temporal Saliency of the evolution of a line of convective storm cells across Oklahoma.

(a) (b)

Figure 4: Average radar reflectivity (dBZ) per sector for both full-temporal and adaptively updated data.
(a) Full temporal resolution; (b) FOCUS collected data.
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the FOCUS defined sectors (which are updated at different rates). This gives an indication that the
algorithm is adjusting the update times for the sectors at a rate suited for the temporal evolution
of the weather echoes inside of that sector.

5. CONCLUSIONS

Although saliency models have been used in other fields like computer vision and monitoring ap-
plications, to our knowledge, this is the fist time it has been used to analyze weather radar data.
In this paper, we described the general framework for a spatio-temporal saliency model, presented
some study cases using real weather radar data and suggested an application of the algorithm in
the AWS field using a PAR. The examples described and the results obtained show that these tech-
niques have a great potential for defining regions that have particularly conspicuous information.
Some limitations have to be considered: high reflectivity regions produced by ground clutter or
anomalous propagation can deceive the spatial saliency and impact on the final map. Since those
artifacts are not changing in time, the temporal saliency partially reduces their saliency. If there
is no particularly salient feature, the spatio-temporal saliency can behave in an unpredictable way.

The performance obtained from models like this one critically depends on the features explicitly
discernible in at least one feature map can lead to a peak, a rapid detection independent of the
number of other distracting echoes [5]. Other aspects of radars have to be studied in the context
of saliency, for instance, the impact caused on the saliency maps due to asynchronously collected
data, using other spectral moments or polarimetric variables to include more information on the
saliency computation, or the fact that only plan-position indicator (PPI) maps are being used in
these examples, although radars produce full volume scans. These and other issues will be further
studied in future research.
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Abstract— Stealth technology has added an inspiration in the field of electronic counter mea-
sure and has brought out the ineffectuality of the mono-static radars. The stealth aircrafts scatter
very low intensity electromagnetic radiations due to its special geometry and absorbent material.
However, if an electromagnetic wave is incident at ‘good’ angles, stealth aircraft though low ob-
servable cannot be called as invisible. In this paper, the results of the extensive simulations on
a model stealth aircraft have been presented. Simulations are performed, on an aircraft model
to prove the effectiveness of the proposed model. By energizing the aircraft at ‘good’ angle(s)
of incidence, significant scattering can be observed over a range of aspect angles. Thereafter, a
multi-static approach is proposed making a polygon arrangement of radar transceivers in order
to guarantee the detection of a stealth aircraft.

1. INTRODUCTION

Shortly after the innovation of the radar in the third decade of the twentieth century, the research
on the reduction of the RCS (radar cross section) got enormous attention especially for aircraft and
military targets [1]. ECCM is mainly reactionary i.e., ECCM technology has been developed in
reaction to observed threats. If the ECM (electronic counter measuring) impacts are observed in a
particular system, a system resolution must be developed [2]. In this paper we propose a counter-
counter measure to low observable technology. Radar cross section (RCS) dictates the strength of
EM wave reflected from the target. In other words, detectability of a target is dependent on the
strength of the reflected and/or scattered energy which in turn depends on the characteristics of the
target (for example target’s material, absolute and relative size), angle of incidence and reflection
and polarization of the transmitted and received signal. Mono-static RCS in terms of electric field
is given by the following equation [3].

σ = lim
r→∞ 4πr2 |Es|2

|EI |2
(1)

where Es is the scattered electric field intensity and Ei is the incident electric field intensity.
There are different methods for calculating the radar cross section of an object [4]. The method

of moments is a popular technique that solves electric or magnetic field integral equations. This
method gives accurate results but it is computationally intense. In the finite difference method
(FDM), finite differences are used to approximate the differential operators in Maxwell’s equations.
The target must be discretized as in method of moments. Since this method calculates the fields
in the region around the target, computing the RCS of large dimension would entail considerable
time. An alternate method is the physical optics approximation that is simpler and gives accurate
results for large targets. The POFACETS GUI is a convenient tool for electromagnetic professionals
to design and analyze the complex models of the aircrafts. Typically, design of complex models
is carried out by representing its components as triangular facets. The GUI calculates the radar
cross section of the modeled object. This tool has been used frequently to calculate the RCS [3].
In this paper, POFACETS tool based on physical optics method is used for calculation of RCS.
In the light of the attained results, we have discussed the importance of using bi-static radars to
counter the stealth effects. The results show that if the aircraft is energized at a ‘good’ angle
of incidence, significant scattering can be observed in a range of aspect angels. Thereafter, a
multi-static approach is proposed making a polygon arrangement of radar transceivers in order to
guarantee the detection of a stealth aircraft.
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2. SIMULATIONS ON AIRCRAFT MODEL

Radar absorbing material and stealth material structures have re-entrant triangles inside the struc-
ture. Radar waves falling into the skin get entangled within these structures scattering off internal
surfaces and losing energy with these facets. In order to study the 3-D RCS of a low observable
aircraft, a model of the aircraft was built using POFACETS GUI [3]. The model is built using
triangular facets and each facet’s reflectivity is chosen to be 2. Such low reflectivity is chosen
owing to stealth effects. The simulations for the computation of the RCS for both monostatic and
bi-static radars have been performed. For mono-static radars the location of the transceiver unit
is varied from 0◦ to 360◦ Figure 1 shows the model of the aircraft used for the simulations. If the
mono-static radar is used for illuminating such a model, the RCS remains negative for most of the
incident angles and frequencies. It can be seen that for a wide range of angles, the RCS is very low
(less than −20 dB), see Figure 2. For only few angles, the RCS becomes positive and even those
angles have a very small range and most of the time it would be practically impossible to place a
radar transceivers at such angles whereas, bistatic angles in Figure 3 can overcome such situations
for carefully placed receiver at that position.

Figures 4, 5 and 6 show plots of frequency vs. RCS. Rectangle in the figure denotes the aircraft,
aero directions pointing the aircraft are the incident angles and the ones going away are showing
the reflection.

2.1. Discussion on the Results
There is a greater range of frequencies with positive RCS when incidence, target and reception
of EM wave make a triangle as shown in Figure 5 or the shadowed side of the aircraft had good
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Figure 1: Model of aircraft, view-
ing angle −37.5◦ azimuth and 30◦

elevation.

Figure 2: RCS vs. monostatic an-
gles.

Figure 3: Bistatic radar RCS vs.
angle for angle of incidence of
45 degrees.

Figure 4: Bistatic radar RCS vs.
frequency for 135 incidence angle
and observed at the same (monos-
tatic radar).

Figure 5: Bistatic radar RCS vs.
frequency for 135 incidence angle
and observed at 230 degree.

Figure 6: Bistatic radar RCS vs.
frequency for 135 degree incidence
and observed at 310 degrees.
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scattering. These figures show that if there is a properly placed receiver on the other side of the
aircraft, it would receive enough scattering to detect the target threat. Hence there are ‘good’
angles that can be set for the radar receivers in multistatic approach. The monostatic case in
Figure 4 showed that RCS was negative even for lower frequencies and hence the probability of
detection would be less. Now when we see Figure 5 and Figure 6, we conclude that there is even
greater range of frequencies with greater RCS. The mono-static radar is a complete failure because
there is greatest range of frequencies for negative RCS, when observed and incidence angle are
same.

3. MULTI-STATIC RADAR CONFIGURATION IN A POLYGON

Taking into considerations all the simulations and effectiveness of stealth in making ground based
radar helpless, we have come to the conclusion that there are two prime locations where a significant
scattering can be received and that is explained in Figure 7.

We propose an idea of using a multi-static approach to limit the effectiveness of stealth aircrafts.
We need four radar transceivers as shown in Figure 8. These four radars should be separated to
each other and all acting as transceivers and their synchronism make a polygon. All the radars
should be located at different heights from each other to take maximum benefit from the proposed
idea. If radar A transmits; all the other radars receive the scatterings associated with radar A.
Since the first demonstration of the multi port receiver, there has been significant interests in the
various tangible multi port radar technologies [5]. All radars should be synchronized and should
have multi port phased array antenna. Antennas could be active phased array with each subsequent
array cross polarized with the neighbor.

Three possibilities of target approaching this configuration of radars are shown in Figures 9, 10
and 11. In the corresponding figures yellow lines showing incidence and red lines show the radar
return, the thickness of lines show the strength of the scattered signal.

The multistatic radar configuration can use data in fusion in the process of information col-

Figure 7: Significant scattering directions for a
stealth configured aircraft.

Figure 8: Our proposed solution of using 4 radar
transceivers arranged in a polygon.

Figure 9: Case1: target is in the
range of all radars.

Figure 10: Case2: A, C and A, D
making ‘good’ angles.

Figure 11: Case3: target is ap-
proaching or by passing the system
of radars.
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lection. The concealment feature of bi-static radar is not complete as the transmitter station is
still electromagnetically exposed and can be easily attacked [6]. Our proposal even overcomes this
situation. A concept of ‘silent hard killer’ is about an aircraft that arrives at a target area, where
enemy’s radars and weapon systems should be killed or at least crippled [7]. Our configuration
can overcome the negative effects of such a situation since there are four radars working with each
other. Our proposed configuration can also be used for low frequency radar since the radars are
acting as transceivers for each other and by using correlation and proper filtering, clutters can
be avoided and at the same time our proposed system can easily be upgraded with any desirable
feature like changing of polarity, operating frequency or miscellaneous features.

4. CONCLUSION

From the observations we saw that there was a maximum positive RCS for greater range of fre-
quencies at the shadowed side of stealth aircraft, so if there is a receiver there, it can make use of
these scatterings to detect the target threat. Also there was a considerable RCS towards and away
from the approaching target threat, i.e., when a triangle is made between transmitter, target and
receiver. So our proposed configuration suggests that if there are 4 radars in a polygon arrangement
they would be able to detect the target for all the three cases that have been discussed. Another
advantage is this that the proposed configuration can be used for low frequency radar since there
are 3 other radars that are acting as receivers and by using correlation and proper filtering, clutters
can be avoided and at the same time it would have enough room for upgrading more features for
increasing its anti stealth abilities. Thus as proposed, an active phased array radar with cross po-
larized arrays and using a 1 GHz Frequency (lower L band of radar) is highly probable of detecting
a stealthy machine in its domain.
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Abstract— Improvement of atom probe tomography technique requires the use of high voltage
rectangular pulses on a sample inside an ultra-high vacuum chamber. In this paper, we present
a rectangular ultra-short pulse generator using photoconductive semiconductor switch and mi-
crostrip technology. It can deliver the pulsed signal with rise time of about some picoseconds
and full width duration less than nanosecond. The performances of the devices are compared to
theoretical predictions.

1. INTRODUCTION

The technique of atom probe tomography is now widely used in the analysis of materials at the
atomic level. The basic principle of the technique is the atom by atom erosion of needle-like sample
by the physical mechanism of field evaporation. As shown in Figure 1, the intense electric field at the
sample surface is produced by means of high voltage pulses superimposed on the standing voltage.
Ion emission is triggered by the voltage pulse and ion flight time is measured by calculating the delay
time between the departure time(the triggering time) and the arrival time on a position sensitive
detector. The accuracy of the measurement of flight times will contribute to the mass resolution
of this instrument. Due to the stochastic nature of the field evaporation process, this can cause
different ions of the same isotope leave the sample around the peak voltage(at the triggering time),
and therefore acquire slightly smaller kinetic energy(and hence slightly slower velocities) comparing
to ions evaporating at the peak voltage. This effect degrades significantly mass-resolving power.

To overcome this shortcoming, modern atom probe(LEAP [2]) integrates an energy compensa-
tion device to reduce the impact of energy spread of ions. But these devices [3] generally reduces
the detection efficiency of the atom probe. In this paper, we propose a new method to reduce the
relative amount of ions with energy deficits. Section 2 explains how the ultra short rectangular

Figure 1: Schematic representation of a typical atom probe tomography. A local-electrode is an aperture
(the diameter is about 40–100 µm) [1] placed close to the tip at a few micrometers. Atoms on the surface
of needle-like specimen are stripped by the high electric field at a known time and are accelerated to the
local-electrode. A position-sensitive detector records the striking positions of ions and time of flight of ions
from the sample to the detector.
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pulse improves the mass resolution, Section 3 describes the pulse generator based on photoconduc-
tor switch, Section 4 shows the experimental setup and the primary results verifying the proposed
method.

2. CALCULATION OF MASS RESOLUTION DEGRADATION

In a simple approach, it is assumed that ions acquire instantaneously all the potential energy
E = neV (we will not consider dynamic effects in this approach) where V is the total voltage
between the sample and the local electrode, ne is the charge of ion, the time of flight is seeing
tflight :

1
2
m

(
l

tflight

)2

= neV (1)

where l is the total flight distance. The mass to charge ratio is given by:

M =
m

n
= 2eV

t2flight

l2
(2)

Field evaporation(the physical phenomenon inducing the atom by atom erosion) can be modeled
by an Arrhenius expression. The rate of evaporation Khr (the number of atoms evaporated per
second) is written as:

Khr = Ahr exp

(
−

V0+Vp(t)
Ve

KBT

)
(3)

Where Ahr being the field evaporation rate-constant pre-factor for high risk atoms, kB the Boltz-
mann factor, T the temperature, and Ve the field evaporation activation energy. We refer the
reader to the book of Miller and Forbes [4, Chapter 3] for a detailed explanation of Eqs. (1) and (3).
Figure 2 presents different evaporation rates as a function of pulse shape. The maximum rate of
evaporation Kmax occurs at the peak of the pulse Vmax = V0 + Vp max, with V0 the standing voltage
applying on the sample, and Vp max is the maximum value of the voltage pulse. The evaporation
rate can be given by:

K(t)
Kmax

= exp
(
−α

(
1− Vp(t)

Vmax

))
(4)

where α = 1
KBT , T the temperature and KB the Boltzmann’s constant.

In standard atom-probe design, field evaporation is triggered by nanosecond pulse that can
be modeled with a Gaussian profile as shown in Figure 2(a). Figure 3 shows that the Gaussian
profile (red curve) induced the significant energy deficits. But, using a rectangular pulse shown as
Figure 2(b), the energy deficits of ions can be reduced by a factor 10, i.e., rectangular pulses reduce
the range of the ion energy distribution. This above analysis has provided that a rectangular pulse
is needed to improve mass resolution.
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Figure 2: The voltage pulse profile (blue line) as a function of time and the corresponding evaporation rate
K(t) (red line) are plotted.
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Figure 3: The normalized number of atoms as a function of ion energy distribution for different pulse shapes
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Figure 4: (a) illustrates the schematic representation of the transmitting system. The local electrode is
connecting with two SMA cables, another ends of which connect to input/output connector in the flange.
(b) shows that the schematic diagram of a pulse generator with microstrip technology. Circuit trace on
microstrip printed circuit board (PCB) is designed for pulse duration of 1 ns and characteristic impedance
of 50 Ω with FR4 subtract. The output of the pulse generator is connected to the input of the transmitting
system.

3. PULSE GENERATOR USING PHOTO-CONDUCTIVE SEMICONDUCTOR SWITCH
(PCSS)

Photo-Conductive Semiconductor Switches (PCSSs) have been widely used in high voltage ultra-
short pulse technologies since Auston et al. [5] first presented the optoelectronic switching in silicon.
PCSS offers unique features for generating kilovolts pulses with rise time in picoseconds or nanosec-
onds scale, such as jitter-free response and high breakdown voltage [6–8]. There are two switching
regimes of PCSSs: linear and avalanche regime. In the latter case, despite very low optical en-
ergy is required for efficient switching, the avalanche switching reduces strongly the switch lifetime.
Additionally, it increases the temporal jitter response. The linear switching regime, PCSS can
work without jitter at a kilohertz repetition rate. The linear mode ensures a long lifetime of our
application with minimum temporal jitter. Embedding optoelectronic switching of silicon semi-
conductor in microstrip transmission-line structure, we can produce square, picoseconds pulses [7].
The microstrip line is charged by a high voltage through a large resistance limiting the current and
the other termination is connected to an adapted resistance (RL) through the PCSS. The output
voltage (Vout) is given by:

Vout = Vdc
RL

2Z0 + Ron(t)
(5)

where Vdc is the bias or charging voltage, Ron is the resistance of PCSS controlled by laser energy,
Z0 is the characteristic impedance of the transmission line. In order to obtain optimal output, we
have to minimize the value of Ron and make sure RL = Z0.

4. EXPERIMENTAL SETUP AND RESULTS

A schematic representation of the pulse generator is illustrated in Figure 4(b). A transmission line
is capacitive energy storage element charged by a high voltage DC power supply [9]. An optical
command controls the photoconductive switch to delivery of the stored energy into the load. The
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Figure 5: Experimental result: the pulse generator
configuration is illustrated in Figure 4(b) with Sili-
con rectifier diode. This voltage pulse is obtained
with the energy of optical command about 30 µJ
(per pulse). The rise time is shorter than 100ps and
the full width at half maximum is about 1ns.

Figure 6: Typical aluminum mass spectra obtained
in atom probe: the preliminary analysis was ob-
tained with two pulses. For a standard pulse, mass
resolutions were measured to be 180 FWHM; for a
Gaussian pulse with a duration of 1ns, mass resolu-
tions were measured to be 520 FWHM.

pulse duration depends on the transmission line length and the amplitude can be obtaned by
Eq. (5).

We use the high-voltage rectifier diode sustaining up to 4 kV DC as PCSS. The ‘open’ switch
state is equivalent to a very high resistance which can be operated by varying the energy of the
optical command (Laser beam). The switch will transform to ‘closed’ state when the switch acquires
adapted optical energy. For the 800 nm wavelength of the optical command, 20µJ is needed to
operate efficiency switching. An amplified Ti : Sa femtosecond laser (Quantronix Integra-E) with
an average power up to 2 W is used as the optical command. It can deliver optical pulse at 800 nm
with a repetition rate of 1 kHz.

In Figure 5, the quasi-rectangular pulse (blue) was measured at the output of the pulse generator.
This voltage pulse will be sent into atom probe analysis chamber (ultra-high vacuum) and return to
the oscilloscope thanks to the transmitting system shown in Figure 4(a). So we can directly observe
the pulse shape (red line in Figure 5) which is applied on the sample. Figure 5 demonstrates that the
system acts a comportment as ‘Low-pass filter’ which removes the undesired part(the oscillation on
the top of the pulse). At the same time, the further loss of amplitude occurs (∼20%). The voltage
pulse applied to the sample is thus a Gaussian-similar pulse. The rise time of the signal(blue one
in Figure 5 is less than 100 ps due to the fs optical command, however, because of the bandwidth
limitation of measurement device, we are not able to observe a ‘real’ pulse.

Preliminary mass spectrum obtained by analyzing Aluminum sample (M = 27 uma) with stan-
dard voltage pulses (∼ 10 ns width duration) and with short pulses (700 ps width duration) demon-
strates a significant improvement of the mass resolution power. Comparing to the standard atom
probe, the mass resolution is generally improved by a factor 3 (Figure 6).

5. CONCLUSION AND PROSPECTIVE

We have proposed and developed a new method to improve the performance of atom probe tomog-
raphy based on photoconductive switch. The preliminary result shows that a ultra short Gaussian
pulse can improve the mass resolution of atom probe. We have designed different pulse generators
which can now be used to investigate the combined effect between the pulse duration and the dis-
tance of tip-to-electrode on mass resolution. The distance of tip-to-electrode has great influence on
the mass resolution [10]. In future work, we will characterize the transmitting system by Network
Analyzer. To avoid low pass filter, ’in-situ’ setup is under work. The generated ultra short high
voltage will be applied directly to the sample.
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Abstract— The polarimetric response of radar targets can be decomposed into a set of so-called
Huynen-Euler parameters which allow to analyze the physical scattering mechanism occuring at
the target. Required for this technique is a coneigenvalue decomposition, whose characteristics
are not yet fully unterstood. Due to this there are conflicting opinions regarding the question if
one of the Huynen-Euler parameters, the skip angle, can be extracted from the coneigenvalues.
This paper resolves this conflict by discussing the mathematics of coneigenvalues and by giving
a physical interpretation to the coneigenvalue decomposition.

1. INTRODUCTION

The Sinclair matrix is a 2×2 matrix which can be used to describe the polarimetric backscattering
of radar targets. By decomposing this matrix into the so-called Huynen-Euler parameters various
scattering mechanisms occuring at the target can be identified. The extraction of the Huynen-Euler
parameters requires a coneigenvalue decomposition of the Sinclair matrix S which can be described
with [1]

S = U∗ Σ UH (1)
where the diagonal matrix Σ can be defined to

Σ = mejξ

[
e+j2ν 0

0 e−j2ν tan2 γ

]
(2)

and the unitary matrix U consists of

U = Uψ Uτm
Uα =

[
cosψ − sinψ
sinψ cosψ

] [
cos τm j sin τm

j sin τm cos τm

] [
e+jα 0

0 e−jα

]
. (3)

The Huynen-Euler parameters are the maximum radar cross-section (RCS) m, the orientation
angle ψ, the helicity angle τm, the polarizability γ, the absolute phase ξ and — at least if following
the definition found in literature [1, 2] — the skip angle ν. These parameters allow to distinguish
between scattering events like single reflections, double reflections and dipole scattering and provide
even more information like the orientation of the target. Since these events not only influence the
polarization of the scattered wave but also indicate at which angles and frequencies the RCS of
a target increases, this set of parameters is of special interest for radar cross-section analysis.
Therefore this decomposition is used in some recent publications about the measurement and
analysis of RCS signatures and radar images [3, 4].

Unfortunately one of the Huynen-Euler parameters causes problems: There are conflicting opin-
ions regarding the question if the skip angle ν which allows the distinction between single and
double reflections can be determined from the Sinclair matrix. For the entries of the diagonal
matrix Σ in (1) it can be shown that the phase of the diagonal entries is indetermined. On the first
sight this prevents that the skip angle can be determined properly and led Lüneburg to following
conclusion:

“The phase indeterminacy of the coneigenvalue is an essential feature of the antilinear
time-reversal operation in backscattering. Its interpretation and significance for target
characterization and classification purposes (Huynen’s skip angle) is at present not fully
understood.” [5]

In contrast to this a technique was developed by Baird which allows to extract Huynen’s skip angle
from the Sinclair matrix [4]. To the knowledge of the authors this discrepancy is still an unresolved
problem.
To resolve the aforementioned contradiction the connection between coneigenvalues and coneigen-
vectors will be explained in this paper. For comparison the diagonalization of Jones matrices which
is based on the eigenvalue decomposition is explained first. Afterwards, a physical interpretation
of the coneigenvalues of the Sinclair matrix will be given. Finally the role of the skip angle will be
emphasized. The explanations and approaches discussed in this paper therefore contribute to the
effort of placing radar polarimetry on a solid mathematical foundation.
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2. DIAGONALIZATION OF JONES MATRICES

The Jones matrix J is similar to a diagonal matrix Λ via [5]:

UH JU = Λ (4)

Here U is a unitary matrix. Rewriting (4) by using U = [u1 u2] it can be seen that Λ contains
the eigenvalues of J:

JU = UΛ
⇒ J[u1 u2] = [u1 u2]Λ⇒ Jui = λi ui i = {1, 2}.

(5)

This eigenvalue decomposition requires a closer look.
2.1. Mathematical View
The complex eigenvalue equation has an often ignored but interesting property which will help to
understand the behavior of the coneigenvalue equation in the next section. With the eigenvector
ui = vi e

jϕi follows
Jvi e

jϕi = λi vi e
jϕi

⇒ Jvi = λi vi
(6)

This shows that the eigenvalue equation is fulfilled by the tuples (λi, ui e
jϕi) with ϕi ∈ [0, 2π).

Due to the arbitrary phase factor of the eigenvector there exists an infinite number of allowed
eigenvectors belonging to each eigenvalue.
The same property can be observed for (4): It is possible to define U = VΦ where

Φ =
[

ejϕ1 0
0 ejϕ2

]
. (7)

When inserted into (4) this yields

(VΦ)H JVΦ = Λ
⇒ VH JV = ΦΛΦH

⇒ VH JV = Λ
(8)

Thus also the phase factors of the column vectors in U can be chosen arbitrarily without influencing
the diagonal matrix Λ.
2.2. Physical Interpretation
The Jones matrix describes the connection between an electromagnetic wave approaching a target
E+

i and an electromagnetic wave scattered by a target E+
s with E+

s = JE+
i . Here the directional

Jones vector notation by Graves and Lüneburg is used to differentiate between different propagation
directions of the wave [5, 6]. Since E+

i and E+
s both belong to the polarization space P+, the waves

have the same direction of propagation.
Figure 1 is a visualization of the derivation given in (8). Without loss of generality a forward

scattering case is depicted which allows an easier interpretation of the shown effect. The targets are
represented by the diagonal matrix Λ and depicted as clouds in the middle of the figure. Moreover,
the wave vectors of incident and scattered electromagnetic waves are shown as horizontal black
arrows and the polarization plane of each wave is indicated by a gray vertical line. Wave vector
and polarization plane together describe the reference coordinate system of each wave.

The upper part of the figure can be interpreted as follows: At two certain points in space the
coordinate systems of the incident and scattered electromagnetic waves E+

i and E+
s are located. J

can be transformed with a similarity transformation to a diagonal matrix Λ. This diagonal matrix
describes the same target, but by using the electromagnetic waves Ê

+
i and Ê

+
s which have a new

polarization basis due to the similarity transformation. This change of the polarization basis is
conducted by the unitary matrix U. It is important to understand that U not only changes the
basis vectors in the polarization plane, but can also change the phase factors of the column vectors
and therefore the location of the coordinate systems of the electromagnetic waves. Therefore Ê

+
i

and Ê
+
s are drawn directly before and behind the target.

The lower part of Fig. 1 shows what happens if U is replaced by U = VΦ: Since Φ contains
phase factors only, the matrix V does not change the basis vectors in the polarization plane, but
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Figure 1: Decomposition of the Jones matrix without (top) and with (bottom) substitution of U = VΦ.

the location of the reference coordinate systems. Ê
+
i , Ê

+
s and Λ are shifted uniformly to a different

position along the same direction. This means that Φ shifts the target position without changing
the entries of Λ. This behavior is well-known for forward scattering: Radar systems exploiting
forward scattering are not able to determine the location of a target since changing the position of
the target does not introduce a phase change between E+

i and E+
s [7]. It is exactly this behavior

which leads to the indeterminacy of the phase factor of the eigenvectors and unambiguously defined
eigenvalues.

3. CONDIAGONALIZATION OF SINCLAIR MATRICES

If the Sinclair matrix S is symmetric, then it is consimilar to the diagonal matrix Σ with [5]:

UT SU = Σ (9)

Using U = [u1 u2] Equation (9) can be rewritten to:

SU = U∗Σ
⇒ S[u1 u2] = [u∗1 u∗2]Σ⇒ Sui = σi u

∗
i i = {1, 2}.

(10)

The last row corresponds to the coneigenvalue equation. Thus the diagonal entries of Σ are
coneigenvalues. It should be noted that the notation Su∗i = σi ui is more frequently used in
literature [8], but is equal to (10) by defining U to U = [u∗1 u∗2] instead [6].
3.1. Mathematical View
With the eigenvector ui = vi e

jϕi follows

Svi e
jϕi = σi

(
vi e

jϕi
)∗

Svi e
jϕi = σi v

∗
i e−jϕi

⇒ Svi = σi v
∗
i e−j2ϕi

⇒ Svi = ρ
i
v∗i

(11)

where ρ
i

= σi e
−j2ϕi . Since ϕi ∈ [0, 2π) the phase of the coneigenvalue can be chosen arbitrar-

ily. This derivation can be often found in literature [5, 6, 8] and led Lüneburg to the conclusion
recapitulated in the introduction. Although it is correct that the phase of the coneigenvalues is
indetermined, the role of the coneigenvectors should not be ignored. The coneigenvalue equation is
fulfilled by the tuples (σi e

−j2ϕi , ui e
jϕi) with ϕi ∈ [0, 2π). Thus there exists an infinite number of

tuples and therefore an infinite number of coneigenvectors and coneigenvalues, but it can also be
seen that there belongs exactly one coneigenvector to each coneigenvalue. In contrast to the eigen-
value equation where eigenvectors with arbitrary phase factors are permitted, the coneigenvalue
equation can only be fulfilled for a distinct coneigenvector-coneigenvalue pair. This also means that
if the coneigenvalue equation is solved in a way which neglects the phase of the coneigenvalues, this
phase information is not lost but “shifted” into the coneigenvectors. This is of special importance
for Huynens skip angle: It now becomes clear that both the phase information of the coneigenvalues
and the phase factor of the coneigenvectors are required to reconstruct the skip angle completely.
Basically this was already considered in the Equations (2) and (3) taken from [1] since there the two
angles α and ν were introduced, where α was used to describe the part of the skip angle which can
be found within the coneigenvector and ν being the part found in the coneigenvalue. Unfortunately
in [1] only the angle ν was identified as skip angle. From the explanations given above it follows
that the skip angle must be defined to ν̂ = α− ν.
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Again, Equation (9) should be considered. By defining U = VΦ, where Φ is described in (7),
it follows

(VΦ)T SVΦ = Σ
⇒ VT SV = Φ∗ΣΦ∗

⇒ VT SV = Σ (Φ∗)2

⇒ VT SV = P

(12)

with P = Σ (Φ∗)2. Thus although the phases of the diagonal entries of Σ are indetermined, they
dictate the phase factors of the column vectors in U.

3.2. Physical Interpretation

The Sinclair matrix describes the connection between an electromagnetic wave approaching a target
E+

i and an electromagnetic wave scattered by a target E−s with E−s = SE+
i . Again the directional

Jones vector notation helps to differentiate between different propagation directions of the wave.
E+

i belongs to the polarization space P+, whereas E−s belongs to the polarization space P− [6].
Thus the waves propagate in different directions.

Figure 2 shows a similar scenario as Fig. 1, but this time backward scattering is depicted. Due
to the different polarization spaces of E+

i and E−s the wave vectors point in the same direction,
forming an antenna-oriented reference system. By replacing U with U = VΦ, the coordinate
systems of Ê

+
i and Ê

−
s both shift into the direction of E+

i and E−s . Thus Ê
+
i and Ê

−
s depart from

Σ and by this change the diagonal matrix to P = Σ (Φ∗)2. This was not the case in Fig. 1: There
Ê

+
i shifted away from E+

i and Ê
+
s came closer to E+

s , leaving Λ unchanged.

Figure 2: Decomposition of the Sinclair matrix (a) without and (b) with substitution of U = VΦ.

The displacement of Ê
+
i and Ê

−
s is accompanied by a change of the target Σ to the target P. It

is important to note that only the phases of the diagonal entries of Σ and P differ. This is indicated
in Fig. 2 by the dotted cloud surrounding the original Σ: The target appears to be closer to E+

i and
E−s , but is also “bloated” by the additional phase factors Φ in P. A similar mechanism is known
for corrugated surfaces which can be used to change the surface impedance by introducing a phase
shift between the actual metallic surface and the artificial surface realized by the corrugations [9].
Thus for a coneigenvalue decomposition the phase shift between Σ and P can be understood as a
change of the surface impedance of the target to compensate the shift of the reference coordinate
system caused by a variation of the coneigenvector’s phase factor.

3.3. The Role of the Skip Angle

The physical interpretation given in the last section leads to the question if an unambiguous de-
termination of the skip angle can be made possible in realistic scenarios. Absolute phase factors of
Jones vectors are normally difficult to handle since they do not only describe the target’s position
but also incorporate effects of the target and the radar system itself [2]. Therefore it seems to be
challenging to extract the required skip angle from V instead from Σ as motivated in Section 3.1.
However, the explanation in the last section did not distinguish between the two orthogonal compo-
nents of the polarization basis. A spatial displacement will change the phase of both Jones vector
components by the same amount. This fact was used to explain the connection between spatial
displacement and a surface impedance change of the target. The matrix Φ has one more degree of
freedom since the phases of its diagonal entries can be set to independent values ϕ1 and ϕ2. The
decomposition

Φ =
[

ejϕ1 0
0 ejϕ2

]
= ejξ′

[
e+jα′ 0

0 e−jα′

]
(13)
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results in the absolute phase angle ξ′ which describes the aforementioned spatial displacement and
the angle α′ which can change the phases of the Jones vector components in antipodal directions
and therefore is not suitable to describe a spatial displacement. Therefore the behavior described
by α′ must be a property of the target. A comparison to (3) shows that α′ has the same form as
the matrix Uα and therefore is (at least a part of) the skip angle.

4. CONCLUSION

The discussion conducted in this paper leads to the following insights:

• A coneigenvalue equation can be fulfilled by inifinitely many coneigenvalues, but each coneigen-
value is linked to a single coneigenvector which is required to fulfill the coneigenvalue equation.
In contrast to this, an eigenvalue equation can be fulfilled by only one eigenvalue, but there
are infinitely many eigenvectors which can be used together with the eigenvalue to fulfill the
eigenvalue equation.

• Due to this the skip angle can only be reconstructed from the Sinclair matrix if the phase
information of both the coneigenvectors and the coneigenvalues is taken into account.

• For a target represented by a Sinclair matrix it is not possible to differentiate between a target
at a certain distance and a target with altered surface impedance at a closer distance. For
a target represented by a Jones matrix it is not possible to distinguish targets at different
positions.

• The skip angle is a target property and is not affected by the target’s position. It can be
reconstructed from the Sinclair matrix by an arbitrary coneigenvalue-coneigenvector pair.

This shows that the Huynen-Euler parameterization requires coneigenvalue decompositions which
return both the coneigenvalues and the coneigenvectors. This is not always the case; a decom-
position utilizing the Graves matrix will return real-valued coneigenvalues but not the associated
coneigenvectors for example [1]. Therefore further investigations in this field of research are required
to find appropriate and numerically stable coneigenvalue decompositions.
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Current Control of the Matrix Converter Fed Induction Motor Drive

J. Lettl, J. Bauer, and S. Fligl
Faculty of Electrical Engineering, Department of Electric Drives and Traction

Czech Technical University in Prague, Czech Republic

Abstract— This paper deals with the designed method of realization of rotor flux oriented
control of the induction machine fed by matrix converter with current control. Matrix converter
belongs to the category of direct frequency converters that produce output voltage by means
of direct switching of proper input phase voltage to the output. This fact can introduce some
problems into control algorithm compared to drive fed by conventional voltage source inverter.

1. INTRODUCTION

The induction machines (IM) are mostly used as electro-mechanical converters in area of controlled
electric drives. Their application is advantageous because they are durable, robust and they do
not need much maintenance. However their control is more difficult compared to DC machines
or permanent magnet synchronous machines. In order to reach high dynamic of the drive the
input command for the converter feeding IM have to be required current or voltage vector which
application on terminals of the IM will produce desired flux and torque of the IM. This requirement
can be reached by splitting IM control into two separate loops [1]. One control loop is responsible
for flux production and the second one is responsible for torque production. The demanded vector
is then vector combination of both components obtained from control loops.

Several control algorithms are known that offer possibility of separate control of torque and flux
current components. To them belongs Field Oriented Control (FOC) or Direct Torque Control
(DTC). Most of them needs for their operation information about hardly measurable inner motor
values like electromagnetic flux and torque. To estimate these values, models of the machines are
used.

2. MATRIX CONVERTER

Matrix converter (MC) does not contain a DC-link in its power circuit and thus is less voluminous
compared to indirect frequency converters. It makes converter suitable for applications, where the
weight of the device is more important than its price and where the increased reliability is required,
too. The fact that output voltage is produced by direct switching of the proper input voltage to
the output terminals sets limit of maximal output voltage amplitude to 86.6% of the input voltage
amplitude without overmodulation. This can be quite disadvantageous especially in controlled
drives where field weakening have to start earlier compared to indirect frequency converters. In
contrast, this way of conversion offers abilities as the input power factor control and the possibility
to work in all four quadrants [2, 3].

There are many modulation strategies for the MC, however, recently direct space vector or
indirect space vector modulations are the most employed ones. The ISVM method is based on
partitioning of the converter virtually into two parts according to the function that they perform.
The MC can be then taken as a junction of virtual current source rectifier and virtual voltage
source inverter with virtual DC link inserted between them. The virtual inverter then generates
output voltage in the same way as VSI. The virtual rectifier directs output current to input phases
to consume sinusoidal currents with defined power factor [3–5]. The switched voltage vectors are
selected from space vectors available for both parts (Fig. 1). However, the special behavior of
the input and output of the converter have to be respected during transistor switching. Because
the input of the matrix converter is kind of voltage source, therefore in every switching moment
none of the input phases shall be shortcircuited. Similarly the load connected to the output of the
converter has mostly inductive character, therefore any of the converter output phases cannot be
disconnected.
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Figure 1: Matrix converter virtual DC link representation.

Duty times for both parts are calculated as

dα = mI sin
(π

3
− θU

)

dβ = mI sin (θU )
d0 = 1− dα − dβ

(1)

dγ = mR sin
(π

3
− θI

)

dδ = mR sin (θI)
d0 = 1− dγ − dδ

(2)

Duty times of one modulation step are then calculated as combination of (1) and (2)

dαγ = mRmI sin
(π

3
−ΘI

)
sin

(π

3
−ΘR

)

dαδ = mRmI sin
(π

3
−ΘI

)
sin (ΘR)

dβγ = mRmI sin (ΘI) sin
(π

3
−ΘR

)

dβδ = mRmI sin
(π

3
−ΘI

)
sin (ΘR)

(3)

3. MATRIX CONVERTER INDUCTION MOTOR DRIVE

Advantages of the induction machine as the electro-mechanical converter in modern drive can’t
be questioned, however, its control is more complicated and requires control algorithms based on
separate control of the flux and torque. Field oriented control strategies are well known for this
purposes. They use voltage as a controlled quantity. Although current feeding of the IM is also
possible (Fig. 2).

Figure 2: PWM control structure.
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Problem of current source inverters (CSI) is that compared to voltage source inverters (VSI),
CSI has to be designed for exact motor. That is why also methods how to replace CSI by VSI
with current control were developed. The inverter then requires closed loop control with feedback
directly from AC output currents. That is why the currents have to have wide bandwidth from
nearly zero frequency up to carrier frequency. Usually two current sensors are enough because
without connected neutral point the third current of IM is to be added to zero. Moreover, this
solution avoids zero sequence component errors. The output of the converter then looks different
to CSI output. It has waveform of the reference current with superimposed PWM ripple. Form
this point of view such controller should have several differences:

- it requires reference signals in actual time domain,
- harmonics content can be reduced with increase of PWM frequency,
- current controllers have to operate with AC signals instead of DC,
- the precision is higher because the controllers has not to work in dynamic operation,
- the higher accuracy of the field orientation is reached.

Figure 3 shows reactions of the flux and speed controllers on changes in reference values. Re-
sponses of the flux controller are depicted in the Fig. 3. It is obvious, that actual value of the IM

Figure 3: PWM control — speed and flux.

Figure 4: PWM control — required and actual current.
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flux (green) tracks required value (magenta) very well. Small errors during speed and load torque
transitions are caused by behaviour of current P-controllers. Speed controller reactions show that
required speed of the drive is satisfactorily held.

Figure 4 shows behaviour of the particular current controllers. Because the input signals are
AC quantities only, proportional controllers fit this application.

4. SUMMARY

The current based control strategy for the induction machine and matrix converter has been pre-
sented. Results show that both flux and speed of the IM are controlled with good accuracy. The P
controllers enable to replace the CSI by voltage source converter control currents. It has been also
shown that with proper modulation strategy matrix converter can be treated as conventional VSI.
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Physical Meaning of an Induction Machine Dynamic Model
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Abstract— The presented paper summarizes the approaches to dynamic description of an
induction machine and presents them from the view point of the modern theory of dynamic
systems. Great impact has the selection of the particular state variables. It decides about the
mutual dependency of calculated values. Despite of the fact that it is still a correct description of
the same system, it influences the design of control structures. Only the matrix form underlines
clearly the particular differences and shows what combinations of state variables are eligible to
be employed in hierarchical control structures.

1. INTRODUCTION

The dynamic model of an induction machine is well known, but it covers still its secrets. Depending
on the author different decisions are made, what state variables will be used. However, this happens
often without any justification, just according the trained technical experience — gut instinct. Thus,
let us investigate here, how the set of equation changes in accordance with selected set of variables.

2. Γ-SHAPED TWO-PHASE DYNAMIC MODEL

Since both the T-shaped model and the Γ-shaped model are designed to describe the same physical
object, we can find many similarities. However, the Γ-shaped two-phase model simplifies signifi-
cantly the description and thus it will be used throughout this article. Consequently, the analysis
bellow will be based upon the Γ-equivalent circuit (see Figure 1).

It is the second mostly employed model for induction machines. As shown in [1] it can be used
as full equivalent to the most widespread T-shaped dynamic model. From Figure 1, corresponding

Rs

L

Rr

u1

L is ir

j · B·  j  (ω   − ω  )·   E   B · 
r

  
r

ψ

µ

ψ

. .
ψω. ψ

µ

µ

σ

.

Figure 1: Γ-shaped two-phase induction machine equivalent circuit.

Table 1: Description of the symbols used in the two-phase Γ-shaped equivalent circuit.

Symbol Unit Dimension Description

u1 [V] [kg·m2·s−3·A−1] supplying voltage space-vector
ψ

µ
[Wb] [kg·m2·s−2·A−1] stator flux space-vector

ψ
r

[Wb] [kg·m2·s−2·A−1] rotor flux space-vector
is [A] [A] stator current space-vector
ir [A] [A] rotor current space-vector
ωB [rad·s−1] [s−1] angular speed of the reference frame
ωE [rad·s−1] [s−1] electric angular speed of the rotor
Rs [Ω] [kg·m2·s−3·A−2] stator resistance
Rr [Ω] [kg·m2·s−3·A−2] rotor resistance
Lσ [H] [kg·m2·s−2·A−2] total leakage inductance
Lµ [H] [kg·m2·s−2·A−2] magnetizing inductance
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Equations (1) and (2) can be derived.

ψ̇
µ
− u1 + Rs·is + j·ωB·ψµ

= 0 (1)

−ψ̇
r
+ Rr·ir + j·(ω − ωB)·ψ

r
= 0 (2)

Each and every of the particular variables and parameters appearing in Figure 1 are listed with
its description Table 1. Among all of them ψ

µ
, ψ

r
, is and ir can be regarded as state variables (ωE

is considered to be an input variable in this context, even though it is also a variable related to
energy accumulating elements).

3. DEGREE OF FREEDOM IN SELECTION OF STATE-VARIABLE COMBINATION

The selection of the state variables can be defined as a combination, i.e., in particular, selecting
two members from a grouping of four (stator and rotor current, stator and rotor flux), such that
the order of selection does not matter. Thus there exist nsvc = 6 variants.

n = 4 (3)
k = 2 (4)

nsvc =
(

n

k

)
=

n!
k!(n− k)!

=
4!

2!(4− 2)!
= 6 (5)

The combination ψ
µ

with ψ
r
selected in (1), (2) can be named as Flux-Flux system description.

The complete list of the combination is to be found in the Table 2.

Table 2: Description of state-variable combinations.

State-Variable Combination Combination Name

ψ
µ
, ψ

r
flux-flux system

is, ir current-current system
is, ψ

r
current-flux system

ψ
µ
, ir flux-current system

is, ψ
µ

stator system

ir, ψ
r

rotor system

4. MATRIX STATE-SPACE DESCRIPTION

Independently on the particular system, its description can be always reformulated into the following
matrix form.

ẋ = A·x + B·w (6)
y = C·x + D·w (7)

Using the form introduced in (6) and (7) standardizes the description form and simplifies con-
version of equation set among different coordinate systems. Let us call the vector build from
space-vectors (e.g., x) as complex vector in order to eliminate repeating of the word vector. In the
case of matrix composed of space-vector coefficients (e.g., A) let us call it complex matrix if neces-
sary. The mathematical symbols can be distinguished easily thank to their underlying. From the
transformation formula (8) to the system with coordinates based on other state-variable selection

x̃ = T·x (8)

the following transformation equations for the system and input matrices can be derived

Ã = T·A·T−1 (9)

B̃ = T·B (10)
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5. FLUX-FLUX SYSTEM IN THE COMPLEX MATRIX FORM

If we introduce time constants of stator τs (13) and rotor τr (14), then Equations (1) and (2)
describing the induction machine as a flux-flux system can be reformulated into the complex matrix
form (6) and (7) as follows

AΓΨ =



− 1

τs
− 1

Lσ
Lµ
·τs
− j·ωB

1
Lσ
Lµ
·τs

1
Lσ

Lµ+Lσ
·τr

− 1
Lσ

Lµ+Lσ
·τr
− j·(ωB − ωE)


 (11)

BΓΨ =
(

1
0

)
(12)

where

τs =
Lµ

Rs
(13)

τr =
Lµ + Lσ

Rr
(14)

By applying the transformation Formulas (9) and (10) we can obtain corresponding matrices for
any combination of state variables. We could even create a new state variable as linear combinations
of the four already existing ones. The approach of transformation would proceed in an unchanged
way in any case.

Table 3: Comparison of system description equation sets for the Γ-shaped equivalent circuit.

Variables A B

ψ
µ
, ψ

r


−

1
1
21 ·τs

1
1
20 ·τs

1
1
21 ·τr

− 1
1
21 ·τr

+ j·ωE




(
1

0

)

is ir


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1
1
21 ·τs

− j·20·ωE − 1
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− j·20·ωE − 1
1
21 ·τr
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




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Lµ
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Lµ



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

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1
21 ·τs
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1
20 ·τr

1
1
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− j· 20Lµ
·ωE

1
1

Lµ
·τr
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τr

+ j·ωE




(
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Lµ

0

)

ψ
µ

ir


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τs

− 1
1

Lµ
·τs

− 1
1
20 ·Lµ·τs

− j· 20Lµ
·ωE − 1

1
20 ·τs

− 1
1
21 ·τr

+ j·ωE




(
1
20
Lµ

)

is ψ
µ



− 1

1
21 ·τs

− 1
1
21 ·τr

+ j·ωE
1

1
21 ·Lµ·τr

− j· 21Lµ
·ωE

− 1
1

Lµ
·τs

0




(
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Lµ

1

)

ir ψ
r



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1
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− 1
1
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− 1
1
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− j· 20Lµ
·ωE

1
20
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1
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·τr

j·ωE


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(
20
Lµ

0

)

6. INTERDEPENCES AMONG STATE-VARIABLES AND INPUT VECTORS

In order make the differences between the various combinations of state-variables more visible, let
us introduce an assumption about the relation between leakage and magnetizing inductance. That
should not be much distant from a typical physical reality. Thus, let us suppose

Lσ

Lµ

!=
1
20

and further ωB = 0 (15)
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Since the influence of rotating coordinates is symmetrical and independent on selected state-
variables let us ignore the reference speed as well. The complex matrices resulting from the as-
sumptions (15) are to be found in the Table 3. We can split the results into two groups according
to the number of direct links between the input voltage towards to the state variables. This is
depicted in the Figures 2 and 3.
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Figure 2: State-variable combinations with one direct link from the input voltage.
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Figure 3: State-variable combinations with two direct links from the input voltage.

7. CONCLUSION

From the Figures 2 and 3 it is obvious, all combination containing the rotor flux ψ
r

feature one
direct link between the input and state variable. In this case, the second selected variable then
in the particular combination is controlled indirectly only via the state variable that has a direct
link to the input voltage. Thus, for a hierarchical controller design [2] merely these combinations
in the Figure 2 are convenient. On the other hand, the lather three combinations in the Figure 3
are rather suitable for a direct torque control method [3]. It is to be noted, the time constant for
particular variables varies strongly depending on its counterpart (see the top left dashed boxes).
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Abstract— Current-controlled voltage source converters are widely used in grid-connected
applications. The negative sequence component of the grid voltage causes pulsating components
in powers transmitted through the converter and ripple of the dc voltage in the intermediate
circuit. Two strategies of the current reference calculation for a dual current controller were
developed and tested in the Matlab/Simulink environment and experimentally verified as well.

1. INTRODUCTION

In real situation, the three-phase grid voltage is distorted by high-order harmonics and by a negative
sequence component, producing ripples in the voltage on the capacitors in the intermediate circuit
and in the transferred active and reactive power too. The three-phase ac current is disturbed as
well.

The object of the work is the control strategy of the positive and negative sequence of the ac
converter current in order to eliminate high-order harmonics in the grid current, and ripple in
powers flowing through the converter and in the voltage in the dc circuit as well. In the paper,
two strategies of the current reference calculation for a dual current controller were developed and
tested in the Matlab/Simulink environment and experimentally verified as well.

2. PROPOSED CURRENT REFERENCE CALCULATION BASED ON CONDITION OF
ZERO DC VOLTAGE RIPPLE

Several control strategies aimed at minimum dc voltage fluctuation have been proposed, e.g., [1–4].
We have developed a new simplified method to calculate the reference currents for the dual current
controller


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where Y out
0 (ep

d, e
p
q , en

d , en
q , P out

0 ) is a function of the measured grid voltages and of the active power
at the terminals of the converter, which is usually influenced also by the output signal of the dc
voltage controller.

Figure 1 displays a scheme of the grid connected converter and the dual current controller. The
grid connected converter in Fig. 1 works as a dc source, although electric energy can be generally
transferred through the grid- connected converter in both directions.

If the resistance R of the input filter is neglected, the determinant D in (1) may be calculated
as

D =
[
upn+

√
(upn2 − u2

L)
]

/2 (2)

upn2
= ep2 − en2

uL= 4ωLP out
0 /3 ep2

= ep2

d + ep2

q en2
= en2

d + en2

q (3)
and the converter terminal voltages are calculated on the basis of the measured grid voltages

vp
d = (ep

d + Kep
q)/Dpn vp

q = (ep
q −Kep

d)/Dpn vn
d = (en

d + Ken
q )/Dpn vn

q = (en
q −Ken

d)/Dpn (4)
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Figure 1: Scheme of grid connected converter and dual current controller.

K = ωLY out
0 Dpn = 1 + K2 (5)

It is obvious that the calculation of the reference converter currents for the dual current controller
based on the measured and control variables needs neither the solution of the set of nonlinear
equations nor using the previous patterns of the calculated reference current in (1)–(5). The
resistance R of the input filter and its dynamic behavior has been neglected in (1)–(5). But we
may respect the losses produced in the line inductor modifying the power value P out

0 that is produced
or at least modified by the output of the dc voltage controller.

3. PROPOSED CURRENT REFERENCE CALCULATION BASED ON DEMANDED
INSTANTANEOUS POWERS EXCHANGES WITH GRID

The calculation of a converter reference current vector i can be based also on (6), where p is
the instantaneous active and q reactive (non-active) power that should be exchanged between the
converter and grid

s = p + jq = 3/2 [Re {vi∗}+ jRe {v(t− T/4)i∗}] (6)

where s is called the complex power, v, i stand for the voltage and current vectors in the SRFp

rotating by the synchronous speed ω = 2π/T in the positive direction, and T is the fundamental
period.

In case of an unbalance voltage grid and considering that the current generated by the converter
is also unbalanced, we can express the voltage and current vectors v, i as follows

v = vp + vne−j2ωt

v′ = −j
(
vp − vne−j2ωt

)

i = ip + ine−j2ωt

(7)

where the superscripts p and n refer to the positive and negative sequences of the voltage and
current vectors in the SRFp and SRFn, respectively that are constants in steady states.

The final formula for the converter reference current may be formulated as

i =
2
3

j

Im {v′∗v}
(
pv′ − qv

)
=

2
3

j

vp2 − vn2

(
pv′ − qv

)
=

2
3

j

vp2 (1− n2)
(
pv′ − qv

)
(8)

We will call this power control, in compliance with the term used in [6], the Instantaneous Active-
Reactive Control (IARC).

We can separate (8) into the reference current vectors for the positive (in SRFp) and negative
(in SRFn) paths of the dual current controller

in =
2
3

−1
vp2 (1− n2)

(p + jq)vn ip =
2
3

1
vp2 (1− n2)

(p− jq)vp (9)
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If only ip is used for calculation of the reference currents, it means that the current control in the
negative branch of the whole controller is not in operation, the converter current vector ip (9) is
balanced because it is a replica of the voltage positive sequence vp. In [6] this option is called the
Balanced Positive Sequence Control (BPSC).

It is well known that if the Instantaneous Reactive Power (IRP) theory is used for the refer-
ence current calculation instead, the current vector i is, in case of an unbalanced voltage v, also
unbalanced and non-sinusoidal [5].

4. VERIFICATION OF PROPOSED STRATEGIES

Figures 2–3 show the results of simulation of the algorithm proposed in the 2nd paragraph (zero
dc voltage ripple) in the Matlab/Simulink environment. The grid voltage contains the positive
symmetrical component (1 in the p.u. system), negative symmetrical component (0.5 p.u.), 5th
harmonic (0.2 p.u.), and the voltage magnitude is modulated by the subharmonic signal (0.2 p.u.)
with the frequency 5 Hz. The converter switching frequency was 2400Hz, and the grid filter induc-
tance L =0.1 p.u. with R = 0.02 p.u. In the instant 0.3 s the reference dc voltage was increased by
10%, in 0.5 s the power consumed from the dc capacitor was increased from zero to the value 0.3
p.u. In the time interval < 0.7, 0.8 > s the voltage drop from 1 p.u. to 0.1 p.u. in the phase a was
applied.

Figures 2 and 3 show that there are no fluctuations in the dc voltage in steady states, which
would result from the occurrence of the huge negative symmetrical component (0.5 p.u.) and other
detrimental components in the grid voltage if only a single current controller that was not able to
control precisely both the current symmetrical components was used.

Figure 2: Results of simulation of proposed algo-
rithm (1)–(5): dc voltage, load power and output
of dc voltage controller (p.u.).

Figure 3: Results of simulation of proposed algo-
rithm (1)–(5): detail of dc voltage from Fig. 2 in
time interval < 0.5, 1 >.

The following Fig. 4 shows results of the simulation of the algorithm proposed in the 3rd para-
graph (demanded instantaneous power exchanges with grid) in the Matlab/Simulink environment.
A detailed scheme of a PWM converter and the dual current controller was simulated. The options
IARC, IRP, BPSC of the control strategy were implemented.
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Figure 4: Comparison of responses of phase currents and active and reactive powers in steady state and
unbalanced conditions for IARC and BPSC strategies.

We have compared the discussed strategies IARC, IRP, BPSC also through experimentations.
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The following figures show phase voltages, currents, and instantaneous active and reactive power
responses (calculated by (6)) captured by the dSPACE™ control system and processed in Matlab™.

Figures 5 and 6 show the captured grid voltage, current and power transient responses under
unbalanced conditions with the voltage unbalance factor n = |vn|/|vp| = 0.23. We can recognize
a good compliance in steady state, while during the transient process the instantaneous power
waveforms approach the reference values in the horizon of about three quarters of the fundamental
period in Fig. 6 due to the current transients shown in Fig. 5.
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Figure 5: Captured grid voltage and current tran-
sient responses following their reference jumps un-
der unbalanced conditions (IARC strategy).
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Figure 6: Captured active and reactive instanta-
neous power transients related to Fig. 5 under un-
balanced conditions.

5. CONCLUSION

An unbalanced and disturbed grid voltage causes a wrong function of grid-connected inverters in
terms of the grid current and active and reactive power disturbances as well as the ripple in the dc
voltage.

A new simple dual current control algorithm was developed and tested in the Matlab/Simulink
environment with good results.

An option of the Instantaneous Active-Reactive Control (IARC) of the grid-connected converter
based on an alternative definition of the reactive (non-active) instantaneous power was also pro-
posed, simulated and experimentally verified. A comparison of this strategy with the IRP and
Balanced Positive Sequence Control (BPSC) strategies was carried out as well.
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Abstract— The PWM technique, which is used for voltage inverters of traction drives is an-
alyzed. To decrease the higher harmonics level, various finite-impulse response (FIR) filters are
considered. Obviously, that changes the efficiency of output signals. Therefore electromagnetic
interferences and efficiencies are examined. The electromagnetic interferences and efficiencies are
examined using numerical simulations.

1. INTRODUCTION

In power semiconductor voltage converters, semiconductor elements are used mainly in switching
mode because of decreasing power loses. Today, a pulse-width modulation (PWM) is mainly used.
This is switching voltage with very sharp edges, so production of higher harmonic frequencies is a
result [1–7]. The PWM signal creating sinusoidal waveform is shown in Fig. 1.

Figure 1: PWM signal.

In traction drives with high power, today mainly with induction motors or with permanent mag-
net synchronous motors, they are fed from voltage inverters. It is not possible to use another mode
of semiconductor elements operation, so it is necessary to be engaged in research of those devices
from the point of view of electromagnetic compatibility and from the point of view of decreasing
electronic distortion. In power semiconductor voltage converters, semiconductor elements are used
mainly in switching mode because of decreasing power loses.

In traction drives with high power, today mainly with induction motors or with permanent
magnet synchronous motors, they are fed from voltage inverters. It is not possible to use another
mode of semiconductor elements operation, so it is necessary to be engaged in research of those
devices from the point of view of electromagnetic compatibility and from the point of view of
decreasing electronic distortion.

The paper analyzes the PWM techniques, which are used for voltage inverters of traction drives.
To decrease the higher harmonics level, various finite-impulse response (FIR) filters are considered.
Obviously, that changes the efficiency of output signals. Therefore electromagnetic interferences
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and efficiencies should be examined. The electromagnetic interferences and efficiencies are examined
using numerical simulations.

2. ELECTROMAGNETIC INTERFERENCES AND EFFICIENCIES

It is well known that windowing is one of the earliest techniques for designing the FIR filters [8]. The
filter coefficients can be obtained in closed form without the need for solving complex optimization
problems as in some other sophisticated FIR design techniques. Therefore, the design time is very
short and the technique remains an attractive tool for FIR filter design. For a rectangular window,
the maximum sidelobe amplitude is equal to approximately −13 dB relative to the maximum value,
i.e., the sharp transition in the ideal response is converted into a gradual transition. To reduce
the oscillations, i.e., higher harmonics, other window functions having spectra exhibiting smaller
sidelobes should be used. The sidelobes of the rectangular window represent the high-frequency
components and are due to the sharp transitions from one to zero at the edges of the window.
Therefore, the amplitudes of these sidelobes can be reduced by replacing the sharp transitions by
more gradual ones. The design of various low-pass FIR filters has been done using several windows.
The rectangular (with −13 dB sidelobes), triangular (with −25 dB), Hanning (with −31 dB), Ham-
ming (with −41 dB) and Blackman (with −57 dB) windows have been used. Their responses are
shown in Figs. 2 and 3. They allows substantially decrease the electromagnetic interference. How-
ever, the design of FIR filters should be optimized considering several parameters such as sampling
frequencies, cutoff frequencies and the order of the filter. The PWM signal shown in Fig. 1 was
used as input of FIR filters as is shown in Figs. 4–8.

(a) (b)

Figure 2: Comparison of FIR low-pass filters for (a) rectangular and triangular, also known as Bartlett, and
(b) rectangular and Hanning windows.

(a) (b)

Figure 3: Comparison of FIR low-pass filters for (a) rectangular and Hamming and (b) rectangular and
Blackman windows.
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(a) (b)

Figure 4: Comparison of input and output of FIR low-pass filter for rectangular window. (a) Time domain,
(b) frequency domain.

(a) (b)

Figure 5: Comparison of input and output of FIR low-pass filter for triangular, also known as Bartlett,
window. (a) Time domain, (b) frequency domain.

(a) (b)

Figure 6: Comparison of input and output of FIR low-pass filter for Hanning window. (a) Time domain, (b)
frequency domain.
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(a) (b)

Figure 7: Comparison of input and output of FIR low-pass filter for Hamming window. (a) Time domain,
(b) frequency domain.

(a) (b)

Figure 8: Comparison of input and output of FIR low-pass filter for Blackman window. (a) Time domain,
(b) frequency domain.

Table 1: RMS for FIR low-pass filter based on various windows.

Window Rectangular Triangular Hanning Hamming Blackman
RMS 0.64371 0.63102 0.70557 0.70051 0.68106

To demonstrate the efficiency of various low-pass filters, Table 1 shows the comparison of RMS
for FIR low-pass filter based on various windows.

3. CONCLUSIONS

The paper analyzes the PWM technique, which is used for voltage inverters of traction drives. To
decrease the higher harmonics level, various finite-impulse response (FIR) filters are considered.
Obviously, that changes the efficiency of output signals. Therefore electromagnetic interferences
and efficiencies are examined. The electromagnetic interferences and efficiencies are analyzed using
numerical simulations.

The comparison of input and output of FIR low-pass filters both for time and frequency domain
clearly shows that frequency spectra could be substantially decreased using suitable designed FIR
low-pass filters. Moreover, the output waveforms could be reasonable and efficiencies considering
RMS are not substantially changed.



Progress In Electromagnetics Research Symposium Proceedings 2735

ACKNOWLEDGMENT

The research was supported by the “Competence Center of Railway Vehicles” grant No. TE01020038
and the grant No. TE02000103.

REFERENCES

1. Bose, B. K., “Power electronics and variable frequency drives,” The Institute of Electrical and
Electronics Engineers, Inc., New York, 1997.

2. Brandstetter, P. and M. Skotnica, “ANN speed controller for induction motor drive with vector
control,” IREE International Review of Electrical Engineering, Vol. 6, No. 7, 2947–2954, 2011.
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4. Doleček, R., J. Novák, and O. Černý, “Experimental research of harmonic spectrum of currents
at traction drive with PMSM,” Radioengineering, Vol. 20, No. 2, Jun. 2011.
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Abstract— The paper deals with the analysis of behavior of multi-resonant circuit in state of
overload. Investigated topology is multi-resonant LCL2C2 resonant circuit. The main focus is
given on its transient properties and its ability withstands the short circuit. The two simulation
models are analyzed and compared with the experiments and results are given on the end of the
paper.

1. INTRODUCTION

Standard categorization of resonant circuits is into series or parallel combinations, as well as into
hybrid combinations of the serial and parallel connections. The proposed LCL2C2 belongs to the
category of multi-resonant tank converters. Resonant circuit is composed of two serial LC branches
between which, two parallel LC filters are connected [1]. The principal schematic is shown on Fig. 1.

UIN L1a C1a

L1b C1b

L2a

L2b

C2a

C2b

R-L

R-L

T1

T2

Figure 1: Principle schematic of LC2L2C2 resonant converter [2].

The schematic shows that proposed solution represents non-isolated version of the resonant
converter. The load is composed by serial connection of R-L. The shape of voltage waveform at
the outputs has to be pure sinusoidal waveform, due to fact, that L-C filters at the output are
tuned for the switching frequency. The regulation of the magnitudes can be done using the pulse
frequency modulation (PFM) or with the asymmetric pulse width modulation control (APWM).
By simple modification of main circuit with the implementation of high frequency transformer, the
isolated version of LCL2C2 converter can be done. In this way, due to transformer ratio, a higher
regulation range of output voltage can be achieved [3].

Nevertheless for the determination of proper operation it is necessary to investigate the suitable
operation regions. The approach of the operation regions analysis will be shown in next chapters
together with derivation of the basic equations for LCL2C2 network design [2, 4].

2. OPERATIONAL SWITCHING FREQUENCY OF LCL2C2 RESONANT CONVERTER

The resonant components are computed in order to be tuned for basic harmonic. The resonant
filter can be supplied by either single-phase voltage inverter in full- or half- bridge connection. Base
on Thomson relation, the resonant frequency of accumulation components should be the equal to
fundamental switching frequency of the converter. In order to not exceed nominal voltages or
currents of the storage elements was use value of internal impedance of the storage element equal
to the nominal load |ZN |.

The nominal quality factor qN for LC components, where its value refers to the nominal value
of the load [3]

qN =
Lωres

|ZN | =
1

ωresC |ZN | (1)
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The above equation is similar to quality factor defined as q = Lloadωres/Rload, however qN does not
depend on actual value of the load (Rload) just on nominal load (|ZN |).

Based on the input impedance frequency characteristic is possible to choose two load-invariant
input impedance “izo-impedace” operational points for switching frequency. In this case (point)
input impedance is not depending on the load of the inverter, two mirror trajectories with minimal
input impedance of the LCL2C2 circuit depending on the load. First point is when impedance is
proportional depended on the load (Fig. 2) [5]. Then the module of input impedance will be:

|Zin (ω)|
|ZN (ω)| =

√√√√√

r1 +

(
1
r2

+ 1
r

)

DEN




2

+
[(

frel − 1
frel

) (
qN1 − qN2

DEN

)]2

(2)

And the voltage transfer |Uout(ω)|
|Uin(ω)| = |Z2(ω)|

|Zin(ω)| will be

F (ω) =
|Z2 (ω)|
|Zin (ω)| =

√√√√√
1

DEN

{[
r1 +

(
1
r2

+ 1
r

)
1

DEN

]2
+

[(
frel − 1

frel

) (
qN1 − qN2

DEN

)]2
} (3)

where denominator (DEN) is described as

DEN =
(

1
r2

+
1
r

)2

+
[
qN2

(
frel − 1

frel

)]2

(4)

The graphical presentation of impedance and voltage transfer can be seen below.

Figure 2: Input impedance and voltage transfer frequency log-characteristics [5].

Similarly, voltage transfer frequency characteristic of the LCL2C2 resonant circuit offers two
mirror trajectories with maximal output voltage of the circuit depending on the load, and also
one point (A0) when the output voltage of the inverter does not depend on the inverter’s load.
Also, is possible to determine the optimal operation frequencies for other value of overloading and
functional relation is

|fmin|overload =f (Zoverload) or |fmax|overload =f (Zoverload) (5)

to input current was be the same as nominal one [5, 7].

3. SELF-REGULATION OF ITS OWN INTERNAL FEEDBACK

Based on the computed values of LCL2C2 elements, the gain characteristic of proposed converter
was made through the use Matlab simulation tool. Fig. 3 shows gain curves in dependency on the
load change. Based on this characteristic, the proper operation regions of LCL2C2 converter is
possible to determinate. It is generally know, the optimal switching frequency is equal resonant
frequency of LC element at nominal condition. Anyway, it is more suitable set the switching
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frequency in the range from fmin up to fmax (Fig. 2) under overloading (e.g., 200–800% in the
Fig. 3), short-circuit operation to be not overcoming the nominal value of input current and/or
output voltage, respectively. That one, of course, can be combined with the asymmetrical control
of input voltage of the inverter [6, 7].

The curves in Fig. 2 represents the voltage transfer of proposed converter depend on the load.
The simulation focuses on the load states from the nominal value of the load (100%) till the short
circuit (state of overload). The overload state was considered as a minimum wire resistance (at the
output), but not zeroload. In ideal state, the ratio between the switching and resonant frequency
is equal 1 and voltage gain is for different load values always the same and equal 1 (in p.u.) [7, 8].
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Figure 3: Voltage transfer of the LCL2C2 converter (idealizated theoretical example).

The figure above presents tansfer curves of the converter where the nonlinearities and parasticis
elements are no take in the consiederation into the model.It is an idealized theoretical example be-
cause during the short-circuit the output voltage can not be equal to the input one. Analysisng the
physical sample (Chapter 4.) and recognizing major parasitic elements in circuit was modificated
the final model of multi-resonant converter.Without parasitic elements, the series resonant circuit
voltage would increase to the high values while the output current would be infinitely large.Since,
theoretically zero (output) current is divided by zero (output) impedance, what is indefinite expres-
sions, the mathematical (analysis) solution would need use limits. In this case, the output current
with different values of frequency would infinitely rise up.

Applyng the nonlinear inductance model [9] and determined (possible) parasitic elements into
the Matlab converter model results in to the change of voltage transfer curves shape.

fSW [kHz] 

Figure 4: Voltage transfer of LCL2C2 converter (parasitic and nonlinearities are considered).

Due to modifications the curves of voltage transfer has changed in two ways. First, the final
gain value at all stages of the loading is different. What is caused by the parasitic elements witch
have great affect to the final value of gain. Second, the ratio of fsw and fres is changing with the
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load increase. In state of nominal load is about fres = 95 kHz, while in state of short circuit is
100 kHz (or more). The frequency difference between the nominal load and short circuit is about
5–10% compere to ideal model. With the increase of the load, increases the impact of the parasites
elements. Best match between the simulation models is at the nominal state of the load. The
difference is less than 3% [10].

4. EXPERIMENTAL VERIFICATION OF SELF-REGULATION DUE TO OWN
INTERNAL FEEDBACK

The experimental measurements have been done on the physical sample. The parameters of
experimental set-up were: L1a = L1b = 59uH, L2a = L2b = 59 uH, C1a = C1b = 43 nF,
C2a = C2b = 43 nF, load nominal: R-36 ohm, MOSFETs = IRF5N50C.

The test stand consisted of the impulse generator, half-bridge converter, primary laboratory
source; LCL2C2 resonant network and the load.Change the frequency in range of 10 till 200 kHz
was measured the output value of the voltage in different levels of the load (range 100–800% of
load). State of short circuit was measured as well. The experimental results are given in the Fig. 5.
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Figure 5: Voltage transfer of LCL2C2 converter (experimental verification).

As it can be seen, the theoretical assumptions match with experimental measurements. The
shape of transfer waveforms is similar to the simulation results (Fig. 4). Output voltage values
compared to simulation oneis similar too. The perceptual difference between the simulation (Fig. 4)
and experiments are from 3 till 15%. The biggest difference is observed in the case of the short
circuit in frequency area between 80–90 kHz and 110–120 kHz. On other hand, best match is
observed at nominal load. The frequency ratio is changing as it was in the simulation experiments
where the nonlinearity and parasitic elements was considered [7, 10].

The short circuit causes the output current increase. It causes saturation of the magnetic
elements and it results in to the change of the inductors values. Therefore, the ratio between
switching and resonant frequency is changing. The ratio change affects the point of the maximal
gain value. These phenomena can be considered as a method of the “self-regulation” due to own
internal feedback. I case of short circuit is output current limited by the converter self-regulation.
Also, the regulation causes the current shape distortion and its THD increases about 3–5%. The
final THD values may be about 6–9%. All these “negatives” are the tax to pay on self-regulating
feedback. Under these conditions, the regulation by asymmetric changes in duty-cycle or changing
the ratio of the fsw and fres it is necessary to consider. Other way, the accumulation elements
design for the higher values of the load is possible to take in consideration.

5. CONCLUSION

Base on the theoretical assumption was created the mathematical model of the multi-resonant
circuit. Simulation results are given in two levels. First,idealized mathematical model and second
modified model where parasitic elements and nonlinearities in circuit were taken into consideration.
Comparing this two models been held that with increasing load (from nominal to short circuit)
increase the difference between simulation results.Without parasitic elements, the series resonant
circuit voltage would increase to the high values while the output current would be infinitely large.
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Validation of proposed models was provided on built physical sample. Analyzing built sample
was modified the second simulation model. The results are given in 4th chapter. The experimental
results comparable and fully match with theoretical assumptions. The method of self-regulation
due to own internal feedback was confirmed by experimental verification. I case of short circuit
is output current limited, current shape distortion and its THD increases about 3–5%. The THD
values of output current and voltage increase up to 6–12%. Under these conditions, the asymmetric
regulation change of the frequency ratio orover-dimensioned the accumulation elements can be
considered.Also, oversizing of the accumulation elements is possible to consider.
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Abstract— The paper deals about the verification of calculation process of a mutual inductance
between two helical coils, whereby backward computation of voltages and currents of designed
wireless energy transfer system is serving for confirmation of proposed methodology.
Nowadays, there are many mathematical procedures how to compute mutual inductance between
two coils. The main approach of proposed paper is exact specification of the formula, which may
be used for the determination of the mutual inductance. After mathematical computation were
done the confirmation of validity of proposed formula for mutual inductance calculation is verified
with simulation as well as with experimental measurement on proposed test bench of wireless
energy system. In order to determine the accuracy of investigated computation procedure back-
ward confirmation has been provided in the way of comparison of time-waveforms of input/output
variables (voltages/currents) from measurement experiment on proposed wireless power transfer
(WPT) system with calculated time-waveforms.

1. INTRODUCTION — GENERAL THEORY

One of the important parameter for wireless power transmission is the mutual inductance that tells
us about how much is the electromagnetic coupling between two cylindrical coils strong, when an
air is located between them, and when they are positioned without coaxial and angular deflection.

Mutual inductance between two coils originates from the magnetic flux, which is generated by
one of the coils. For the sake of simplicity, let imagine two coils with one turn, whereby such a
coil can be defined as a loop. Transmitting loop generates magnetic flux Φ1 and electromagnetic
force ε. These variables are result of time-varying current flowing through transmitter. A part of
generated flux Φ1 is enveloped by receiving coil. This flux is designated as Φ12 and is defined as
mutual flux. Mutual flux for given area of coil generates magnetic induction, which is given by
Biot-Savavarth-Laplace law [X]-[X].

Mutual magnetic flux Φ12, which flows through the area of receiving coil S can be defined as
follows:

Φ12 =
∫

Sz

B2dS1 =
(

µ0

4π

∫

S1

∮

l2

dl2 × r21

r3
21

dS1

)
I2 (1)

In the same way the magnetic flux Φ21 can be defined and as valid for the reverse flow (i.e.,
receiving coil act as source).

Φ21 =
∫

S1

B1dS2 =
(

µ0

4π

∫

S2

∮

l1

dl1 × r12

r3
12

dS2

)
I1 (2)

Formulas (1) and (2) can be further simplified into formulas (3) and (4):

Φ12 = L12I2 (3)
Φ21 = L21I1 (4)

Consequently for the calculation of mutual inductances, next formulas are valid:

L12 =
µ0

4π

∫

S1

∮

l2

dl2 × r21

r3
21

dS1 (5)

L21 =
µ0

4π

∫

S2

∮

l1

dl1 × r12

r3
12

dS2 (6)

Inductances L12 and L21 are the same. This fact can be confirmed, when we express magnetic
induction B in the way of vector potential [X]. Based on this, it can be stated that L12 = L21 = M ,
whereby M is defined as mutual inductance, whose static formula is as follows:

M =
Φ21

I1
=

Φ12

I2
(7)



2742 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

The meaning of several symbols and variables is interpreted on Fig. 1.

Figure 1: Mutual magnetic coupling of two closed loop.

2. COMPUTATION FORMULAS FOR DETERMINATION OF MUTUAL INDUCTANCE

For calculation of the magnetic flux for round coil use of vector’s potential A is better choice,
instead of magnetic induction B. Vector’s potential is defined by

B = rot A (8)

Then magnetic flux can be defined by integration of the vector’s potential along circumference
of the current turn.

Φ =
∮

l

A · dl (9)

Advantage of using vector’s potential is that, we can work with it’s as a scalar quantity, for
a coaxial arrangement of the round coils. Vector’s potential driven by thin current turn can be
written as

Aϕ(r, ϕ, z) =
µ0I

4π
R1

∫ 2π

0

cosϕ′√
r2 + R2

1 − 2rR1 cosϕ′ + (z − z′)2
dϕ′ (10)

For better explanation of (10), see [1]. Magnetic flux for two coaxial thin round coils can by
written as:

ΦC/C =
µ0

2
N1

h1

N2

h2
R1R2I ·

z=z22∫

z=z21




z′=z12∫

z′=z11

(∫ 2π

0

cosϕ′√
R2

1 + R2
2 − 2R1R2 cosϕ′ + (z − z′)2

dϕ′
)

dz′


 dz

(11)
Mutual inductance for two coaxial, thin, round coil can be defined by substituting (11) to the (7)

MC/C =
µ0

2
N1

h1

N2

h2
R1R2 ·

z=z22∫

z=z21




z′=z12∫

z′=z11

(∫ 2π

0

cosϕ′√
R2

1 + R2
2 − 2R1R2 cosϕ′ + (z − z′)2

dϕ′
)

dz′


 dz

(12)
This expression can be rewritten by elliptical integrals as:

MC/C =
4
3
µ0(R1R2)

3
2
N1

h1

N2

h2
· [X(k11)−X(k22)−X(k33) + X(k44)] (13)

where function X(k) is defined as:

X(k) =
1
k

[
1− k2

k2
(K(k)−E(k)) +

3ρ− 4
2

E(k)− 3
2
ρ(1− k2)Π

(
ρk2 − 2
ρ− 2

, k

)]
(14)

where K(k) is elliptical integral of first kind, E(k) is elliptical integral of second kind and Π(n, k)
is elliptical integral of third kind. Elliptical integrals and relevant modules won’t be described in
detail here, but the relevant information can be found in [2].



Progress In Electromagnetics Research Symposium Proceedings 2743

3. CALCULATION AND EXPERIMENTAL MEASUREMENT OF MUTUAL
INDUCTANCE

The computation algorithm for calculation of self-inductance and mutual inductance of two air
coils is written in Matlab/Simulink. This can be divided into three parts (Fig. 2). First part is
part, where we define main parameters of both coils, e.g., radius or height of coil. Main parameters
of coils were taken over from existing system for wireless energy transfer (Fig. 3). Second part is
calculation of self-inductance. At first, the program calculates module the elliptic integrals and
then next subsystem calculates self-inductance. Then in next subsystem mutual inductance by
using (13) is being calculated. The results from computation are listed in Table 2.

As was already mentioned, the main parameters of the coils were taken over from existing
system for wireless power transfer (Fig. 3), which is primarily designed for the purposes of mutual
inductance investigation. The transmitting and receiving coils were designed with helical geometry.
As high frequency generator the evaluation board EPC9003 has been used [6]. Its main specification
is the use of perspective GaN power transistor devices (eGaN EPC2010C) which are suitable for
very high frequency operation.

Table 1 shows characteristic parameters of proposed helical coils for wireless energy transfer.
These parameters have been computed based on the target application of wireless system, whose
main parameters are parasitic resistance R and quality factor Q. Quality factor is derived from other
coil’s parameter. Target application of future proposal of this system shall be wireless charging of

Figure 2: GUI of computation algorithm for mutual and self-inductance calculation of two helical coils.

(a) (b)

Figure 3: (a) Experimental test bench of wireless power transfer, for the purposes of mutual inductance
investigation and (b) principal schematics of transmitter and receiver configuration.
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e-vehicles, thus existing model serves as testing sample in reduced ratio. After coil construction,
the main parameters influencing power transfer have been measured (self-inductance, parasitic
resistance). These parameters are listed in next table.

For the investigation of mutual inductance between transmitter and reciever, it was necessary
to measure input current of transmitting coil ILp and voltage on the load UZ . This is due to fact,
that mutual inductance can not be measured directly. The formula for the computation is:

M =
Uz

ωILp
(15)

Consequently we have determined the relative error between measured and computed values of
mutual inductance.

∆[%] =
Mmes −Mcal

Mcal
× 100 (16)

4. BACKWARD CONFIRMATION OF MATHEMATICAL CALCULATION OF MUTUAL
INDUCTANCE

Due to future purposes, where we would like to continue in the design of WPT for electro-mobility
applications, the simulation designing with mathematical approach of mutual inductance determi-
nation acts as flexible solution. The advantages of sim-math prototyping for the target application
are fast achievement of results, more flexible system optimization and no need of physical system
disposal. Due to these facts, the reliable simulation models must be prepared. Here we would
like to confirm the mathematical determination of mutual inductance in the way of mathematical
computation of time waveforms of input and output variables (voltages/currents) of proposed WPT
system. The results from mathematical computation are consequently compared with simulation
results from OrCAD PSpice, as well as with experimental measurements on physical sample.

Table 1: Computed parameters of proposed coils for wireless power transfer.

Param. Description Value Unit
D Diameter of a air coil 185 mm
l Coil length 60 mm
a Wire diameter 1.5 mm
N Number of turns 6
p Pitch between turns 10 mm
lw Physical length of used wire 3486 mm
L Inductance 9.34 uH
R Effective serial AC resistance 0.062 Ohm
C Parasitic capacitance 1020 pF
Q Quality factor 174
Lp Inductance 9.86 uH
Ls Inductance 10.12 uH
Rp Serial DC resistance 1.09 Ohm
Rs Serial DC resistance 0.8 Ohm

Table 2: Measured parameters on a WPT system for mutual inductance calculation.

dis [mm] UZ [V] ILp [A] Mmea [µH] Mcal [µH] ∆ [%]
100 26.6 8.4 1.75362 1.6247 6.54
120 23.8 10.4 1.2673 1.1949 4.56
140 19.8 11.6 0.94523 0.899 3.59
160 15.8 12.4 0.7056 0.6891 7.88
180 13.2 12.8 0.571 0.537 4.59
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The computation of input/output variables of proposed WPT system was done with the use of
next formulas (17–20). Due to complexity and mutual dependency of these variables, the GUI in
Matlab has been developed (Fig. 4).

duC1

dt
=

1
C1

iL1 (17)

duC2

dt
=

1
C2

iL2 (18)

diL1

dt
= − L2

L1L2 −M2
uC1 +

M

L1L2 −M2
uC2 −

L2 (R1)
L1L2 −M2

iL1

+
M (R2 + Rload)

L1L2 −M2
iL2 +

L2

L1L2 −M2
uIN (19)

diL2

dt
=

M

L1L2 −M2
uC1 −

L1

L1L2 −M2
uC2 +

M (R1)
L1L2 −M2

iL1

−L1 (R2 + Rload)
L1L2 −M2

iL2 −
M

L1L2 −M2
uIN (20)

Next figures (Fig. 5–Fig. 8) show time waveforms of the input/output variables which were dis-
played based on the results from computation (17)–(20). The main parameter, which was changing,
is the distance between transmitting and receiving coil (100mm, 160 mm), thus in principle the
value of mutual inductance has been changed. To confirm the accuracy of the data, we used the
comparison with the experimental measurements, where distance between coils was also changed
similarly like in the case of computation. Here we would like to note that for the time waveforms
from measurements (Fig. 6, Fig. 8), the phase shift between voltage and current is visible. This
phase shift is caused due to insufficiency of measuring equipment, more exactly due to low mea-
suring frequency range of current probe (HAMEG HZ 56) which is up to 100 kHz (the switching
frequency of proposed WPT system is 300 kHz).

Figure 4: Matlab GUI for computation of input/output variables of WPT system.
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(a) (b)

Figure 5: (a) Voltage and current on transmitting coil and voltage and (b) current on receiving coil for the
distance of 100 mm (results from computation).

voltage

current 

voltage

current

(a) (b)

Figure 6: (a) Voltage and current on transmitting coil and (b) voltage and current on receiving coil for the
distance of 100 mm (results from experimental measurement).

(a) (b)

Figure 7: (a) Voltage and current on transmitting coil and (b) voltage and current on receiving coil for the
distance of 160 mm (results from computation).

In next table, the comparisons of the magnitudes of previously investigated variables are listed
together with the value of relative error.

Based on that, we can say that the proposed determination of the mutual inductance and
also proposed computational algorithm of time-waveforms of variables for WPT system can be
considered as reliable tool for future purposes, which will be related with design of the concept of
WPT for electromobility applications. The designed procedure is very attractive from the speed
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Figure 8: (a) Voltage and current on transmitting coil and (b) voltage and current on receiving coil for the
distance of 160 mm (results from experimental measurement).

Table 3: Comparisons of magnitude input/output variables of proposed WPT system.

computation measurement
U1m

[V]
I1m

[A]
U2m

[V]
I2m

[A]
U1m

[V]
I1m

[A]
U2m

[V]
I2m

[A]
d = 100 [mm] 15 5.2 14.8 0.9 15 5.25 17.2 0.95
d = 160 [mm] 15 6.3 7.5 0.47 15 6.9 8.7 0.55

Relative error [%] (d = 100mm) 15 5.2 14.8 0.9 15 5.25 17.2 0.95
Relative error [%] (d = 160mm) 15 6.3 7.5 0.47 15 6.9 8.7 0.55

of design point of view. A lot of physical designing can be eliminated, thus optimization of WPT
system can be done quickly with the used of proposed procedure.

The only problem which must be solved in order to improve accuracy of the results, is ex-
act investigation and consequent definition of parasites, which are frequency dependent, and are
influencing efficiency of WPT (parasitic resistances, capacitances of transmitter and receiver).

5. CONCLUSION

In this paper, we were forced to evaluate the accuracy of the computation of mutual inductance
between two coils, whose might be suited for wireless energy transfer. The algorithm for the
computation of mutual inductance was designed based on [1].

The received results show that measured values are in acceptable accordance with computed
results, whereby maximal relative error was 7.88%. The main process which probably influenced
the accuracy of measurement was existence of frequency and temperature dependent parasitic com-
ponents, mainly ESR of capacitors (it was series connection of set of capacitors). Also backward
confirmation of mutual inductance determination was realized in the way of comparisons of the
input/output variables of proposed WPT system. Computed and measured values were compared,
whereby the highest relative error was 17.2%. The main parameter, which influences these differ-
ences, is temperature and frequency dependency of parasitic elements. These facts must be included
into considerations in order to improve received results.

Future work will be focused on investigation of parasitic components, which are influencing
mutual inductance. Optimization process for their suppression will be done.
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Application of Meta-materials in the Ports of Conveyor Belt
Microwave Heating Systems

A. V. Brovko
Yuri Gagarin State Technical University of Saratov, Russia

Abstract— The problem of improvement of input/output ports construction of conveyor belt
microwave heating system is considered. Meta-materials can be applied for significant reducing
of electromagnetic energy escape from microwave processing chamber. Meta-material considered
in this paper consists of printed circuit boards with metallization as a set of split-ring resonators.
Estimation of effective permittivity and permeability of the meta-material was performed by
FDTD analysis of the microstructure following Nicolson-Ross-Wier approach. Numerical results
show that both effective permittivity and permeability have negative values at the frequency
2.45GHz at some sets of parameters of the geometry, and these values provide negative (left-
handed) refraction, which can be used for preventing escape of microwave energy from processing
chamber through conveyor belt port.

1. INTRODUCTION

Meta-materials can be considered as a promising resource of improvement of the existing technolo-
gies, as well as a key element of novel technologies due to unusual interaction with electromagnetic
waves. In particular, negative values of effective permittivity and/or permeability of these materials
allow obtaining such technically interesting electromagnetic effects as negative refraction [1], band
gaps [2], magneto-electric coupling [3], etc..

In this paper meta-materials are investigated with the purpose of improvement of existing
conveyor-belt microwave heating systems. Schematic design of the system is presented in Fig. 1.

Figure 1: Conveyor belt microwave heating system. Figure 2: Application of negative refraction effect
for back reflection of incident wave.

One of the actual tasks for these systems is construction of input/output ports for the conveyor
belt, which do not allow electromagnetic energy to escape from the microwave processing volume.
Existing methods dealing with this problem include following options: application of moving metal
shields, using microwave attenuators, using chains of filters, conversion of the modes to one particu-
lar mode and filtering this mode, using corner reflectors. These methods do not provide attenuation
of microwave energy in the case of large aperture of the ports, or suffers from arcing effect due to
high power of microwaves (in case of corner reflectors). To this end the idea of application of
meta-materials at the ports arises. The idea is illustrated in Fig. 2.

If the walls of input/output ports are equipped with a layer of double negative meta-material,
then full back reflection of incident electromagnetic wave can be expected. In this paper, this idea
is studied using numerical modeling on macro- and micro-level.
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2. METHOD

In this paper, numerical modeling of the interaction of the electromagnetic field with the structure
containing double-negative meta-material is performed using FDTD method, more specifically,
using full-wave electromagnetic simulation software Quick Wave-3D [4]. Meta-materials consist
of large number of small-size constructive elements, which require dense FDTD mesh for direct
modeling, so, direct simulation of full structure of input/output port with meta-material layer
seems to be impossible taking into account currently available computational resources. Instead of
direct modeling, the simulation can be done in two steps. Firstly, the input/output port can be
simulated on macro-level, with electromagnetic parameters of meta-material defined with Drude
dispersion model. The output of this step is the dependence of performance of the port on the
parameters of the meta-material layer. On the next step the aim is to find the micro-structure
of meta-material which provides desired electromagnetic parameters. This step can be performed
using direct modeling of small volume of meta-material inside metallic waveguide.
2.1. Modeling On-macro-level
The input/output ports of the conveyor-belt system, depicted in Fig. 1, can be considered as large
size rectangular metallic waveguides. In order to provide back reflection for a set of eigenmodes
of the waveguides, the meta-material layer can be placed inset the walls, as shown in Fig. 3. The
effective permittivity and permeability values for the meta-material layer are defined with Drude
dispersion model

εr(ω) = ε∞ +
(2πfp)

2

(jω2πvc − ω2)
, µr (ω) = µ∞ +

(2πfp)
2

(jω2πvc − ω2)
, (1)

with parameters providing values εr = −1, µr = −1 at the frequency 2.45 GHz: permittivity and
permeability at high (infinite) frequency ε∞ = µ∞ = 1, plasma frequency fp = 3.465GHz, collision
frequency vc = 0.0013GHz.

Figure 3: Waveguide section containing meta-material layer.

2.2. Modeling on Micro-level
In order to find geometry of the elements of the meta-materials, providing negative values for
both effective permittivity and permeability, the procedure described in [5] and based on Nicolson-
Ross-Wier approach can be applied. According to [5], effective permittivity and permeability of
the artificial meta-material can be calculated numerically, using reflection S11 and transmission
S21 coefficients of dominant mode in the section of rectangular waveguide containing section of
meta-material. In this paper, the rectangular waveguide with cross-section 44× 88mm and length
260mm, containing the section of meta-material with length 120 mm, was simulated numerically.
The micro-structure of meta-material is simulated in this modeling directly, with application of
dense FDTD mesh.

3. RESULTS

As a result of modeling on macro-level, the dependences of transmission coefficient S21 on frequency
for several eigenmodes of waveguide (shown in Fig. 3) were calculated. All dependences demonstrate
similar behavior, which is illustrated in Fig. 4 for mode TE10.
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Figure 4: Dependence of transmission coefficient on frequency for mode TE10.

The result was obtained with the following parameters: cross-section of the waveguide 500 mm×
200mm, thickness of meta-material layer T = 100 mm, length of meta-material section L =
1000mm, relative effective permittivity and permeability of the meta-material at the frequency
2.45GHz are εr = −1, µr = −1. It can be seen from Fig. 4, that there is a range aroung 2.45 GHz,
where transmission coefficient has very low values. This can be explained by full reflection of the
eigenmode back to waveguide. This conclusion is proved by modeling of the field structure inside
waveguide with sinusoidal excitation at the port at 2.45 GHz. The result is shown at Fig. 5.

Figure 5: Distribution of intensity if the electric field inside waveguide.

It is obvious, that the picture correspond to staying wave pattern at the input port of waveguide,
while the energy at the output port is near zero. This means that the energy of the eigenmode
reflects back to input port.

The next step is to find a microstructure of the meta-material, which provides double-negative
effective electromagnetic parameters. In the literature, the following options for construction of
double-negative meta-material were mentioned: a matrix of spherical magneto-dielectric parti-
cles [3], a set of helices with different orientations [6], a set of metallic rods and split rings [7], a set
of printed board circuits with metallic strips and split rings [8]. Taking into account the demand
of no arcing effect and simplicity of fabrication, the structures on printed board circuits are most
attractive from the options above.

In this paper, the structure, shown at Fig. 6, was studied numerically. Effective permittivity
and permeability of the meta-materials are calculated using micro-modeling approach described in
the previous section. The following parameters of the structure were constant in all calculations:
thickness of substrate 1 mm, material of substrate FR-4 (ε = 4.4), number of cells of the printed
board along coordinate axes 4 × 8 × 12. Other parameters, which are depicted in Fig. 6(a), were
variable. It was found as a results of micro-level modeling, that meta-material with parameters
L = 10 mm, D = 6 mm, d = 3.6 mm, w = 0.8mm, g = 0.4mm provides effective permittivity and
permeability values ε∗ = −1.770 + 0.065i, µ∗ = −0.604 − 0.022i. The absolute value of refraction
coefficient of meta-material in this case is equal to 1.034, and this is close to refraction coefficient
of air, so we can expect small reflection of electromagnetic energy from the boundary of air and
meta-material. Of course, round design of split rings also can be applied in this approach, but it
requires numerical adjustment of the parameters of the microstructure.
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(a) (b)

Figure 6: Microstructure of the meta-material: (a) split rings on printed circuit board; (b) three-dimensional
cell of printed circuit boards.

4. CONCLUSION

In this paper, the possibility of energy leakage reducing from microwave processing chamber through
the ports of conveyor-belt heating system was numerically studied. Modeling on macro-level shown
the effect of back reflection of the eigenmode from the meta-material section with negative values of
effective permittivity and permeability. Modeling on micro-level permitted to find the parameters
of meta-material microstructure, which provides both negative values for effective permittivity and
permeability. So, the possibility of application of the meta-materials in the problem was proved by
numerical analysis.
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Abstract— A proposed inductive gas discharge tube (IGDT) including two electrodes and one
hollow insulator ring is studied. The insulating ring of a GDT has spinal metal outside with
inductive characteristics. In comparison to the conventional design, the proposed IGDT can
provide early triggering capability during fast IEMI introduced and results a smaller residual
surge current.

1. INTRODUCTION

When the microelectronic devices are connected to outdoor antennas, their exposure probabilities to
transient current or voltage from direct electromagnetic induction are increased. The coupled tran-
sient phenomena, i.e., electromagnetic pulse (EMP) [1], can be induced by lightning (LEMP) which
possess slow rise time in microsecond grade, or intentional electromagnetic interference (IEMI) [2–4]
and nuclear electromagnetic pulse(NEMP) [5–7] which possess fast rise time in nanosecond grade.
In these microelectronic circuits, Gas Discharge Tubes (GDT) were frequently adopted as energy
absorbers, in the front end to provide over current/voltage dissipation path to connecting them to
ground, so that the back end microelectronic devices are protected from the induced power dam-
age. Therefore, GDT should be capable of handling multiple transient phenomena; rapid response
and self-recovery with low residue current or voltage, and which are its essential properties [8].
At present, GDTs are widely used to protect for the telecommunications, data communications,
audio, video equipment, welding equipment, electronic ignitions, construction safety, and military
applications [9, 10].

Electromagnetic interference has the property that most of the high power and energy cluster
around low frequency band. Conventional GDT alone has the difficulty to eliminate the energy. This
study proposes a GDT with a sputtered inductive layer for overvoltage or overcurrent protection.
We will discuss a method that will simultaneously reduce the low frequency power by inductive gas
discharge tube (IGDT).

Figure 1: The conventional GDT and proposed
IGDT with shunt inductor; and its container.
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Figure 2: Source has a 20 nanoseconds rise time,
2 microseconds fall time, with peak current 164 Am-
peres. The source input impedance is 60 ohm.
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2. GAS DISCHARGE TUBES AND TEST SOURCE

The structure of GDT includes two end electrodes with a hollow cylindrical insulator. The insulator
layer consists of materials such as ceramic, polymer, or glass. Typically the insulator layer of GDT
is welded to the electrodes, and under ambient temperature and one atmosphere the tube is sealed
with a particular gas inside. In addition, an annular protective coating is applied to the outside
part of the ceramic insulator. As shown in Figure 1, a conventional GDT includes two electrodes;
each electrode comprises a concave base and at least one hollow cylindrical insulator. The insulator
is welded or glued to the base electrode. We also show the proposed inductive gas discharge tube
(IGDT) with a spinal inductor shunt to ground.

The source used to test the DGT has a 20 nanosecond rise time, 2 microsecond fall time. The
input peak current is shown here to be 164 Ampere The source has input impedance of 60 ohm as
shown in Figure 2.

3. RESULTS

The test is performed by inserting the GDT between the source and 50 ohm load. The source
acts as an interference transient current and voltage. During an IEMI invasion, when voltage rise
is faster than one nanosecond per kilovolt, the residual after the conventional GDT protection is
still greater than 20 A (Figure 3). Under such result, the communication system or other electronic
equipment still has a chance to cause some damage. To solve this problem, we add a spinal inductor
shunt to ground to the GDT, which is chosen to have a high pass characteristic with 3 dB corner
frequency at 500 MHz.
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Figure 3: After the conventional GDT, the response
has a residue peak current 20 A.

Figure 4: IGDT after input surge has an initial peak
current of 164A, and the output current is reduced
to 3 A peak value. The x-axis is time, y-axis is
current. Input and output are on different current
scales.
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Figure 6: Another version of IGDT, it shows the
same response property.
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Figure 4 shows the inductive gas discharge tube (IGDT) subjected to 20 nanosecond rise time,
2 microsecond pulse with 50 ohm load. The input peak current is shown here to be 164 A. The
output peak current, after the IDGT, is reduced to 3 Ampere maximum.

Figure 5 shows the same configuration as in Figure 4, but only IDGT output was plotted. The
output current is shown to reduce to 3A peak value with some minor ringing phenomenon. The
high energy fast pulse peak current of GDT was transferred to slower time with ringing of IDGT.
The pulse width is drastically reduced to 70 ns. Another version of IDGT in Figure 6 is tested and
still shows the same properties.

4. CONCLUSION

The spinal inductor added to the DGT has a high pass filter response. The filter is intentionally
adjusted to 500 MHz cutoff frequency. It can filter out the high power parts of interference from
the lightning and low frequency threat. Chose the suitable cutoff frequency can protect the elec-
tronics from particular elctromagnetic interference from the terrorist attack (IEMI), or the state
of an artificial malicious attack (NEMP), the above can effectively reduce the residual current and
improve the survival of the system.
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Abstract— Multi-beam microwave heating based on the wave confinement of hexagonal pho-
tonic crystal multilayered cavity is reported. The proposed hexagonal cavity is formed by alter-
native layers of alumina (Al2O3) and air with the thickness of 0.3a and 0.7a respectively, where
‘a’ is the lattice constant. The 17 layer cavity is normally excited with six microwave beams
with the peak strength of 1000V/m. The center of the cavity is loaded with a low loss dielectric
and electromagnetic thermal co-simulations are carried out to study the heat transfer due to
multi-beam confinement. It is found that characteristic modes of the proposed cavity show the
temperature raising rate of 0.77◦C/s, 190.26◦C/s and 29.52◦C/s at 13.855 GHz, 14.54164 GHz,
and 14.78175 GHz respectively. This feature is highly useful for arriving the higher temperatures
and the creation of plasmas. Particularly, it is anticipated that the proper scaling of the pro-
posed cavity at laser length-scales provide an excellent source of laser beam heating in industrial
welding and green photonic solutions.

1. INTRODUCTION

It is known that microwave radiation confers rapid internal heating based on dielectric interactions.
Ranging from microwave cooking to industrial heating, microwave heating is an indispensable field.
For example, microwave sintering of functional materials such as piezoelectrics and ferroelectrics
results in enhanced physical properties [1]. In this regard, attention has been paid to develop
the modern microwave furnaces over decades. A typical microwave furnace relies on high power
electromagnetic (e-m) field, where an annealing sample is placed at maximum electric field of the
radiation. For example, Figure 1 shows the waveguide section of single mode microwave furnace,
where a sample will be kept at the maximum electric field position of the waveguide mode. A
high power magnetron source (∼ 1900W) is used in such furnaces as one knows that the electric
field intensity |E| and dielectric loss determine the efficiency of microwave heating. Similarly, laser
radiation is used in welding, but the mechanism is not similar to microwave heating. However,
highly intense beams are essential for any electromagnetic wave based heating.

It is interesting to note that the advanced electromagnetic materials such as photonic crys-
tals (PhCs) and metamaterials tailor the propagation of light in an unequivocal ways [2, 3]. The
confinement of electromagnetic beams offered by these media is highly useful for indirect heating
process [4]. In our recent work [5], we have demonstrated the confinement properties of PhCs
for indirect heating through the realization of multilayer photonic cavity. The multilayer cavity
confines the mode in a volume comparable to the order of the wavelength and one could explore
its mode distribution for heating purpose under single and multi-beam excitations. In this work,
we extended our studies to hexagonal multilayer cavity and report its confinement and heating
properties under six-beam excitations.

2. PROPOSED HEXAGONAL MULTILAYER CAVITY

Figure 2 shows the proposed hexagonal multilayer cavity for the multi-beam microwave heating.
The cavity is made of a one-dimensional multilayer formed by periodic stacking of alumina (Al2O3)
and air layers with the thicknesses of 0.3a and 0.7a, respectively. Here ‘a’ is the fundamental
lattice constant taken to be 1 cm. The dielectric constant of the alumina layers is 9.0. It is known
that alumina is often used as crucible material in heating furnaces and it can withstand high
temperatures. The center of the cavity has an area of 1.5

√
3(0.7a)2 and it is filled with air. Hence,

the wavelength comparable to this center cavity dimension is expected to excite various e-m modes
in it.
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Figure 1: Typical microwave furnace used in sinter-
ing process. Here, the maximum electric field posi-
tion of the waveguide modes is used for microwave
heating.

Figure 2: Geometry of the proposed hexagonal
multilayered photonic crystal cavity.

3. ELECTROMAGNETIC MODES OF PROPOSED CAVITY

To solve for the electromagnetic modes, full-wave e-m simulations are carried out using commercial
electromagnetic solver COMSOL with RF Module. The seventeen layer cavity is excited by six
normal incident beams with transverse electric polarization, with the electric field magnitude of
1000V/m. The sources are excited at 3.78 cm away from the cavity and the waves confined at
the center of the cavity are used for microwave heating. Apart from the air-filled cavity, the wave
confinement is solved in the presence of a heating substance. For this purpose, a square geometry of
dimension 3 mm×3 mm is loaded at the center of the cavity. The dielectric property of the heating
substance is the same as that of corn oil, which has a dielectric permittivity of εr = 2.829− j0.174.
In order to find the resonant mode of the cavity, electric field intensity is integrated over the air
regime and heating substance for with and without the presence of heating substance, respectively.
Figure 3 shows the resonance spectra and mode patterns for three different resonances.

From Figure 3(a), it is observed that the first resonant mode is shifted to 13.855 GHz after
loading the heating substance at the center of the cavity. The corresponding absolute electric
field map given at 13.855GHz reveals that most of field is concentrated at the center of the cavity
despite significant losses. The maximum electric field strength available at the center of the heating
substance is of the order of 5.79× 103 V/m. This strength is half of the mode field strength in the
absence of the heating substance. It is noted that, comparing to waveguide section, cavities are
useful for obtaining higher strengths.

In Figures 3(c) and 3(e), two different e-m modes arising due to the constructive interference
of multi-beams are observed. The mode pattern given in Figure 3(d) at 14.54164GHz indicates
that the wave is strongly confined in the multilayer regime of the cavity and at the same time, it
witnesses local maxima at the center of the cavity with and without loading the heating substance.
For example, without the heating object, the field strength available at the center of the cavity
is 1.0369 × 105 V/m, whereas in the presence of heating object, the field strength is computed as
8.9235× 104 V/m. Such a characteristic mode of the cavity is useful for heating process as it offers
the high field strength due to multiple constructive interferences. Similarly, two other characteristic
modes of the cavity arising due to the multiple interferences are observed at 14.78175GHz and
14.7829GHz for with and without the heating substances, respectively. The absolute electric field
map given in Figure 3(e) at 14.78175GHz reveals the mode filed strength of 3.493× 104 V/m.

4. RESULTS OF ELECTROMAGNETIC THERMAL CO-SIMULATIONS

In order to reveal the usage of the above confined modes in heating process, e-m thermal co-
simulations are carried out using COMSOL. Here the electromagnetic energy absorbed by the
heating object is considered as the heat source. Thermal parameters of the heating object and
method to solve the coupled differential equations are explained in Ref. [5]. The initial temperature
of the heating object is taken as 20◦C. Figure 4(a) presents the temperature raising trend of the
three different modes. It is found that the object is heated at the rate of 0.77◦C/s, 190.26◦C/s
and 29.52◦C/s for three different resonant modes at 13.855 GHz, 14.54164 GHz, and 14.78175 GHz,
respectively. It is interesting to note that the characteristic mode of the PhC cavity can yield very
high temperatures, in which plasma can be created. For example, the temperature profile shown
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(a) (b)

(c) (d)

(e) (f)

Figure 3: (a), (c) and (e) The resonance spectra of the cavity for with and without the heating substance.
(b), (d) and (f) The absolute electric field map for the case of heating object at the center of the cavity at
13.855GHz, 14.54164GHz, and 14.78175 GHz respectively.

(a) (b)

Figure 4: (a) Temperature raising rate for three different cavity resonance modes. (b) Temperature profile
at 5 s for the resonance mode of 14.54164 GHz.

in Figure 4(b) at 14.54164 GHz shows a temperature rise of 1923◦C in five seconds for six beam
excitations. The heating reveals the Gaussian type distribution, which is the direct map of the
mode pattern of the cavity.

5. PERSPECTIVES AND CONCLUSIONS

We have demonstrated the multi-beam microwave heating using a hexagonal multilayered photonic
crystal cavity. The present work demonstrates various confined modes of the cavity for efficient
heat transfer applications. With the proposed cavity, one can achieve very high temperatures
at the rate of 190.26◦C/s using six beams excitations with the input electric filed strength of
each beam to be 1000V/m. Comparing to our earlier studies on C4 symmetric cavity [5], we
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have observed that besides the multi-beam excitations, the corners present in the cavity results
in more losses. Moreover, the cavity space available for the heating substance is very small and
this will result in higher operating frequency. In our future work, we plan to extend this present
study to third-dimensions so that out-of-plane radiation losses could be evaluated. Moreover,
incorporating the other heating mechanisms such as convection process will give additional insights
to the present problem. Since periodic structures are scalable to any frequencies, we anticipate
that the present work will be useful for other heating mechanism including laser light and visible
frequency confinements.
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Abstract— This paper presents design and implementation concepts for a wireless real-time
home automation system based on Arduino Uno microcontroller as central controllers. The pro-
posed system has two operational modes. The first one is denoted as a manually-automated mode
in which the user can monitor and control the home appliances from anywhere over the world
using the cellular phone through Wi-Fi communication technology. The second one is referred
to a self-automated mode that makes the controllers to be capable of monitoring and controlling
different appliances in the home automatically in response to the signals comes from the related
sensors. To support the usefulness of the proposed technique, a hardware implementation with
Matlab-GUI platform for the proposed system is carried out and the reliability of the system is
introduced. The proposed system is shown to be a simple, cost effective and flexible that making
it a suitable and a good candidate for the smart home future.

1. INTRODUCTION

Recently, man’s work and life are increasingly tight with the rapid growth in communications and
information technology. The informationized society has changed human being’s way of life as
well as challenged the traditional residence. Followed by the rapid economic expansion, living
standard keeps raising up day by day that people have a higher requirement for dwelling functions.
The intellectualized society brings diversified information where safe, economic, comfortable and
convenient life has become the ideal for every modern family [1].

It is will know that the concept of smart home has focused the attention of researchers, lifestyle
practitioners, and the consumers to be directed forward the usage of the recent technology. Consid-
erable efforts have been made to the development of remote control systems for home automation.
The earlier work of such systems are mainly based on the use of telephone line, such as a phone-based
system for home automation using a hardware-based remote controller [2, 3] based on a personal
computer approach [4]. These kinds of systems which make use of the telephone as the remote
control input device have no way to be connected through any user interface. The proliferation of
telecommunications technology has made most of recent home automation scenarios focus on using
wireless communication to communicate the home appliances. Shepherd in [5] has introduced the
idea of using Bluetooth wireless technology as a cable replacement that exploited the wireless in-
terconnectivity which can be implemented using radio home automation system method. However,
he gave no design and implementation details in his work. Sriskanthan et al. in [6] have developed
an automated system based on Bluetooth wireless technology which allows the user to monitor and
control different appliances that are connected over a Bluetooth network based on a mobile host
controller. Alkar et al. in [7] have introduced an internet based wireless home automated system
for multi-functional devices. Although the system has a low cost and flexible wireless solution to
the home automation, there are still some limitations related to the wireless communication range
and power failure. Jawarkar et al. in [8] have proposed a remote monitoring through mobile phone
involving the use of spoken commands. These spoken commands are generated and sent in the form
of text SMS to the control system via a microcontroller that designed on the basis of SMS where
a decision of a particular task can be taken place. El-Medany et al. in [9] proposed a GSM-based
remote sensing for controlling system based on using FPGA. This system has worked as a remote
sensing for the electrical appliances at home to check whether it is on or off and in the same time
allowed the user to control the electrical appliances at home based on SMS technique. It also
works as automatic and immediate reporting to the user in case of emergency for home security.
Zhang et al. in [10] showed that a home automation system based on electric power communication
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(PLC) that uses household electric wire for communication and internet control with logging facil-
ities. Although this system procedure overcome the shortcomings of communications techniques,
but still need some improvement. System that uses a GSM-Bluetooth based controller and remote
monitoring system is proposed in [11]. This system is scalable and permitted any number of dif-
ferent appliances to be added with no major changes in its core. But this system is not efficient in
some situations that required strong real-time applications. Carl et al. in [12] has proposed a cost
effective and flexible automation system that implemented through FPGA controller and mobile
phone Bluetooth network. This method provides a parallel implementation of hardware results
using fast algorithm execution. A WiFi based automation system is also implemented in [13] where
a microcontroller and WiFi technology for appliances remote control have been used. They showed
that from point of view of the scalability and flexibility are better than those methods using the
commercially available home automation systems.

Based on all the preceding materials, a design concept for a real-time home automation system
using Arduino Uno microcontroller with Matlab-GUI are proposed in this work. The proposed
Arduino Uno controller introduced in this work provides a simple implementation at the system
as compared to the other types of controllers in the literature. This system has two operational
modes; the first one of them is based on a cellular phone while the second one is considered a

Figure 1: Proposed home automation system architecture.

(a) (b)

Figure 2: Proposed home automation process. (a) Manually-automated mode. (b) Self-automated mode
(i.e., temperature control).
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self-automated process. To support our claim, a hardware implementation for the proposed system
is developed to verify its reliability and limitations.

2. SYSTEM DESIGN

The core of the home automation system consists of two main hardware components: the PC home
server and the Arduino uno microcontroller board. The architecture of the system developed is
shown in Figure 1. A PC home server hosts the Matlab-GUI platform management and Arduino
uno control algorithm that enables the user to access the home appliances through cellular phone
using Wi-Fi communication. It communicates with the Arduino Uno microcontroller board through
USB data transfer cable. A number of appliances and sensors are connected to ports of the micro-
controller board. The home Appliances can be monitored and accessed remotely by user cellular
phone.

In this proposal, two operating modes are designed. The first one is a manually-automated
mode in which the appliance is monitored and accessed manually using the cellular phone. The
proposed flow chart of this process is shown in Figure 2(a). The other mode is a self-automated
mode. In this case the microcontroller accesses the appliance automatically. Figure 2(b) illustrates
the process of temperature self-automated control system as an example of this operating mode.

3. HARDWARE IMPLEMENTATION

To verify the correct operation and limitation of the designed system, a hardware implementation
is developed to model the proposed system in its two different modes manually-automated and
self-automated modes.

3.1. Manually-automated System

The appliances in home are remotely controlled using cellular telephone with Matlab-GUI platform.
The designed Matlab-GUI platform can control four appliances individually or all of them at same
time by pressing ON/OFF buttons as shown in Figure 3.

Figure 3: Proposed manually-automated mode system.
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(a) (b)

Figure 4: Temperature self-automated system. (a) Temperature is less than 30◦C. (b) Temperature is greater
than 30◦C.

Figure 5: Light self-automated system.

3.2. Self-automated System

In case of the self-automated mode, the appliances are automatically controlled. Two systems are
implemented for this case one is temperature control and monitoring system and the other is the
light/dark sensing system.

In temperature control system, TMP36 temperature sensor is used to measure the ambient
temperature. The temperature is adjusted to be less than 30◦C. If the temperature exceeds 30◦C,
microcontroller will turn on the fan to reduce the temperature as shown in Figure 4.

In automatic light control system, Light Dependent Resistor (LDR) sensor is used to detect
light/dark condition. In dark state the home light will turn on automatically as indicated by the
LED shown in Figure 5, otherwise it will turn off. This application is important for saving the
energy.

4. CONCLUSIONS

In this paper, a design concept for a wireless real-time home automation system based on Arduino
Uno microcontroller as central controller has been obtained. The proposed technique provided that
the automated system has two operational modes, where the first mode used a manually-automated
mode technique in which users can monitor and control their home appliances from anywhere over
the world using cellular phone through Wi-Fi communication technology. The second mode was a
self-automated mode that made the Arduino Uno controller capable of monitoring and controlling
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different appliances in the home automatically in response to any signals came from related sensors.
A hardware implementation of the system was carried out to verify the reliability of the system.
The implemented system was a simple, low cost and flexible that can be expanded and scaled up.

ACKNOWLEDGMENT

The work described in this paper was jointly supported by department of Electrical Engineering,
Faculty of Engineering, Taif University, Kingdom of Saudi Arabia.

REFERENCES

1. Belim, N., H. Bhambure, P. Kumbhar, and S. Tuteja, “Automate and secure your home using
zigbee technology,” International Journal of Innovative Research in Computer and Communi-
cation Engineering, Vol. 1, No. 1, 63–66, Mar. 2013.

2. Wong, E. M. C., “A phone-based remote controller for home and office automation,” IEEE
Transactions on Consumer Electronics, Vol. 40, No. 1, 28–34, Feb. 1994.

3. Koyuncu, B., “PC remote control of appliances by using telephone lines,” IEEE Transactions
on Consumer Electronics, Vol. 41, No. 1, 201–209, Feb. 1995.

4. Coskun, I. and H. Ardam, “A remote controller for home and office appliances by telephone,”
IEEE Transactions on Consumer Electronics, Vol. 44, No. 4, 1291–1297, Nov. 1998.

5. Shepherd, R., “Bluetooth wireless technology in the home,” Journal of Electronics and Com-
munication Engineering, Vol. 13, No. 5, 195–203, Oct. 2001.

6. Sriskanthan, N. and T. Karand, “Bluetooth based home automation system,” Journal of Mi-
croprocessors and Microsystems, Vol. 26, 281–289, Elsevier Science BV, 2002.

7. Alkar, A. Z. and U. Buhur, “An internet based wireless home automation system for multi-
functional devices,” IEEE Transactions on Consumer Electronics, Vol. 51, No. 4, 1169–1174,
Nov. 2005.

8. Jawarkar, N. P., V. Ahmed, S. A. Ladhake, and R. D. Thakare, “Micro-controller based remote
monitoring using mobile through spoken commands,” Journal of Networks, Vol. 3, No. 2, 58–
63, Feb. 2008.

9. El-Medany, W. M. and M. R. El-Sabry, “GSM-based remote sensing and control system us-
ing FPGA,” Proceedings of the International Conference on Computer and Communication
Engineering, 1093–1097, May 2008.

10. Zhang, A.-R. and J.-L. Zhang, “The building of home automation electricity distribution sys-
tem based on PLC,” SMIS 2011, International Conference on Smart Materials and Intelligent
Systems, Chongqing, CN, Dec. 23–25, 2011.

11. Madan, V. and S. R. N. Reddy, “GSM-Bluetooth based remote monitoring and control system
with automatic light controller,” International Journal of Computer Applications, Vol. 46,
No. 1, 20–28, May 2012.

12. Debono, C. J. and K. Abela, “Implementation of a home automation system through a central
FPGA controller,” IEEE 16th Electro-technical Conference (MELECON), 641–644, Mar. 25–
28, 2012.

13. ElShafee, A. and K. A. Hamed, “Design and implementation of a WiFi based home automation
system,” International Science Index, Vol. 6, No. 8, 2177–2183, World Academy of Science,
Engineering and Technology, Aug. 2012.



Progress In Electromagnetics Research Symposium Proceedings 2765

Correlation Characteristics for an Event/Sports Center at 3.2 GHz

Alejandro Aragón-Zavala1, Vladan Jevremovic2, and Ali Jemmali3

1Electronics Department, Tecnológico de Monterrey, Campus Querétaro, Querétaro, Mexico
2R&D Department, iBwave Solutions Inc., Houston, TX, USA
3R&D Department, iBwave Solutions Inc., Montreal, Canada

Abstract— This paper presents a continuation of an earlier study on auto and cross corre-
lation characteristics for sports arenas at 850 and 2100 MHz. Radio measurements undertaken
at 3.2 GHz show that signals from two base stations have correlation in the 0.04–0.43 range for
small angles (below 30◦), showing a positive correlation coefficient, in agreement with our pre-
vious work. De-correlation distances are in the range of 1.2 to 14.4 meters, which are strongly
dependent on the presence of metallic structures in the vicinity of the tested antennas as well
as on the antenna height. Autocorrelation shows an exponentially decay behavior, as previously
reported.

1. INTRODUCTION

The key to reliable and fast mobile digital data connections is signal to noise + interference ratio
(SINR). The degree of signal cross-correlation between the serving and interfering signal(s) has
a significant impact on SINR. As shown in [1], shadowing (slow fading) cross-correlation must be
quantified in order to properly calculate SINR. For significant shadowing cross-correlation to occur,
the LOS requirement is essential, and as macro mobile networks have almost exclusively Non-Line of
Sight (NLOS) coverage, the impact of signal cross-correlation is low. However, as distances between
small cells in indoor networks are much smaller, the LOS requirement is mostly satisfied in those
types of networks. While many authors have investigated shadow fading for indoor networks [2–
5], very few have reported results for sports venues, such as stadiums, in which sector handover
can become critical and where handover mismanagement could lead to excessive network resource
usage.

In systems that relay in a tight power control like CDMA2000 and WCDMA, shadowing autocor-
relation and decorrelation distance are important as they allow a good estimate of mobile transmit
power fluctuation around its mean value [1]. While there are numerous studies that measure shad-
owing autocorrelation and calculate shadowing correlation distance in macro networks [6, 7], there
are very few such studies done for in-building networks.

A recent study [8] reports cross correlation and auto correlation measurements at 850 MHz and
2100MHz, which are frequency bands at which a lot of stadium networks currently operate at.
However, as mobile data consumption has been dramatically increased, various national spectrum
governing bodies started to look into ways to allocate more spectrum bands to mobile networks
outside those frequencies. An example is the Federal Communications Commission (FCC), the US
Spectrum governing body, which proposed a new Citizen Broadband Radio Service in the 3.5 GHz
band, specifically to allow small cells deployment on shared basis with incumbent federal and non-
federal users of the band [9]. While the rulemaking has not been made yet, the proposal is a part
of greater strategy to free up 500 MHz of spectrum for commercial use by 2020 [10]. Therefore, it
is of interest to investigate cross correlation and auto-correlation properties of stadium networks
at frequencies outside of what was reported in [8]. Likewise, 3.5 GHz spectrum is authorized for
mobile use in European countries, and Japan plans to make the 3400–3600 MHz band available for
mobile broadband [11].

This paper presents radio measurement results that were conducted at a university sports/event
center at 3.2GHz. These measurements were used to establish suitable auto and cross correlation
models and de-correlation distances at the venue at the frequency that is reasonably close to
the proposed Citizen Broadband Radio Service band. From these findings, recommendations for
modelling auto-correlation and cross-correlation in sporting venues at these frequencies could be
made, which then can be used to extend out study to similar venues at higher and lower frequencies.

2. METHODOLOGY

A Rohde and Schwarz ZVL-6 spectrum analyzer equipped with a portable omnidirectional antenna
(Fig. 1(a)) was employed for the measurements, mounted on a mobile trolley. The spectrum
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analyzer was configured to take sweep measurements at 3.2GHz taking samples at a speed of 100
samples per second on a U-shape path of the first floor of the sports/event center (Fig. 1(b)),
having a frequency span of 0 Hz. Seven omnidirectional antennas were tested, as depicted in

     
(a)  (b)

Figure 1: Measuring equipment and walk route. Figure 2: Antenna locations and setup.

(a) Antenna 5 (b) Antenna 6 

Figure 3: Prediction maps for antennas 5 and 6.

Fig. 2, mounted on a tripod of approximately 1.9m length, having variable heights above floor.
The gain of all antennas is 4.8 dBi at 3.2GHz. The antennas were located at the seating area and
footpath level of the sports/event center, making sure they were on a LOS with the mobile receiver.
A CW transmitter was used transmitting at a power of 20 dBm.

For data post-processing, an average window of 6λ was employed, to remove the fast fading
effects of the collected data. Shadowing was extracted as explained in [8], at each prediction point
Ls,i by subtracting the predicted median path loss values L50,i at each point and measured path
loss Lm,i:

Ls,i = Lm,i − L50,i (1)

The indoor design and prediction software tool iBwave Design was used to fit the measured data
with a Fast Ray Tracing model [12] that is embedded in the tool. The tool was also used to calculate
the statistics associated with (1) such as mean error and standard deviation. Signal strength
predictions such as that shown in Fig. 3 were obtained, from which shadowing was extracted on
every point of the desired route.

3. RESULTS

Decorrelation distances are shown in Table 1 for all the tested antennas. Comparing these results
with the ones obtained for the same venue at 850 MHz in [8] a reduction in decorrelation distance
is observed. More measurements are needed at exactly the same antenna locations at 850 MHz to
establish a fair comparison — both sets of measurements were having slightly different conditions
and characteristics, e.g., different antenna heights, locations and collection equipment; and therefore
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it is hard to make a solid conclusion only based on these results. Note that the “height” seen in
Table 1 is the difference between antenna height (tripod + seating elevations) and the antenna.

Table 1: Decorrelation distances for all antennas.

Antenna Location Height [m] Distance [m]
1 Seating area 6.9 14.4
2 Seating area 6.7 8.4
3 Seating area 3.85 3
4 Level 2 footpath 1.9 1.2
5 Level 2 footpath 1.9 2.8
6 Level 2 footpath 1.9 3.8
7 Level 2 footpath 1.9 3.6

Our expectation was to see de-correlation distance decrease as the frequency is reduced, since the
first Fresnel zone radius is larger at smaller frequencies and thus more reflections and diffractions
are expected to enter the zone from nearby objects, such as seating areas. Antenna 4 has the lowest
de-correlation distance since metallic objects were located in the vicinity of the antenna — therefore,
this consideration should be taken into account since many sector antennas are placed closed to
metallic structures in stadiums and sports arenas, which indeed is a bad practice as it creates PIM
(Passive Inter Modulation) distortion effects as well. On the other hand, the first two antennas
were tested at increased height, and the effect on de-correlation distance is noticeable compared
to the others; i.e., more clearance is obtained. Finally, autocorrelation shows an exponential-decay
behavior as suggested in [13] and as can be seen in Fig. 4.

Figure 4: Autocorrelation plots for antennas 1 to 7.

Figure 5: Cross-correlation aggregate for all anten-
nas.

Figure 6: Cross-correlation comparison NHL vs.
ITESM.

Cross-correlation was calculated for every possible pair of antennas to include a wide range of
angles, as defined in [8]. From all these pairs, an average for all angles was obtained and reported
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in Fig. 5. When comparing these results with those observed at 2.1 GHz and reported in [8], an
oscillatory behavior is seen again, having low cross-correlation values on average at small angles, in
agreement with [14]. In fact, such oscillatory behavior is observed almost for every antenna pair,
crossing through zero in a co-sinusoidal way, depending on angle of γ as:

h(γ) = A cos γ + B (2)

where A and B are two tunable parameters (A ≥ 0, B ≥ 0 and A + B ≤ 1).

4. CONCLUSIONS

Autocorrelation and cross-correlation characteristics were extracted for seven antennas at 3.2 GHz
in a sports/event center. Autocorrelation strongly depends on antenna height and frequency, in-
creasing de-correlation distance as the height is increased. No conclusive statements can be made
yet when comparing the effect of frequency in de-correlation distance at these venues, and more
measurements are required to establish a fair comparison with previous published work in [8]. Also,
since the 2.1 GHz sports venue was much larger than the 3.2 GHz, de-correlation distances are big-
ger since less obstructions and multipath is encountered. For a fair comparison, measurements at
2.1GHz need to be taken at ITESM and ideally having the same characteristics as for the 3.2 GHz
campaign.

On the other hand, similar behaviour has been observed in cross-correlation characteristics for
both 2.1 GHz and 3.2 GHz, suggesting the use of a co-sinusoidal model for cross-correlation for which
parameters need to be tuned, as shown in Fig. 6. Although some similarities can be observed, a
direct comparison cannot be made since the 2.1 GHz measurements were undertaken in a much
larger and open sports arena, hence altering the correlation characteristics of both venues which
are in fact strongly dependent on the size of the venue.

5. FUTURE WORK

More measurements are required at 850MHz since in [8] not enough bins could be obtained for
cross-correlation, and ideally seven antennas would need to be tested at this frequency and at
the same antenna locations as for 3.2GHz. Also, additional measurements at 2.1GHz would need
to be conducted using the same antenna locations, venue and route, so that a direct comparison
can be established with these results. The effects of antenna height were observed here using
omnidirectional antennas, but further testing is required at these bands with the use of directional
antennas, as it is actually employed at stadiums when sectorisation is implemented, and the effects
of local clutter need to be assessed in the correlation properties of the signal.
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Abstract— Cognitive radio (CR) networks can be designed to manage the radio spectrum
more efficiently by utilizing of temporarily not used channels in primary users’ licensed frequency
bands. Here, the spectrum utilization can be improved significantly by spectrum sharing between
primary and secondary users (who are not being served by the primary system). In this paper,
we propose to use so called Hidden Markov Models (HMM) to predict the spectrum occupancy
of sharing radio bands. The results obtained using HMM are very promising and they show that
HMM offer a new paradigm for predicting channel behavior in cognitive radio.

1. INTRODUCTION

The Cognitive Radio (CR) technology appears as an attractive solution to effectively allocate the
radio spectrum among the licensed and unlicensed users. As spectrum sensing consumes consider-
able energy, predictive methods for inferring the availability of spectrum holes can reduce energy
consumption of the unlicensed users to only sense those channels which are predicted to be idle [9].
Prediction-based channel sensing also helps to improve the spectrum utilization for the unlicensed
users. In this paper, we demonstrate the advantages of channel status prediction to the spectrum
sensing operation. Under the CR technology, a licensed user is referred to as the primary user
(PU) while an unlicensed user is referred to as the secondary user (SU) because of the priority in
accessing the licensed user spectrum. In most of the cases, the secondary users in a Cognitive Radio
Network (CRN) logically divide the channels allocated to the primary user spectrum into slots [1].
Within each slot the secondary user has to sense the primary user activity for a short duration and
accordingly accesses the slot when it is sensed idle. The spectrum access by the secondary user
should not cause any harmful interference to the primary user. To minimize the interference to the
primary users, the secondary users need a reliable spectrum sensing mechanism. Several spectrum
sensing mechanisms were proposed in literature [2–4]. Due to the hardware constraint, they can
sense only part of the spectrum [5]. On the other hand, due to the energy constraint, the secondary
users may not have the willingness to waste energy to sense the spectrum part which is very likely
to be busy. Hence, the key issue is to let the secondary users efficiently and effectively sense the
channels in the licensed spectrum without wasting much energy. Alternately, the spectrum sensing
module can be made energy efficient by combining the sensing operation with a channel status
prediction mechanism. The secondary user may predict the status of a channel based on the past
sensing results and sense only if channel is predicted to be idle in next time slot. Thereby, the
secondary user may use its sensing mechanism resourcefully. Besides, using channel status predic-
tion, the effective bandwidth in the next slot may be estimated which allows the secondary users
to adjust the data rates in advance.

The rest of the paper is organized as follows. In Section 2, we present the related work. In
Section 3, we propose two state Markov model to predict channel status. In Section 4, we present
the simulation results of our prediction algorithm. Finally, Section 5 concludes this paper.

2. RELATED WORK

The channel status prediction problem is considered as a binary series prediction problem [6]. The
channel occupancy in a slot can be represented as busy or idle depending on the presence or absence
of a primary user activity. The binary symbols 1 and 0 denote the busy and idle channel status,
respectively. Using the binary series, the predictor is trained to predict the primary user activity in
the next slot based on past observations. In a multiple channel system, a predictor is assigned to
each channel. In Reference [7], a HMM-based channel status predictor was proposed. The primary
user traffic follows Poisson process with 50% traffic intensity (i.e., 50% channel time is occupied
by the primary users). The secondary user will use the whole time slot if the slot is predicted
idle. However, in Reference [7], the accuracy of prediction is not provided. Another HMM-based
predictor is also proposed in Reference [8], but it only deals with deterministic traffic scenarios,
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making it non-applicable in practice. The idea of predictive dynamic spectrum access has been
introduced in [10], which aims at the distribution of period length of a channel being idle. HMM
has been used to predict the usage behavior of a frequency band based on channel usage patterns
in [11] for making the decision of moving to another frequency band or not.

3. PROPOSED ALGORITHM

The Hidden Markov Model is a stochastic model for sequential data. It is a stochastic process
determined by the two interrelated mechanisms — a latent Markov chain having a finite number
of states, and a set of observation probability distributions, each one associated with a state. At
each discrete time instant, the process is assumed to be in a state, and an observation is generated
by the probability distribution corresponding to the current state [9]. Two state Markov model
may be described at any time as being in one of a set of N distinct states, S1 and S2. At regularly
spaced discrete times, the system undergoes a change of state (is possibly back to the same state)
according to a set of probabilities associated with the state. We denote the time instants associated
with state changes as t = 1, 2, . . ., and we denote the actual state at time t as qt.

Now we formally define the elements of an HMM and explain how the model generates obser-
vation sequence. An HMM is characterized by the following [12]:

- N , the number of states in the model. Although the states are hidden, for many practical
applications there is often some physical significance attached to the states or to sets of
states of the model. Generally the states are interconnected in such a way that any state
can be reached from any other state (an ergodic model). We denote the individual states as
S = {S1, S2};

- M , the number of distinct observations symbols per state. The observation symbols corre-
spond to the physical output of the system being modeled;

- The state transition probability distribution A = {aij}, where:

aij = P [qt = Sj |qt−1 = Si] 1 ≤ i, j ≤ N (1)

For special case where any state can reach any other state in a single step, we have aij > 0.

- The observation symbol probability distribution in state j, B = {bj(k)};

- The initial state distribution π = {πi}, where:

πi = P [q1 = Si|O, λ] 1 ≤ i ≤ N (2)

Given appropriate values of N , M , A, B and π, the HMM can be used as a generator to give
an observation sequence:

O = O1, O2 . . . OT (3)

The above procedure can be used as both generator of observations, and as a model for how a
given observation sequence was generated by an appropriate HMM.

We assume that channel can be observed as being one of the following: state S1: idle and state
S2: busy as illustrated in Figure 1.

On the Figure 2 we can see HMM predictor algorithm.

4. PERFORMANCE EVALUATION

In order to determine of the proposed solutions we conducted experiments using a computer simu-
lation technique. We selected the Matlab simulation environment.

4.1. Experimental Setup

The Figures 3–6 are showing the activity of users in each channel (blue colour) and the prediction
results (red colour — predicted state).
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Figure 1: Two states Markov model.
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Figure 2: HMM predictor.

Figure 3: Channel 1. Length of vector of observa-
tions: 1560. Number of symbols correctly predicted:
1542. Number of symbols incorrectly predicted: 18.

Figure 4: Channel 2. Length of vector of observa-
tions: 1560. Number of symbols correctly predicted:
1545. Number of symbols incorrectly predicted: 15.

Figure 5: Channel 3. Length of vector of observa-
tions: 1560. Number of symbols correctly predicted:
1545. Number of symbols incorrectly predicted: 15.

Figure 6: Channel 4. Length of vector of observa-
tions: 1560. Number of symbols correctly predicted:
1542. Number of symbols incorrectly predicted: 18.

5. CONCLUSIONS

In this paper we have attempted to present the theory of Hidden Markov Models from the simplest
concepts of two state model. The results show that our model can be utilize for modelling PU
activity for Cognitive Radio. Our simulation results show how channel occupancy prediction may
help to reduce the number of channel switches that a SU may have to perform in a CR network.
This should lower interference level experience by the PU, due to SU activity, and may potentially
have a positive effect on SU throughput, since less transmission time will be wasted on channel
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switching.
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Abstract— Efficiency of the Lowest Node ID (LNID) clustering algorithm has been assessed
in this paper. In the article we proposed the LNID clustering based on the classical Lowest
ID algorithm. The proposed algorithm has the following crucial features: stabilizing procedures,
ability to change the state during work, a state machine with semi-stable states and MAC address
as ID nodes. Tests have been done for static network assuming Free Space Path Loss propaga-
tion model with assumed reliability of information delivery ratio link. The performance of this
algorithm is evaluated through simulation and results are promising.

1. INTRODUCTION

Clustering is a promising approach for building hierarchies and simplifying the routing process in
mobile ad-hoc network environments. The main objective of clustering is to identify suitable node
representatives, i.e., Cluster Heads (CHs), to store routing and topology information and maximize
clusters stability. Traditional clustering algorithms suggest CH election exclusively based on node
IDs or location information and involve frequent broadcasting of control packets, even when network
topology remains unchanged [1].

Clustering in MANET networks has many advantages compared to the traditional networks [8].
It allows the better performance of the protocol for the Medium Access Control (MAC) layer by
improving the spatial reuse, throughput, scalability and power consumption. It also saves energy
and communication bandwidth in ad-hoc networks. In cluster formation phase, CHs are selected
among the nodes to form clusters, Figure 1.

Cluster

Clustergateway

         (RN)

Clustermember

      (RN)

CH1

Cluster Head

      (CH)

3-hop coverage

2-hop coverage

1-hop coverage

Figure 1: Clustered network.

2. RELATED WORKS

Many clustering algorithms based on different optimization objectives have been proposed. The
goal of the Highest-Degree algorithm [2] is to minimize the number of clusters, which is achieved as
follows. Each node is aware of the number of its neighbour nodes, which acquired by interactively
exchanging control messages. The node having the highest number of neighbours, i.e., the highest
degree, is elected as the cluster-head. If the degree of several nodes is the same, the lowest-ID node
becomes the cluster-head. Then the one-hop neighbour nodes of the cluster-head become ordinary
members of the cluster. The above procedure is then repeated until all nodes are form the clusters.
The number of cluster-heads is relatively low in this algorithm, hence it potentially reduces the
average number of hops between the source node and the destination node. In the Linked Cluster
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Algorithm (LCA) [4], a node becomes the CH if it has the highest ID among all nodes. In the
Distributed Clustering Algorithm and Distributed Mobility Adaptive Clustering Algorithm [12]
weights are assigned to the nodes based on the suitability of node being a CH. The node is chosen
to be a CH if its weight is higher than any of its neighbor’s weight and any tie is broken by the
minimum node IDs. The method works well for “quasi-static” networks where the nodes do not
move much or move very slowly.

3. MODIFICATION OF LID ALGORITHM

The main asset of Lowest ID method is its implementation simplicity [3]. LID is an algorithm in
which a node with the minimum ID is chosen as a CH. Thus, the IDs of the neighbors of the CH
will be higher. A node within the transmission range of two or more CHs is called a GW, otherwise,
a node is a Regular Node. Gateway nodes are generally used for routing between clusters. Each
node has assigned a distinct ID. Periodically, the node broadcasts the list of nodes that it can
hear (including itself). The Lowest-ID scheme concerns only with the lowest node IDs which are
arbitrarily assigned numbers without considering any other qualifications of a node for election as a
CH. Since the node IDs do not change with time, those with smaller IDs are more likely to become
CH than nodes with larger IDs. Thus, certain nodes are prone to power drainage due to serving as
CH for longer periods of time, which is important drawback of lowest ID algorithm.

In contrast to the Lowest ID algorithm, we proposed a modified clustering algorithm, the Lowest
Node ID (LNID). This algorithm has the following crucial features:

- a state machine with semi-stable states,
- ability to change the state during work,
- additional control messages (as development of original OMNET messages),
- MAC address as ID of nodes,
- stabilizing procedures.

In the proposed algorithm, we defined four possible states for each node: Not Defined (ND),
Regular Node (RN), Gateway (GW) and Cluster Head (CH), shown in Figure 2. We also assume
the existence GW node for more than two CHs.

Possible transitions of a node are as follows:

- all nodes are in ND state at the beginning,
- if node has the lowest MAC address, it changes its status to CH,
- if node received Hello message from a CH, it changes its status to RN,
- if node is within transmission range of minimum two CHs, it changes its status to GW.

Also in contrast to the Lowest ID algorithm, all communication between nodes in our algorithm
use only a Hello message. The Hello message includes the information such as: own and my
neighbors node state (ND, RN, GW or CH) and node MAC address.

GW

ND

CH RN

Figure 2: The transition diagram for each node.

The clustering procedure has two stages. The first one is the nomination stage, during which,
all nodes changes its status. The second one is the gateway reduction stage, during which, all nodes
in GW state checks the number of GW in the network. A large number of CH and GW nodes in
the network is the one of the major drawbacks of clustering in MANETs [7]. Some nodes consume
more power to compare to the others nodes in the same cluster. As special node like a CH or a GW
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node manage and forward all messages of the local cluster their power consumption will be high in
comparison to RN. During the gateway reduction stage it is checked the condition whether more
than one GW node between the same pair of CHs exist. If such condition is fulfilled, nodes with
the smallest power received (average value) from CH, changes its status to RN. This procedure is
necessary, to limit the number of GWs, because of consumed energy (GW node have to work in
more than one cluster). Furthermore we defined the stop function of clustering algorithm. This
function is fulfilled when assumed percentage (e.g., 99%) of the nodes in the all network, is in a
state other than ND. The main differences between LID and LNID algorithm are shown in Table 1.

Table 1: Main differences between LID and LNID algorithm.

Feature
Algorithm

CommentsLowest ID
(classical)

Lowest Node
ID (modified)

Simple procedure X X Nodes with the smallest ID is the CH

Stabilizing procedures X This metric allows to determine a
“nervousness” of the algorithm

A state machine with
semi-stable states

X Better readability of the algorithm;

Node can change
a state during work

X X Ability to work in a
different environment

Clusterization
correctness metric

X
Allows to assess the effectiveness

of the algorithmStructure stability of
clusterized network metric

X

4. PERFORMANCE EVALUATION

In order to determine of the proposed solutions we conducted experiments using a computer simu-
lation technique. We selected the OMNeT++ simulation environment [6].

4.1. Experimental Setup
The prepared network model consists of fixed number of static radio nodes, ranged from 150 to
300 in steps of 25 and located randomly in the square area of 50 km side length. All nodes can
send and receive the radio frames with path loss and transmission delay proportional to a mutual
distance. We used the following metrics to assess the efficiency of the algorithm:

- Time of clusterization process,
- Energy used by the network in clusterization process,
- Clasterization correctness,
- Structure stability of clusterized network.

4.2. Experimental Results
Simulation results are shown in Figures 3–5.

In the Figures 3 and 4 we can see, dynamic state change, during the clusterization procedure.
We can see that the clusters are stable and every node knows its role in the network. The Figure 4
shows the number of state changes during clusterization procedure. We can see, that number of
ND nodes decreases to zero. According to the interference level, it is known that the level of inter-
system interference is proportional to a cluster size, frequency, and the sum of transmitted power.
Concluding from differences in energy observed in Figure 5, consumed energy used during the clus-
terization procedure is generally dependent on clusters size. It can be proved that if clusters are
smaller, the capacity of system is higher which id directly connected with intersystem interferences
level.
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ND

RN

GW2

GW3

CH

Figure 3: Number of nodes in particular state in
function of Time.

Figure 4: Number of state changes in function of
Time.

small clusters 

large clusters 

Figure 5: Consumed energy during clusterization procedure.

5. CONCLUSIONS

In this paper we proposed modified Lowest Node ID clustering algorithm to establish a stable
clustering architecture. The proposed algorithm has a hierarchical structure that can maintain a
stable topology of MANET, thereby optimizing network performance and making efficient resource
allocation for nodes. One of the main advantage of LNID is its simplicity. It has to be verified in
more realistic radio channels when nodes are moving e.g., discussed in [10, 11].
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Abstract— In this article we present polarization diversity in the wake-up path of a low-power
wireless sensor node. Due to antenna diversity, the node shows an improved wake-up signal
strength and optimized sensitivity in a multipath propagation environment. We verify the design
using simulations and different measurement setups. The resulting combined antenna signal has
a gain of +3 dB when both diversity antennas receive the same signal strength. In this case, the
wake-up receiver has an improved sensitivity around −53.7 dBm. Furthermore, we introduce a
smart antenna for the communication link by using just one extra antenna switch. The proposed
design can be used for any wake-up receiver of this kind.

1. INTRODUCTION

Wireless sensor networks (WSNs) are used in various applications like environmental monitoring,
child education, smart manufacturing, infrastructure monitoring and many others. A WSN usually
consists of many small self-powered sensor nodes that measure their environment and communicate
data to other nodes or a base station [1]. Recently, more and more WSN consist of wake-up
receivers, that reside in a low-power stand-by state until they receive a wake-up signal [2]. Only
after receiving this signal, or a sensor event, they wake-up to full operation, which can be more
favorable in respect to energy consumption, than duty-cycling [3]. The low-power wake-up sensor
nodes presented by [3, 4] use the AS3932 low-power wake-up receiver that listens permanently to a
125 kHz signal which is modulated on an 868 MHz carrier frequency and demodulated by using a
rectifier and a low-pass filter. Changing between communication and low-power wake-up listening
is realized with a antenna switch.

In this article, we present a wake-up node, based on the node presented by [4]. The newly
designed node uses polarization diversity in the wake-up path which is motivated in Section 2.
The node shows an improved wake-up signal sensitivity and reliability in multipath propagation
environments. We show that almost no additional active parts are needed in Section 3. The general
design and its performance are tested by using simulations and different measurement setups which
is summarized in Section 4. Finally, the results are discussed in Section 5 followed by conclusions
and outlook in Section 6.

2. BACKGROUND

In general, wave propagation cannot be seen as free-space propagation. Several phenomena such as
reflection, diffraction, scattering, and doppler fading has to be taken into account [5]. Due to these
phenomena, it is likely that a signal from one antenna reaches another antenna over several paths
with its associated path lengths and attenuations. As a result, many copies of one signal reach the
antenna after different delays, where they superimpose each other destructive or constructive [5].
Using antenna diversity helps to mitigate these fading effects [7], since one assumes that signals are
independent from each other, if they are received by uncorrelated antennas. Hence, if one antenna
does not receive a signal due to fading, the other (uncorrelated) antenna will likely still receive
the signal [7]. Polarization diversity is one of the typical methods of diversity, since there is no
spatial separation of the antennas required [7]. When using diversity systems, combining the output
signals of several antennas leads to increased signal strengths at the receiver [6] and improves the
communication reliability. Figure 1 shows the generalized block diagram of an antenna diversity
system introduced in [8]. Here, each of the M antennas is connected to the cophasing and sum
circuitry through its associated amplifier Gi. The output voltage Vo is the combination of the M
antenna signals and can be calculated as [8]:

V0 = G
M∑

i=1

giVi (1)
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Figure 1: Generalized diversity block diagram
from [8].
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Figure 3: Wireless sensor node for two diversity an-
tennas.
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Figure 4: Schematic layout of the wireless sensor
node with wake-up diversity and smart communica-
tion antenna system.

where gi is a gain factor specific to the i-th antenna and Vi its corresponding output voltage. The
cophasing and sum circuitry in Figure 1 is used to process the multiple antenna signals. This
additional power consumption limits its use for wireless sensor networks [9]. Figure 2 shows the
block diagram of the multiple antenna system proposed in this paper. The signals of the diversity
antenna are rectified before they are combined. Due to this, the signals are in phase as long as the
two antennas are not a half wavelength apart of each other, which is very unlikely for a 125 kHz
signal. This means that summing of the signals can be done without further processing of the
signals according to Equation (1).

3. HARDWARE

Figure 3 shows the sensor node used in this work which is basically the same as introduced in [4].
The node uses a 32 bit ARM Cortex M3 type EFM32 microcontroller from Silicon Labs running
at 14 MHz. The controller has an energy consumption of around 0.6µA in energy saving mode
and in active mode around 2.2 mA. The communication radio is a CC1101 transceiver from Texas
Instruments that draws a current of around 30mA when sending with 10 dBm output power and
around 17 mA during listening at 868 MHz.

To feature multiple antennas, the board is equipped with two antenna ports, which are connected
to an ADG918 antenna switch from Analog Devices. By inserting a third antenna switch, a smart
communication antenna system is realized. Due to the three extra antenna switches, the node has
an additional power consumption of less than 3µA compared to the power consumption of the
node presented in [4]. Figure 4 shows schematically the signal paths on the board to realize wake-
up diversity and smart antenna system for the communication link. The low frequency wake-up
receiver is the AS3932 from Austriamicrosystems with a typical sensitivity of 100µV RMS and a
16 bit wake-up address.
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Figure 5: Simulated output voltage of the rectifier with one (solid line) and two antennas (dashed line)
connected to the system. The typical sensitivity of the low-frequency receiver AS3932 is given as dotted line.

Table 1: Output voltage of rectifier at decreasing input signal levels with different antenna configurations

Input level Simulation (mV) Measurement (mV)

(dBm) one antenna two antennas straight antenna angular antenna both antennas

−10 839 1055 1050 1036 1190

−20 250 364 234 228 316

−30 37 58 26.9 26.1 52.1

−40 4 6 2.76 2.69 5.49

−45 - - 0.90 0.90 1.78

−50 0.4 0.62 0.31 0.31 0.59

−55 - - 0.12 0.14 0.22

−60 0.04 0.06 0.07 0.08 0.10

−65 - - 0.05 0.06 0.06

4. SIMULATION AND MEASUREMENTS

To test the general performance of the diversity path, we simulated the circuit with Agilent Ad-
vanced Design System1 in transient simulation mode. Figure 5 shows the simulated output voltage
of the rectifiers versus the antenna input power as can be seen in Table 1. Figure 5 shows the sim-
ulated output of the rectifier with one active input signal (solid line) and with both antenna ports
powered simultaneously (dashed line). Both simulations show the expected exponential behavior of
the diodes over the input level range. Accordingly, the data was fitted with an exponential function
of the form y = a exp(bx). For the simulation with one active port a = 29464 and b = 0.223 and
with two active ports a = 52422 and b = 0.227. Figures 5, 6 and 7 show the theoretical sensitivity
of the low-frequency wake-up receiver AS3932 as dashed line. By investigating the intersection of
the theoretical sensitivity with the fitted data, it can be seen that the sensitivity of the system
with one simulated antenna is around −51.9 dBm and with two antennas around −53.5 dBm. The
difference between the two simulated sensitivities is around 1.6 dB which is less than the expected
3 dB according to Equation (1).

To measure the rectified output voltage on the sensor node, two test-setups were used. At first,
a signal generator was connected to the antenna ports of the board, feeding them consecutively
with a 868 MHz signal at different input levels. Since both measurements achieved almost equal
results, Figure 6 shows the output voltage over the input level for the straight antenna, only. An
exponential function was used to fit the measurement data, superimposed on a constant noise level,
that is y = a + b exp(cx) with a = 0.043, b = 26 734 and c = 0.23. The theoretical sensitivity of
the AS3932 intersects the fitted curve at −50.6 dBm. The circle in Figure 6 shows the sensitivity
measured by using the AS3932 receiver: when the receiver did not further react to the input signals
its sensitivity limit was reached. For one powered antenna it was found at−51.3 dBm. All simulated
and measured sensitivities for one antenna fit very well to the results found by [3, 4].

In a second step, a second signal generator was connected to the other antenna input port also
feeding it with a 868MHz signal. Figure 7 shows the data curve fitted with an exponential function
of the form y = a + b exp(cx) with a = 0.031, b = 45 410 and c = 0.226. Here again, a shows the
noise-level of the measurement. The intersection of the fitted curve and the theoretical sensitivity

1Agilent Technologies, Inc., 1985–2014.
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Figure 6: Measured voltage at the rectifier output
with one active antenna. Typical sensitivity of the
AS3932 and noise-level are given as dotted lines, the
circle shows its measured sensitivity.
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Figure 7: Measured voltage at the rectifier output
with two active antennas. Typical sensitivity of the
AS3932 and noise-level are given as dotted lines, the
circle shows its measured sensitivity.

Table 2: The table shows the power levels of a pulsed 868MHz signal required to wake-up the wireless sensor
node in a multipath environment for different antenna configurationsk, including diversity.

spot straight antenna (dBm) angular antenna (dBm) diversity (dBm)
1 −4.2 −16.3 −17.1
2 −7.7 −3.9 −9.1
3 +0.3 +4.8 −0.7
4 +4.8 −1.1 −3.6
5 −0.4 −4.0 −5.8
6 −8.2 −10.8 −13.2

Table 3: The table shows the wake-up sensitivities of the wireless sensor node achieved by simulation,
measurement of the rectified voltage and by feeding the AS3932 with a 868 MHz input signal.

Sensitivity one antenna (dBm) Sensitivity two antennas (dBm)
Simulation −51.9 −53.5

Voltage measurement −50.6 −53.7
868MHz input signal −51.3 −53.8

line is at −53.7 dBm. The point where the AS3932 did not longer sense the input signal was found
to be at −53.8 dBm, depicted as a circle in Figure 7. This is a gain of around 3 dB compared to
the system with one antenna. Table 1 shows the simulated and measured data that was used in
Figures 5, 6 and 7.

To test the wake-up diversity of the wireless sensor node, we did several measurements in a
laboratory with multipath propagation. A signal generator was used to send a pulsed 868MHz
signal at a defined power level. The node was placed in the laboratory and the sending power
of the signal generator was decreased until the wake-up receiver did not further detect the signal.
This test was repeated with different antenna configurations at six different spots in the laboratory.
Table 2 summarizes the measurement results. It is visible that higher power levels are required to
wake-up the receiver using single antenna configurations than by using multiple antennas, which
reflects the assumptions and measurements of above.

5. DISCUSSION

Table 3 summarizes the wake-up sensitivities of the wireless sensor node introduced in Section 3.
The results were achieved by simulation, measurement of the output voltage of the rectifiers and
by feeding the AS3932 with a pulsed 868 MHz input signal. It can be seen that the sensitivity
resulting from the simulation of one antenna is a little higher than the sensitivities measured at
the real system. This effect is probably due to the not included substrate and microstrip lines
which introduce extra capacities. It can also be seen, that the sensitivities of multiple antennas
compare very well to the expected values according to Equation (1). The results for two antennas
are around 3 dB above the results for one antenna. The laboratory measurements summarized in
Table 2 clearly show the benefits of antenna diversity in a multipath environment.



Progress In Electromagnetics Research Symposium Proceedings 2783

6. CONCLUSION AND OUTLOOK

In this paper we presented a low-power wireless sensor node with wake-up receiver featuring po-
larization diversity in the wake-up path, which makes it suitable for wireless sensor networks in a
multipath environment. We showed that there are almost no further active components needed to
combine the signals of multiple antennas in this design. We discussed polarization diversity in the
wake-up path, by using simulations and measurement setup. We showed that polarization diversity
can double the signal strength at the receiver input and that the sensitivity of the wake-up receiver
can be improved by 3 dB from −51.6 dBm to −53.7 dBm when both diversity antennas receive a full
signal. Measurements performed in a multipath environment with different antenna configurations
show the benefits of antenna diversity and underline the assumptions made before. Further, and
more elaborated multipath environment measurements will be done in the future to support the
first results presented here.
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Abstract— In this paper we study the performance of an interference aware iterative block
decision feedback equalizer (IBDFE) for the uplink of LTE-Advanced with single carrier (SC)
transmissions. The receiver makes use of the correlation between the interference in the receiving
antennas and minimizes the mean squared error (MMSE) of the detected symbols. Link level
simulation results show that the proposed receiver clearly outperforms the conventional IBDFE
and the linear interference rejection combining (IRC) detector. System level simulation results
show that the use of the new iterative receiver achieves additional throughput gains. However,
the gains obtained depend on the schedulers employed and on the number of receiving antennas.

1. INTRODUCTION

Mobile data traffic is growing exponentially in 4G networks with new multimedia applications
on smart mobile devices putting more stringent demands on the quality of service. In addition
to supporting efficiently the signaling and traffic from interactive video and gaming applications,
4G networks also need to handle the signaling and traffic from a multitude of machine-type com-
munication devices. In order to tackle the inter symbol interference (ISI) caused by the channel
time dispersion, 4G networks use orthogonal frequency division multiplexing (OFDM) [1] or SC [2]
transmission techniques. While OFDM allows a simple implementation of both the transmitter and
receiver it suffers from a large peak to average power ratio (PAPR) which makes it more suitable for
the downlink. For the uplink, the use of single carrier block transmissions with frequency domain
equalization (SC-DFE) is often preferred due to its lower PAPR while still being robust in ISI
inducing channels [3] (see also the 3GPP Long Term Evolution (LTE) [4]). However, in this case,
the performance of low complexity linear receivers is far from the matched filter bound (MFB) [5].
In order to reduce this gap, one has to resort to nonlinear schemes [6], with the IBDFE [7–10] being
one of the most promising solutions.

Besides the channel dispersion problem, the emergence of denser heterogeneous cells creates
large levels of interference among users which must be dealt using techniques like coordinated
scheduling, cooperative processing or interference cancellation. Even though the interference can be
removed using similar approaches to those used by spatial multiplexed receivers [11, 12] the resulting
complexity can be excessive. Lower complexity techniques exist like the linear IRC [13] which does
not require the estimation of the interferers’ streams. This receiver is a direct extension of the
conventional minimum mean squared error (MMSE) detector and has been studied for use in 3GPP
LTE systems [14–17]. However, linear IRC detectors applied in SC schemes will perform far from
optimum in severe time dispersive channels. Therefore, in [18] we designed a modified IBDFE for
SC transmissions whose feedforward and feedback filters are implemented in the frequency domain
and optimized by taking into account the presence of correlated interference between multiple
receiving antennas. In this paper we evaluate the performance of the interference aware IBDFE
proposed in [18] for the uplink of LTE-Advanced and compare it against other receivers, namely
the conventional IBDFE and the linear IRC detector. The comparison is accomplished through
link level and system level simulations in time dispersive channels with cochannel interference.

The rest of this paper is organized as follows. Section 2 describes the structure of an interference
aware IBDFE with several antennas. Section 3 presents the system level simulation scenario.
Numerical results are shown in Section 4 followed by the conclusions in Section 5.

2. INTERFERENCE AWARE IBDFE

The structure of the interference aware IBDFE proposed in [18] with several receive antennas is
shown in Fig. 1. A SC transmission with blocks of N modulated symbols, sn, (n = 1, . . . , N),
appended with a suitable cyclic prefix (CP) is assumed. After the application of an N -point DFT
(Discrete Fourier Transform) the sequence of received samples can be written as

Yk = HkSk + HI
kS

I
k + Nk. (1)
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where Yk is a Nrx × 1 vector containing the samples for the kth subcarrier received in the Nrx

antennas, Hk is the Nrx × 1 vector containing the frequency domain channel coefficients for the
different receive antennas, Sk is the kth DFT sample of the main user’s modulated symbols, HI

k is
the Nrx×NI matrix whose entries correspond to the frequency domain channel coefficients for the
NI interferers in the different receive antennas (one column for each interferer), SI

k is the NI × 1
vector whose elements are the kth DFT samples of the different interferers symbols and Nk is the
Nrx×1 vector containing noise samples in the frequency domain. It is assumed that both Sk, and Nk

are zero mean complex random variables with variances PS = E[|Sk|2] and PN = E[|Nk|2] = N ·N0

(N0 is the noise power spectral density). The elements of the interferers’ vector SI
k are also assumed

to be zero mean complex random variables with E[SI
k(S

I
k)

H ] = PSINI
.

The estimates produced by the IBDFE in the frequency domain can be expressed as

S̃
(i)
k = F(i)

k Yk −B
(i)
k Ŝ

(i−1)
k , (2)

where i is the iteration number, Fk represents a 1×Nrx vector containing the feedforward coefficients
for subcarrier k, Bk is the respective feedback coefficient and Ŝ

(i−1)
k is the kth DFT sample of the

estimated block ŝ
(i−1)
n (n = 1, . . . , N) from the previous iteration after the decision device.

The feedforward and feedback coefficients that minimize the MSE between the estimated symbols
and the transmitted symbols at the detection point of the receiver in the presence of interferers can
be computed using the following expressions (from [18])

F(i)
k =

γ(i)

1 + φk

(
1− (

ρ(i−1)
)2

)Γk, (3)

for the feedforward coefficients and

B
(i)
k =


γ(i) φk

1 + φk

(
1− (

ρ(i−1)
)2

) − 1


 E

[
SkŜ

(i−1)∗
k |Hk

]

PŜ

, (4)

for the feedback coefficients, with

γ(i) =
N

N−1∑
k=0

φk

1+φk(1−(ρ(i−1))2)

, (5)

ρ(i−1) =

∣∣∣E
[
SkŜ

(i−1)∗
k

∣∣∣Ĥk

]∣∣∣
√

PSPŜ

, (6)

Γk = HH
k

(
E

[
HI

k

(
HI

k

)H
]

+
PN

PS
IN

)−1

, (7)

and
φk = ΓkHk. (8)

3. SYSTEM LEVEL SIMULATIONS

The core of the system level simulations (SLS) is composed by a discrete event generator with some
grade of abstraction. The events generated consist of individual tasks such as CQI reporting, packet
processing, radio resources management, etc.. Propagation, traffic and mobility models are also part
of the SLS and have great impact in the results that will be outputted, especially in terms of coverage
and radio link SNR estimation. Additionally, fast-fading and shadowing conditions are emulated,
since channel conditions for every enhanced nodeB/user equipement (eNB/UE) combination are
time-varying and location dependent.

The geographical environment used in the simulation can be configured manually (i.e., setting
the geographical position of each eNB). A scenario comprising nineteen sites was configured for the
simulations. However, to save simulation time the mobile users are only located on the seven cells
at the center of the scenario as is illustrated in Fig. 2.



2786 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

,1kY

( )

,1

i

kF

( )i

kB

( )i

kS
%

( )ˆ i
ns

( )i

ns%

( 1)ˆ i

kS

,1ny

, rxk NY

( )

, rx

i

k NF

, rxn Ny

{    }

{      }

{    }

{     }

{      }

{      }

{    }

-{      }

{    }

{    }

{    }

Figure 1: IBDFE receiver structure. Figure 2: Users distribution inside the scenario.

Another general description of a SLS is presented in [19]. The ITU-R IMT-Advanced MIMO
channel model for SLS is a geometry-based stochastic model. It can also be called double directional
channel model. It does not explicitly specify the locations of the scatters, but rather the directions
of the rays, like the well-known spatial channel model (SCM) [20]. Geometry-based modeling of
the radio channel enables separation of propagation parameters and antennas.

Several different scenarios have been evaluated by 3GPP, some considering different traffic ser-
vices in Point-to-point (PtP) mode. The single-user SU-SIMO scenario will be evaluated in the
next section.

4. PERFORMANCE RESULTS

In order to evaluate the link level performance of the different receivers, several Monte Carlo
simulations were performed for coded SC transmissions with N = 1024, (corresponding to 10 MHz
bandwidth of LTE) using QPSK, 16QAM and 64QAM modulations. The channel model adopted
was the Extended Typical Urban model (ETU) [21] with Rayleigh fading employed in the different
taps. Hk, E[HI

k(H
I
k)

H ] and N0 were assumed to be perfectly estimated at the receiver. Fig. 3 and
Fig. 4 present the block error rate (BLER) versus the signal to interference plus noise ratio (SINR)
for the conventional and the interference aware IBDFEs receivers, respectively. Each block has
3000 bits, four receive antennas and 1 interferer contributing with interference over thermal (IoT)
level of 12 dB is considered. It is obvious that the BLER performance of the conventional IBDFE
is worse than the interference aware IBDFE. For the reference BLER = 0.1 the gain in SINR of
the latter is around 11 dB. However, we need to consider the system level simulation scenario to
get the corresponding throughput gain.

Every UE is individually allocated with resources, and once these are finite, some sort of schedul-
ing mechanism is necessary. Different scheduling mechanisms are tested, using 10UEs per sec-
tor [22]. One traffic model was considered, the File Transfer Protocol (FTP) traffic model emulat-
ing the traffic generated by FTP applications. The FTP traffic model obeys the characteristics of
the model described by 3GPP in [23], and the average load offered to each UE is around 925 kbps.
Three channel aware schedulers are evaluated. The scheduler maximum carrier-interference (MCI),
also referred to in the literature as ‘Maximum SINR’, gives more priority to users with good chan-
nel conditions (users located closer to the base-station). The measurement of SINR is performed
via constant periodic channel quality indication (CQI) feedback done by every single user. The
scheduler chooses the user k with maximum SINR at instant t. The MCI is not fair. There are
two ‘fair’ schedulers: the proportional fair (PF) and the fair throughput (FT). Both are channel
aware. We can look at PF as a less aggressive version of Max C/I scheduling algorithm. PF uses
feedback sent by users to determine the instantaneous possible data rate a user k can achieve at
a given instant t, and also the average throughput a user k had until instant t. This way, users
that have instantaneous throughputs higher than their average throughput are scheduled first. The
FT scheduling aims at fairness in terms of user throughput (all users, no matter what are their
receiving conditions or position inside the cell will have the same average throughput). This is done
by scheduling first users who have lowest average throughputs. Cell edge users typically experience
worst SINR than users at the center of the cell and they can only use lower modulation schemes
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Figure 3: BLER performance of the conventional
IB-DFE for 64QAM (Nrx = 4, NI = 1 with IoT =
12 dB, 3000 bits).
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Figure 4: BLER performance of the interference
aware IBDFE for 64QAM (Nrx = 4, NI = 1 with
IoT = 12 dB, 3000 bits).
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Figure 5: CDF of Throughput for MCI scheduler.
(Nu = 10).
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Figure 6: CDF of Throughput for PF scheduler.
(Nu = 10).

and coding rates, generally transmitting with lower throughputs than users at the center of the
cell. When FT is used these users with lower SINR will be scheduled more often than users with
high SINR.

The following results have considered a total of 18 different CQIs, with eleven CQIs QPSK
modulated, four CQIs 16QAM modulated and 3 CQIs 64QAM modulated.

In Fig. 5, Fig. 6 and Fig. 7 the cumulative distribution function of throughput (CDF(x)), for
SU-SIMO 1 × 2/1 × 4, with the conventional IB-DFE (IB/IB4) and interference aware IB-DFE
(IRC/IRC4) is presented for MCI, PF and FT, respectively. The CDF(x) is the probability of
the random variable % of UEs with throughput value less than or equal to x. Based on the link
level results it is expected higher throughput for the interference aware IB-DFE receiver compared
to the conventional ID-DFE. This can be fully observed but the way the scheduler performs is
determinant. It is observed that MCI (Fig. 5) provides throughput values above 1000 kbps for only
10% of users. However, for 5% of users (the cell edge users) the MCI performance is very low
(null for conventional IB-DFE receiver). To increase the throughput performance of cell edge users
the PF scheduler (Fig. 6) should be selected. But if we really want that all users transmit with
the same throughput independently of their position within the cell then we must choose the FT
scheduler (Fig. 7). It is obvious the throughput gain of the interference aware receiver compared to
the conventional. Taking as reference the throughput achieved by 50% of the users we notice that
the interference aware receiver IB-DFE 1× 4 (IRC4) with MCI provides the maximum of 700 kbps,
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Figure 7: CDF of Throughput for FT scheduler. (Nu = 10).

higher than 600 kbps of PF and 580 kbps of FT. The maximum throughput achievable is 6000 kbps
for users close to the base station. When there are 10 active users (NU = 10) per sector it means
that with fair schedulers, the maximum of 600 kbps is provided for each user. Only the interference
aware receiver IRC4 is capable to provide almost the maximum throughput for the majority of the
users which makes the throughput performance independent of the scheduling algorithm as long
as they are fair schedulers. This is the reason why the performance of PF and FT is quite similar
with IRC4.

5. CONCLUSIONS

In this paper we have studied the use of an interference aware IBDFE for the uplink of LTE-
Advanced. It was shown through link level simulations that the interference aware IBDFE achieves
substantial performance gains over the conventional IBDFE and linear IRC detector in time dis-
persive channels with strong cochannel interference. It was shown through system level simulation
results that the use of the iterative aware receiver achieves additional throughput gains over the
conventional IBDFE. However, the gains obtained depend on the schedulers employed and on the
number of receiving antennas.
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Abstract— Security is a demanding challenge in wireless systems due to the broadcast nature
of the channel. One the other hand security at physical layer can increase overall system’s
security since it can be combined with other security schemes from higher layers. High throughput
required by modern wireless networks can be assured by MIMO (Multiple-input multiple-output),
but when high spectral efficiencies are needed multilevel modulations with high peak-to-average
power ratios should be used, which may affect efficiency of power amplification. This problem
can be avoided by the MISO (Multi input Single Output) transmitter considered here, where
transmitted multilevel constellations are the result of the combination of several uncorrelated
BPSK (Bi-Phase Shift Keying) components, that are amplified and transmitted independently
by an antenna. The constellation shaping done by this transmitter means directivity in the
transmitted constellation that can be used to assure security at physical layer. Security as
well complexity are assured since any eavesdropper must know the set of coefficients associated
to each BPSK component as well as the antenna array configuration. It is shown that the
inherent security assured by this transmitter allows secrecy at physical layer. Several examples
are analyzed and the corresponding results show the effectiveness of the proposed approach to
implement a security scheme at physical layer level.

1. INTRODUCTION

Mobile communication systems must support multiple users achieving at same time privacy of
users contents. Moreover, the broadcast nature of wireless channel makes it even more demanding
any security solution. It is well known that common security solutions are based on encrypted
algorithms from higher layers, such as private and public encrypted keys [1–3]. One advantage of
physical layer security schemes relies on the fact that they may be combined with other schemes from
higher layers to increase overall security. Coding or channel state information can be used to assure
physical security. However, these approaches compromise spectral efficiency or are inadequate for
static channels. For these reasons, it is desirable a physical security scheme without coding and
independent of channel state information, where security is achieved trough constellation mappings
and shaping for specific directions that are introduced at transmitter level.

MIMO (Multiple-input multiple-output) as well as MISO (Multiple Input single Output) systems
can increase throughput in modern wireless networks and reduce interference [4]. Other advantage
of MIMO systems is the reduction of the transmitted power. On the other hand, high spectral
efficiency is only attainable by multilevel modulations characterized by high peak-to-average power
ratios (PARP), which may affect efficiency of power amplification. This problem can be avoided with
a transmission scheme, where the constellations are decomposed on several uncorrelated BPSK (Bi-
Phase Shift Keying), QPSK (Quadri Phase Shift Keying) or OQPSK (Offset QPSK) components,
being each component amplified and transmitted independently by an antenna [5, 6]. This approach
also avoids combination losses since the several signal components are combined at channel level.
Security is also assured, since the constellation shaping introduced by the MISO transmitter means
that we have directivity at the constellation level that can be employed to assure security at
physical layer [7]. Therefore, the inherent security lies on the constellation directivity, i.e., in the
direction in which the constellation is optimized, which can be improved by changes on coefficients’
phases or using constellations that are decomposed with an higher number of BPSK components.
High computational complexity associated to interception is also achieved because each user must
know the set of coefficients associated to the BPSK components as well as the array configuration,
otherwise receives useless data. Moreover, the security implemented in this case do not compromises
spectral efficiency and it is also independent of channel sate variability. The several cases analyzed
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here show effectiveness of the proposed approach to implement a security scheme at physical layer
level.

This work explores a multi-antenna transmission technique as a physical layer security technique
independent of channel characteristics. In Section 2 a revision of the transmitter technique is
made. The rest of the paper is organized as follows: considerations about the security achieved
and complexity are presented in Section 3. A analysis of security and a set of simulation results
are also presented in this Section. Section 4 resumes this paper.

2. MISO TRANSMITTER AND CONFIGURATIONS HYPOTHESIS

The basic idea is to employ a transmitter structure where the transmitted constellation (for exam-
ple a M-QAM (Quadrature Amplitude Modulation)) is the result of the combination at channel
level of Nm constant envelope signals that are amplified by Nm nonlinear amplifiers before being
transmitted by Nm antennas. This avoids combination losses and increases efficiency of power
amplification, since the outputs of the Nm amplifiers are combined at the channel and it is possible
to use nonlinear (NL) amplifiers in each radio frequency (RF) branch [5, 6]. Figure 1 shows the
structure of such transmitter, where firstly the data bits are mapped into a given constellation (e.g.,
a QAM constellation) characterized by the ordered set S = {s0, s1, . . . , sM−1} following the rule
(β(µ−1)

n , β
(µ−2)
n , . . . , β

(1)
n , β

(1)
n ) 7→ sn ∈ S, with (β(µ−1)

n , β
(µ−2)
n , . . . , β

(1)
n , β

(1)
n ) denoting the binary

representation of n with µ = log2(M) bits. Next, the constellations symbols are decomposed in
Mm polar components, i.e.,

sn = g0 + g1b
(1)
n + g2b

(2)
n + g3b

(1)
n b(2)

n + g4b
(3)
n + . . . =

M−1∑

i=0

gi

µ−1∏

m=0

(
b(m)
n

)γm,i

, (1)

with (γµ,i γµ−1,i . . . γ2,i γ1,i) denoting the binary representation of i and b
(m)
n = (−1)β

(m)
n is

the polar representation of the bit β
(m)
n . Since we have M constellation symbols in S and M

complex coefficients gi, (1) is a system of M equations that can be used to obtain the coefficients
gi, i = 0, 1, . . . , M−1. In practice, a given constellation can be decomposed as the sum of Nm ≤ M
polar components, since g0 = 0 (which represents the center of mass of the constellation) and other
gi can also be 0 [8]. Each one of the Nm polar components is modulated as a BPSK signal, being each
one a serial representation of an OQPSK signal [9], with reduced envelope fluctuations and compact
spectrum (e.g., a gaussian minimum shift keying (GMSK) signal). Finally, the corresponding signals
are separately amplified by Nm nonlinear amplifiers and posteriorly transmitted by Nm antennas.
Despite the uncorrelation between BPSK components, there is directivity at information level since
the transmitted constellation shape is optimized for a specific angle Θ. So, security arises as a
consequence of constellation shaping, since any unauthorized user must know the constellation
coefficients gi as well as the array configuration to decode with success the transmitted data.
Another important aspect is the complexity associated to any interception. In this case, complexity
relies on the several configuration freedom degrees that are possible at the transmitter. Mappings
cab be changed by setting different values to the set of coefficients gi or changing association between
BPSK components and transmit antennas. For example, assuming the a equal number of active
antennas and BPSK components, i.e., Nm components, the number of possible configurations will
be log2(M)! × (Nm! − Nm), where NNm

m ! − Nm denote the number of different permutations of
coefficients gi between antennas. Moreover, if the array have M antennas with only Nm active,
the number of permutations is given by M !/((M −Nm)!Nm!) which leads to the total number of
combinations log 2(M)!M !/((M −Nm)!Nm!). Actually, the number of possibilities is higher since
we must take into account the directions in which the constellation can be optimized (Θ ∈ [0, 2π])
and also the spacing between antennas.

3. SECURITY LEVEL AND SIMULATION RESULTS

To characterize the security achieved by this scheme we consider the simplest scenario with a
three-terminal system comprising a transmitter, the intended receiver, and an unauthorized re-
ceiver (eavesdropper), wherein the transmitter wishes to communicate a private message to the
receiver. Having in mind the the analysis of the secrecy level assured by this transmission scheme
and the tolerance against errors on the estimation of transmitter’s parameters (closely related with
the complexity), the mutual information (MI) associated to both authorized receiver and eaves-
dropper will be evaluated. For this purpose, we assume that the authorized receiver knows the
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Figure 1: Structure of constellation directive transmitter.

transmitter coefficients gi. Regarding the eavesdropper we admit two possibilities: in the first one
the eavesdropper do not have any information about gi and array configuration. In the second the
configuration parameters associated to the constellation optimized for the angle Θ are known, but
the eavesdropper is unable to estimate the exact coefficients gi and the array configuration that
lead to an new optimization angle Θ + ∆Θ).

Despite the variety of possible parameters that can be changed in the configuration of this
transmitter, we restrict our analysis to transmitters with equal number of antennas and BPSK
components and an uniform spacing between antennas equal to d/λ = 1/4. We assume an non-
degraded Gaussian wiretap channel, where both channels are Additive White Gaussian (AWGN)
channels.

Let s(t) denote the nth transmitted symbol associated to a given block

s(t) = snhT (t− nTS), (2)

with TS denoting the symbol duration and hT (t) denoting the adopted pulse shape. sn belongs to a
given size-M constellation S. The received signals by the authorized receiver and the eavesdropper
are

y(t) = fA(s(t)) + n1(t), (3)
and

z(t) = fA(s(t)) + n2(t), (4)
with n1(t) and n2(t) denoting de noise terms and fA denotes the shaping performed by the trans-
mitter array. It is well known that perfect secrecy implies that I(S;Z) = 0, with S the sent message
and Z the received message by the eavesdropper and where I(; ) denotes mutual information. It
should be noted that the mutual information (assuming equiprobable symbols) for a given signal
set S gives the maximum transmission rate (in bits/channel use) at which error-free transmission
is possible with such signal set [10], and can be written as

I(S, Y )− log2 M − 1
M

∑

s∈S

En


log2


 ∑

s′n∈S

exp(− 1
N0
|
√

Es(sn − s′n) + n|2 − |n|2)




 , (5)

where E denotes the expectation. It can be shown that the secrecy capacity is given by the difference
of mutual informations

Cs = max
s∈F

[I(S; Y )− I(S; Z)] (6)

where F is the set of all probability density functions at the channel input under power constrain
at the transmitter, I(S;Y ) denotes the mutual information of the intended receiver and I(S;Z)
represents the mutual information of eavesdropper. It is important to recall that when coefficients
gi are not known the distortion effects on the transmitted constellation are comparable to nonlinear
distortion introduced by a nonlinear channel with a AM/AM and a AM/PM non null characteristic.
Therefore, we can expect a null MI value for the case where there is no information about transmitter
configuration available for the eavesdropper.
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3.1. Simulation Results

For MI computation we consider average results based on independent trials of Monte Carlo ex-
periments. Also the symbols sn are selected with equal probability from a M -QAM constellation
(dimensions of M = 16 and M = 64 are considered). The transmitter based on 16-QAM with gray
mapping is characterized by the set of non null coefficients g34 = 2j, g1 = 1, g3 = 2 and g12 = j,
associated to the antennas 1, 2, 3 and 4, respectively. For 64-QAM we have is 6 non-null coeffi-
cients with values 2j, 1, 2, j, 4 and 4j associated to the antennas 1, 2, 3, 4, 5 and 6, respectively.
Results are expressed as function of Eb

N0
, where N0/2 is the noise variance and Eb is the energy of

the transmitted bits. In the second hypothesis the ∆Θ values are 6◦ and 8◦. Only for comparison
purposes and to see what is the effect of an higher number of RF branches on secrecy capacity in
second hypotheses, we consider also a Voronoi constellation with 16 symbols characterized by the
set of complex coefficients g0 = 0, g1 = −0.58 + j0.57, g2 = −0.712 + j0.545, g3 = −0.014− j0.124,
g4 = 0.028 + j0.248, g5 = −0.186 + j0.273, g6 = −0.2 + j0.149, g7 = −0.014 − j0.124, g8 =
−0.1+ j0.074, g9 = 0.085− j0.198, g10 = 0.358+ j0.272, g11 = 0.859− j0.198, g12 = −0.1+ j0.074,
g13 = −0.085 − j0.198, g14 = −0.1 + j0.074 and g15 = 0.085 − j0.198 (Voronoi constellations are
optimized to assure the best energy efficiency).

Figure 2 shows MI behavior with the optimization angle θ for transmitters using 4 and 6 RF
branches, i.e., for 16-QAM and 64-QAM constellations, respectively. It can be seen that when
the intended receiver knows the transmitter parameters the MI is practically unaffected by the
optimization angle in which the constellation is configured. This means that, independently of Θ,
the authorized receiver is able to decode with success the transmitted data.

Figure 2: MI behavior with the transmission direction θ for the authorized user.

It should be mentioned that, when no information about transmitter configuration is available
at the eavesdropper, the MI value is always null (under these conditions the eavesdropper assumes
a regular M-QAM constellation with gray mapping, and is unable to compensate the nonlinear
distortion due to the constellation shaping). This is shown in the results of Figure 3, regarding
the secrecy evolution with Eb

N0
, where it can be seen that the secrecy capacity equals the mutual

information of the authorized receiver. In this case the MI values agree with the secrecy capacity.

Figures 4 and 5 show the results regarding the second hypothesis, where the eavesdropper knows
the initial set of parameters associated to the optimized constellation for angle Θ, but is unable to
accurately estimate the associated parameters in a new direction Θ + ∆Θ. Clearly, the MI for the
eavesdropper is severely affected when is unable to estimate the angle Θ + ∆Θ. As expected, the
higher number of RF branches implies stronger impact on MI values. This is valid for 16-Voronoi
constellation where the secrecy is practically equal to the results of Figure 3 (in this case the MI for
the eavesdropper is near zero). The same conclusion is valid for 64-QAM as we can see from Figure 5
(the 64-Voronoi was not included since our previous analysis showed that the effect on secrecy rate
is similar to 16-Voronoi). Therefore, the resort to constellations requiring more BPSK components
implies lower tolerance to estimation errors. This is good since it means high complexity in the
computational process to estimate the transmitter parameters by any eavesdropper.
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Figure 3: Secrecy rate for 16-QAM and 64-QAM
when only the information about the set of gi co-
efficients is available to the eavesdropper.

Figure 4: Secrecy rate for 16-QAM and 16-Voronoi
for the second hypothesis about eavesdropper.

Figure 5: Secrecy rate for 64-QAM and 16-Voronoi for the second hypothesis about eavesdropper.

4. CONCLUSIONS

In this paper we considered constellation shaping achieved by a MISO transmission structure as a
technique to implement physical layer security. The basic idea relies on the fact that the constella-
tion shaping performed for a specific direction Θ can be used to assure secrecy on communication.
The several freedom degrees regarding the configuration of transmitter lead to complexity levels
that makes very difficult any successful interception by an eavesdropper. These assumptions were
confirmed by a set of simulation results where it was possible to see the good level of secrecy at-
tainable by these kind of transmitters. Notwithstanding the analysis and results presented here,
a full characterization of the secrecy attainable by this transmitter should be addressed in future
work.
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Abstract— This paper presents an experimental study for the propagation losses and wave
attenuation inside human body for implanted antenna at different body organs. The experimental
study discusses the commonly used frequency bands: 402–405MHz MICS (Medical Implant
Communication Service) band, and the industrial, scientific and medical (ISM) band frequency
at 915MHz. The path loss is calculated for different positions of implant at different organs
i.e., heart, stomach, and intestine. In addition, the effect of frequency change is discussed and
analyzed.

1. INTRODUCTION

Wireless communication and channel modeling for implantable biomedical devices have received
more attention in recent years for diagnosis and therapy. The patients can be monitored remotely
without direct physical communication and schedules. Biomedical implantable devices play an
important role in remote monitoring of various important parameters such as concentration of
glucose, and blood flow pressure and rate, etc. [1].

Mutual communication between the implantable medical devices and the ex-vivo devices is com-
monly performed in the medical implant communications service (MICS) band (402–405MHz) as it
represents reasonable signal propagation characteristics in human body [2]. MICS has wide range of
applications such as stimulatory devices including pacemakers and implantable cardioverter/defibri-
llator. Moreover, ISM band is intended for start-up signal, thus saving the total power consump-
tion [2]. It is crucial to analyze the signal attenuation in the lossy human tissues and the propagation
around the human body. The radiation performance of human vaginally implanted 418MHz and
916.5MHz radio sources was examined, and it was shown that as the frequency increases, losses
in human tissues increase also [3, 4]. Moreover, the path loss characterization of in-vivo communi-
cation channel at 2.45 GHz was investigated inside the human body chest, and it was shown that
there was almost 10–15 dB variation in path loss in case of in-vivo channel as compared to free
space, which reflects the importance of carefully considering the location of on-body receiver for
optimal system performance [5].

Experimental measurements used to confirm the validity of the simulation results done using
human body models are usually performed inside phantoms. Phantoms are relatively easy to be
analyzed and implemented; however, real time in-vivo measurements of implantable devices are
essential to verify the performance in a real environment that has many and different tissue layers.
These multitissues have different electrical properties such as conductivity and signal attenuation
depending on the used frequency as well as age, size, sex, etc. [6]. In addition, the most widespread
solution is the use of liquids, simulating the electrical properties of the body tissues, that fill a
container with predefined shape [7]. A comparison between a single equivalent layer of a body
model and a three layer structure was presented showing the advantages and limitations of each
one [8]. Numerical electromagnetic analysis was applied to model in/on body radio propagation
channels which clarified the importance of digital phantom accuracy [9].

In this study, experimental analysis of implantable antennas for biomedical telemetry in the
ultrahigh frequencies MICS (402–405 MHz) and the industrial, scientific and medical ISM (902–
928MHz) bands is presented. Measurements are performed on adult cadaver. For measurement
studies, an antenna is placed at different organs inside the body (keeping in view the most promising
implantable applications) i.e., heart, stomach and intestine. The ex-vivo antenna is placed at a
distance of 20 mm from the body. In addition, different depths of implant antenna are considered
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as well. Path loss is calculated for all scenarios. The study enables better understanding of losses
inside the body for different organs, which will help in developing better implantable devices.

The paper is organized as follows: Section 2 discusses the experimental setup and the positions
of both the implanted and ex-vivo antennas. Section 3 discusses the results. Finally, conclusions
are given in Section 4.

2. MEASUREMENT SETUP

The measurement setup were performed using a medium height adult cadaver in Medipol University,
Turkey (IRB approval was obtained for this study). Two dipole antennas were used in this study,
one was implanted inside the body and the ex-vivo antenna was placed outside the human body at
the distance of 20mm from the surface of the body. The measurements were taken at different body
locations. The implanted antenna was placed at three different organs inside the body i.e., heart,
stomach, and intestine. Moreover, the measurements were done for different implanted antenna
organ positions. For the heart, the implanted antenna was placed at two positions, top and bottom
of heart, represented by hrt1 and hrt2; respectively. For the intestine, the implanted antenna was
placed at two positions, top and bottom of intestine, represented by int1 and int2; respectively.
Finally, for the stomach, the implanted antenna was placed at three difference positions, top,
bottom and inside the stomach, represented by st1, st2, and st3; respectively. The study was done
at two frequency bands: 402–405 MHz MICS (Medical Implant Communication Service) band, and
the industrial, scientific and medical (ISM) band frequency at 915MHz.

The ex-vivo antenna was placed outside the body at distance 20 mm away from the body.
Moreover, the losses inside the human body were investigated for different ex-vivo antenna positions
regarding the body. The ex-vivo antenna was placed in 3 positions: at center of the body, at
right side of the body, and at left side of the body, represented by c, s1, and s2; respectively.
Ex-vivo antenna was oriented parallel to the implanted antenna throughout the measurement.
Consequently, the polarization loss and the effect of the polarization on the performance were not
encountered. For all cases, path loss was calculated from the measured transfer function S21 using
Rohde & Schwarz portable vector network analyzer, which was calibrated to remove any cable
losses.

3. ANALYSIS OF MEASUREMENT RESULT

The effect of the human body on the in-vivo device signal must be understood for successful
design and reliable operation. Unlike the usual communication through constant air, the various
tissues and organs within the body have their own unique conductivity, dielectric constant and
characteristic impedance. Table 1 represents a comparison between the values of the path loss
for different organs at different implantable antenna positions. The effect of the ex-vivo positions
regarding to the human body is also clear from the table. All these values are measured at a
distance of 2 cm from the human body. Table 1 shows the measurement results at the two chosen
frequency bands. The losses through the body come from the attenuation by the weakly conductive
tissues and the reflection at each of the boundaries of dissimilar tissues.

Table 1: Path Loss (dB) for different body tissues at different ex-vivo positions measured at the two specified
frequency bands.

402MHz 915MHz
c s1 s2 c s1 s2

Heart
hrt1 −67.06 −67.062 −40.65 −42.08 −55.72 −40.99
hrt2 −40.99 −40.99 −40.99 −46.5 −56.74 −63.9

Stomach
st1 −40.99 −40.99 −40.99 −57.52 −39.93 −41.51
st2 −40.99 −40.99 −40.99 −58.75 −51.71 −50.4
st3 −38.78 −38.78 −38.78 −67.39 −58.34 −69.34

Intestine
int1 −38.78 −38.78 −38.78 −73.3 −42.59 −47.05
int2 −26.81 −26.81 −35.84 −41.12 −68.1 −46.06
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Table 2: Average Path Loss (dB) at the two specified frequency bands.

402MHz 915 MHz
Average 1 Average 2 Average 1 Average 2

Heart
hrt1 −58.26 −49.62 −46.26 −50.99
hrt2 −40.99 −55.71

Stomach
st1 −40.99 −40.25 −46.32 −54.99
st2 −40.99 −53.62
st3 −38.78 −65.02

Intestine
int1 −38.78 −34.30 −54.31 −53.03
int2 −29.82 −51.76
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Figure 1: Average Path loss at the two specified frequency bands.

In order to ease the comparison between the different path loss values, Table 2 summarises Ta-
ble 1 by representing the average values for the path loss at different implantable antenna positions,
and ex-vivo positions. “Average 1” represents the average value of the path loss resulting from the
different ex-vivo positions regarding to the human body. While “Average 2” represents the average
value of the path loss resulting from measuring the losses at the different organs inside the body.

From the results, it can be concluded that as the frequency increases, losses also increase for
the all body organs due to the high conductivity of the tissues and the increase of the free space
propagation losses. For 402 MHz frequency band, losses from the intestine is the lowest, while losses
from the heart is the highest. On the other hand, for 915 MHz frequency band, losses from the
heart is the lowest, while losses from the stomach is the highest. These results are indicated in
Fig. 1.

4. CONCLUSION

The paper presented an experimental study of in-vivo radio propagation at 402 MHz, and 915 MHz
bands. The effect of the position of the implanted antenna inside a human body is analysed. The
position of both the implanted antenna and the ex-vivo is shown to have a great effect on the path
loss. Different body tissues have an effect on the path losses. Consequently, it is important to
consider the real effect of the different body tissues, when designing an implanted antenna to get
reliable and practical situation. It is clear from the investigation that the losses increase as the
frequency increases due to the high conductivity of the tissues.
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Abstract— In this paper, we study the performance of ultra-wideband (UWB) body-centric
wireless networks (BCWN). In this context, we first evaluate the capacity of UWB multiple-input-
multiple-output (MIMO) on-body channels then we study the statistics of the eigenvalues of these
channels. In order to study the effect of on-body antenna positions, we consider four different
transmit-receive antenna location scenarios where the transmit antenna is fixed on the Waist
and the receive antenna is placed in different positions. More specifically, the four considered
scenarios are the Chest-Waist, Wrist-Waist, Ankle-Waist, and the Back-Waist settings. For each
of these scenarios, we evaluate the channel capacities depending on the amount of channel state
information (CSI) available to the transmitter. More specifically, we evaluate the equal-power
capacity and the water-filling capacity for the cases where no CSI and full CSI are available to
the transmitter, respectively.

1. INTRODUCTION

The main idea behind body-centric wireless communications is to connect multiple devices that
are located on the human body. In this context, several research topics have covered the study of
body-centric communications especially with the scope of personal area networks and body-area
networks. Both narrow-band and wide-band frequencies can be used for body centric wireless
communications. However, ultra-wideband (UWB) is a promising wireless communications tech-
nology that is characterized by low energy and large bandwidth and can be used for short-range,
high-data-rate communications. UWBs low-power requirements makes it an ideal candidate for
body-centric communication systems (BCCS) [1]. Moreover, the use of such higher frequencies re-
duces the propagation of waves into the human body. As the demand for higher data rate increases,
new techniques that aim at achieving these data rates are evolving. Among the most popular is
the combination of the UWB technology with multiple-input-multiple-output (MIMO) systems [2].

In the literature, a lot of research was dedicated to assessing the performance of UWB com-
munications during the past decade. In this context, the characterization of on-body and UWB
channels for communication systems using single-antenna-based transceivers were considered in [3–
5]. By considering different antenna-types and changing the on-body antenna positions, the effect
of different body positions and the in uence of various antenna types on UWB on-body channels
were investigated in [6]. In a more spectrally-efficient approach, MIMO systems have been studied
extensively for mobile and personal communication links in [7], and the ergodic and outage capaci-
ties of narrow-band Gaussian MIMO channels were studied in [8]. In this context, there have been
several studies done to assess the benefits of multiple-antenna techniques for BCCS for narrow-
band systems [9, 10] and UWB single-input-multiple-output (SIMO) systems [11–13]. In [14], the
authors explore the performance of impulse radio UWB for wireless body area networks (WBAN)
channels in terms of bit error rate (BER). Recently, the capacity of UWB on-body networks is
investigated in [15] based on experimental measurements.

In this paper, extending the results obtained in [15], the achievable capacity gain when using
UWB MIMO-aided BANs under two different power schemes (i.e., equal-power and waterfilling
power allocation [16]) is evaluated and the statistics of the channels’ eigenvalues are studied. The
proposed model is based on a measurement campaign conducted in the 3.1–10.6GHz frequency
range using a MIMO channel measurement system. The waterfilling power scheme is adopted in
an attempt to increase the channels capacity in the low signal-to-noise ratio (SNR) range. Based
on the experiential results, we explore the capacity of UWB MIMO for body area networks and
present its mathematical formulation.

The remainder of the paper is organized as follows. Section 2 presents the details behind
the measurements setup and the used equipments. Section 3 first gives the channel model then
introduces a background for the performance analysis. Section 4 illustrates and confirms this
performance via selected numerical results. Finally, Section 5 concludes the paper.
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2. MEASUREMENT SETUP

In the considered measurements, we consider a coplanar waveguide fed tapered slot 2 × 2 UWB
antenna presented in [17] is used for UWB MIMO measurements over the frequency band from
3.1 to 10.6 GHz. The used antenna exhibits excellent gain and radiation properties in the 2.2–
11GHz band. The total size of the used antenna is 27mm × 47mm as shown in Figure 1(a)
with a spacing of 0.34λ (15 mm) between the two antenna elements (where λ represents the free
space wavelength). Measurements were first performed in the anechoic chamber and in an indoor
environment as shown in [17] at Queen Mary, University of London in order to observe the effect
of an indoor environment on MIMO radio channel for body-centric wireless networks. For on body
measurements transmitting antenna (TX) was placed at waist (belt) height, whereas receiving
antennas (RX) were placed on four different locations, i.e., right side of chest, right wrist, right
ankle position and back as shown in Figure 1(b).

In order to analyze the considered 2 × 2 UWB MIMO channels, an Agilent four-port pro-
grammable network analyzer (PNA) (PNA-N5244) shown in Figure 1(c) is used. This equipment
measures the scattering parameters between the transmit and receive antenna pairs at different
positions on the human body. The PNA is calibrated and remotely controlled using the LabView
8.5 software. Receiving antennas were connected to ports 1 and 2 and transmitting antennas were
connected to ports 3 and 4. For each measurement, random bodily activities were carried out that
represent typical, everyday movements. The PNA was set to capture 3201 data samples, with a
sampling time of 6.6ms. The sampling time was carefully chosen to capture all variations made by
any fast movement of the human subject by incorporating the Doppler effects.

(a) (b) (c)

Figure 1: On-body measurements set-up [10, 17]. (a) Two-element MIMO antennas. (b) MIMO antenna
positions. (c) TX and RX connectivity.

3. CHANNEL MODEL

The use of MIMO offers many advantages when compared to SISO systems. Indeed, the channel
capacity can be further increased in MIMO by creating multiple parallel channels and then exploit-
ing multipath signals. The spatial multiplexing gain is proportional to min{Nt, Nr}, where Nt and
Nr represent the number of transmit and receive antennas respectively.

Considering a MIMO on-body channel with Nt transmit and Nr receive antennas, the input-
output relationship between the transmitter (TX) and receiver (RX) is expressed as

Y = HX + η, (1)

where the transmitted signal X through the channel H experiences an Nr-dim additive white
Gaussian noise (AWGN) η = [η1, η2 . . . , ηNr

]T .
In the general MIMO case, the channel model can be descried as

Y(t) =
L∑

l=1

AlX[t− (l − 1)∆τ ] + η(t), (2)

where X(t) and Y(t) are the Nt- and Nr-dimensional vectors of the transmit and receive signals,
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respectively. Al, l = 1, . . . , L, are the amplitude fading matrices. ∆τ can be set to be 1/B, with B
being the bandwidth of the transmitted signal X.

The equal-power capacity for UWB systems can be obtained as [2]

C =
∫ B/2

−B/2
log det

[
INr

+
ρ

Nt
H(f)HH(f)

]
df, (3)

where ρ is the SNR at the transmitter’s side, INr
is an Nr ×Nr identity matrix, H(f) =

∑L
l=1 Al

e−j2πf(l−1)∆τ , and HH is the conjugate transpose of H.
As discussed in [2], it is extremity difficult to obtain the closed form expression for (3). Thus,

we use Monte Carlo simulation to evaluate the capacity for different on-body scenarios. Given the
distribution PC(·) of C, the outage probability of the channel capacity can be obtained for a given
data transmission rate R as

Pout(R) = PC(R) = PC̄(R/B), (4)

where C̄ = C/B.
Similarly, the water-filling capacity can be obtained for the case where full channel state infor-

mation (CSI) is available at the transmitter. Letting λ1(f), λ2(f), . . . , λNt
(f) be the eigenvalues

of H(f)HH(f), the channel capacity with known CSI at the transmitter is then given by

C =
B

π

Nt∑

i=1

∫

Iiθ

log
[ θ

N0
λi(f)

]
df, (5)

where θ is a constant independent of the frequency and Iiθ denote the intervals of f in which
N0/λi(f) ≤ θ, i = 1, . . . , Nt.

4. NUMERICAL EXAMPLES

First, we investigate the cumulative distribution function (CDF) and the probability density func-
tion (PDF) of different channels’ eigenvalues for the four considered scenarios. In this context, we
depict in Figure 2 the statistics of the largest eigenvalue λ2 for the studied 2 × 2 UWB MIMO
system obtained from the experimental measurements. The values of CDF and PDF are obtained
using the method of Gaussian Kernel estimation. Similar to [18], we alleviate the effect of the
received power imbalance by different antennas by normalizing each channel realization to its cor-
responding Frobenius norm. Thus, we focus only on the effect of the channel on the performance
of the different considered scenarios. From Figure 2, we can conclude that the Wrist-Waist and the
Ankle Waist scenarios allow for using spatial multiplexing. Indeed, in these two scenarios there is
no dominant eigenvalue and λ1 and λ2 have comparable distribution which allows for using both
channels for transmission. The two other scenarios, however, offer a strong LOS component and
there is always a dominant eigenvalue.

In Figure 3, we present the waterfilling and equal-power capacities for different scenarios. As
expected, the capacity improves with higher values of SNR. Moreover, the waterfilling allocation
offers higher values of the capacity than the equal power allocation. This better performance
comes at the expense of a CSI knowledge at the transmitter which is required to find the optimal
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Figure 2: Statistics of the channel’s eigenvalues. (a) CDF of the channel’s eigenvalues. (b) PDF of the
channel’s eigenvalues.
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Figure 3: Capacity for different MIMO UWB scenarios. (a) Back-Waist. (b) Wrist-Waist. (c) Ankle-Waist.
(d) All scenarios.

power allocation across different transmit antennas. The higher performance experienced by the
waterfilling scenario is more evident in the low average SNR range. Indeed, in this range, the power
among different eigen-channels is optimally assigned according to their state and power profile. At
high average SNR, on the other hand, the waterfilling capacity performs similar to the equal power
capacity. Indeed, in this range, the good SNR reduces the effect of the SNR knowledge at the
transmitter and waterfilling does not provide major enhancement in this case.

From Figure 3(d), we can see that the Chest-Waist performance is the lowest in terms of capacity.
This is mainly due to the fact the channel between the chest and the waist has many obstructions
for its LOS components because of the body physique including the belly, fat, and several other
factors. We can also see from this figure that the Back-Waist scenario offers also lower performance
compared to the Ankle and Wrist scenarios. This is mainly du to the shadowing caused by the body
of the subject to signal propagation between the Waist and the Back. This obstruction limits the
received signals to the body surface propagation. On the other hand, the Ankle and Wrist scenarios
offer relatively higher capacity thanks to the LOS propagation seen between the transmitter and
the receiver in these cases. This better performance helps us decide on the best location to place
the receive antenna for the on-body scenario in order to improve the amount of data transmitted.

5. CONCLUSION

In this paper we studied the performance of ultra-wideband body-centric wireless networks. In
this context, we evaluated the capacity of UWB MIMO on-body channels considering different
antenna positions and daily-activities. In order to study the effect of on-body antenna positions,
we consider four different transmit-receive antenna location scenarios where the transmit antenna
is fixed on the Waist and the receive antenna is placed in different positions. More specifically,
the four considered scenarios are the Chest-Waist, Wrist-Waist, Ankle-Waist, and the Back-Waist
settings. For each of these scenarios, we evaluate the channel capacities depending on the amount
of channel state information available to the transmitter. More specifically, we evaluate the equal-
power capacity and the water-filling capacity for the cases where no CSI and full CSI are available
to the transmitter, respectively, and we investigate the statistics of the channels’ eigenvalues.
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Abstract— Electronically tunable capacitors are key elements for tunable and reconfigurable
RF circuits. The most popular tunable capacitor topologies in CMOS are the analog varactor
and digitally controlled switched capacitor array (SCA). The conventional analog varactor shows
a high quality factor (Q-factor) in both the minimum capacitance (Cmin) and the maximum
capacitance (Cmax) states with a wide tuning range, but it has a poor linearity performance due
to the voltage dependent nonlinear capacitance. In case of the digitally controlled SCA, while
it shows a very good linearity, its Q-factor in Cmin state is strongly dependent on the substrate
loss by the parasitic junction capacitances between P -well, deep N -well, and P -substrate and
the substrate resistance. Especially, if the SCA is implemented in a standard digital CMOS
process without deep N -well, it suffers from severe Q-factor degradation in Cmin state at higher
frequencies. In order to overcome the aforementioned drawbacks of the analog varactor and the
digitally controlled SCA, the digitally controlled binary-weighted accumulation-mode varactor
array (AVA) is proposed. Contrast to the conventional analog varactor tuned by continuous
analog voltage, the proposed AVA uses only two states of Cmin and Cmax of the analog varactor
by digitally on/off control. Instead of a zero voltage reference, the negative voltage (-VDD) is
applied to the gate of the analog varactor in Cmin state in order to maximize the tuning range,
power handling capability, and linearity. The total capacitance varies by turning on (+VDD)
or off (-VDD) each branch of the proposed AVA. The proposed AVA keeps a high Q-factor in
all states even if it is implemented in a standard digital CMOS process without deep N -well,
while showing comparable linearity performance in comparison with the conventional SCA. In
simulation, Q-factor at 2.4 GHz is greater than 70 over all states and the tuning range is about
3.1.

1. INTRODUCTION

The integrated tunable capacitor with large a tuning range (T.R.), a good linearity, and a high
Q-factor is an essential building device for multi-band (MB)/multi-mode (MM)/multi-standard
(MS) tunable RF circuits, because it directly affects the key RF performances such as frequency
tuning range and phase noise of the voltage-controlled oscillators (VCOs), power efficiency of the
tunable power amplifiers (PAs), and noise figure (NF ) and linearity of the tunable low noise ampli-
fiers (LNAs) and tunable filters. Especially, in order to preserve maximum filed length andpower
efficiency of the PAs under the condition of antenna impedance mismatch, it is very important to
implement high-Q tunable capacitors in designing the tunable impedance matching circuits.

The most popular tunable capacitor topologies in CMOS are the analog MOS varactors in
Fig. 1(a) and digitally controlled switched capacitor array (SCA) in Fig. 2(a)Concerning the analog
MOS varactors, there are two types of MOS varactors. One is the accumulation-mode varactor and
the other is the inversion-mode varactor. Typically, the accumulation-mode varactor shows better
T.R. and Q-factor values than the inversion-mode varactor [1, 2]. Unfortunately, however, both
topologies show a poor linearity performance due to the voltage dependent nonlinear capacitance.
When they are in depletion region, the linearity of the MOS varactors is severely degraded.

Concerning the digitally controlled SCA in Fig. 2(a), it is constructed with several switched
capacitor branches in parallel, each of which consists of a unit capacitor in series with NMOS
transistor as a digital switch. The unit capacitors in each branch are designed to bebinary-weighted
to minimize the number of branches, and the channel widths of transistors are also binary-weighted
to keep the same Q-factor. The state-of-the-art techniques such as floating gate (body) method and
negative biasing method are commonly applied in order to increase the power handling capability of
the digitally controlled SCA. By digitally controlling the gate and the body of NMOS transistors,
the total capacitance can be controlled while maintaining good linearity. However,its Q-factor
in Cmin state is strongly dependent on the substrate loss by the parasitic junction capacitances
between P -well, deep N -well, and P -substrate and the substrate resistance. Especially, if the SCA
is implemented in a standard digital CMOS process without deep N -well, it suffers from severe
Q-factor degradation in Cmin state at higher frequencies.
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(a) (b)

Figure 1: (a) Cross-sectional view of MOS varactors (left side: accumulation-mode varactor, right side:
inversion-mode varactor); (b) their capacitance-voltage (C-V) characteristics.
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Figure 2: (a) Digitally controlled SCA with a resistive floating technique; (b) its simple equivalent circuit in
the on-state; (c) its simple equivalent circuit in the off-state.

In this paper, the effect of the parasitic junction capacitances and substrate resistance on Q-
factor of the digitally controlled SCA is studied. In addition, the digitally controlled binary-
weighted accumulation-mode varactor array (AVA) is proposed in order to overcome the linearity
and Q-factor degradation of the analog MOS varactor and digitally controlled SCA, respectively.

2. ANALYTICAL STUDY ON EFFECT OF PARASITIC JUNCTION CAPACITANCES
AND SUBSTRATE RESISTANCE ON Q-FACTOR OF DIGITALLY CONTROLLED SCA

For the on-state NMOS transistors, the floating gate (body) method is adopted in order to keep
constant turn-on state of the transistors and turn-off state of the junction diodes irrespective of
the signal power [3]. On the other hand, for the off-state NMOS transistors, the negative biasing
method is applied in order to prevent the undesirable channel formation in the event of a large
signal input and improve the power handling capability [4]. It also increases T.R. of the digitally
controlled SCA by reducing Cmin. Figs. 2(b) and (c) show the simple equivalent circuits of 1-bit
SCA with a resistive floating technique in triple-well CMOS process in the on-state and off-state,
respectively. Compared to the on-state mode, the parasitic junction capacitances (CDNW ) between
P -well, deep N -well, and P -substrate and the substrate resistance (RSUB) in Fig. 3 greatly degrade
Q-factor of NMOS transistor in the off-state.

P-well

Deep N-well

P-substrate

P+ P+N+ N+N+N+

 

Figure 3: Cross-sectional view of NMOS transistor in a triple-well structure.

Figure 4 shows a more detailed schematic for 3-bit SCA including shunt paths from body to
AC ground, which consists of CDNW and RSUB. Based on the measured data in [5], the values of
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CDNW and RSUBis adjusted according to the transistor dimension.

Figure 4: A more detailed schematic for 3-bit SCA including shunt paths from body to AC ground.

Figure 5(a) shows the simulated Q-factor and T.R.of 3-bit SCA at 2.4 GHz according to the
variation of RSUB. In simulation, CDNW in LSB branch is assumed to be 65 fF. The Q-factor in
Cmin state of 3-bit SCA is strongly dependent on the magnitude of RSUB, whereas T.R. is almost
constant over RSUB. Fig. 5(b) presents the simulated Q-factor in Cmin state of 3-bit SCA according
to the variation of CDNW and RSUB. From Fig. 5(b), we know that Q-factor in Cmin state can
be improved by either increasing or decreasing substrate resistance. Because the resistivity of the
substrate in a standard CMOS process ranges from 10 to 100Ω-cm, it is very difficult to achieve
substrate resistance RSUB of greater than 1 KΩ by only control ofthe substrate contact. Therefore,
it is desirable to choose low substrate resistance by placing ground contacts as close as possible to
the N -well area of the NMOS transistor. Typically, low substrate resistanceRSUB in a standard
CMOS process ranges from 50 to 300 Ω [5, 6]. In conclusion, considering typical values of CDNW

and RSUB, the degradation of Q-factor in Cmin state of the digitally controlled SCA is inevitable. In
a standard digital CMOS process without deep N -well (the case for CDNW of 100 pF in Fig. 5(b)),
Q-factor in Cmin state is severely degraded.

3. DESIGN OF PROPOSED DIGITALLY CONTROLLED ACCUMULATION-MODE
VARACTOR ARRAY (AVA)

In order to overcome the linearity and Q-factor degradation of the analog MOS varactor and
digitally controlled SCA, the digitally controlled binary-weighted accumulation-mode varactor array
(AVA) is proposed as shown in Fig. 6. It is constructed with several accumulation-mode varactor
branches in parallel. Compared to the digitally controlled SCA, the capacitance of the metal-
insulator-metal (MIM) capacitor in each branch of the proposed AVA is much larger than that
of the accumulation-mode varactor. That is, it works as a bypass capacitor. Contrast to the
conventional analog varactor tuned by continuous analog voltage, the proposed AVA uses only
two states of Cmin and Cmax of the analog varactor by digitally on/off control. Instead of a zero
voltage reference, the negative voltage (-VDD) is applied to the gate of the analog varactor in Cmin

state in order to maximize T.R., power handling capability, and linearity. The total capacitance
varies by turning on (+VDD) or off (-VDD) each branch of the proposed AVA. This on/off control
for the accumulation-mode varactors ensures a good linearity. Note that the proposed topology
fundamentally eliminates the problem of Q-factor degradation in Cmin state of the conventional
SCA, because it is free from the leakage through the parasitic junction capacitances and substrate
resistance.

Table 1 summarizes the performance metrics simulated herein for the proposed AVA and com-
pares them to those of conventional SCA. In simulation, Q-factor at 2.4GHz of the proposed AVA
is greater than 70 over all states and the tuning range is about 3.1. Compared to the conventional
SCA, it greatly improves Q-factor in Cmin state without any degradation of other performances.

Table 1: Simulated performance summaries of proposed AVA and comparison to conventional SCA.

Topologies
Cmin

(B0B1B2 = 000)
Cmax

(B0B1B2 = 111)
T.R.

Q-factor
(Cmin)

Q-factor
(Cmax)

SCA (3 bit) 147 fF 700 fF 4.8 16.6 57.8
AVA (3 bit) 226 fF 703 fF 3.1 127.2 73.3
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Figure 5: (a) Simulated Q-factor and T.R. of 3-bit SCA at 2.4GHz according to the variation of RSUB ; (b)
simulated Q-factor in Cmin state of 3-bit SCA according to the variation of CDNW and RSUB .
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4. CONCLUSIONS

In order to overcome the linearity and Q-factor degradation of the analog MOS varactor and
digitally controlled SCA, the digitally controlled binary-weighted accumulation-mode varactor array
(AVA) is proposed. The proposed AVA keeps a high Q-factor in all states even if it is implemented
in a standard digital CMOS process without deep N -well, while showing comparable linearity
performance in comparison with the conventional SCA. In simulation, Q-factor at 2.4GHz is greater
than 70 over all states and the tuning range is about 3.1.
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Abstract— A highly stable V-band balanced power amplifier has been proposed based on
MMIC using the pseudomorphic High Electron Mobility Transistor (pHEMT). The amplifier
consists of two stages with device length of 8 × 25 µm and 2 × 25 µm gate widths. The design
kit of PP10 WIN Semiconductor Corp. has been used. The simulation results show power and
gain levels of 18 dBm and 12.5 dB, respectively, with a tolerance of ±0.8 dB over the broadband
range of 40–80GHz. Microstrip Lange couplers are used as 3 dB quadrature power splitters and
combiners. The amplifier has an acceptable performance with low input and output VSWRs,
high stability, fairly flat gain and constant power over the whole bandwidth; and so it can be
a good candidate for broadband millimetre-wave front end transceivers systems, and also, as an
instrumentation amplifier in measurement systems.

1. INTRODUCTION

Monolithic microwave integrated circuit (MMIC) is capable of giving uniform performance over a
wide bandwidth in millimetre-wave frequencies, with small profile and less parasitic effects as well as
cost-effectiveness in large-scale fabrications. As such, pHEMTs and mHEMTs are increasingly being
produced on GaAs, GaN and InP substrates for improved performances for different applications
in RF front-end, radars, sensitive military equipment and so on.

This paper presents an MMIC power amplifier that is capable of performing in backhaul com-
munication of the next generation mobile networks. It can also be used as an instrumentation
amplifier in measurement systems such as network analysers. It incorporates a balanced configura-
tion (a widely accepted scheme for power amplifiers) with the use of hybrid couplers as power splitter
and combiner. The balanced configuration compensates for the inherent drawbacks of power am-
plifier design and keeps this device stable whilst providing higher gain than a single-ended amplifier
design using same technology [1].

2. DESIGN CONSIDERATIONS

2.1. Specifications

The amplifier is designed based on pHEMT technology and GaAs as substrate. The gate length
of this device is 0.1µm (formed using electron beam lithography) [2]. The substrate thickness is
50µm that has better thermal properties and electron confinement than 100µm substrat [3]. The
amplifier is simulated on Process Design Kit (PDK) provided by WIN Semiconductor corp. From
gain and stability analysis in [3] (110 GHz S-parameter measurement), the amplifier was found to
provide a gain of 8–9 dB in the range of 70–90GHz. According to [4], a typical GaAs pHEMT is
capable of providing power density around 0.8 W/mm at 40 GHz and power-added efficiency (PAE)
of about 10–30%, both of which decrease with frequency increase.

Figure 1: Balanced amplifier configuration.
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2.2. Design Configuration
Following a balanced scheme, two identical power amplifiers are fed with 90◦ out of phase signals
through a power splitter, shown in Figure 1. The amplified signals are then combined in-phase by
means of a coupler placed (in reverse fashion) on the output of the amplifiers. This setup enables
a higher gain though possibly at the cost of higher return losses. However, any reflected power is
diverted to the matched isolated port of the coupler.

The interface impedance between individual amplifier and the quadrature coupler will remain
standard 50 Ohm. Adopting the balanced configuration also means that an increase of 3 dB will
be observed in the 1 dB compression point, P1 dB [5], while other characteristics of the amplifier
stay the same. This increase is seen at the output port of the amplifier where coupler adds up
signals from both branches and power gain of +3 dB is obtained. Similarly third order intercept
point (3IP) increases by 9 dB and the stability is enhanced which gives design liberty. However,
this is achieved at the cost of higher noise figure coming from characteristic noises of individual
branches, dropping the overall SNR. Coupler insertion and signal losses are introduced by the use
of microstrip coupler but not to a significant level. The quantitative observations are presented in
next sections.

3. POWER AMPLIFIER DESIGN

Power amplifier (PA) has to be fed with a high amplitude signal so that the amplifier can operate
at its compression point delivering maximum voltage and current. This is the point where PAE
reaches its maximum value. Being at millimetre-wave frequencies, class E and F amplifier topologies
have not been used since behaviour of the higher order harmonics, associated to substrate modes
and possible radiations, are unknown. Instead, the PA is designed to be a two-stage Class A small
signal amplifier with (1) Driver stage, (2) Power enhancing stage. The driver stage is designed to
put the second stage into gain compression point while achieving high trans-conductance gain itself.
The second stage is designed to deliver the highest possible power drawn from the pHEMT device.
The output reflection coefficient (S22) of power devices varies as a function of output power. The
appropriate output matching network is also designed for the second stage (‘power-match’ rather
than ‘conjugate match’) to provide optimum load impedance, hence maximising the output power,
as calculated by Load pull analysis [6].

In order to get less parasitic effects in the driver stage, a small pHEMT device (with two-gate
fingers) is chosen. The second stage uses eight-gate fingers. The gate width for each finger is 25µm,
which was initially estimated by observing power levels of [7]. This is thought to be optimal size
as smaller device gives higher gain and large number of gate fingers characterise increased gate
periphery, delivering more current and hence higher power.

3.1. Biasing and Stability
Forced stability was introduced in design of the biasing network for liberty in design at later stages.
The stability factor was kept at the margin owing to the fact that balanced configuration, raises
stability factor, k.

Figure 2 shows the I-V curves where all possible biasing points are plotted for different Gate-
source voltages. The biasing point chosen was in the centre, located very close to m1 marker with
VDS =2.5 V and VGS = 0.4 V. These values will run the amplifier as Class A.

Figure 2: DC biasing I-V curves of the pHEMT. Figure 3: Schematic of the stable biased driver stage.
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Introducing a small resistor (R9 in Figure 3) in series with gate feed line (shunt branch of R9
and C26) increases the stability factor. This will be at the cost of higher noise figure and maximum
attainable gain of the device. In addition, connecting a shunt resistor to the drain compromises the
maximum attainable power output. It was also found that changes on the input are more influential
than at the drain. Inductors were used as bias chokes and DC blocking capacitors were utilised for
isolation at input and output. Moreover, decoupling capacitors were added to avoid RF leakage.
The operating point of both stages of the class-A power amplifier is chosen according to Figure 2.

The maximum voltage permissible in an energised GaAs pHEMT transistor is around 4 V. Using
that convention, the biasing point chosen has drain-to-source voltage of 2.5 V and gate-to-source
voltage of −0.4V. The schematic diagram of the biased network is shown in Figure 3. Proper
tuning of all components offers unconditional stability from 0 to 80 GHz.

3.2. Loadpull Analysis

The output matching network of power stage was formed through Loadpull analysis. The resulting
contours of impedances obtained by Agilent Advanced Design Systems (ADS) software are shown in
Figure 4, where all the impedances on one contour yield the same output power if selected as output
impedance of the power stage. Also in this figure, the centre of the contour indicates optimum load
impedance. The input and output matching networks for driver stage are conjugately matched
with the inherent impedances offered by the pHEMT. These consisted of 4 stages of T and π type
microstrip series transmission lines and stubs. These microstrip lines contain double metal layer for
improved current carrying capacity [8]. The power and driver amplifiers have been designed with
almost flat gain and reasonably suppressed reflections. Tuning the inter-stage matching network
resulted in increase of delivered power up to about 14–15 dBm with a gain of 12 dB, as shown in
Figure 5. Inter-stage stability (after combining the two stages) was also checked by probe pair
element.

A fairly flat line gain of PA was achieved with suppressed reflection loss as shown in Figure 5.
The gain is much lower than Maximum gain indicating that a compromise on gain was made to
get higher power. The highest reflections are from output matching network of power stage (S22)
since it was not conjugate matched. This is taken care of in next section.

Figure 4: Power output and PAE contours on Smith
chart.

Figure 5: S-parameters of the power stage.

Figure 6: 2.5D simulator view of the coupler.
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4. LANGE COUPLER

A four-port microstrip Lange coupler is used to operate on the frequency band of interest; i.e.,
40–80GHz. Lange coupler is selected as the most suited candidate for 3 dB quadrature coupling
in monolithic substrate, since it does not need multilayer circuitry (unlike the broad-side coupler)
and occupies less space on MMIC wafer (unlike branch-line coupler). Moreover, it gives 50%
bandwidth around the centre frequency. The simulations were conducted using various tools of
Agilent ADS 2011. The designs were also tested in Agilent Genesys and similar results were
obtained. As seen in Figure 6, the implemented coupler consists of interdigitated microstrip lines
placed in parallel to each other. Alternate arms are tied together with air bridges. The air bridges
are implemented using special VIAS provided in the design Kit of WIN semiconductors. The
isolated port is terminated with a matched thin film 50 Ω resistor and grounded; all VIAS are used
in accordance with the PDK provided by WIN Semiconductors [8].

4.1. Design of Lange Coupler
The parameters used include spacing between arms, arm width, arm length (l), number of parallel
arms and port width. The arm length determines the centre frequency. The coupler is effective
over 50% of that center frequency (f).

l = λ/4 (1)
λ = c/f

√
ε (2)

where ε is effective dielectric constant of the substrate. The coupler has dimensions of 428µm ×
3.5µm × 4.3µm (l × w, s). Narrower spacing between the arms results in tighter coupling on
−3 dB level. Track widths control signal losses and thermal disspation through the microstrip.
Port width was calculated to provide line impedance of 50Ω. The coupler is designed to have four
arms or digits (tested against six and eight arms during design process) to have the best tradeoff
between operating bandwidth and desired coupling. The simulation response of through (Port 2)

(a) (b)

Figure 7: (a) Through and coupled port magnitudes and (b) linear phase response of quadrature coupler.

(a) (b)

Figure 8: 2.5D Simulator results for (a) insertion loss and (b) isolation.
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and coupled port (port 3) is shown in Figure 7. The coupler is designed to over-couple the signal
to extend 3 dB coupling over the entire band. The variations of S21 (through) and S31 (coupled)
is roughly 0.7 dB each and centered on −3 dB level. The return loss of the coupler is found to be
below 20 dB over 40–80GHz. The linearity of phase is kept in the entire bandwidth and the phase
difference between two signals is maintained 90 degrees consistently. According to (1) and (2), the
length should be 348µm for 60GHz centre frequency and a dielectric constant of 12.9. However,
there is additional coupling between non-adjacent arms in the coupler and to compensate this; the
length ’l’ is optimised in Agilent ADS. Parameters of the designed coupler are shown in Table 1.

Vias are introduced as air bridges, with the height of each via being 2.15µm containing 0.15µm
of SiN layer above GaAs substrate [2]. The vias used as air bridges are found to give a minimal
loss of 0.013 dB.

4.2. Insertion Loss and Isolation
Insertion loss causes higher noise figure in a balanced amplifier [5]. This constitutes losses caused
by the dielectric, lossy conductor and imperfect VSWR. The designed coupler is connected back-
to-back to its identical unit, to couple input signal and get the recombined signal at the output.
Ideally it should recover the input signal and give 0 dB loss; however, the observed output signal
is between −0.4 and −0.9 dB, shown in blue in Figure 8(a). Hence, for each coupler, the insertion
loss is −0.2–0.45 dB.

To determine isolation, the through port was terminated with a matched load and output
(quadrature) coupled port was fed with a broad band signal. Isolation of −16 dB was observed,
indicated by blue in Figure 8(b). All these tests were conducted in Agilent ADS Momentum
software.

5. BALANCED AMPLIFIER

The two identical power amplifiers are placed between couplers and so, matching networks are
adjusted by optimising the Microstrip stubs and TEE structures in the matching networks. The
inter-stage matching network is re-adjusted after the merger so that it drops from 8 stages to
3 stages T-type (stub) matching network. The topology is shown in Figure 9.

The power output rose to a level of 16–18 dBm in the entire bandwidth. The gain was found
to be same as before, i.e., 12 dB mean level and is indicated in blue in Figure 10. The reverse
transmission coefficient (S12) indicated in yellow, stays below −30 dB avoiding any oscillations.
The output reflection coefficient (S22), highlighted by red, is slightly higher than input reflection
coefficient (S11 highlighted by green) because of the ‘power-matched’ condition explained above.

In given design, in order to get 18 dBm power output at its gain compression point, the input
to the divider Lange coupler should be 5 dBm. For practical devices the Rollet stability factor K

Table 1: Parameters of four finger lange coupler.

Values
Dimension

Length Width Spacing
(µm) 428 3.5 4.3

Figure 9: Power amplifiers between input and out-
put couplers.

Figure 10: S-parameters of balanced amplifier.
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should be greater than 1.2. In this case, gain was given a priority over stability factor. The reason
is that when the amplifiers were put in balanced configuration, in between Lange couplers, then
stability factor increased manifold. The reflections were absorbed by couplers’ isolated port and
no oscillation was possible with the new design. So while designing this amplifier, the stability
was kept above 1.1 from 0 to 80 GHz. When the amplifiers were put in balanced configuration,
the stability factor of overall system rose from a minimum value of 1.09 to a safe level of 3.9. The
matching networks were taken to Agilent ADS 3D EM simulation to model their integration with
the GaAs Design kit (PP10). The networks consist of thin microstrip series transmission lines and
stubs to form pi- and T-networks. No significant differences were found in EM Modelled and 2D
modelled matching networks.

6. CONCLUSIONS

A two-stage ultra-broadband millimetre-wave high power amplifier has been designed to operate
in the V-band, i.e., 40–80 GHz. The coupler uses biasing technique as well as distributed effect
of Lange coupler, to ensure stability and high gain and power transfer of the system. The gain
and power pattern over the entire bandwidth is consistent and flat with inherent stability of the
whole system. The results from both simulation software were found consistent and it is expected
that measurement results will be the same. The port impedances of the Lange coupler are set to
a standard of 50 Ω so that it can be easily integrated to networks designed for other applications.
Overall, the proposed amplifier is a good candidate for mm-wave applications and instrumentations.
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Abstract— This work elaborates on the design of an Ultra-Wideband (UWB) Butler matrix
fed antenna array, implementing a Multiple Input-Multiple Output (MIMO) configuration. The
system aims at applications in future Long Term Evolution (LTE) and multifunctional Radar
systems. Specifically, based on the results of our previous works, the research is extended to-
wards the implementation of a MIMO beamforming scheme. Different beamforming scenarios
are applied, in order to maximize system performance and minimize noise and interference. A
comprehensive analysis and design procedure is presented, along with system simulation results.

1. INTRODUCTION

Wide operational bandwidths have become of critical importance in modern wireless applications.
The latest communications systems, such as the Long Term Evolution (LTE), are in the need for
wideband operation in order to support high data rate transmission. Wideband LTE, which has
recently appeared, is consisted of multiple narrowband signals. These signals must be served by a
wideband system, either by simultaneous or by time-shared operation at different frequency chan-
nels. Moreover, multifunctional phased array Radars demand for wide operational bandwidths,
which they enable different operational modes, such as simultaneous air-space and weather surveil-
lance and target tracking.

Apart from the above, the MIMO concept has been also introduced in modern wireless systems.
It is basically referred to the channel, which involves multiple input and multiple output signals
(or multiple signal paths). The MIMO approach implements a spatial diversity technique, using
multiple transmit and receive antennas, as shown in Fig. 1(a) for the 2× 2 case and a single user
(SU-MIMO) and can be applied in the same manner for multiple receiver units (MU-MIMO). The
technique compensates for the signal fading effects, achieving increased channel capacity, [1, 2].

On the other hand, beamforming techniques are also used, implementing spatial diversity
schemes such as the Space Division Multiple Access (SDMA). These techniques are based on spa-
tial multiplexing exploiting directive antenna patterns, as shown in Fig. 1(b). Among others, they
increase coverage quality [1, 2].

Despite their differences, the two aforementioned techniques can be combined, implementing a
MIMO beamforming scheme [1, 2]. This approach exploits the advantages that both techniques can
offer. Thus, different data streams can be transmitted, as in MIMO systems, along with the use of
beamforming methods, resulting in both improved transmit/receive and coverage quality.

Considering all the above, we present an UWB antenna system based on a Butler matrix
feed [3, 4], suitable for use in MIMO wireless communications and Radar systems. The array
is consisted of printed Vivaldi tapered slot antenna (TSA) elements, which can provide a multi-
octave bandwidth operation. The Butler matrix network is designed using a wideband multi-layer
technology. The system design is presented, along with the simulated radiation patterns of the
antenna array, extending previous results [5] and considering different system architectures.

          (a)                                                                (b)

Figure 1: Schematic representation of different wireless access techniques. (a) MIMO approach (2× 2), (b)
Spatial multiplexing using beamforming.
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2. WIDEBAND SYSTEM DESIGN

The system is designed in microstrip technology and it is aimed to cover an operational bandwidth
from 3.1 GHz to 10.6GHz. A simplified schematic diagram is shown in Fig. 2. It is comprised of a
circulator (or RF switch) to serve both transmit and receive functions, a switching circuit enabling
either single or simultaneous activation of two beams, an N inputs plus N outputs Butler matrix
and an N elements Vivaldi TSA array.

Figure 2: Simplified schematic diagram of the system.

The printed Vivaldi TSA exploited for the design of the array is shown in Fig. 3(a). Board
dimensions are 65 mm × 20mm. The microstrip line-radial stub feed excitation, printed on the
back side of the board (Fig. 3(a)), is used for the wideband matching of the antenna. The material
employed is a Rogers RO4003C substrate, with εr = 3.38, tan δ = 0.0027 and dielectric thick-
ness h = 0.508 mm. Similarly, Figs. 3(b)–(c) depict the 4-element and 8-element linear arrays,
respectively, resulting from the periodic repetition of the single element. It must be noted that
all successive elements are electrically conducting to each other, in order to attain strong mutual
coupling and enhance wideband performance. In turn, this strong coupling should be inevitably
accounted for in the array electromagnetic simulation.

Regarding the Butler matrix, its architecture exploits an elliptically or hexagonally shaped
multi-layer structure for the directional coupler [6] and the phase shifter [7] design, respectively,
which enables not only wideband operation, but also a compact layout. The design starts from an
initial geometry based on [6, 7] and [3, 4, 8], which is then utilized within an optimization scheme
in order to achieve the best possible performance. The schematic diagrams and the circuit layouts
of the 4 × 4 and 8 × 8 configurations are shown in Fig. 4. The top and bottom layer parts of the
circuits (as shown in Figs. 4(c)–(d) are designed on two separate RO4003C printed circuit boards,
which are conglutinated back to back, with a common ground plane.

SIMULATION RESULTS The finally optimized circuit layouts of Figs. 4(c)–(d) are respectively
simulated, in order to attain the excitation signals of the array. The output signals of the matrix

    

     (a)                                       (b) 

 

(c) 

Figure 3: Geometry of the Vivaldi tapered slot antenna element and the corresponding linear arrays. (a)
Vivaldi TSA front side showing the microstrip line-stub excitation at the back side, (b) 4-element linear
array, (c) 8-element linear array.
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circuits are used as excitation coefficients of the Vivaldi TSA array. Fig. 5 depicts the 4-element
linear array with one of the produced radiated beams in 3-D space.

Consequently, Fig. 6 shows the produced beam radiation patterns of the 4-element array, when
fed by the 4 × 4 Butler matrix, at different frequencies across the operational bandwidth. As can
be seen, the resulted radiation patterns at frequencies other than the center one (f = 7 GHz),
differ mainly in half-power beamwidth and in the strength of the grating lobes. Similar conclusions
apply to the results of Fig. 7, showing the radiation patterns of an 8-element TSA array fed by
the circuit of Fig. 4(d). However, for the 4-element array case, the total coverage sector is limited
to about 80◦, while in the 8-element array case the corresponding coverage extends to about 120◦.

 

       
(b)

       

(d)(c)

(a)

Figure 4: Schematic designs and layouts of the multi-layered wideband Butler matrices (dashed lines and
light coloured microstrips are placed at the bottom layer of the boards). (a) 4× 4 matrix schematic design,
(b) 8× 8 matrix schematic design, (c) 4× 4 matrix layout and (d) 8× 8 matrix layout.

Figure 5: The 4-element vivaldi TSA array radiating a directive beam in 3-D space.

  

                   (a)                                     (b)                                     (c) 

Figure 6: Simulated radiation patterns of the 4-beam Vivaldi TSA Butler matrix fed array. (a) f = 4 GHz,
(b) f = 7GHz, (c) f = 10GHz.
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Moreover, the decreased HPBW and the increased directivity offered in the 8-element array case,
makes it more suitable for applications with more stringent specifications. Thus, different circuit
topologies may be used under different coverage and channel characteristics scenarios.

Furthermore, aiming at a reduction of the interference, low sidelobe beams could be obtained, by
the simultaneous excitation of multiple Butler matrix input ports [4, 9]. An example of simulation
results, when this approach is applied to the 4-element 4 × 4 Butler matrix fed array is shown in
Fig. 8, where the four matrix input ports are activated in three appropriate pairs, resulting in a
cosine amplitude distribution at the outputs.

  
               (a)                                              (b)                                 (c) 

Figure 7: Simulated radiation patterns of the 8-beam Vivaldi TSA Butler matrix fed array. (a) f = 4 GHz,
(b) f = 7GHz, (c) f = 10GHz.

Figure 8: Low sidelobe cosine beams resulting from the simultaneous activation in pairs of the 4× 4 Butler
matrix input ports.

3. CONCLUSIONS

An ultra-wideband MIMO antenna with Butler matrix feed was designed and simulated. Two
different cases were studied, using a 4×4 and an 8×8 Butler matrix network. The technique of the
simultaneous activation of Butler matrix input ports was applied, resulting in low sidelobe radiation
patterns. In general, the 8× 8 circuit case offers advantages in terms of total sector coverage and
beam pointing accuracy, improving channel capacity. Future work includes the implementation and
testing of the system, emphasizing on its operation at multiple frequency channels.
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Abstract— A KB-band beam-steering leaky-wave antenna (LWA) based on composite right/left-
handed (CRLH) rectangular waveguide is proposed and investigated in this paper. The CRLH
waveguide is composed of a traditional rectangular waveguide with short-circuited double ridge
corrugations periodically mounted on one broadtail. The CRLH structure is air-filled to avoid
dielectric loss. A straight long slot is cut on the other broadtail of the rectangular waveguide
acting as the radiation aperture to realize a LWA. A balanced condition has been optimized for
the LWA to acquire a continuous beam-steering capability from backward to forward quadrants.
This capability is verified and high-gain performance is realized by simulations. Compared with
other planar CRLH LWAs, the LWA proposed in this paper has the advantages of high power
capacity, low loss and consistent high gain, which is very suitable for applications in practical
radar systems.

1. INTRODUCTION

Beam-steering capability is highly desired for many radars especially for tracking radars. Frequency
scanning and phase scanning are two general approaches for beam-steering. Traditional frequency
scanning array antennas is hard to achieve continuous beam scanning from backward to forward
directions because of their forward-wave propagation nature. While phased arrays have been applied
widely due to their continuous beam scanning capability from backfire to endive, however, the feed
networks are often bulky and very complicated. In the past decades, composite right/left-handed
(CRLH) mesarteritis have been investigated extensively due to their unique properties such as
backward wave and infinite wavelength propagation, which can be applied to leaky-wave antennas
(LWAs) to realize continuous beam-steering from backfire to endive [1].

Numerous CRLH LWAs have been proposed using planar transmission line structures and waveg-
uide structures [2–7]. The planar CRLH LWAs has the advantages of low profile, low weight and
easy fabrication, etc. [2–5]. However, the planar structures will suffer from high loss and low power
capacity when working at the frequencies above Ku band, and they are not suitable for practical
radar systems with high transmitting power for long range detection. The CRLH waveguide LWAs
can handle higher power capacity compared with the planar ones. A CRLH rectangular waveguide
with dielectric-filled corrugations was originally proposed in [6] and applied to LWA in [7]. How-
ever, the dielectric-filled corrugations introduce larger dielectric loss so low radiation efficiency is
unavoidable.

CRLH waveguide with air-filled double ridge corrugations (DRCs) was first proposed with the
left-handed (LH) propagation investigated using full-wave simulation in [8]. This CRLH waveguide
has the advantages of high power capacity, low loss and relative easy to fabricate, which might be
a good choice in practical radar applications.

We exploit the CRLH waveguide with RCS to realize a LWA operating at KB-band in this
paper. The surface current distribution on the waveguide broadtail is derived and the leaky-wave
principle is investigated in Section 2. Section 3 discusses the dispersion relation of a CRLH unit
cell loaded with radiating aperture. A KB-band LWA is built in Section 4 with transmission and
radiation performances simulated. Finally, conclusions are given in Section 5.

2. LEAKY-WAVE PRINCIPLE

The CRLH waveguide with RCS is realized using a traditional rectangular waveguide with one
broadtail periodically loaded with short-circuited double ridge stubs. According to the electro-
magnetic (EM) fields expressions in the rectangular waveguide and RCS, as well as the boundary
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conditions on the interface, the EM fields in the CRLH waveguide can be calculated [9]

Ew
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· e−jβz (1)
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kc is the cutoff wave number of the DRC.
The transverse EM fields then can be deduced as
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For the leaky-wave radiating application, slots should be introduced on the waveguide walls to cut
the surface current. The upper broadtail of the CRLH waveguide is suitable for having radiating
slots. The surface current on the upper broadtail can be determined by

Js|y=b = n̂× Hw
tan|y=b (5)

where n̂ is the unit normal vector of the waveguide inner wall, in this case,

n̂ = −ŷ, Hw
tan|y=b = x̂ · Hw

x |y=b + ẑ · Hw
z |y=b (6)

Thus

Js|y=b = ẑ · Hw
x |y=b − x̂ · Hw

z |y=b

= ẑ
jE0 (βkxA2 − k0χA1)

η0k2
cm cosh (χb)

sin (kxx) · e−jβz − x̂
A2E0

η0 sinh (χb)
cos (kxx) · e−jβz (7)

One can observe from (7) that the surface current distribution is very similar to that of the tra-
ditional rectangular waveguide, so the offset longitudinal radiating slots on the broadtail of the
rectangular waveguide is still appropriate to the CRLH waveguide to realize a LWA.

3. LWA CONFIGURATION & DISPERSION

Figure 1 shows the configuration of the proposed KB-band LWA and one unit cell structure. An
offset straight long slot is made on the upper broadtail of the CRLH waveguide acting as the
radiating aperture. The CRLH LWA should operate at the balanced condition in order to achieve
the broadside radiation. It should also be noted that the balanced condition of the closed CRLH
waveguide will be influenced when an offset slot is cut on the broadtail due to the fact that the
balanced condition is sensitive to the geometry size. Thus the offset slot should be included in the
simulation prototype when optimizing the balanced condition for the LWA. The dispersion relation
of the CRLH LWA is obtained using Ansoft HFSS, as shown in Figure 2. The dispersion is first
calculated based on the S parameters from driven modal simulation, and then is verified by a more
accurate method, i.e., Eigenmode simulation with periodic boundary conditions. It is observed
that the CRLH LWA is balanced at 33.9 GHz. All the parameter values are labeled in the caption
of Figure 2.

4. RESULTS OF THE LWA

The designed LWA is composed of 100 CRLH radiating unit cells. Stepped transitions are included
in two ends of the LWA for connecting the structure to standard WR-28 waveguides. Figure 3
presents the simulated S-parameters of the LWA using CST Microwave Studio. The S21 magnitude
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Figure 1: Configuration of the proposed KB-band LWA and one unit cell structure.

Figure 2: Dispersion curve of the proposed KB-band
CRLH LWA. Parameter values are: a = 4.37mm,
b = 2.8 mm, d = 1 mm, h = 4.3 mm, l = 1.585mm,
p = 2.8mm, s = 1.2mm, w = 1.8mm, xd = 0.6mm.

Figure 3: Simulated S-parameters of the CRLH
LWA.

is less than −5 dB in the whole operation band. Meanwhile the S21 magnitude in the LH region is
lower than that in the right-handed (RH) region, which indicates larger leaky-wave factors in the LH
region. The S11 magnitude is just slightly higher than −10 dB nearby the transition frequency due
to an extremely small bandgap exists in the operation band which is hard to eliminate in practical
design [5]. The normalized radiation patterns at different frequencies are given in Figure 4. A
continuous beam-steering capability from backward to forward directions including the broadside
direction is clearly shown. The main lobe of the radiation pattern scans from −32◦ to +29◦ as the
frequency changes from 32.4 GHz to 40 GHz. It is interesting to note that the beam width of the
radiation patterns in the LH region is larger than that in the RH region due to the larger leaky-
wave factors, which is in accordance with the results in Figure 3. High far sidelobes of the radiation
patterns are observed in Figure 4 since fixed slot offset is used as well as the excitation of the aperture
is exponential distribution. Tapered excitation distribution can be realized using meandering long
slot in the following studies. The realized gains and radiation efficiencies at different frequencies
are given in Figure 5. Consistent high gains in the operation band are observed and higher than
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Figure 4: Simulated normalized patterns of the
CRLH LWA.

Figure 5: Realized gains and radiation efficiencies of
the CRLH LWA.

50% (> 70% in most frequencies) efficiencies are shown. All the results indicate that this CRLH
waveguide LWA is hopeful for practical radar applications.

5. CONCLUSIONS

A KB-band CRLH waveguide LWA is proposed and investigated for radar application. The leaky-
wave principle of this CRLH waveguide is studied with theoretical formula deduced. A LWA
prototype is then build and simulated. The continuous beam-steering capability from backward to
forward directions is demonstrated by the simulated radiation patterns. The results indicate that
this CRLH waveguide LWA has the advantages of high power capacity, low loss, and consistent
high gain, and is promising for future application in practical radar system. The following studies
on the optimization of radiation patterns are under way.
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Abstract— This paper presents improved aperture coupled microstrip antenna with three
resonants which its bandwidth has been enhanced due to vary the current distributions. There is
a compromise between radiation characteristics and the bandwidth. Radiation patterns indicate
the appropriate propagation pattern of antenna is between 1.3 GHz to 2.3GHz frequency band
which clarifies a bandwidth more than 53%. There is bandwidth enhancement up to this limit
by utilization of multiple radiating elements. The antenna operates in both linear and circular
polarization (1.64 GHz to 1.76 GHz for less than 3 dB Axial Ratio). The simulated results done by
two methods, i.e., Finite Element Method (FEM) and Finite Difference Time Domain (FDTD)
collaborated by two full-wave softwares ANSYS HFSS and CST MWS have good agreements
with the measurement ones.

1. INTRODUCTION

The microstrip antennas have many applications due to their planar structures and mechanical
formations, but they suffer from narrow bandwidth. Many procedures have been done for band-
width enhancement and different methods proposed; although these methods decrease the antenna
propagations [1]. Conventional methods for increasing the bandwidth of these antennas are cate-
gorized in three general groups: bandwidth enhancement by feeding network, variation in patch’s
physical structure and material connected with feeding network and the patch. Many types of
microstrip antennas such as rectangular, circular, semi-circular and triangular patches have been
investigated with mathematics concepts in [2]. The basis of current structure’s design has been
adopted from aperture coupled microstrip antenna which introduced in [3]. The general purpose of
this paper is enhancement of aperture coupled microstrip antenna bandwidth as much possible as
it can; consequently the radiation characteristics of an end-fire antenna have been observed here.
Fundamental discussion of current paper is achieving three resonants in the antenna by employing
one radiating element which it is contrary with other two resonants aperture coupled microstrip
multiple radiating element antennas. As a result, optimum energy coupling methods have been
considered for a patch [4–7]. One H form slot has been created which it is responsible for con-
trolling the coupling energy on patch. Also, the size increasing in slot structure causes to create a
degree of freedom for bandwidth enhancement. With variation on patch structure by cutting both
sides (clipping the edges), it is possible to add the degree of freedom for controlling of S11 antenna
parameter. Nevertheless, the current distribution form in the patch changes which this causes to
multiple controlling in antenna bandwidth; Consequently, the bandwidth enhancement is achieved
more than 53%. Certainly, it is necessary to draw attention to this point that multiple radiating
elements used in aperture coupled antennas have bandwidth enhancement up to this limit [8] and
many procedures have been done in this field [9]. Next section presents aperture coupled microstrip
antenna design and its important parameters.

2. ANTENNA STRUCTURE AND ITS DESIGN PRINCIPLES

Side view of designed physical structure of aperture coupled microstrip antenna has been illustrated
in Fig. 1. The center frequency of this L-band aperture antenna is 1.7GHz which has many appli-
cations such as global positioning system (GPS), satellite communications, and etc.. The circular
polarization (CP) of this antenna has many advantages for communication systems like robustness
with respect to the link attenuation, decreasing the multipath distortion, increasing the capability
of delivering the signals, etc.. In the other hand, the horizontal linear polarization (HLP) is pre-
dominant in broadcast communications such as TV and FM and the vertical linear polarization
(VLP) is applicable for radiating a radio signal in all directions such as widely distributed mobile
units and two-way earth to earth communications in the frequency range above 30MHz. In the
proposed antenna, the radiating element is the upper metal patch. Therefore, the effective cou-
pling parameters are antenna feeding network, slot and patch dimensions. Indeed, the degree of
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(a) (b)

Figure 1: Side views of aperture coupled microstrip antenna.

freedom for broadbanding of aperture coupled microstrip antennas is its feeding network which it
consists of a probe or microstrip line that causes bandwidth enhancement about 5% to more than
15% [10, 11]. So, fundamental cases engaged with the bandwidth and radiation characteristics of
microstrip antennas can be studied as below:

2.1. Dimensions and Dielectric Characteristics of Upper Section
It is obvious that antenna radiatione and its bandwidth become so well as increase in the upper
dielectric layer thickness and decrease in its relative permittivity coefficient [12], whereas coupling
factor will be decrease. RO4003 substrate type is used with dielectric constant of εr = 3.38 and
thickness of 1.52mm and its lower air layer thickness is equal to 12 mm. Employing the simple
calculations [13], the εeff of this combined structure (RO4003 with air) is less than using merely
dielectric. The air layer role is creating one degree of freedom for antenna bandwidth enhancement.

2.2. Dimensions and Dielectric Characteristics of Lower Section
In spite of energy coupling which performs from this line, increasing in dielectric constant and its
thickness reduction is a reason for coupling improvement [14]. Also, the dielectric material type
is RO4003 with constant of εr = 3.38 accompanied by thickness of 1.52 mm. Thickness of each
microstrip antenna layer has been shown in Fig. 1.

2.3. Dimensions and Characteristics of Feeding Network and Slot
Obviously, the feeding network has a direct relation with its characteristic impedance. If the
impedance matching meets its requirements, the S11 and antenna bandwidth parameters will be
improved. The feeding network alignment must be vertical on slot without any deviations for
improving coupled energy [14]. It is important to note that the feeding network length effects
on bandwidth, too. In other side, the slot dimensions have direct effect on coupling and antenna
radiation characteristics. Its structure is in H form and vertical on feeding network alignment
as mentioned above. The effect of slot dimensions on S11 parameter is inevitable as presented in
simulation. Slot and feeding network have been placed in two sides of RO4003 microstrip line and
physical structure. Its dimensions have been shown in Fig. 2.

(a) (c)(b)

Figure 2: (a) Slot. (b) Feeding network and (c) patch characteristics (Dimensions in mm).

2.4. Dimensions and Characteristics of Patch (Radiation Element)
Patch dimensions have direct relation with resonant frequency and bandwidth of the antenna.
The antenna bandwidth has been enhanced intensely due to clip in the patch edges and varies
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the current distribution well in order to create the third resonant. This operates notwithstanding
transformation of linear into circular polarization by adjusting the exact dimensions and sufficient
energy coupling of slot. In the next section, clipped patch effect has been presented by ANSYS
HFSS (Frequency Domain) and CST MWS (Time Domain) softwares. The patch is placed in the
center for optimum coupling [4]. Its characteristics and dimensions have been illustrated in Fig. 2.

3. RESULTS

There is a compromise between radiation characteristics and the antenna bandwidth. The three
resonant frequencies effect on upper (due to patch), lower (due to slot) and mid (due to feeding
network) frequency band of S11 parameter, respectively. Of course, all of these resonants influence
each other. The design and simulation procedures have been done by ANSYS HFSS and CST
MWS softwares. Schematic (Fig. 3) and results of aperture coupled antenna are presented in the
following:

(a) (c)(b)

Figure 3: Aperture coupled microstrip antenna. (a) Unclipped Simulated. (b) Clipped Simulated.
(c) Clipped Fabricated.

3.1. Return Loss
The S11 parameter has been investigated with and without using clipped patch in order to inves-
tigate its effect on antenna bandwidth (Fig. 4).

(a) (c)(b)

Figure 4: (a) S11 parameter, (b) total gain parameter and (c) axial ratio parameter at φ = 0 and θ = 0.

3.2. Gain Diagram
The gain of a conventional rectangular patch is in order of 7 dB. As shown in Fig. 4, aperture
coupled antenna gain has been reached to 9 dB by employing mentioned methods.
3.3. Axial Ratio (AR) Diagram
The axial ratio parameter is defined for elliptical or circular polarization. It is defined by ratio of
the magnitudes of the major and minor axis determined by the electric field vector. The axial ratio
in the proximity of center frequency (1.7 GHz) shows that there is circular polarization in this band
(Fig. 4).
3.4. Radiation Patterns
The simulated radiation pattern of the antenna has been presented versus angle of Θ (with respect
to z axis) for miscellaneous frequencies (Fig. 5). The measured radiation pattern results of aperture
coupled microstrip antenna have been illustrated in Fig. 6 at 6 frequencies of 1.3GHz, 1.5GHz,
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1.7GHz, 1.8 GHz, 2.1GHz, and 2.3GHz, respectively. These measurement results are in good
agreements with their simulation results.

(e) (f)(a) (b) (c) (d)

(k) (l)(g) (h) (i) (j)

Figure 5: Simulated Radiation Patterns (a) unclipped (1.3GHz), (b) clipped (1.3 GHz), (c) unclipped
(1.5GHz), (d) clipped (1.5GHz), (e) unclipped (1.7 GHz), (f) clipped (1.7 GHz), (g) unclipped (1.8 GHz),
(h) clipped (1.8 GHz), (i) unclipped (2.1 GHz), (j) clipped (2.1 GHz), (k) unclipped (2.3 GHz), (l) clipped
(2.3GHz) patches.

(e) (f)(a) (b) (c) (d)

(k)(g) (h) (i) (j) (l)

Figure 6: Measured Radiation Patterns (a) HLP (1.3 GHz), (b) VLP (1.3 GHz), (c) HLP (1.5 GHz), (d) VLP
(1.5GHz), (e) RHCP (1.7GHz), (f) LHCP (1.7GHz), (g) HLP (1.8 GHz), (h) VLP (1.8 GHz), (i) HLP
(2.1GHz), (j) VLP (2.1 GHz), (k) HLP (2.3 GHz), (l) VLP (2.3GHz).

4. CONCLUSION

This paper presented improved aperture coupled microstrip antenna with three resonants. The
bandwidth enhanced due to clip in the patch edges and varied the current distribution well in
order to create the third resonant. There was a compromise between radiation characteristics and
the antenna bandwidth. These two factors were optimized in simulated and fabricated samples.
Radiation patterns indicated the appropriate propagation pattern of antenna was between 1.3 GHz
to 2.3GHz frequency band which clarified bandwidth more than 53% by using certain method
in the novel one radiating element. Of course, there was bandwidth enhancement up to this
limit by utilization of multiple radiating elements. The simulated results which had been done by
two methods, i.e., Finite Element Method (FEM) and Finite Difference Time Domain (FDTD)
collaborated by two full-wave softwares ANSYS HFSS and CST MWS had good agreements with
the measurement ones.



2828 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

ACKNOWLEDGMENT

The authors would like to give special thanks to Faculty of Microelectronics for financial support.

REFERENCES

1. Pozar, D. M., “A review of aperture coupled microstrip antennas: History, operation, devel-
opment, and applications,” Electrical and Computer Engineering University of Massachussets
at Amherst, MA 01003, May 1996.

2. Garg, R. and A. Ittipiboon, Microstrip Antenna Design Handbook, Artech House, 2001.
3. Pozar, D. M., “Microstrip antenna aperture-coupled to a microstrip-line,” Electronics Letters,

Vol. 21, No. 2, 4950, Jan. 1985.
4. Pozar, D. M. and S. D. Targonski, “Improved coupling for aperture coupled microstrip anten-

nas,” Electronics Letters, Vol. 27, No. 13, 1129, 1131, Jun. 1991.
5. Rathi, V., G. Kumar, and K. P. Ray, “Improved coupling for aperture coupled microstrip

antennas,” IEEE Trans. Antennas Propagat., Vol. 44, 1196, 1198, Aug. 1996.
6. Wong, K.-L., Compact and Broadband Microstrip Antennas, 1st Edition, John Wiley Sons,

2002, ISBN: 0-471-41717-3.
7. Saeed, R. A., S. Khatun, Borhanuddin, and M. A. Khazani, “Design of single fed aperture

coupled microstrip antennas for WLAN,” 13th IEEE International Conference on Networks
Jointly held with 7th IEEE International Conference on Communication, 2005.

8. Targonski, S. D., R. B. Waterhouse, and D. M. Pozar, “Design of wide-band aperture stacked
patch microstrip antennas,” IEEE Transactions on Antennas and Propagation, Vol. 46, No. 9,
Sep. 1998.

9. Herscovici, N., B. Tomasic, J. Ginn, and T. Donisi, “A wideband single layer aperture coupled
microstrip antenna,” 3rd European Conference on Antennas and Propagation (EuCAP), 2357–
2360, 2009.

10. Zurcher, J. F., “The SSFIP: A global concept for high performance broadband planar anten-
nas,” Electronics Letters, Vol. 24, 1433–1435, Nov. 1988.

11. Croq, F. and A. Papiernik, “Large bandwidth aperture coupled microstrip antenna,” Electron-
ics Letters, Vol. 26, 1293–1294, Aug. 1990.

12. Balanis, C. A., Antenna Theory Analysis and Design, John Wiley Sons Inc. Publication, 2005.
13. Hammerstad, E. O. and O. Jensen, “Accurate models for microstrip computer-aided design,”

Digest IEEE MIT-S Internat. Microwave Symposium, 407–409, 1980.
14. Chakraborty, S., T. Chakraborty, B. Gupta, and D. R. Poddar, “Transmission line model of

dual patch aperture coupled microstrip antenna,” Proc. URSI General, 2005.



Progress In Electromagnetics Research Symposium Proceedings 2829

Design, Simulation, and Fabrication of Low-cost Inkjet Antennas
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Abstract— We present design, simulation, and fabrication of low-cost inkjet antennas that are
produced by using silver toner in commercial printers. While they are easy to produce, fabrication
of inkjet antennas with desired properties can be challenging due to diversity of printing and
curing parameters that significantly effect the electrical properties of the final products. We show
that, even when these parameters are optimized and fixed, antenna samples that are produced
simultaneously may exhibit different impedance characteristics, requiring larger margins in design
procedures. Despite these challenges, inkjet antennas are relatively inexpensive, flexible, and
friendly to environment, and they are promising with such properties that are essential for future
technologies. By fully exploiting the benefits of the developed setup, complicated patterns such
as fractal structures, can easily be fabricated, as an important advantage of inkjet printing.

1. INTRODUCTION

Inkjet antennas that are fabricated by metal printing on paper or similar substrates have recently
become popular as they are relatively inexpensive, flexible, and environmentally friendly [1]. In
addition to special material printers designed for this purpose [2–5], one can use silver-based toners
in standard inkjet printers to manufacture this type of antennas with reduced costs. Different types
of inkjet antennas, including dipole antennas, meander antennas [1], bowtie antennas [3], Vivaldi
antennas [4], and arrays [5] have been proposed, fabricated, and analyzed in the literature, while
less attention has been paid to more detailed antenna structures [6], even though inkjet printers
can offer quite high resolutions.

In this study, we present the design, simulation, and fabrication of low-cost inkjet antennas using
silver toner in standard commercial printers. Before manufacturing, antennas are designed and sim-
ulated using an in-house fast solver based on the multilevel fast multipole algorithm (MLFMA) [7].
For a high-quality fabrication, many factors are considered and optimized, including the printer
parameters and style, paper and toner types, curing duration and temperature, and post process-
ing. We present the effects of these factors and discuss the properties of the fabricated antennas as
well as the stability of their measurements. Finally, we present detailed structures, such as fractal
antennas with Koch snowflake shapes, which are produced by fully exploiting the advantages of
the inkjet printing technology.
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Figure 1: Cured samples of inkjet prints and the dependency of the resistance of a long conductive line to
the curing duration and temperature.
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2. SIMULATIONS OF INKJET ANTENNAS

In this work, inkjet antennas are investigated in a simulation environment based on MLFMA
in frequency domain. Antenna surfaces are modeled in the three-dimensional space using the
electric-field integral equation (EFIE). Discretization of EFIE using the Rao-Wilton-Glisson (RWG)
functions on triangular domains lead to N ×N matrix equations in the form of

Z̄EFIE · a = wEFIE, (1)

where the matrix elements and the elements of the right-hand-side vector are derived as

Z̄EFIE[m,n] = iωµ0

∫

Sm

drtm(r) ·
∫

Sn

dr′bn(r′)g0(r, r′)

+
1

iωε0

∫

Sm

dr∇ · tm(r)
∫

Sn

dr′g0(r, r′)∇′ · bn(r′) (2)

and

wEFIE[m] = −
∫

Sm

drtm(r) ·Einc(r), (3)

respectively. In the above, Einc is the incident electric field created by external sources, k0 =
2π/λ0 = ω

√
µ0ε0 is the wavenumber, i =

√−1, and

g0(r, r′) =
exp(ik0|r− r′|)

4π|r− r′| (4)

is the free-space Green’s function. In addition, tm and bn represent the testing and basis functions,
respectively. Solutions of radiation problems are performed iteratively, where the matrix-vector
multiplications are accelerated by MLFMA. As detailed in [7], MLFMA reduces the computational
complexity of each multiplication to O(N log N) by performing electromagnetic interactions via
sequences of aggregation, translation, and disaggregation stages on multilevel tree structures.

In radiation modes, antennas are excited by using delta-gap sources. For a delta-gap source at
the mth edge, we have

Einc(r) = Im lim
d→0

ûδd(r, rm)/d, (5)

where δd is the Dirac delta function, rm represents any point at the edge, û is the unit vector
perpendicular to the edge in the plane of the triangles, Im represents the strength of the feed, and
d is the width of the theoretical gap. Using the RWG functions, one can obtain

wEFIE[m] = ±Imlmδk[m] (6)

as the right-hand side, where δk is the Kronecker delta function and lm is the length of the mth
edge. Then, the input impedance and the reflection coefficient can be calculated as

Zin =
Im

amlm
, Γ =

Zin − Z∗o
Zin + Zo

, (7)

where am is the mth current coefficient and Zo is the impedance of the port/device matching to
the antenna.

3. LOW-COST FABRICATION OF INKJET ANTENNAS

We print antennas on photograph papers using silver toner in standard commercial printers (Epson).
Our observations on the low-cost fabrication of inkjet antennas can be listed as follows.

1. As it is well known in the literature [3], inkjet antennas need to be cured after printing, espe-
cially when standard printers are used. We use a simple one-tray oven to cure the antennas.
However, the curing temperature and duration are very critical for producing high-quality
prints with high conductivity all through the antenna. Fig. 1 depicts the results of some cur-
ing experiments involving long conductive lines. The average resistance values of the samples
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are measured via a DC multimeter and plotted with respect to the curing duration. As shown
in Fig. 1, temperatures over 100◦ lead to significant drops in the resistance while the duration
becomes less effective when the temperature is high. (All temperatures in this paper are given
in Celsius.) The effect of temperature on the prints is also visible in the zoomed photographs
in Fig. 1. Since it is desirable to keep the temperature as low as possible due to adverse
effects on the paper substrates, we usually prefer 1 hour curing at 150◦ for desired levels of
conductivities.

2. Since heat curing is crucial when standard printers are used to produce antennas, the paper
substates should be resistant to high temperatures. Our experiments show that heating up
to 120◦–150◦ is required for sufficient conductivity values required for high-quality antennas.
Unfortunately, many photograph and transparent papers with high plasticity tend to bend
above 100◦, damaging the silver print. On the other hand, papers with very low plasticity can
be very absorbent, leading to defective prints with small cracks. Hence, only a few commercial
photograph paper types are suitable for antenna printing.

3. The ratio of silver in toner is another crucial parameter for producing high-quality inkjet
antennas. Obviously, low ratios (e.g., 15%) lead to low conductivity values that are not
suitable for antennas. Interestingly, very high ratios (e.g., 35%) may also lead to low-quality
antennas. Specifically, for these prints, we observe that silver is not well penetrated into
the paper, resulting in defects after curing. This also indicates that the optimal silver ratio
depends on the paper type and heating temperature/duration. For the selected photograph
papers in this study, we use toners with 25% silver ratio, leading to the best conductivity
properties when the prints are cured at 150◦.

4. Producing antennas via standard printers need careful cleaning procedures between printing
sessions. Despite all efforts, however, printheads easily wear out and the printing quality
drops significantly. Fig. 2 presents a comparison of two identical antennas produced by new
and worn-out printers. Measured input impedance and power reflection coefficient (when
matching to an integrated circuit (IC) for radio-frequency identification(RFID) applications)
values for a meander/loop antenna design are plotted with respect to frequency. In addition
to a frequency shift, there is more than 3dB difference between the minimum power reflection
values of the antennas. The defects (spikes) due to the worn-out printhead is visible in the
inset of Fig. 2. Interestingly, the expiration duration of a printhead does not only depends
on the number of prints but also on the usage period, indicating that the oxidization of silver
residues is responsible for deteriorating performances of printheads.

5. Measurements of inkjet printers can be challenging, considering that standard soldering is not
practical. Unfortunately, applying physical pressure between antenna terminals and coaxial
cables leads to cracks due to soft substrates and produces poor results demonstrating un-
derestimated antenna performances. The best option seems to be using conducting epoxy,
which needs a second curing session for coaxial connections. We use the conductive epoxy
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Figure 2: Effects of the printer age and measurement methods to the observed electrical parameters of a
meander/loop antenna produced by inkjet printing.
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also to connect RFID ICs to the antenna terminals. A comparison of physical press and epoxy
connections for the measurement of a meander/loop antenna is depicted in Fig. 2, where sig-
nificant discrepancies between the minimum power-reflection values and the corresponding
frequencies are observed.

Even when all printing parameters are carefully optimized, selected, and fixed, performances of
low-cost inkjet antennas may vary significantly. For example, electrical properties of the antennas
that are produced together in the same setup can be different. A major reason is that inkjet
printers are not designed for consistency (e.g., uniformity of the ink) but designed for readability
of the output. Therefore, when designing inkjet antennas, sufficient margins need to be placed for
required electrical properties. Fig. 3 presents a comparison of meander/loop antennas designed
for RFID applications. The antenna is designed for matching to an IC with 20.55–191.2i input
impedance at 865–868 MHz. Fig. 3 depicts the measured power reflection coefficient values with
respect to frequency for 5 different samples that are produced at the same time. A zoomed plot is
used to demonstrate different characteristics of the antenna samples at around the critical frequency.
All samples satisfy −10 dB reflection values in the desired range, i.e., 865–868 MHz.
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Figure 3: Power reflection coefficient values for meander/loop antenna samples that are produced under
same conditions.

4. KOCH SNOWFLAKE ANTENNAS

Low-cost inkjet antennas have significant advantages, but also challenges in their productions. As
discussed in Section 3, fabrication procedures involve many parameters that need to be optimized
for high-quality results. In addition, electrical properties of the produced antennas can be sensitive
and the antennas should be designed accordingly with possible margins on the target values. On
the other hand, with well-designed combinations of fabrication procedures, low-cost (< 1USD),
flexible, and green antennas can be produced. As an another advantage, inkjet printing allows for
very detailed prints that can be used to produce physically complicated structures. In fact, for a
commercial inkjet printer, a large metallic patch is more challenging than a detailed thin pattern,
as it is more difficult to maintain the uniformity in the former. Consequently, those antennas with
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Figure 4: A Koch snowflake antenna produced by inkjet printing and power reflection coefficient values when
the antenna is matched to 50Ω.
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tiny details that are difficult to produce otherwise benefit more from the advantages of the inkjet
technology.

As an example, Fig. 4 presents a Koch snowflake antenna involving three iterations of triangular
patterns. The measured and calculated power reflection coefficient values (when matching to 50Ω)
are plotted with respect to frequency from 500 MHz to 9GHz. Three major dips are observed
at 1.14 GHz, 3.17GHz, and 5.02 GHz, demonstrating the multiband characteristics of the antenna.
Other dips at around 6.94 GHz and 8.22 GHz are caused by cross coupling of fractal iterations. Mea-
sured reflection values tend to be lower than the simulated reflection values at higher frequencies,
mostly due increasing conductivity of the paper substrate that is not modeled in simulations.

5. CONCLUSION

Among alternatives, inkjet antennas are promising as they are relatively inexpensive, flexible, and
environmentally friendly. In this study, we discuss the effects of fabrication parameters in low-
cost inkjet antennas and demonstrate instabilities in their measurements. We show that, once
the production line is optimized, one can fully benefit from the advantages of inkjet printing by
considering antennas with complicated geometries, such as fractal antennas, which may not be
trivial to fabricate in other setups.
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Abstract— Ultra-wideband (UWB) is one of the recent topics that received a great concern
from academia and industry. However, UWB found many difficulties to be standardized due to
the overlay working that made UWB an important potential interference source to many licensed
and unlicensed spectrum throughout the band 3.1 — to — 10.6GHz.
This paper demonstrates the design of integrated triple band notched for UWB Microstrip an-
tenna. We simulated UWB short range systems which require low power and these are built using
inexpensive digital components. We proposed a compact triple band notched CPW (Co-planar
Waveguide) fed Micro strip Antenna (MSA) for UWB. This band-notched antenna has rejection
characteristics at 3.2GHz (for Wi-MAX band 3.16 to 3.32 GHz), at 5.5GHz (for WLAN 2 band
— 5.3 to 5.72 GHz) and at 7.9 GHz (for ITU band 7.72GHz to 8.13 GHz). The simulation was
done using IE3D simulator.

1. INTRODUCTION

In 2002, the Federal Communications Commission (FCC) allocated the ultra-wideband (UWB)
frequency range from 3.1–10.6 GHz for unlicensed UWB applications. The limitation of equivalent
isotropically radiated power (EIRP) in band emission does not exceed −41.3 dBm/MHz for ex-
tremely wide impedance bandwidth [1]. Printed planar monopole antennas have been designed to
operate in UWB systems [2]. There are some wireless communication applications which have al-
ready occupied frequencies in the UWB band such as the wireless local area network (WLAN) a.k.a.
IEEE802.11a/g and HIPERLAN/2 WLAN which operate at 5.15-5.35GHz and 5.725–5.825 GHz,
respectively and IEEE 802.16 (3.3∼3.8GHz) [3]. In addition, the worldwide interoperability for
microwave access (WiMAX) has also operated covering the frequency from 5.25–5.85 GHz in some
countries [4]. One way to suppress these interfering signals is to use a spatial filter such as a fre-
quency selective surface above the antenna. However, this approach requires too much space and
expensive [5]. To disband this problem, the UWB antenna with build-in frequency notch struc-
ture is often chosen. A lot of functions have been used for frequency rejection in UWB antenna
designs. The most popular technique to provide this character is embedded a slot on the patch
or ground plane [6]. However, in order to achieve monopole antenna designing, a large ground
plane is required, which could not be suitable for compact wireless devices. Some techniques are
used to reject undesired frequencies, for examples, placing the parasitic strips on the opposite side
of the radiating element [7], inserting two strips in the printed slot antenna to create two rejec-
tion bands [8], and embedding a C-shaped slit into the fed element with a parasitic strip in slot
antenna [9]. However, the antennas have more complicated structures to implement than others.
In [10], the band-notched slot antennas were studied, in which two types of narrow slits on the
exciting stubs were used for two antennas, and two parasitic strips were placed in the rectangular
slot for another one [11]. Although, the antenna design is capable of undesired frequency rejection,
the parasitic strips lead to more complex structure.

2. ANTENNA DESIGN

First a Primitive antenna is taken. This antenna consists of a beveled rectangular radiating patch
and a CPW (co-planar waveguide) type feed structure. The essence of this design strategy is that
three notching elements are embedded onto the primitive patch antenna to produce band-stop
filtering function at those above mentioned frequencies. Notch elements are meticulously selected
and embedded onto the antenna [12].

The band notches are introduced in order to stop the function of the antenna in that particular
frequency range. By this the interference between the UWB system and the narrow band system is
reduced to a great extent. Introduction of the band notches helps us to avoid the use of the band
stop filters and hence reducing the cost and complexity of the antenna. Nowadays demand is for
miniaturized technology and MSA helps us in achieving that.
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2.1. Primitive Antenna
2.1.1. Antenna Description

Table 1: Measurements of the primitive antenna (without any slots).

• Parameters • Dimensions
• W1 • 14mm
• W2 • 3mm
• W5 • 5mm
• W6 • 10mm
• W7 • 15mm
• W8 • 1mm
• L3 • 15mm
• L4 • 11mm

Primitive antenna consists of a rectangular patch (trimmed) and trimmed ground plane to
enhance the antenna’s broadband performance and also this arrangement increases the flow of
surface current through the feed-line and concentrates the surface current around the bottom of
the radiating patch. First a rectangular patch is designed using simulation program IE3D and then
it is trimmed by removing triangular shaped parts using the extrude feature. Triangular shaped
parts are also removed from the rectangular shaped ground plane in order to smooth the surface
current flow. Radiating patch is made using PEC (Perfect Electrical Conductor) material.
√

Dielectric material used here has relative permittivity = 4.4.√
Thickness of substrate = 1.6 mm.√
Length of substrate = 28 mm.√
Width of substrate = 31 mm.√
Tangent Loss = 0.003 [8].

2.2. Antenna with C-slot (for Band-notch at 3.2GHz)
FCC (Federal Communication Commission) approved and authorized the 3.1 GHz to 10.6 GHz band
as the UWB. But Wi-MAX operates in the range of 3.16GHz to 3.32GHz and interferes with UWB
devices. So instead of using a band-stop filter at the receiver antenna we have etched a C-shaped
slot on the radiating patch in order to facilitate band-rejection facility around 3.2 GHz, so that the
interference is minimized. The S-parameters of this design is shown below in Figure 3.

The 3-D radiation pattern is sown in Figure 4.

PR

Figure 1: Geometry of CPW fed planar antenna. Figure 2: Geometry of antenna with C-slot to pro-
duce band-notch at 3.2 GHz.
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Figure 3: Band-notch at 3.2 GHz return loss. Figure 4: 3D radiation pattern for 3.2 GHz with max
gain 3.28.

Figure 5: Geometry of antenna with C-slot to pro-
duce band-notch at 5.5GHz.

Figure 6: Band-notch at 5.5 GHz return loss.

Figure 7: 3D radiation pattern for 5.5 GHz with max
gain 2.76 dB.

Figure 8: Geometry of antenna with a pair of CSRRs
(notch at 7.9 GHz).

2.3. Antenna with C-slot (for Band-notch at 5.5 GHz)
WLAN 2 operates from 5.3 GHz to 5.72 GHz, interferes with the UWB systems. In order to
minimize the interference we have etched a C-shaped slot on the radiating patch to create a notch
around 5.5 GHz.
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The S-parameters of this design is shown below in Figure 6.
The 3-D radiation pattern is sown in Figure 7.

2.4. Antenna with Two CSRRs
ITU band operates in the range of 7.72 GHz to 8.13GHz and possess a threat to UWB systems. By
etching 2 CSRRs on the ground plane we have created the required band notch in the ITU band.

The S-parameters of this design is shown below in Figure 9.
The 3-D radiation pattern is sown in Figure 10.

2.5. Antenna with Triple Band-notch Features
2.5.1. Antenna Description
To achieve band notch controllability we have taken following steps:

1. Assigning a distinct rejection band for each notching element.
2. Controlling the shape of each element and their optimized positions in order to minimize

coupling.
3. Combination of each notch element on the primitive UWB antenna is aimed for providing

triple band rejection function at Wi-MAX (3.16–3.32GHz), WLAN 2 (5.3–5.72 GHz) and
ITU 8 GHz (7.72–8.13 GHz).

The band notch operations are achieved by etching 2 C-shaped slot in the rectangular metal
radiating patch and by etching a pair of CSRRs in the ground plane (as shown in the Figure 11). It
is found that by adjusting the total length of the C-shaped slot to be approximately half wavelength

Figure 9: Pair of CSRRs (notch at 7.9GHz) return
loss.

Figure 10: 3D radiation pattern for 7.9GHz with
max gain 4.51 dB.

Figure 11: Geometry of antenna with triple band
notch.

Figure 12: Return loss for triple band notched an-
tenna
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Figure 13: 3D radiation pattern for 3.2 GHz with
max gain −1.32 dB.

Figure 14: 3D radiation pattern for 5.5GHz with
max gain 1.10 dB.

Figure 15: 3D radiation pattern for 7.9 GHz with max gain 5.11 dB.

Table 2: Summry for triple band notched for UWB MSA.

• Excitation • Maximum gain • Return loss
• 3.2GHz • −1.32 dB • −3 dB
• 5.5GHz • 1.10 dB • −33 dB
• 7.9GHz • 5.11 dB • −23 dB

of the desired notched frequency, a destructive interference can take place, causing the antenna to
be non responsive at that particular frequency. It is very easy to tune the notch centre frequency
with the change in the total length of the C-shaped slot. More experiments were carried out on
the length of the C-shaped slot using the simulation program IE3D.

The Figure 12 shows the return loss for triple band notched antenna.
This return loss graph belongs to the triple band notch antenna, with the band notches at

3.2GHz, 5.5GHz and 7.9 GHz. The band notches at the frequency 3.2 GHz and 7.9GHz is small
because of the cross coupling caused due to the integration of all the 3 slots at a time in one
antenna.

3. CONCLUSION

This paper proposed design of simple rectangular microstrip antenna for UWB applications. The
antenna is capable of achieving multi notched-band. The following points summarized our design:

1. To minimize the potential interferences between the UWB system and the narrow band sys-
tems, a compact CPW-fed planar UWB antenna with triple band rejection features was de-
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signed. First on the basic antenna individual notches are designed and their band-notch
properties are studied. Then all the three notches are embedded onto the primitive antenna.
While integrating all the notch elements utmost care has been taken to minimize the cross-
coupling among them; so that their operation doesnt get hampered by the presence of other
notch elements.

2. Antenna operates in the specified 3.1–10.6 GHz range and the notches are at 3.2 GHz, 5.5 GHz
and 7.9 GHz.
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Abstract— This paper presents the design and analysis of reconfigurable antenna using two
circular microstrip patch antenna array with non-uniform RF-MEMS switches in L and S band.
It consists of a pair of circular patch antenna with CPW on the same side of Si substrate. This
reconfigurable antenna design consists of two RF-MEMS switches, to achieve pattern reconfigura-
bility. Two RF-MEMS switches are used to electrically connect and disconnect the two circular
radiating patches. The analysis of reconfigurable antenna using RF-MEMS switch is done using
the simulation performed on Ansys HFSS electromagnetic simulator for the frequency range of 1
to 10 GHz. The reconfigurability of the antenna is analyzed for L to S band (2 to 4GHz) in terms
of return loss and radiation pattern. The proposed antenna shows the pattern reconfigurability
at 2.3 GHz and 3.4 GHz.

1. INTRODUCTION

In satellite communication, reconfigurable antennas are used to achieve switching capability between
two frequency bands. This switching is possible either by using p-i-n diode and FET switches or RF-
MEMS switches. Due to the advantages of RF-MEMS switches over semiconductor switches, RF-
MEMS switch technology is regarded as a promising technology for future reconfigurable wireless
communication systems [1–4].

In this work, two circular microstrip patch antenna array with proposed RF-MEMS switches
are used for L and S band. Our recently proposed [5] capacitive non-uniform serpentine spring
based RF-MEMS are used in CPW configuration, so they do not require extra bias line, the
bias is applied directly to the RF signal line. The lack of bias line for the RF-MEMS switches
in proposed reconfigurable antenna design makes the fabrication easier, which in turn improves
the radiation performance due to absence of leakage and coupling through the bias lines. This
reconfigurable antenna design consists of two RF-MEMS switches, to achieve pattern and frequency
reconfigurability. The proposed switch design is scaled up by a factor of 20 in order to achieve the
reconfigurability in L and S band.

Figure 1: Schematic view of RF-MEMS switch based reconfigurable antenna.
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2. DESIGN AND OPERATION

Figure 1 represents the schematic view of reconfigurable antenna with RF-MEMS switch. Two
circular patch antenna array with RF-MEMS switches are designed to achieve a reconfigurable
antenna characteristics for the frequency band of 1 to 10 GHz. It consists of a pair of circular patch
antenna with CPW on the same side of Si substrate. The total width (Wtot) and length (Ltot) of
this antenna are 94mm and 67mm, respectively. The radius of the patch is taken as 12.5 mm and
the length, width and thickness of RF-MEMS switch are 12.8 mm, 2.08 mm and 0.1mm respectively.

A CPW feed line with central conductor width W = 4 mm and ground signal gap S = 0.45mm
is used, resulting in a characteristic impedance (Z0) of 50 Ω. Two RF-MEMS switches are used to
electrically connect and disconnect the two circular radiating patches. These switches are positioned
at 6 mm from the circular patch along x axis.

The RF-MEMS switch activates or deactivates the circular microstrip patches when a DC bias is
applied. For two circular microstrip patch element based antenna, the frequency band is selected or
removed based on whether the RF-MEMS switches are in up-state (open), or in down-state (short)
with the CPW central conductor. The proposed reconfigurable antenna is simulated for two cases,
when switch 1 in down-state (ON) and switch 2 in up-state (OFF) and when switch 1 in up-state
(OFF) and switch 2 in down-state (ON).
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Figure 2: Return loss for RF-MEMS switch based two element circular microstrip patch antenna, (a) when
first switch is in down-state, (b) when second switch is in down-state.
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3. ANALYSIS AND RESULT

The analysis of reconfigurable antenna using RF-MEMS switch is done using the simulation per-
formed on Ansys HFSS electromagnetic simulator for the frequency range of 1 to 10GHz. The
reconfigurability of the antenna is analyzed for L to S band (2 to 4 GHz) in terms of return loss
and radiation pattern. Figure 2(a) shows the return loss (S11) for proposed reconfigurable antenna
for frequency ranging from 1 to 10GHz. In this, an actuation voltage is applied at first switch.
This plot illustrates that this antenna provide the resonance at eight resonant frequencies with
> −10 dB for the frequency range of 1 to 10 GHz.

When an actuation voltage is applied at second switch, the simulated return losses are shown
in Figure 2(b). It shows that this antenna radiate at seven resonant frequencies except 2.1GHz.
So from this graph it can be concluded that this antenna do not radiate at 2.1 GHz by actuating
second RF-MEMS switch.

The E-plane (x-y) radiation patterns are simulated (ϕ = 90) for different switch positions.
When first switch is actuated, this antenna shows a different radiation pattern at 2.3GHz as shown
in Figure 3(a). It shows that radiation pattern can be reconfigured slightly to the left side by
switching the first RF-MEMS switch. When second switch is actuated the radiation pattern shifts
towards the right hand side at 2.3GHz as shown in Figure 3(b). It is observed that left and right
pattern reconfigurability can be obtained at 2.3GHz by actuating either first or second switch.

Figure 4(a) shows the antenna radiation pattern at 3.4 GHz when first switch is actuated. This
radiation pattern gets changed at 3.4 GHz when second switch is in down-state as shown in Fig-
ure 4(b).

From these plots it is observed that the radiation pattern at 2.3GHz get significantly changed
in left side or in right side after actuating the first or second switch. On the other hand it shows
the pattern reconfigurability at 3.4 GHz when first switch or second switch are actuated.
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Figure 3: 2-D E-plane radiation plot at 2.3GHz for RF-MEMS switch based two element circular microstrip
patch antenna, (a) when first switch is actuated and when second switch is actuated.

-23.00

-16.00

-9.00

-2.00

90

60

30

0

-30

-60

-90

-120

-150

-180

150

120

HFSS Design1Radiation Pattern 25 ANSOFT

Curve Info

dB (GainTotal)
Setup1 : Sweep
Freq='3.4GHz' Phi='90deg'

-19.00

-13.00

-7.00

-1.00

90

60

30

0

-30

-60

-90

-120

-150

-180

150

120

HFSS Design1Radiation Pattern 3 ANSOFT

Curve Info

dB (GainTotal)
Setup1 : Sweep
Freq='3.4GHz' Phi='90deg'

(a) (b)

Figure 4: 2-D E-plane radiation plot at 3.4GHz for RF-MEMS switch based two element circular microstrip
patch antenna, (a) when first switch is actuated and when second switch is actuated.
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4. CONCLUSION

The use of circular microstrip resonating elements integrated with RF-MEMS switches were im-
plemented for reconfigurable microstrip antenna for the frequency band ranging from 1 to 10 GHz.
Simulations are performed on Ansys HFSS electromagnetic simulator. This reconfigurable antenna
shows pattern reconfigurability at 2.3GHz and 3.4 GHz, when either first or second switch is actu-
ated.
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Abstract— In recent years, the UWB filters and UWB antennas have attracted much research
interest and many design methods have been presented. At present, the research of typical
band notched filter for suppressing narrow-band interference signal, by adjusting the number
and width of notched stop-band, which is not systematic and deep enough. This paper proposed
two compact UWB band pass filters based on open-loaded stub structure. The main advantages
of two proposed filters are that the frequency of the notched band can be easily tuned in a wide
UWB frequency band. The notch frequency of two filters can be changed by adjusting the size
of rectangular resonator and the length of the open-load stub. The simulation results indicated
that the filter with one open-load stub can cover the UWB frequency range and enhance the
interference immunity from 4.7GHz to 5.3 GHz in low frequency and from 8.8GHz to 9.8 GHz in
high frequency. The filter with two open-load stubs can generate two notch bands from 5.4GHz to
5.6GHz in low frequency and 9.3GHz to 9.6 GHz in high frequency. The proposed two compact
UWB band pass filters can efficiently reduce the interference from undesired signals in WLAN
band and in X-band with certain application prospects.

1. INTRODUCTION

Since the FCC announced the unlicensed UWB (ultra-wide band) band from 3.1 GHz to 10.6 GHz
for short-range communication in 2002, UWB technology has become an important research area [1].
Many scholars have studied the UWB filter and the UWB antenna, according to the UWB filter
design requirements such as compact structure, small size, good group delay, wide bandwidth
and so on. In the UWB frequency range, there are some narrow-band wireless communication
systems, such as the WiMAX from 3.3GHz to 3.6GHz, WLAN from 5.15GHz to 5.825GHz, RFID
signals at 6.1 GHz, the C-band from 4GHz to 8 GHz and X-band from 8GHz to 12 GHz in satellite
communication system. In order to avoid the signal interference for UWB communication systems,
more and more the UWB filters and UWB antennas with notch characteristics were designed
to suppress interference performance. Different methods and structures have been proposed to
implement UWB filter, such as asymmetric structure [2], DGS structure [3], loaded open stubs
structure [4] and an etching slot structure [5]. At UWB antenna design, Yingsong Li used a comb
structure to design UWB antenna [6], the slotted structure in [7], the L-type grooved structure
in [8], the U-type grooved structure in [9], the H-type structure in [10] to design the notch antenna.
Although most of these ultra-wide band BPF segments are suitable for certain frequencies [11, 12],
they have some defects, such as poor group delay performance and complex filter structure.

In this paper, two novel compact band notched UWB filters based on open-load stub structure
are presented. The main advantage of the proposed filters is that the frequency of the notched
band can be adjusted within the UWB frequency range, so that the filters can efficiently reduce
the interference in WLAN band and in X-band.

2. FILTER DESIGN

The proposed filter with one open-load stub has designed on the basis of [13] and formed the
resonator to achieve the low frequency notch band, which has used the open-load stub to achieve
the high frequency notch band. The basic filter has four short-circuited stubs with length of λ/4,
where λ is the guide wavelength of the central frequency. To reduce the size of the filter, the
proposed BPF has been designed with fold branch to instead of the general branch. It can be seen
that the performance of basic UWB filter is shown in Fig. 1. It can obtain good passband property
with the UWB band range from 3.3 GHz to 10.9GHz is shown in Fig. 2. The filter with one open-
load stub is shown in Fig. 3. It consists of cavity and open-load stub at the central section. Based
on the surface current analysis of the filter with one open-load stub, the paper further propose filter
with two open-load stubs, which is shown in Fig. 4.
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Figure 1: UWB BPF without notch structure. Figure 2: S-parameters of UWB BPF without notch
structure.

Figure 3: Configuration of the proposed UWB filter
with one open-load stub.

Figure 4: Configuration of the proposed UWB filter
with two open-load stubs.

3. SIMULATION RESULTS AND DISCUSSION

The design S parameters is optimized by 3D EM commercial software HFSS 13.0. To verify the
effectiveness of two proposed filters, the structure of two proposed band notched UWB filter are
selected as follows: L1 = 5mm, L2 = 14 mm, L3 = 4mm, L4 = 5.3mm, L6 = 2 mm, L8 = 2 mm,
R1 = 0.1 mm, W1 = 1.7mm, W2 = 3 mm, W3 = 0.3mm, W4 = 1.4mm, W8 = 0.3mm. The
substrate is RT/Duorid5880 with the thickness of 1.0mm and the dielectric constant of 2.2. The
UWB filter with one open-load stub has two notch frequency bands at 5.1GHz and 9.3 GHz while
retaining an UWB band from 3.1 GHz to 10.7 GHz. The low notch central frequency of the filter
with two open-load stubs is at 5.3GHz and the high notch central frequency is at 9.4 GHz.

Figure 5: The simulated |S11| and |S21| of the BPF
filter with one open-load stub.

Figure 6: The simulated |S11| and |S21| of the BPF
filter with two open-load stubs.
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The Fig. 5 shows the simulated |S11| and |S21| of the filter with one open-load stub when
L8 = 2 mm, L6 = 2mm, which can generate two narrow notched bands inside the wide-band
passband. Its low notch frequency is 5.1 GHz and its high notch frequency is 9.3GHz. The Fig. 6
shows the simulated |S11| and |S21| of the filter with two open-load stubs when L8 = 2 mm,
L6 = 2 mm, W4 = 1.4mm, which can generate two narrow notched bands at 5.3GHz in low
frequency and at 9.4 GHz in high frequency. By comparing Fig. 5 and Fig. 6, the performance of
the filter with two open-load stubs is better than the filter with one open-load stub. The lowest
notch point of |S21| changes from −30 dB to −37 dB, notch bandwidth of −20 dB is near 240MHz
and the in-band ripple is small.

The Fig. 7 shows that L8 = 2 mm, L6 = 1.6mm, L6 = 1.8mm, L6 = 2.0 mm, with the increase
of the length of L6, the notch frequency of the BPF filter with one open-load stub is reduced. As
shown in Fig. 8, when L6 of the BPF filter with two open-load stubs increased from 1.6mm to
2mm, the notch central frequency of |S21| in high frequency decreased from 9.6 GHz to 9.3 GHz.
The notch central frequency of |S21| in high frequency decreased with the increasing of L6. The
lowest notch point of |S21| changes from −30 dB to −37 dB. The filter with two open-load stubs
can generate two notch bands from 5.4 GHz to 5.6 GHz in low frequency and 9.3 GHz to 9.6 GHz
in high frequency.

The Fig. 9 shows the |S21| of the filter for different L6 with L8 = 2 mm, L8 is the length of the
open-load stub. By increasing the length of L6 from 1.4 mm to 2.6 mm, which can continue to lower
the central frequencies of two notch bands, the filter can achieve low frequency notch band between
4.7GHz to 5.3GHz and high frequency notch band between 8.8 GHz to 9.8GHz. The Fig. 10 shows
that L6 = 2 mm, L8 = 1 mm, L8 = 2mm, L8 = 3 mm, when the length of L8 is increased, the two
notch frequencies are reduced. The low notch frequency and the high notch frequency both can be
dominated by adjusting the length of L6 and L8. By adjusting the length of L6, the filter with one
open-load stub can change the resonant frequency of resonator. By changing the open stubs length

Figure 7: Simulated |S11| and |S21| of the BPF filter
with one open-load stub for different L6 with L8 =
2mm.

Figure 8: Simulated |S11| and |S21| of the BPF filter
with two open-load stubs for different W4 with L6 =
2mm.

Figure 9: Simulated |S21| of the BPF filter with one
open-load stub for different L6 with L8 = 2 mm.

Figure 10: Simulated |S11| and |S21| of the BPF
filter with one open-load stub for different L8 with
L6 = 2 mm.
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of L8, the filter with one open-load stub can change the resonance characteristics and the coupling
between the open stub and the resonator.

4. CONCLUSION

In this paper, two compact UWB filters have been proposed. The performance of the filter with
two open-load stubs is better than the filter with one open-load stub. Both two compact UWB
filters achieved wide passband with dual notched bands by changing the length of the open-load
stub structure. The predicted results were confirmed by the simulation experiment, where the low
notch frequency and the high notch frequency can be changed respectively. The filter with one
open-load stub can enhance the interference immunity from 5.15 GHz to 5.3 GHz in WLAN and
8.8GHz to 9.8GHz in X-band with certain application prospects. The filter with two open-load
stubs can generate two notch bands from 5.4GHz to 5.6 GHz in WLAN and 9.3GHz to 9.6 GHz in
X-band with certain application prospects.
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Abstract— Three types of UWB antennas are proposed and investigated for UWB commu-
nication applications. The proposed antennas consists of a planar circular patch monopole ul-
trawideband antenna, one of which is incorporated along with the GPS (1.5GHz) band due to
addition of four unit cells of complimentary meander-line and a T-slot on the patch. Simulated
S11 is −6 dB over 1.46–1.54 GHz and a wide bandwidth starting from a frequency of 3.45 GHz.
The antenna is designed on a low-cost FR4 substrate having dimensions 37.5×31.5×1.6mm3. It
has a uniform gain in the S and C bands. The antenna is fabricated and the match between the
simulated and experimental results suggests that the proposed antenna can be a used for GPS,
WiMAX, WLAN and other UWB applications.

1. INTRODUCTION

UWB is a radio technology which may be used for short ranges at a very low energy level, with
high bandwidth communication which uses a vast portion of the radio spectrum [1]. Printed
monopole antennas fabricated on a substrate offers a wide impedance bandwidth that can cover
ultrawideband [2]. The frequency band from 3.1 GHz to 10.6GHz. It is approved as UWB by
Federal Communications Commission (FCC) [3]. It has been used for radar, sensing and military
communication applications over the past couple of decades [4].

The main challenges faced in the design of UWB antennas are the miniaturization, improving
the efficiency, uniform gain, larger operating range, optimized radiation pattern and polarization
to provide wide coverage. It has been a greater challenge to accommodate both the UWB and the
GPS band for a compact antenna. These problems have become an active topic of research.

In the recent years, efforts have been made by implementing rectangular, circular disc, elliptical
and binomial curved-shaped UWB monopole antenna in the designs to overcome the drawbacks [8–
17]. In order to keep the antenna footprint unaltered, designers have resorted to the approach of
embedding slots of different shapes in the radiating element and/or ground plane of the antenna
systems.

One such effort to resolve the drawbacks is the implementation of metamaterial structures [6].
Metamaterials are artificially engineered structures providing electromagnetic properties which are
not encountered in nature. These materials simultaneously have negative permeability and permit-
tivity which was first theoretically predicted by Veselago [7].

This paper proposes the design and performance of a compact UWB antennas with fractional
bandwidth of > 100%. The need for a compact UWB antenna along with GPS application is
given in this paper. The proposed designs are smaller in size compared to the antenna dimensions
reported in [8–17].

Section 2 gives a brief theory on how the modifications to the previous designs have helped in
overcoming the problems posed. Section 3 showcases the proposed designs and its configuration.
Section 4 portrays the results of multiple simulations. Section 5 contains the conclusion of the final
proposed design.

2. THEORY AND METHOD

The unconventional electromagnetic characteristics like simultaneous negative permittivity and
permeability leading to negative refractive index are exhibited by the addition of metamaterial
structures [5]. These structures have inductive and capacitive characteristics which helps in minia-
turizing the antenna system. The improvement in the performance and reduction of size in the
type-2 antenna design is due to the t-slot made on the patch. This T-slot is a metamaterial inspired
structure. Meander line cuts which are meta-structures are implemented in the proposed design
such that a new resonant band is formed at a particular frequency.
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Ansys package High Frequency Structure Simulator (HFSS) is a 3-dimensional (3D) full wave
simulation software based on FEM (finite element method). FEM is a powerful tool used to
evaluate the antenna performance. This method subdivides the problem domain into individual
simpler parts and then re-assembles the solution for the entire problem. This minimizing the error
function. Maxwell’s equations are used for solving the problem.

3. PROPOSED DESIGN

Type-1 of the proposed antenna has a planar circular microstrip patch which helps in generating
a wide band. With the intention to increase the bandwidth, Type-2 antenna combines a T-slot on
the circular microstrip patch which improves the performance. Type-3 is synthesized by including
complimentary meander line-cuts along with a T-slot on the circular patch.

The proposed antenna of type-3 possesses a method to miniaturize the UWB antenna, improve
the performance and the formation of a new resonant band at 1.5GHz which is due to the effect of
the insertion of meander line-cuts on the patch. The simulated and measured results are in good
agreement.

The geometry of the proposed antenna is shown in Figure 1. It is excited by a 50 ohms microstrip
line of width 1.95 mm using line feed technique and fabricated on a 1.6-mm thick FR4 substrate
with a 37.5× 31.5mm2 surface area. The relative permittivity and loss tangent of the substrate is
4.4 and 0.02 respectively.

3.1. Circular Microstrip Patch

The design of the proposed type-3 antenna is shown in Figure 1. The antenna consists of a circular
planar structure with a feed line length of 15.08 mm with 7.5 mm as radius of the circular structure.
A T-slot is made on the circular patch with a width of 1 mm and the meander-line slot with a
thickness of 0.4 mm for each unit cell.

3.2. Ground Plane

The ground plane has a surface area of 15× 31.5mm2. The ground plane is shown in the Figure 1.

Figure 1: Antenna patch and ground plane (with
w = 31.5mm, l = 37.5 mm, l1 = 15 mm and x1 =
1.95mm).

(a) (b)

Figure 2: The proposed UWB antennas.

(a) (b)

Figure 3: (a) Meander line unit cell. (b) Multiple cells of meander line units.
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4. RESULTS AND DISCUSSION

4.1. Planar Circular Patch Antenna (Type-1)

This antenna has a plain circular patch as the radiating element with the size of the antenna being
37.5×31.5mm2 and the area of the ground plane is 15×31.5 mm2. It is shown in Figure 2(a). This
antenna has resonances at 4.1GHz, 6.2 GHz and 10.6 GHz with return losses of −15 dB, −21 dB
and −17 dB respectively.

4.2. Planar Circular Patch Antenna with a T-slot (Type-2)

This antenna includes a T-slot which is made on the circular patch which is shown in the Figure 2(b).
It yields better return losses than the TYPE-1 antenna by comparison and has an additional
resonance at 8 GHz with −12 dB (S11).

Figure 4: The S11 graph for all 3 types of proposed antennas.

(a) (b)

Figure 5: Parametric analysis performed (a) for different lengths on the ground plane and (b) for different
positions of meander line along T-slot.

(a) (b)

Figure 6: (a) The S11 graph and (b) gain plot for the proposed type-3 antenna.
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4.3. Planar Circular Patch Antenna with a T-slot and Meander-line Slots (Type-3)
This antenna incorporates the meander-line slots for type-2 antenna which results in improving the
S11 parameter along with it, a new band resonating at 1.5GHz is obtained. This band has a return
loss of magnitude −8.5 dB and a bandwidth of 100 MHz at −6 dB [18]. The return losses at 4.2,
5.9, 7.9 and 10.6 GHz is −14.4, −24.4, −14.4 and −18.5 dB. The UWB starts at 3.45 GHz. This
antenna is shown in Figure 1.

The S11 graphs, parametric analysis and radiation patterns for the proposed antennas are shown
in Figures 4–6.

The S11 graph for the proposed type-3 antenna was simulated and observed as shown by the

Figure 7: Simulated and measured results.

(a) (b)

Figure 8: The fabricated type-3 antenna. (a) Top view. (b) Bottom view.

Figure 9: Radiation pattern along E-plane and H-
plane at 1.5 GHz (GPS) respectively.

Figure 10: Radiation pattern along E-plane and H-
plane at 3.8 GHz (WiMAX) respectively.

Figure 11: Radiation pattern along E-plane and H-plane at 5.5 GHz (WLAN) respectively.
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dashed line. The fabricated antenna has S11 as shown by the solid line in the Figure 7.
The fabricated antenna has better S11 characteristics at a number of frequencies in comparison

to the simulated results. Apart from this, the frequencies of resonance of the fabricated antenna
are comparably similar to that of the simulated antenna.

All the radiation patterns shown below are with respect to the proposed TYPE-3 antenna. The
graphs in the following section shows that the radiation pattern at specific frequencies which are
commonly utilized, having a fairly omni-directional pattern which is useful in most of the wireless
communication devices. Besides, these radiation patterns exhibit a wide beam width.

5. CONCLUSION

This paper presents an antenna design that includes a circular planar monopole microstrip antenna
incorporating a metamaterial inspired T-slot structure and Complimentary Meander-Line (CML)
unit cells. The T-slot is used to improve the bandwidth, reduce size, and increase the gain of
the antenna. The experimental results demonstrated that CML can be a viable alternative to the
existing techniques in creating a narrowband resonator at lower frequencies in UWB antennas. The
measured data agrees well with the simulated results successfully demonstrating that the CML in
the design can be incorporated to an UWB antenna system to provide extra functionality without
compromising the antenna’s performance and also helps in miniaturizing the system.

The proposed antenna achieves a return loss of over −10 dB having a bandwidth of > 100% (i.e.,
3.45GHz onwards). It has a uniform gain in the S and C bands and the proposed type-3 antenna
can be a used for GPS (1.5 GHz), WiMAX (3.45–3.8 GHz), WLAN (4.9–5.8 GHz) and other UWB
(3.45–10.6GHz) applications.
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Abstract— In this paper, a low-profile dipole-type broadband tag antenna is proposed and
it can be mounted on metallic objects for UHF RFID systems. The meandering technique,
capacitive-tip loading structure, and T-matching network are wisely hybridized to improve the
impedance matching and radiation patterns of the RFID tag antenna. For low-cost fabrication,
the antenna is etched on a single-layer substrate without a ground plane or shorting pins. The
simulated impedance bandwidth of the proposed antenna is 635 MHz (i.e., from 615 MHz to
1250MHz) which can entirely cover the frequency band of the worldwide UHF RFID (i.e., from
860MHz to 960 MHz) and the simulated radiation patterns show a good feature.

1. INTRODUCTION

The radio frequency identification (RFID) system in the ultra high frequency (UHF) band from
860MHz to 960MHz has become more popular in recent years and has been widely used in the labels
of products and services. Compared to the RFID system working in the frequency band lower than
the UHF, the system has several benefits such as the safer security mechanism, larger data storage,
and better stability [1]. Furthermore, it can read several tags simultaneously and rapidly, making
it become the preferred choice in many applications. There are usually four important aspects
that should be considered in the design of tag antenna, i.e., size, impedance matching, radiation
pattern, and gain [2]. Also, the RFID tags have to be attached to various materials in practical
situations and the cancellation of electric current on the surface of antenna will significantly worsen
the performance of tags if they are attached to metallic objects. Aiming to the problem, some
solutions have been proposed, such as embedding a slotted via-patch in the middle of the dual layer
RFID tag antenna, incorporating an artificial magnetic conductor (AMC) with a printed meander
monopole tag antenna, and applying a proximity-coupled feed to a radiating patch [3, 4].

In this work, we propose a different design for the UHF-RFID tag antenna which will be attached
to metallic objects. The meandering technique, capacitive-tip loading structure, and T-matching
network are wisely hybridized to improve the impedance matching of the RFID tag antenna. The
simulated results show that the design can remarkably enhance the performance of tag antenna
in both bandwidth and gain when it is attached to a metal sheet. Moreover, compared to the
same-type antenna presented in [5, 6], the impedance bandwidth is much larger (from 615MHz to
1250MHz) and the overall size is much smaller (50mm × 20mm × 1.6mm).

2. ANTENNA DESIGN

The configuration of the proposed tag antenna is shown in Figure 1. The proposed antenna is
symmetrical and includes a T-matching network, two bent microstrips, and two loading bars.
The T-matching network is used for conjugate matching between tag antenna and RFID chip
by adjusting H2 and L1 [7]. The meandering structure is formed by bending the arms of the
diploe antenna to finely tune the impedance of the proposed antenna and improve the radiation
pattern. Two loading bars are introduced to increase the area of antenna radiation element. For
the satisfactory gain and easy fabrication, the Rogers RT/duroid 5880 (εr = 2.2 and tan δ = 0.0009)
is used as the substrate when the tag is attached to a dielectric block. In the antenna design, the
return loss is used to check the energy transfer between the tag antenna and the chip, which can
be calculated by:

RL = −S11 = 20 log |Γ | = 20 log
∣∣∣∣
Zc − Za

Zc + Za

∣∣∣∣ (1)

where Zc = Rc + jXc is the microchip’s input impedance and Za = Ra + jXa is the antenna’s input
impedance. Generally, the efficient RL value is below −10 dB and the conjugate match happens
when Ra = Rc and Xa = −Xc. The tag antenna is designed for the RFID chip Impinj Monza
4, whose impedance is 11 − j143Ω at 915 MHz. To get a conjugate impedance of the RFID chip,
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(a)

(b)

Figure 1: Configuration of the proposed RFID tag antenna. (a) Top view. (b) Side view.

the antenna’s impedance should be adjusted to be 11 + j143Ω. The reading range is also very
important in RFID. When the power absorbed by antenna is larger than its threshold power Pth,
the antenna will work. The maximum read range is given by

Rmax =
λ

4π

√
PtGtGrτ

Pth
(2)

where λ is the wavelength, Pt is the power transmitted by the reader, Gt and Gr are the gains of
transmitting antenna and the receiving tag antenna, respectively, Pth is the minumum threshold
power necessary to power up the RFID chip, and τ is the power transmission coefficient given by
1 − Γ . Typically, Pt, Gt, and Pth are all given before the tag antenna is designed. Therefore, Gr

and τ are dominant factors which determine the reading range.

Table 1: Optimized dimensions for the proposed antenna (unit: mm).

Parameter Value Parameter Value Parameter Value Parameter Value Parameter Value

W 20 W1 1.0 W2 0.7 W3 0.7 W4 0.5

L 50 L1 10.9 L2 3.05 L3 13 L4 3.05

H 1.6 H1 10.9 H2 2.4 Gap 1.1

3. RESULTS

The simulation and optimization of the antenna were carried out by Ansoft HFSS 13. The ultimate
optimized value of each parameter is given in Table 1. Figure 2 shows the simulated impedance
of the proposed antenna. It can be seen that the antenna impedance is equal to 0.17+j149 Ω at
the central frequency of 915 MHz, which satisfactorily matches the chip. As the frequency varies,
the reactance increases from 70 Ω to 200Ω slowly and smoothly. It indicates that the impedance
bandwidth of the tag antenna is bound to be very wide in the case when the reactance of RFID
chip decreases slightly with the rising frequency.

The simulated result of the return loss of the compact antenna is shown in Figure 3(a). It can be
seen that this antenna’s impedance bandwidth at −10 dB is 835 MHz (510 MHz–1345 MHz) which
entirely covers the global range 100 MHz. Furthermore, the large impedance bandwidth ensures
that the antenna can be applied to other systems whose working frequency is in the range.

The simulated x-z and y-z plane patterns at 915MHz are plotted in Figure 4(a). It can be seen
that the radiation pattern in the y-z plane is nearly omnidirectional and the beam angle in the x-z
plane is 120◦.

The above results present a perfect performance when the tag antenna is attached to the non-
metallic object. Then the antenna’s quality of anti-mental will be explored in the following. To
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abate the influence of the metal, the foam will be added between the tag antenna and the metal
surface directly and this is a very convenient way with a low cost.

Figure 3(b) shows the S11 features with the change of the thickness. It is observed that the
resonant frequency shifts down as the thickness increases. Though the impedance bandwidths
narrow down, the range entirely covers the RFID bandwidth. The simulated radiation patterns are
shown in Figure 4(b). It can be seen that the gains are almost constant at the central frequency.

Figure 2: Simulated impedance of the proposed antenna as the frequency increases.

(a) (b)

Figure 3: (a) Simulated return loss of the proposed tag antenna. (b) Simulated power reflection coefficient
against frequency of the proposed antenna with different thicknesses of the foam.

(a) (b)

Figure 4: (a) Simulated radiation patterns of the prototype antenna at 915 MHz. (b) Simulated radiation
patterns at 915 MHz with different distances to the metallic surface.
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4. CONCLUSION

A compact and low-profile antenna for RFID which operates well in the worldwide UHF RFID
frequency bands (860–960 MHz) is proposed in this research. The T-matching network is used
to easily match the RFID chip impedance. The two loading and meandering parts are added to
augment the gain. The simulated bandwidths of the tag antenna are 835 MHz and 635 MHz or
more, respectively. Moreover, the tag antenna is easy for massive production due to its simple
structure. In the future, measurement for the antenna will be carried out.

ACKNOWLEDGMENT

This work was supported by the Specialized Research Fund for the Doctoral Program of Higher
Education of China (Project No. 20120072110044).

REFERENCES

1. Finkenzeller, K., RFID Handbook: Radio-Frequency Identification Fundamentals and Applica-
tions, 2nd Edition, Wiley, 2004.

2. Rao, K. V. S., P. V. Nikitin, and S. F. Lam, “Antenna design for UHF RFID tags: a review
and a practical application,” IEEE Trans. Antennas Propag., Vol. 53, No. 12, 3870–3876, Dec.
2005.

3. Hirvonen, M., P. Pursula, K. Jaakkola, and K. Laukkanen, “Planar inverted-F antenna for
radio frequency identification,” Electron. Lett., Vol. 40, 848–850, 2004.

4. Chen, S. L. and K. H. Lin, “A slim RFID tag antenna design for metallic object applications,”
IEEE Antennas Wireless Propag. Lett., Vol. 7, 729–732, 2008.

5. Bashri, M. S. R., M. I. Ibrahimy, and S. M. A. Motakabber, “Design of a planar wideband
patch antenna for UHF RFID tag,” Microw. Opt. Technol. Lett., Vol. 56, No. 7, 1579–1584,
2014.

6. Cho, C., H. Choo, and I. Park, “Design of planar RFID tag antenna for metallic objects,”
Electron. Lett., Vol. 44, No. 3, 175–177, 2008.

7. Choo, J., J. Ryoo, and J. Hong, “Novel RFID tag antenna with stability to material,” in Proc.
IEEE AP-Society Int. Symp., 1–4, Jul. 2008.



2858 PIERS Proceedings, Prague, Czech Republic, July 6–9, 2015

A Long Range UHF RFID Tag for Metallic Objects
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Abstract— The performance of passive UHF RFID tags, commonly available in the market,
is significantly degraded when they are placed near a conducting surface. A possible solution
to overcome this problem is to design tags based on PIFA (Planar Inverted F Antenna) the
performance of which is less sensitive to the presence of objects in its surroundings. This ability
is mainly due to the existence of a ground plane inherent to its structure. In this paper, a PIFA is
utilized in the design of a passive tag that can be used to identify metallic objects with medium to
large dimensions. A new type of antenna feeder is presented with a slot in the radiating element
where the RFID IC is attached. The maximum range of utilization, covering all licensed RFID
UHF bands (860 to 960 MHz), is in excess of 8 m, according to simulations using a MoM based
software, verified by practical measurements. Further results from simulation and measurements
show that the tag can also be used attached to other materials with good performance.

1. INTRODUCTION

The identification of objects by radio waves or RFID (Radio Frequency Identification) is a technol-
ogy where a tag is attached to an object and its information read by a remote processing system.
Although it is not a new technology, its use has shown steady growth in recent years. Currently,
RFID is identified as one of the main enabling technologies of the future Internet, the Internet of
Things (IoT).

Operating in the ISM frequency bands, RFID systems have different characteristics depending
on the frequency band used. In UHF (Ultra High Frequency) band, RFID systems using passive
tags are considered as a solution with good performance to identify objects at distances ranging
from a few centimeters to several meters.

However, the distance of identification depends on the material that the object is made [1].
For example, metals are materials which can significantly degrade the performance of UHF RFID
systems by reducing the distance of identification.

Several solutions for tags have been developed in order to make them, as far as possible, insen-
sitive to the presence of metal [2–4]. Some different types of antennas are proposed, among which
are those with a ground plane inherent in its structure, such as the microstrip antenna and the
PIFA (Planar Inverted-F Antenna) [5–16].

In this paper we present the design of a passive RFID tag in UHF based on a PIFA for identi-
fication of metallic objects. The main usage of the tag is to identify objects with medium or large
dimensions such as containers, plates and pipes often found in industrial environments and storage
warehouses.

In order to attach the RFID IC for antenna, a slot on the radiating element of the PIFA was
developed. The effect of the slot on the resonant frequency of PIFA was analyzed. Moreover, the
presence of the slot introduces an inductance that is used for impedance matching between IC and
antenna.

Electromagnetic simulations and measurements indicate a good tag performance in a wide fre-
quency band, which covers the main RFID UHF operation bands in the world.

2. TAG ANTENNA DESIGN

Figure 1 shows the geometry of the proposed UHF RFID tag antenna. Basically, it is an air filled
PIFA where a slot is implemented on the radiating element.

To determine the behavior of the resonance frequency of the PIFA for this form of feeder, an
analysis was performed using results of simulation on IE3D [17], varying the width of the short plate
W/L1, the height of the radiating element H/λ0 and the length of the slot LS/L1. The resonant
frequency f1 was normalized to f0 = 900 MHz.
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Figure 1: Geometry of tag PIFA.

 

Figure 2: Resonant frequency of the PIFA versus
width of the short plate.

 

Figure 3: Current distribution on radiating element
of the PIFA with slot.

 

Figure 4: Inductance arising from the slot on the
radiating element of the PIFA.

Figure 2 shows the behavior of f1/f0 in function of W/L1 for H/λ0 = 0.02. The curves are
parameterized for LS/L2. It is observed that for LS/L2 ≤ 0.80 the resonant frequency of the PIFA
is substantially independent of the normalized length of the slot.

Figure 3 shows the current distribution around the slot. It suggests that the slot introduces an
inductance that can be used for impedance matching of the IC and antenna. This effect was also
analyzed by the simulation results.

The analysis was performed by varying LS/L2, W/L1 and H/λ0. Figure 4 shows the variation
of the inductance L in function of LS/L2 for W/L1 = 0.05. The curves are parameterized for H/λ0.
It is observed that for LS/L2 ≤ 0.75, the inductance is practically independent of the height of the
radiating element of the PIFA.

From the results of the analysis above, the PIFA was designed and mounted using the RFID UHF
IC HiggsTM4 packaged in a JEDEC MO-283 Variant AA Strap from Alien Technology LLC [18].
Table 1 shows the final dimensions of the antenna after the simulation on the IE3D. The PIFA was
constructed using a copper sheet with thickness of 0.55 mm. The IC was attached to antenna using
silver conductive glue.
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Table 1: Final dimensions of the tag antenna.

Description Value (mm)
Length of ground plane (LG2) 80
Width of ground plane (LG1) 50

Length of radiating element (L2) 64
Width of radiating element (L1) 43.6
Height of radiating element (H) 6.1
Width of short circuit plate (W ) 23.8

Length of slot (LS) 49.7
Width of slot (WS) 1.8

Thickness of copper plate 0.55

Figure 5: Setup for measurement of tag reading range.

 

Figure 6: Maximum reading range with the alu-
minum plate under the tag.

Figure 7: Maximum reading range without the alu-
minum plate.

3. MEASURED AND SIMULATED PERFORMANCE RESULTS

The performance of the tag was analyzed by the maximum reading range. From the results of
simulation on IE3D, the minimum antenna gain is 2 dBi and the maximum VSWR is 3.5 over all
band. The half power beamwidth of the antenna is 180 degrees in the elevation pattern. The
reading range was calculated and compared with measurements.

Figure 5 shows the measurement setup. In this figure, the RF output power of the reader can
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be controlled in 1 dB steps, from 11 dBm to 30 dBm. The tag was arranged on an aluminum plate
with dimensions 150 mm× 150mm× 1mm. This plate was also considered in the simulation of the
antenna.

Considering the total setup loss, from the output of the reader to the point where the tag was
placed inside the TEM Cell [19], the equation below was derived for equivalence with a free space
performance of the tag where d is the maximum reading range in the free space in meters, Lat is
the attenuation factor for the RF output power in dB, and f is the frequency in MHz.

d =
3005.5

f
10(Lat/20)

Figure 6 shows the maximum reading range calculated and obtained by measurements. The
limit of 8 m is also shown in this figure.

The aluminum plate was removed from the simulation and measurement setup. Again, the
maximum reading distance was determined. Figure 7 shows the maximum reading distance for this
condition. The limit of 8 m is also shown.

4. CONCLUSION

A UHF RFID tag for metallic objects using a PIFA as a radiating device has been designed and
tested. A different type of RF feeder for the PIFA, namely, a slot in the radiating element, was
presented to couple the RFID IC to the antenna. The length of the slot was used to impedance
matching the IC to the antenna. Good performance in terms of maximum reading distance was
obtained for all licensed RFID UHF bands (860 to 960 MHz).
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Abstract— Living cells display mechanical vibrations excited by energy supply. The majority
of biological molecules and structures are electrically polar and vibrations generate an electro-
magnetic field. Microtubules are the generating structure in eukaryotic cells. The generated
electromagnetic field can be measured at the plasma membrane by a micro sensor integrated
with an input amplifier and evaluated by a real time spectrum analyser controlled by computer.

1. INTRODUCTION

Biological activity is conditioned by continuous energy supply which enables formation and main-
tenance of the state far from the thermodynamic equilibrium, a crucial condition of life. Transfor-
mation of energy is an essential process of living activity. Organization of bodies with macroscopic
dimensions and synchronization of mutually dependent activity requires forces of corresponding
extension. Excitation of coherent electromagnetic (EMG) field is considered to be an essential
mechanism of biological functions. Energy stored in oscillating systems represents a source of
forces for biological utilization. H. Fröhlich formulated a hypothesis of coherent electric polar vi-
brations in biological systems with energy condensation in a mode of motion and correlated over
macroscopic region [1, 2]. Fröhlich’s hypothesis has a strong support in experimental results on
mechanical vibrations in living cells. Nanoscale vibrations are an expression of metabolic activity
and a signature of life [3]. The majority of biological macromolecules and structures are electri-
cally polar and, therefore, EMG activity belongs to the signature of life too. EMG activity in
the frequency range 8–9 MHz in the M phase depends on development of the mitotic spindle [4].
Microtubules represent the oscillating structure in eukaryotic cells. Sahu et al. [5, 6] measured
resonant frequencies of isolated microtubules in the classical frequency range below 20 GHz, in the
far infrared region in the range of 300–1500 cm−1, and the UV absorption-emission spectrum. The
frequency spectrum from 20 GHz to 100GHz should be also analysed.

Energy supply is a necessary condition of life and, therefore, any disturbance of energy metabolism
has to initiate a pathological state. Defective processes of energy supply and transformation cause
pathological states, in particular cancers [7].

2. GENERATING STRUCTURES-MICROTUBULES

In eukaryotic cells microtubules form a filamentous structure which has an essential role in cell
activity. The microtubule system is a primary organizer of the cytoskeleton. Microtubules are
hollow tubes of a circular cross section with the inner and outer diameter 17 and 25 nm, respectively
(Figure 1). In the interphase they form radial fibers growing outward from the centrosome, a
spherical structure in the center of the cell. The essential part of microtubules is bonded to
structures at the membrane. In the M phase the microtubules of the mitotic spindle emanate from
two centrosomes.

Microtubule physical characteristics correspond to requirements for generating the EMG field:
they are electrically polar, nonlinear, and excited by energy supply. Microtubules are built of
tubulin heterodimers forming an organized structure (Figure 1). Each heterodimer is an electric
dipole whose dipole moment is about 1000 Debye, i.e., 10−26 Cm [8, 9]. Several mechanisms were
described for energy supply for excitation of polar vibrations. The energy is supplied by hydrolysis
of GTP to GDP in ß tubulins after polymerization [10, 11], energy losses at motion of motor proteins
along microtubules [12], and very likely also by non-utilized energy liberated from mitochondria [13].
Photons released from chemical reactions may supply energy in the UV and visible wavelength
regions.

Sahu et al. [5, 6] measured resonant frequencies of isolated microtubules in the frequency range
10–30MHz, 100–200MHz, 3–18 GHz (Figure 2), at about 20 THz (the wavenumber about 700 cm−1),
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and the UV absorption-emission spectrum at about 276 nm. Oscillations depend on the water con-
tent in the microtubule cavity. The water core inside the microtubule resonantly integrates all
proteins around it such that the nanotube irrespective of its size functions like a single protein
molecule. Therefore, the water channel inside the microtubule cavity displays a control in govern-
ing the electronic and optical properties of microtubule. Sahu et al. [9] claim that the energy levels
of a single tubulin protein and of a single microtubule made of 40,000 tubulin dimers are identical.

Proto-
filament

Dipole
moments

Tubulin
hetero-
dimers

α state

 state

Growing
microtubule

Figure 1: Structure of a microtubule. Microtubule is a tube with inner and outer diameter 17 and 25 nm,
respectively, composed of heterodimers which are electric dipoles. After polymerization of hetero-dimers
the guanosine triphosphate in the β tubulin is hydrolysed and polarization reversed. Orientation of electric
dipoles in the microtubule is visualized by arrows.

Figure 2: Spectrum of resonant frequencies of the electromagnetic activity of microtubules in the classical fre-
quency range below 20GHz. A microtubule forms a vibration resonant string with oscillations approximately
along longitudinal axis. The amplitudes of the resonant peaks are displayed as relative values (A/Amax).
After Sahu et al. [5, 6].

The power supply to the electric polar vibrations in a cell is assumed to be of the order of
magnitude of 0.1 pW (10−13 W). If the number of microtubules in a cell is 400 then the power
supply to a single microtubule is of the order of magnitude 0.1 fW (10−16 W). For a quality factor
of about 80 the power of electric polar vibrations in one microtubule is about 10 times higher (i.e.,
1 fW). The power of EMG component of oscillations is smaller than 1 fW.

3. MEASUREMENT OF MICROTUBULE EMG FIELD

EMG field generated by microtubules in living cells may be measured at the plasma membrane
in the points where the microtubules are attached to structures at the membrane inside the cell.
Dimension of the detection contact of the sensor (Figure 3) has to correspond to the cross section
of the microtubule to receive the maximum value of the signal. The distance between the ends
of the neighbouring microtubules depends on the cell size and number of microtubules in the cell.
Its value is of the order of magnitude of µm’s. The intensity vector E of the near EMG field has
longitudinal orientation along the microtubule axis. For a dipole source the amplitude ER is given
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by the equation

ER = P/(2πεε0R
3)

where P is the amplitude of the dipole moment of the microtubule and R is the distance from the
end of the microtubule along its axis. The detection contact of the sensor must be in touch with
the plasma membrane to reduce decrease of the measured signal by increased R.

Measured
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layers
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substrate

Input
amplifers

50 nm
Φ =

Figure 3: A schematic picture of a suggested sensor for detecting cellular electromagnetic activity. Dimension
of the detector gold contact in the centre of circular opening for a living cell has to correspond to microtubule
cross section. Function of the gold contact with a diameter about 50 nm was experimentally verified. The
input amplifier has to be integrated with the detector part to increase the signal to noise ratio. The measured
signal processed and amplified by the input amplifier may be embedded in noise.

A block diagram of the experimental system for detecting EMG oscillations of living cells is
shown in Figure 4. The sensor with an input amplifier together with a subsequent preamplifier
should be placed in a shielded box. Two or three screening layers for electric and magnetic screening
should be used to eliminate disturbances and electromagnetic noise from the ambient medium. Real
time spectrum analyser makes possible effective analysis of coherent oscillations. The essential
part of the experimental system is the sensor integrated with the input amplifier. The detection
contact and connection with the input amplifier must have not only small resistance but also small
capacitance. Moreover, the sensor with the input amplifier has to meet other requirements to detect
the cellular signals. High signal to noise ratio and intact cellular functions during measurement are
necessary.cnditions.

The main problem of detection the cellular EMG field is the level of noise. First of all the level of
signal and noise in the cell should be discussed. Coherent EMG field is assumed to have an essential
function in cellular activity-in working and information processes. Information management in
living cells is an essential condition for the existence of life. It is assumed that biological systems
need not store data in many memory elements, and utilize parallel or repeated processing. But
the present knowledge of information storage in cellular memory, its reading and processing is
remarkably limited. Biological cells operate at the boundary of the nano and micro worlds. Noise
in biological cells is assumed to be at acceptable level due to water ordering, and cellular processes
can distinguish signal from noise. During the measurement, the signal to noise ratio is mainly
deteriorated by the input amplifier.

Impedance matching of the input amplifier to cellular source is a special problem. The sensor
measures the potential difference of the near field excited by electric polar vibrations in microtubules
between two points at the membrane. The input impedance of the preamplifier should correspond
to the impedance of the plasma membrane in the region of the sensor. Nevertheless, reaction of the
living cell to power losses caused by preamplifier consumption is an unknown factor. Living cell
is an active substance which senses even small disturbances caused by surrounding medium. The
cell may react by increase of energy supply to cover the loss or in an opposite way by decrease of
energy supply to defective parts of the microtubule system. Changes of the power in the nonlinear
oscillating system cause frequency shifts.
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Figure 4: A block diagram of the experimental system for detecting cellular EMG. Sensor inte-grated with the
input amplifier is shown in Figure 3. Measured cells, sensor with input amplifier, preamplifier and batteries
have to be shielded to limit disturbances caused by external signals and noise. The computer controls the
experimental system and stores the measured data.

4. VERIFICATION OF THE METHOD

Experimental results obtained on synchronized yeast cells S. cerevisiae (mutant tub2-401 ) in the
M phase are plotted in Figure 5. Average values of signals above a threshold level (circular symbols
connected with a solid line) and standard deviations (diamond symbols connected with dashed
lines) from six measurements are plotted versus time (one period corresponds to about 3.5 min).
The vertical lines at T1 and T2 denote time points when the majority of cells had a complete mitotic
spindle and when they were in the anaphase A, respectively (after published data [4]). The increased
activity at the period 4 might correspond to formation of the mitotic spindle, 10 to metaphase,
and 12 to anaphase A. However, the number of measurements is too low and adequate control
measurements were not performed. The measurement might be also distorted by changed electric
parameters of the medium around detection contacts caused by cellular activity. Temperature in
the shielded box during measurements was 28 ± 2◦C. Our sensor and input amplifier were not
integrated and a spectrum analyzer Agilent E4448A was used.
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Figure 5: Experimental verification of the method. Electric signals detected by the sensor at yeast cells
(synchronized in the M phase) in the cell suspension. Amplitude in arbitrary units versus time in 3.5 min
periodss.

5. CONCLUSION

Energy supply to living systems excites a state far from thermodynamic equilibrium which is an
essential condition of life. EMG field generated by electric polar vibrations in microtubules can
be measured by a low noise microelectronic system containing a sensor detecting cellular signal,
integrated with an input amplifier, and a real time spectrum analyser controlled by a computer.
We have built a preliminary experimental setup and experimentally verified the method.

Technological facilities were developed and measurement performed at the Institute of Photonics
and Electronic, Czech Academy of Sciences in Prague by F. Jeĺınek, F. Šrobár, M. Cifra, M. Př́ıhoda.
O. Kučera, and D. Havelka.
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Biochem. Z., Vol. 152, 309–344, 1924.
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11. Pokorný, J., “Excitation of vibration in microtubules in living cell,” Bioelectrochem., Vol. 63,
321–326, 2004.

12. Pelling, A., E., S. Sehati,, et al., “Local nano–mechanical motion of the cell wall of Saccha-
romyces cerevisiae,” Science, Vol. 305, 1147–1150, 2004.
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