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A New Sidelobe Reduction Method for Circular SAR
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Abstract— Circular synthetic aperture radar (CSAR) has become of particular interest to
the SAR community. According to the isotropic targets, the spectrum of which is ring-shaped,
therefore the corresponding point spread function (PSF) is related to Bessel Function, and the
sidelobe level is higher. In this paper, a novel sidelobe reduction method based on the image
processing is proposed. Simulation test proved that this method could express the sidelobe of
CSAR from —8dB to —16 dB without the expansion of mainlobe.

1. INTRODUCTION

Circular synthetic aperture radar (CSAR) has become the hotspot in the SAR community in recent
years [1,2], However, the higher sidelobe level would limit its application. For isotropic targets,
the spectrum of which is ring-shaped therefore the corresponding point spread function (PSF) is
related to Bessel function, thus the corresponding sidelobe level is much higher than that of linear-
trajectory SAR. Moreover, the traditional window-function technique is not valid any more and
yields even worse results for CSAR. Thus it is essential to develop new methods to reduce the
sidelobe level for CSAR.

It is learnt from the theory of Fourier-based imaging that [3]: firstly, the discontinuity of the
spectrum leads to the emergence of sidelobes of the PSF. Secondly, the direction of the sidelobe of
the PSF is perpendicular to the edge of the spectrum. These two factors could be used to explain
why the sidelobe directions according to CSAR displayed radially. Specifically, the fundamental
motivation of the proposed sidelobe reduction method is to extract the sidelobe-image firstly and
then deducting it to obtain the sidelobe-compressed CSAR images.

2. THE ANALYSIS OF THE SPECTRUM SHAPE OF CSAR

The geometry of circular SAR system is shown in Fig. 1.
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Figure 1: The geometry of circular SAR.

Figure 1 stands for the imaging geometry of CSAR. In Fig. 1, the SAR sensor moves along a
circle with the radius of R, the velocity is v. 6 € [0, 27| represents the aspect angle, 0 degree of 0
stands for the positive = axis. O is the origin. The three dimensional (3-D) positions of the array
phase center (APC) are (z,,y,, H), i.e., (R,0, H) in the polar coordinates. During the movement
of SAR sensor, the beam is always spotlighted on the flat observed scene (with a radius of R,).
Denoting the incident angle according to the centered target is 6,. P is an arbitrary off-centered
target located in the observed area with the 3-D positions of (z,y,0), i.e., (r,¢,0) in the polar
coordinates. The instantaneous range from the APC to P is

R.(0) = \/R2+ 72+ H2 — 2Rrcos( — ¢) (1)
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Denoting the transmitted signal is linear frequency modulation (LFM), the echo of CSAR after
matched filtering in range could be expressed as

S(kv 0) = eXp(_jszr) (2)

For the sake of simplify, the envelop windows in (2) is ignored. Since the PSF is closely
related to the shape of 2-D spectrum of SAR [12], we have to measure the shape of the 2-
D spectrum of CSAR. From Equations (1) and (2) it is known the phase history of CSAR is
® = —2k\/(z — Rcos0,,)% + (y — Rsin6,,)2 + H2 and the wavenumber in 2 and y could be recal-
culated as

0P x — Rcosb,,
ky =— = -2k
Ox V(z — Rcos0,)2 + (y — Rsinb,,)2 + H? 5
L Yy — Rsin,, (3)
ky =20 = ok
dy V/(x — Rcos0,,)2 + (y — Rsin®,, )2 + H?

in which k; and k, stand for the wavenumber in x and y, respectively. Assuming p = |/k2 + k:%

represents the radial wavenumber in the ground plane, we have

v/ (z — Rcosf)? + (y — Rsin6)2

p(d) = V(@ — Rcos0)2 + (y — Rsin0)2 + H2

(4)

in which ¢ = tan~!(k,/k,), the value of p(¢) determines the shape of the 2D spectrum in the
ground plane. It is seen from Equation (26) that the value of p is dependent on the position of
target, i.e., the shapes of spectrum according to different targets are space-variant. For centered
isotropic target, p = 2kcosf,, denoting the spectrum is standard ring-shaped. For off-centered
isotropic targets, the spectrum is no longer standard ring-shaped. Specifically, taking the edged
target (R,,0,0) for example, the corresponding maximum and minimum value of p are

R—-R, o R+ R,

SRR E T R R ®)

Pmin =

Denoting 7 is a ratio to represent the relative shift of the radial wavenumber:

1 = max { |pma);_ p|, ’pminp_ Pl } (6)

in which | - | stands for the absolute value. When 1 = 0, the 2-D spectrum is standard ring-shaped,
otherwise the 2-D spectrum is no longer standard ring-shaped. Moreover, larger value of 1 denotes
a more distorted ring shape. To have a better insight, numerical analysis is carried out. The
parameters of CSAR are listed in Table 1.

Table 1: Parameters for numerical analysis.

Carrier frequency 10GHz | Radius of the observed scene | 40m
Bandwidth 600 MHz Height of track 500 m
Radius of the circular track | 1000m Velocity of carrier 40m/s

In Table 1 it is noted that the observed area is smaller than that of strip-mode SAR. For one
thing, the beam width of high waveband CSAR is narrow, thus the observed area is small. For
another, the incredible trajectory derivation would make the observed area smaller. Based on the
parameters shown in Table 1, the corresponding n according to the edged point target is 0.0084,
denoting the shift distortion is too small so that the 2-D spectrum of all the off-centered isotropic
targets could be seen as the standard ring in the domain of (k, ky).
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Figure 2: The shape of the spectrum of CSAR.

3. THE EXTRACTION OF SIDELOBE IMAGES

According to the isotropic target, the corresponding ring-shaped 2-D spectrum could be expressed
in Fig. 2.

In Fig. 2, it is assumed that there are two arbitrary sub-spectrums p and ¢ which have the same
aspect width §. The differential angle between them is 1. d_;, and cz;] stand for the directions of the
central aspect angle of sub-spectrums p and ¢, respectively.

Based on the Fourier-based imaging theory, it is learnt the PSFs according to sub-spectrum
p and g have the same location and width of the mainlobe, but possess different directions of
sidelobe. The difference between the sub-images of these two sub-spectrums p and ¢ could cancel
the mainlobe image and keep the sidelobe image.

Specifically, to decrease the overlap between the sidelobes according to these two sub-spectrums,
i.e., to keep the sidelobe image as far as possible, J;, and CZI are expected to be orthogonal. On the
other hand, to eliminate the mainlobe during the difference of sub-images as far as possible, the
aspect width of sub- spectrum is expected to be larger. Therefore, the optimal selections of ¢ and

1) are suggested as
S=m/2, Y=mu/2 (7)

Based on (7), quartering of the whole spectrum is adopted to obtain the sidelobe image. How-
ever, the extraction based on (7) still suffers the loss of sidelobe image because the intrinsic cou-
pling between two arbitrary sub-spectrums is inevitable to cause overlapped sidelobes. To limit the
degradation of sidelobe image, an available method is segmenting the whole spectrum with different
quartering. Then adopt the incoherent averaging of different sidelobe images as the final sidelobe
image.

Figure 3 shows two different partitions of the spectrum. In Fig. 3(a) the sub images according
to sub-spectrums 1-4 are named as Iy, I, I3, Iy. The corresponding sidelobe-image is obtained by:

Is = ||| = 2| + 3] = [L4]] (8)

where |-| stands for the absolute value. Similarly, the subimages corresponding to the sub-spectrums
1-4 shown in Fig. 3(b) are named as I14, I2q, I34, 14, the extracted sidelobe-image is

I = ||Ila| - |I2a|| + |’I3a| - |I4aH (9)

Theoretically, other sidelobe images can be obtained by different quartering partition. However,
it does not make sense to gain limited improvement with much more computation. Therefore, only
two different quartering partition, shown in Figs. 3(a) and (b), are performed in this paper to get
the finial sidelobe image. The incoherent averaging of Iy and I, is

~ 1
Is = 5 (Is + Isa) (10)
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Figure 3: Two different partitions of spectrum.

Given the CSAR image according to the whole spectrum is Iy. Then the magnitude image after
the sidelobe reduction is
(11)
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4. SIMULATION TEST

According to edged target (40m,0,0), the corresponding sidelobe images produced with the parti-
tions shown in Figs. 3(a) and (b) are depicted in Figs. 4(a) and (b), respectively.

In addition, Fig. 4(c) denotes the incoherent averaging of sidelobe images shown in Figs. 4(a)
and (b). The vertical and horizontal axes of the contour shown in Figs. 4(a)—(c) are defined as
x axis and y axis, respectively. Fig. 4(d) represents the 3-D presentation of the sidelobe-image
shown in Fig. 4(c). Intuitively, the sidelobe image point target (40m,0,0) is obtained. In Fig. 4(e),
the presentation of the PSF according to the whole-aperture spectrum is presented [4]. After
subtracting the obtained sidelobe image shown in Fig. 4(d), we could obtain the result of sidelobe
reduction, as shown in Fig. 4(f). To have a better insight, the profiles of PSF shown in Figs. 4(e)
and (f) are obtained and shown in Fig. 5.
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Figure 4: Simulation results, (a) and (b) denote sidelobe images, (c¢) and (d) are the incoherent averaging
results of sidelobe images, (e) and (f) are the PSF before and after sidelobe reduction.

Figures 5(a) and (b) stand for the profiles of PSF in x and y, respectively. In addition, the
quantitive measurements, contain the —3 dB resolution, peak-to-sidelobe ratio (PSLR), 2-D integral
sidelobe ratio (ISLR), are calculated and listed in Table 2.
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Table 2: The quantitive measurement of the imaging results.

Measurement Without SLR~ With SLR
—3dB resolution in z (m) 0.006 0.006
PSLR in z —7.95dB —16dB
—3dB resolution in y (m) 0.006 0.006
PSLR in y —7.96dB —16.2dB
2-D ISLR 10.22dB 4.27dB

———— before SLR||
after SLR |

Normalized value /dB
Normalized value /dB
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Figure 5: Results of sidelobe reduction (a) profiles in z, (b) profiles in y.

It is seen from Fig. 5 and Table 2 that after the sidelobe reduction, the mainlobe of the PSF
is preserved very well. Moreover, the PSLR reduces from —7.95dB to —16dB, and 2D integrated
sidelobe ratio (ISLR) reduces from 10.22dB to 4.27 dB. The imaging results shown in Figs. 4 and 5
represent that the proposed method is available to reduce the sidelobe level to a large extent. The
proposed sidelobe reduction method is flexible to be implemented: it can be performed within the
imaging flow and also could be considered as the post-processing of the complex CSAR image.

5. CONCLUSION

A method of reducing the sidelobe level is proposed in this paper. Firstly, partition of the CSAR
spectrum is proposed, based on which the sub-images as well as the sidelobe image are obtained.
Subtracting the sidelobe image from the former CSAR image yields the sidelobe-reduced CSAR
image. Simulation test verified the feasibility of the proposed method.
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Abstract— We proposed a hybrid wavelength-space division multiplexing (WSDM) optical ac-
cess network architecture utilizing multicore fibers (MCFs) with advanced modulation formats.
As a proof of concept, we experimentally demonstrated a WSDM optical access network with du-
plex transmission using our developed and fabricated multicore (7-core) fibers and fan-in/fan-out
device with 58.7km distance. With QPSK-OFDM modulation format, the aggregation down-
stream (DS) capacity reaches 250 Gb/s using 5 outer cores and it can be further scaled to 1 Tbh/s
using 16 QAM-OFDM. For upstream (US) transmission, wavelengths seeded from DS using the
inner core are modulated with DMT signal adapted with the channel conditions and then trans-
mitted back to the OLT through the 6th outer core. As an emulation of high speed mobile
backhaul (MB) transmission, IQ modulated PDM-QPSK signal with 48 Gb/s per wavelength is
transmitted in the inner core of MCF and coherently detected in the OLT side. Both DS and US
optical signal exhibit acceptable performance with sufficient power budget.

Recently, the bandwidth demand for the access network has witnessed a sharp increase driven
by various services like business IP traffic, super HD video, mobile traffic backhaul and social
networking, etc. [1]. Multiple candidates have been proposed to satisfy the requirements, such as
passive optical networks based on WDM [2], TWDM [3], and OFDM [4]. However, the access
capacity, transmission distance and subscriber number are still limited just using conventional
technical methods. The space division multiplexing (SDM) technique based on few mode fibers
(FMF) or multi-core fibers (MCF) has been proposed to be a favorable solution to accomplish
the fiber capacity crunch in both long-haul transmission [5] and short-reach access network [6, 7].
Although the FMF based access network example has been reported very lately [6], the differential
modal dispersion and modal interference may hinder its deployment in the access network region and
MCF is actually a better choice owing to its well-controlled inter-core crosstalk and almost identical
transmission quality compared with standard single mode fibers (SSMF). Zhu et al. demonstrated
a T-core based optical access network using traditional TDM-PON technologies [7]. However, the
access data rate and the fiber link distance are quite limited (2.5 Gb/s and 11.3km). Moreover, as
a universal platform for wired/wireless data services, the optical access network plays even more
important role in the 4G/5G mobile data transmission [8] and it is also interesting to envision the
application of MCF in the fiber/wireless converged networks.

In this paper, we proposed a hybrid wavelength-space division multiplexing (WSDM) optical
access network architecture utilizing multicore fibers with advanced modulation formats, as shown
in Figure 1. In our proposed architecture, the most prominent feature is that a physically isolated
fiber channel (the inner core of a typical 7-core MCF for example) is allocated to the wireless data
transmission such as the mobile backhaul transmission considering the mobile internet demand is
booming. One of the outer cores of MCF is utilized to transmit US signal while the others are
employed as the parallel channels for DS transmission, thus the Rayleigh backscattering noise can
be eliminated even though the same wavelengths are reused for both DS and US. In the OLT
block, m wavelengths are utilized as the laser source. For each wavelength in one subset OLT,
it is power split by N — 1 in which N representing the number of cores of MCF. 1/(N — 1) of
the signal power is left as the optical carrier for US signal modulation which is delivered to the
ONU side via the inner core. In this way, this configuration can support (N — 1) x m subscribers
only employing m wavelengths that can lower the expense compared with the same situation in
WDM-PON. To further enhance the capacity with affordable cost and complexity, downstream
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Figure 1: Proposed WDM/SDM optical access network architecture.

signal on each wavelength is suggested to be intensity-modulated with optical OFDM modulation
format, which is spectral efficient and bandwidth flexible. After the modulation, the (N — 2) x m
branches from A1 to A, are multiplexed respectively by N —2 m-wavelength Mux devices like array
waveguide gratings (AWGs). Afterwards, N —2 sets of WDM signals are amplified by erbium-doped
fiber amplifiers (EDFAs). After getting through the circulators, the N sets signals are injected into
the N — 2 outer cores of MCF taking advantage of the fan-in device. Subsequently, the DS signals
are transmitted in the MCF, and output to N — 2 independent single mode fibers by the fan-out
device. Signals from each core containing wavelength from A\ to A, are demultiplexed respectively
and each ONU enjoys one dedicated wavelength. Therefore our proposed WSDM optical access
network has the potential to deliver multi-giga-bit services to a substantial number of subscribers.
For US transmission, the optical carriers distributed from the OLT side using the inner core can
be amplified and modulated by a RSOA and then transmitted to the OLT side via the remained
outer core. All the ONUs served by the same subset OLT must share the same wavelength for US
transmission, in a TDMA or OFDMA manner.

To verify the feasibility of our proposed WSDM access network architecture, we conducted a
proof of concept experiment using the setup depicted in Figure 2. The low-crosstalk MCF (with
average loss of about 0.25dB/Km) we developed and fabricated has seven cores in a hexagonal
array (cross section view is shown as inset in Figure 2) and its geometrical and optical parameters
are described in details in [9] and the low-loss fan-in/fan-out devices (shown as inset in Figure 2)
are in-house developed using chemical etching process and fiber bundles manufacturing technique.
For DS transmission, ten wavelengths with 25 GHz channel spacing are selected by a WSS (Finisar
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Figure 2: The experimental setup schematic diagram. (PS: power splitter, PC: polarization controller, WSS:
wavelength selective switch, AWG: arbitrary waveform generator, IM: intensity modulator, VOA: variable
optical attenuator, EDFA: erbium doped fiber amplifier, ECL: external cavity laser, TOF: tunable optical
filter).
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WaveShaper 4000s) from an optical frequency comb generator (OFCG) seeded by an ECL cen-
tered at 1550.12nm. Then the ten continuous waves (CWs) are intensity modulated with 5Gb/s
baseband OFDM-QPSK signal. Boosted by an EDFA, the optical OFDM signals are power split
by a 1 : 8 power splitter and simultaneously injected into five outer cores of the MCF through
the fan-in device, and the optical spectra of amplified optical OFDM signals is shown as inset in
Figure 2. After 58.7km MCF transmission, the signals are output into five single mode fibers
through fan-out device. At the receiver side of every single mode fiber, after pre-amplification and
de-multiplexing, one wavelength is selected and directly detected by a photodetector (PD) with
2.4 GHz bandwidth and then sampled by a 20 GS/s digital sampled oscilloscope (DSO, Tektronix
CSAT7404B). Demodulation and bit error ratio (BER) counting are implemented offline.

The BER performance of QPSK based OFDM DS signal centered at 1550.12nm from 5 outer
cores at various received optical power after MCF transmission and in OB2B setup is shown in
Figure 3(a). The BER can be kept under 7% Forward Error Correction (FEC) limit at BER
= 3.8 x 1073 at the received optical power as low as —16 dBm. Therefore an aggregated 250 Gb/s
DS capacity has been realized with 10 wavelengths and 5 cores, through a combination of spectral
and spatial dimensions. A BER floor has been observed when the received optical power excess
—15dBm, which is mainly due to the relatively poor optical signal-to-noise ratio (OSNR, about
25dB) of the OFCG. To demonstrate the scalable capacity, we use a single wavelength laser with
higher OSNR to replace the OFC and employ 16 QAM modulation format in the same setup. As
shown in Figure 3(b), with a single wavelength, the receiver sensitivity of 10 Gb/s 16 QAM-OFDM
based DS transmission is about —11dBm. Therefore, using 20 wavelengths from a high quality
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Figure 3: The BER curve for DS transmission with (a) optical frequency comb based QPSK-OFDM, (b) single
wavelength based 16 QAM-OFDM

| 4 —
| s
S 32’ 1
W' n || | |||TT |||
f £ 0 5 10 15 20 25 30 35 40 45 50 55 60 65
o | Es—
[T =
37 3 O-M_
B 5
4 S5l
J 0 5 10 1520 25 30 35 40 45 50 55 60 65
: z
! x 10} |
| =
10° . ® o . . . ... . .
-4 - 12 '“ 10 4 4 0 5 10 15 20 25 30 35 40 45 50 55 60 65
Received opitcal power (dBm) Subcarier mamber
@ (b)

Figure 4: (a) The BER curve for US transmission using QPSK-OFDM, (b) bit and power allocation with
adaptive DMT modulation and the estimated SNR for each subchannel.
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Figure 5: (a) The received constellation diagrams for US transmission using adaptive DMT, (b) BER per-
formance for MB transmission.

OFC and 16 QAM modulation format, it is expected to realize terabit (20 x 10 x 5) DS transmission
optical access network based on MCF.

For the US transmission from the ONU, 3.12 Gb/s OFDM signal with adaptive modulation based
on a 1 GHz bandwidth RSOA is coded on the optical carrier distributed from the inner core and
then transmitted to the OLT side from core 6. During the adaptive modulation, 2.5 Gb/s uniform
QPSK modulation on every subcarrier is firstly used to obtain the channel state information, and
then the bit number and power allocation on each subcarrier will be rearranged based on Chow’s
rate-adaptive bit-loading algorithm using the estimated sub-channel SNR information. Figure 4(a)
depicts the transmission performance when uniform QPSK is used. The results of number of bits
per subcarrier and power allocation using the estimated SNR are shown in Figure 4(b). With
adaptive modulation, constellations of different modulation formats after MCF transmission are
shown in Figure 5(a), leading to 1.25 times increase in US data rate with BER under 3.8e-3.

For large capacity MB transmission, a CW laser from ECL centered at 1556.55 nm is mod-
ulated by a PDM-IQ modulator with 12Gbaud binary signal generated by BER tester (BERT).
After amplification and filtering, the signal with 2dBm power is coherently detected (Tektronix
OM4006D) at the OLT. After coherent detection, the output electrical signal is digitalized by a
real-time oscilloscope (DSA 72504D) and then offline digital signal processing is implemented using
the traditional DSP flow [10]. The MB transmission result is shown in Figure 5(b) with enough
power budget.

We have proposed and experimentally demonstrated a duplex WSDM optical access network
utilizing our in-house developed 7-core MCFs and fan-in/fan-out devices. The proof of concept
experiment proves the capability of the MCF based access network in terms of long reach trans-
mission (58.7km), large capacity(potential terabit aggregation DS data rate) and massive count of
users (50 ONUs), compatible with 48 Gb/s coherent PDM-QPSK MB transmission and 3.13 Gb/s
RSOA based adaptive DMT US signal.
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RF Dynamics of Mode-locked Intracavity Frequency Doubled Laser
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ITMO University, Birzhevaya Liniya, 14, St Petersburg 199034, Russia

Abstract— We report on the radiofrequency (RF) dynamics of intracavity frequency doubled
Nd : YVO4/KTP laser operating in mode-locked regime. For a certain parameter range, the
second harmonic is weakly modulated while the fundamental output remains not modulated.
The effect manifests itself as weak sidebands of the beat note signal and a low-frequency signal
(order of 50-100 MHz) in the RF spectrum. Applying additional cavity length modulation via
a piezoelectric transducer leads to occurrence of a squared Lorentzian shaped spectrum for the
weak sidebands and low-frequency signal but the beat note is not affected. We propose that this
regime is an evidence of the phase bounding effect in the mode locked state.

1. INTRODUCTION

Mode-locked lasers are of a great interest in fundamental and applied sciences. Their capability
to generate ultrashort pulse trains and equidistant optical spectra has already revolutionized such
fields as spectroscopy, data networks, optical clocking and biomedicine.

Solid-state lasers based on Nd:YVO4 gain medium with intracavity frequency doubling are
promising sources for mode-locked radiation and capable of self-starting mode-locking which has
been explained by the Kerr nonlinearity in the active medium [1, 2], cascaded X(2) lens process and
nonlinear mirror formed by the doubling crystal and an output coupler [3,4].

In this paper we report on the radiofrequency (RF) dynamics of intracavity frequency doubled
Nd : YVO,/KTP laser operating in mode-locked regime. Self-starting passively mode-locked oper-
ation in such a laser has already been demonstrated in [5]. We report on an effect of self-modulation
in the second harmonics output which supposedly occurs due to phase bound state of the laser [6],
and does not affect the fundamental output.

2. EXPERIMENTAL SETUP
The schematic layout of the experimental setup is shown in Figure 1.

LD — PZTs
AE KTP oc PD
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Figure 1: Schematic layout of the experimental setup.
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The linear cavity length was ~109 mm (corresponding to ~1.38 GHz free spectral range) and
its stability amounted 3 * 1075 for 100s averaging time in terms of Allan deviation. Low thermal
expansion material (invar) was used for the cavity frame. The active element (AE) was a right-
angle a-cut 1*3*3mm? 1% at. doped Nd : YVOy crystal. The high reflection coating for 1064 and
532nm was applied to the rear facet of the AE forming the end mirror. The type II KTP crystal
had dimensions 5 * 3 * 3mm? and the angle between and the KTP crystal z-axis and the active
element c-axis was 45° to implement type II SHG. The KTP was antireflection coated for both
fundamental and second harmonic radiation. The temperature of the KTP crystal was stabilized
by thermoelectric cooler with 0.1°C precision.

An output coupler (OC) was mounted on fast and slow piezoelectric transducers (PZTs) for
the cavity length modulation and the output coupler precise position attenuation. The OC had
a curvature radius 150 mm, and was high reflection coated for the fundamental radiation and had
50% transmission for the second harmonic. The voltage from a controllable direct current source
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(DCS) and an electronic oscillator (EO) were applied to the outlets of the slow and fast PZT
correspondingly.

A commercial 808 nm laser diode (LD) with stabilized temperature was used as a pump source.
The LD radiation was condensed through a lens system to the AE rear facet overlapping the
cavity eigenmode. The resulting laser TEMgy output beam was linearly polarized due to the AE
properties.

The output was detected by a 1.5 GHz bandwidth avalanche photodiode (PD) and analyzed by
means of digital oscilloscope (DO) and electronic spectrum analyzer (ESA).

3. EXPERIMENTAL RESULTS AND DICUSSION

A stable mode-locking regime was obtained while pumping the active element with 380 mW of
808 nm pump source. It resulted in 29 mW average output power at 532nm and 6 mW output
power at 1064nm. A narrow RF beat signal (less than 300 Hz FWHM) was observed for both
fundamental and second harmonic radiation as an evidence of mode-locking regime. For a certain
power and temperature range (the KTP temperature 28 £+ 0.2°C, 420 mW pump power) and a
proper placing of the output coupler against the KTP crystal, the second harmonic has shown
weak (about 7%) power modulation. The fundamental radiation remained not modulated. The RF
spectra (Figure 2(a)) have two sidebands of the central beat note frequency and a low-frequency (50—
100 MHz) difference signal. It can be seen from the time trace of the output radiation (Figure 2(b))
that modulation is nearly sinusoidal and exposed only to the second harmonic.
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Figure 2: (a) Spectra of the laser beat note signal for fundamental and second harmonic outputs (resolution
bandwidth 3 MHz, sweep time 5ms). Inset: the zoomed part of the central beat note frequency and its
sidebands for the second harmonics output (resolution bandwidth 1 MHz, sweep time 4 ms). (b) Experimental
time traces: fundamental (red) and second harmonics (green).

The side bands in the RF spectrum have the same width as the central beat note signal (see
Figure 3).

0, 0, 0,

-5 -5 -5

— 1064 nm
— 532 nm

amplitude, B
o
amplitude, dB
' \
L
I
amplitude, d8
amplitude, d&

4 |

Iﬂ -20 -20 “
|
i
) JL
8130 8132 8134 8136 8138 "1299.30 1299.32 1299.34 1299.36 1299.38 1299.40 o 1380.66 1380.68 1380.70 1380.72 1380.74 == 1462.04 1462.06 1462.08 1462.10 1462.12
frequency, MHz fraguency, MHz frequency, MHz frequency, MHz

@ (b) (© (d)

Figure 3: The RF spectra of the laser beat note signal (resolution bandwidth 1kHz, sweep time 128 ms)
for the fundamental and second harmonics radiation: (a) the low-frequency spectral component, (b) the left
side-band of the central beat note, (c) the central beat note, (d) the right side-band of the central beat note.
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The transition from and to the regime with the second harmonic power modulation occurs con-
tinuously via changing the KTP temperature and OC position with the slow PZT. The appearance
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and vanishing of the regime does not lead to extinguish of the mode-locking. The laser is capable of
stable operation in this regime for over 300s. The stability was only limited by the cavity elements
alignment stability. The weak modulation frequency shows a dependence on the central beat note
frequency which is well fitted by a parabola (Figure 4).

@ -~ =]
o o (=]

[53]
f=]

modulation frequency, MHz

40|

1378.0 1378.5 1379.0 1379.5 1380.0 1380.5
beat note frequency, MHz

Figure 4: The dependence of second harmonics modulation frequency on the beat note frequency and its
approximation by parabolic function.

In order to investigate the effect in more detail, we implemented the small amplitude cavity
length modulation via the fast PZT with the frequency of several kilohertz. It led to the occurrence
of two weak sidebands of the central beat note for both the second and fundamental harmonics (see
Figure 5(c)) and several sidebands of the low-frequency signal and the sidebands for the second
harmonics only (see Figures 5(a), (¢)—(d)). The distance between the spectral components was
equal to the modulation frequency. The spectra shapes can be approximated by a squared Lorentz
profile which is determined by the following equation:

k2
L(f) = P) +n, (1)

(o (47)

where coefficients k, I, m, n were calculated to fit the spectral data.
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Figure 5: Detailed RF spectra of the laser beat note signal obtained in case of the cavity length modulation
with 10kHz frequency (resolution bandwidth 1kHz, sweep time 128 ms). Letters (a)—(d) correspond to the
Figure 3. The dotted line corresponds to the approximation by a squared Lorentz profile.

We propose that the appearance of the second harmonic modulation regime results from bound
phase variations of the laser field which are neither related to the polarization interplay (because
of properties of the active medium) nor to the antiphased states (in this case the fundamental
frequency would be modulated). The detailed properties, boundaries and underlying mechanism
of the effect are the subject of further research.

4. CONCLUSION

This newly obtained regime of the phase bound mode-locked operation can be utilized for synthesis
of low-noise microwave frequencies, and can be used for iodine-stabilized schemes of laser frequency
standards without additional modulators.
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Photonic Integrated Circuits for Electro-optic Microwave Frequency
Multiplication and Frequency Translation: Spurious Harmonics
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Abstract— Various photonic circuit architectures for RF frequency multiplication and fre-
quency translation are presented. Firstly a systematic design method for the suppression of
unwanted harmonics produced by parallel phase modulator arrays is developed. The analyzed
configuration comprises of N-parallel phase modulators electrically driven with a progressive
27 /N phase shift. For N = 4, the analyzed circuit is conceptually equivalent to the DP-MZM
architecture available in LiNbOj3 technology. Improved implementations of some functions can
be achieved for a larger number of phase modulators. Secondly, a photonic circuit architecture
capable of implementing frequency up-conversion and frequency octo-tupling is proposed and
verified by computer simulations. The circuit requires no DC-bias as the static phase shifts are
introduced by using the intrinsic relative phase relations between the output and input ports of
MMI couplers. The single side-band operation can be performed for a wide range of modulation
index whilst the frequency octo-tupling requires a more specific modulation index. Last but never
the least, a photonic circuit architecture featuring two-stage MZM architecture is proposed for
frequency octo-tupling and 24-tupling. The analysis and simulations prove this cascade architec-
ture is advantageous compared to the single-stage parallel MZM configuration with equivalent
function because it requires 3-dB less power in RF drive.

1. INTRODUCTION

In the past two decades or so there has been a plethora of publications in the field of microwave
photonics that have described essentially the same generalized Mach-Zehnderinterferometer (GMZI)
circuit architecture: a 1 x N splitter directly interconnected to a N x 1 combiner via an array of N
electro-optic LiNbOs-based phase modulators; each GMZI adapted to particular design goals. The
applications have generally been to single-side-band (SSB) modulation or electro-optic microwave
signal frequency multiplication [1-3]. The difference between the circuits proposed have largely
concerned variations of the static optical and electrical phase shifts required or the implementation
of an equivalent circuit using standard Mach-Zehnder modulators (MZM) rather than individual
phase-modulators as the basic building brick. After our latest investigations [4-6], in this work a
methodology is presented that specifies the architecture required to meet specified design objectives
such as the suppression of unwanted products. Moreover, it is shown how to use the intrinsic phase
relations between the ports of splitters and combiners and specifically multi-mode interference
couplers to implement the static optical phase shifts required by these circuits, thereby avoiding
the need to apply static DC bias to the electro-optic modulators and the associated drift issues that
otherwise require complex stabilization circuitry. Circuits capable of single-side-band suppressed-
carrier modulation and frequency octo-tupling show a simulation performance equal to or better
than results reported in the literature. In particular, a new cascade architecture implementation is
reported that offers 50% lower optical insertion loss and 50% reduced RF power drive requirement
compared to previously known circuits. While LiNbO3 technology offers a mature solution to the
small scale integration of MZM structures, this work anticipates photonic integrated circuits based
on Si and/or InP material integration platforms emerging as the preferred choice. In this context
the continuous advances made in improved speed, linearity, footprint, and energy consumption of
electro-optic phase modulator devices in both material platforms augurs well for the future.

2. SPURIOUS HARMONIC SUPPRESSION BY DESIGN

Consider the array of N phase modulators in parallel shown in Figure 1(a), where each modulator
is driven electrically by a cosinusoidal waveform with a progressive phase shift in units of 27 /N.
Using the Jacobi-Anger expansion, the complex amplitude of the field at the output of each PM



2178 PIERS Proceedings, Prague, Czech Republic, July 6-9, 2015

can be expressed as:

exp [zm cos <9 n p?\t)] = ZZ‘;_OO {exp <z'pq?\7;>mq (m) exp (iqf) (1)

where m is the modulation index; § = wt and p27/N are the dynamic and static phase of the
cosinusoidal electrical drive signal; the positive integer p denotes the index of the phase modulator
in the array; J,(-) is the Bessel function of the first kind with order ¢, and i = /—1 is the imaginary
unit. The output of the combiner is:

% Z;V:’Ol {ap exp (zm cos (9 + p?))] = Zz’;_m [aqi%.J, (m) exp (iq)] (2)

where the discrete Fourier transform:
B 1 N-1 . 27
g = 5 Zp:[) [ap exp <zqu>] (3)

has entered the formulation. The sequence a, denotes the complex weight of each phase modulator,
which is preferably uni-modular to minimize loss of energy, i.e., a phase shift. It is observed that the
sequence d, is periodic with period N. The importance of Equations (2) and (3) can be understood

by considering first the simplest case for the weights, which is a, =1 forp=0,1, ..., N —1. The
discrete Fourier transform term (3) may be evaluated to yield:
_ 1 1—exp(ig2r) 1 . (N -1 sin (gm)
g = ——————F—5—+ = —€exp i ™ 4
7 N1—exp (zq%) N P N sin (q%) @)

where the geometric series summation Z]])V;Ol 2P =(1-2N)/(1 - 2), with z = exp(iq27/N), has
been used. Applying L’Hopital’s rule to Equation (4), it is found that a9 = 1lfor ¢ = 0, and
ag =0forg=1,2,..., N —1. The frequency domain sequence therefore suppresses periodically
all harmonics except those that are multiples of N. One may take advantage of the shift theorem
by modifying a given set of weights by the application of a progressive phase factor with increment

—qo27/N. That is ap — ap exp(—ipgo2m/N) and hence:

R wl . 2m _
YN szo [ap exXp (ZP (¢—q0) N)] = Ag—qo (5)

The origin of the frequency domain sequence can be shifted therefore to position gg by a progressive
phase shift of the light exciting the phase modulators with increment —go27/N. For the special case
ap = 1 and integer qo, Gq—g, is zero for each order except ¢ = go + N, where r is an integer. The
design approach hence simplifies to the determination of a configuration of coefficients that sup-
presses specific harmonic orders while it maximises the harmonic orders of interest. An equivalent

interpretation for the suppression function is found by expressing (3) as a, = (1/N) Zé\f:_ol lap2?],

where z = exp(ig27/N) and then a, = f(exp(ig2w/N)) where:

N
o= L= el (2)

The value of the suppression function f on the unit circle determines the weighting of the harmonics
generated by the phase modulators. Note that the zeroes z; of the suppression function may be
placed anywhere in the complex plane. However, it is preferable that |a,| = 1 in which case the
distribution of zeros is constrained. A design approach based on the application of a suppression
function to minimize unwanted harmonics wherever is needed constitutes one of the main assets of
the GMZI architecture. Since the process does not depend upon the modulation index, the linearity
of the N-parallel phase modulators array is maintained and each PM can be driven at moderate
input powers. Furthermore, for an even number of phase modulators, there will be pairs of phase
modulators in differential drive, leading to an equivalent parallel MZM interpretation.

The operation of the N-parallel phase modulator array designed according to the approach
presented here is verified by computer simulations using the Virtual Photonics Inc. (VPI) software
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Figure 1: (a) Schematic diagram of a GMZI. (b)—(d) Simulated output for various design conditions in
an array offour phase modulators: lower SSB, upper SSB, and frequency quadrupling after an square law
photo-detector.

package. For simplicity, arrays comprising four phase modulators are shown as illustrative examples,
although the design method holds for any number of modulators. A continuous wave DFB laser
diode at 1550 nm, line-width of 200 kHz and power of 10 mW is used as the optical input. Optical
phase shifters are used to model the uni-modular complex coefficients a,, whereas cascaded Y-
branches are used as the input 1 x N splitter and output N x 1 coupler. The cosinusoidal drive
signals at the input of each of the four phase modulators have a frequency of 10 GHz and progressive
electrical phase shifts ¢, equal to 0, +7/2, +m, and +37/2, respectively. To achieve single-side-
band modulation, for instance, the coefficient gy = —1 and the lowest order unsuppressed harmonics
are —9, —5, —1, +3, and +7. In this case, the required optical weights a, also have a progressive
phase shifts of 0, +7/2, +m, and +3m/2, respectively. The quadrature driving signals to each
upper and lower pair of MZM generate a composite spectrum comprising an optical carrier with
a main harmonic located 10 GHz off the carrier frequency plus secondary modulation harmonics.
In line with the design approach developed above, constructive interference by the imposed optical
phase shifts benefits the lower order harmonic located 10 GHz to the left of the optical carrier.
Due to destructive interference, other harmonics including the optical carrier are suppressed. In
the equivalent LiNbO3s-based DP-MZM configuration, the same SSB modulator can be achieved by
biasing the inner MZMs and outer MZI at the minimum- and half-transmission points, respectively.
Following the presented design approach, other functions such as upper single-side-band modulation
(go = +1), frequency quadrupling (go = £2), and frequency octupling (go = 0 with the drive level
adjusted to suppress the carrier) can be achieved. Optical spectra obtained at the output of the
generalized Mach-Zehnder interferometer (GMZI) comprising of four modulators array associated
to the above mentioned functions are shown in Figure 1(b) to Figure 1(d). Note that the frequency
multiplication is obtained after the output of the proposed architecture is passed through a square-
law photo-detector.

3. SSB AND FREQUENCY OCTO-TUPLING

Figure 2(a) provides a schematic diagram of a circuit capable of the dual function of either millimeter
wave generation by frequency octo-tupling a microwave RF input signal or frequency up-conversion
to the optical domain of an RF input signal in the electronic domain by carrier suppressed SSB
modulation. The latter being equivalent to the modulation of an optical carrier by baseband in-
phase and quadrature (I&Q) signals. As illustrated in the schematic diagram, the 1 x 2 symmetric
splitter together with the 2 x 1 symmetric combiner forms an outer MZI with two arms. Each
arm itself contains an inner MZI sub-circuit formed by a 2 x 2 MMI splitter (with one input port
unused) interconnected with a 2 x 2 MMI combiner, and linear electro-optic phase modulators in
each arm that are differentially driven. The outer MZI is arranged to have two separate output
ports, namely E; & FEo, and D. In one output, the two opposing ports (dz) to the two input ports
(a1) are combined in a symmetric 2 x 1 MMI and provide the frequency octo-tupling of the RF
input signal after a square-law photo-detector. On the other hand, the two remaining ports (d;) are
combined in a 2 x 2 MMI and provide the upper (F;) and lower (E2) SSB modulation. Following
a transfer matrix approach to represent each building block in the proposed design, the operation
of the single-side-band modulator can be described by:

B = % fisin (w7 /vs) + sin (Tvg fve)] A%m (v* Jur) A (7)



2180 PIERS Proceedings, Prague, Czech Republic, July 6-9, 2015

Ey = % [—isin (mvr/vr) + sin (Tvg /vr)] A = —%iﬂ (v/vg) A (8)
where vy and vy are the in-phase and quadrature components of the complex signal v = vy +
ivg supplied to upper and lower MZIs, v, is the half-wave voltage, and (*) denotes the complex
conjugate. To obtain (7) and (8), it has been assumed that the input RF signals are weak (Jv] <
vr). The circuit therefore performs as an 1&Q modulator with the lower port Fy providing the
optical carrier modulated by the complex signal and the upper port Fq providing the optical carrier
modulated by the complex conjugate signal. When the modulation is a narrow band RF signal
[vr = vRF cos(wt + @) and vy = v sin(wt + ¢)], one may write:

E 1 texp [— (wt
[E;] ~3 (vrr/vx) @ —i g{&) [i Ewt i ZZH A (9)

Following the same procedure, if the in-phase RF is applied to the upper MZI modulator and the
quadrature RF signal to the lower MZI as before, the output at port D yields:

D = —i[Jy(m) + 2J4 (m) cos (dwt) +2J4 (m) cos (—4wt) +...] A (10)

where m = w(vrr/v.) and the Jacobi-Anger expansion has been used. Equation (10) indicates the
n-th order side-bands are suppressed except for n equal to an integer multiple of four. According
to the characteristics of the Bessel functions, when the modulation index is m = 2.40, the zero-
order side-band (i.e., the carrier) is suppressed and the side-bands higher than fourth-order can be
ignored without incurring any significant error. When the output of port D is passed through a
square-law photo-detector, the circuit performs as a frequency octo-tupler. The versatility of the
proposed circuit to perform either as single-side-band modulator or frequency octo-tupler is verified
by computer simulations on VPI and illustrated in Figure 2(b).

4. ARCHITECTURE COMPRISING CASCADED MZMS

The proposed circuit architectureshown in Figure 3(a) is formed by an outer Mach-Zehnder inter-
ferometer where each of its two arms contains a pair of MZMs in series. The first and second MZI
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Figure 2: Schematic of a dual-function photonic circuit. (b) Simulated output for frequency octo-tupling
and SSB modulation.
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Figure 3: (a) Schematic diagram of the frequency octo-tupler circuit using MZMs in cascade. (b) Simulated
output. In (a), labels are: LD: Laser diode; OC: Optical coupler; RF: Radio frequency; LO: RF Local
oscillator; PD: Photodiode.
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stages are driven in quadrature by the input RF signal. Each arm generates optical sidebands with
orders equal to an integer multiple of four. When combined by the outer MZI, the orders equal to
an even integer multiple of four are suppressed; only orders equal to an odd integer multiple of four
(i.e., 4, £12, +20...) are unsuppressed. As illustrated in Figure 3(b), after photo-detection the
optical output is converted to an electrical current with the strongest oscillatory component at a
frequency equal to eight-times the base RF frequency. Note that if the RF drive level is adjusted to
suppress the fourth-order optical sidebands, the strongest oscillatory component of the current has
a frequency equal to twenty-four times the base RF frequency. Note that the circuit can be operated
over a wide range of modulation index (~2 to ~7.30) as its correct function is not restricted to a
particular electrical drive level. In order to maximize the output electrical power of the octo-tupled
function, a modulation index of m = 5.28 is used in this simulation, which implies a peak RF
voltage of Vrp = 1.18V,, i.e., ~30% less (50% in power) than the voltage required (Vgr = 1.68V})
for same modulation index in [4, 5] that uses the single-stage parallel MZM configuration.

5. CONCLUSION

Various photonic circuit architectures for RF frequency multiplication and frequency translation
have been presented. Firstly a systematic design method for the suppression of unwanted harmonics
produced by arrays of N-parallel phase modulators electrically driven with a progressive 27 /N
phase shift has been presented. Secondly, a photonic circuit architecture capable of implementing
frequency up-conversion and frequency octo-tupling has been proposed and verified by computer
simulations. The circuit requires no DC-bias as the static phase shifts are introduced by using
the intrinsic relative phase relations between the output and input ports of MMI couplers. Last
but never the least, a photonic circuit architecture featuring two-stage MZM architecture has
been proposed for frequency octo-tupling and 24-tupling. The analysis and simulations prove this
cascade architecture is advantageous compared to the single-stage parallel MZM configuration with
equivalent function because it requires 3-dB less power in RF drive.
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Abstract— A printed mobile terminals antenna with multi operating bands for the 2G/3G /4G
LTE (long term evolution) is presented. The antenna has three operating bands covering low
band of 900 MHz, middle band 1900 MHz and high band 2600 MHz for GSM 900 MHz, UMTS
1900 MHz and LTE 2600 MHz. The antenna occupies a ground clearance of 54 mm * 19 mm and
has a thin of 1 mm. The antenna comprises radiating branches to generate multi operating bands.
Dimensions and working principle of the antenna are discussed.

1. INTRODUCTION

With rapid development of modern wireless mobile communication technologies, multiband antenna
covering the bands of 2G/3G/4G LTE (long term evolution) systems are in urgent need. Especially,
the design of multiband and broadband antenna with limited space for mobile terminal devices is
a tough problem. In order to achieve different bands for a multiband system, various antennas
were reported in recent publications [1-6]. In this letter, a multiband antenna for the 2G/3G/4G
LTE (long term evolution) mobile terminals is proposed. The measured —5dB low bandwidth
is 900 MHz (870-960 MHz), middle bandwidth from 1.7 to 2.22 GHz and high band from 2.49 to
2.72 GHz. It can cover the bandwidth of GSM 900 MHz, UMTS1900 MHz and LTE 2600 MHz for
2G/3G/4G LTE systems.

2. ANTENNA DESIGN

The antenna is printed on an FR-4 substrate with a thickness of 1 mm. The relative permittivity
of the substrate is 4.4 and loss tangent is 0.025. Figure 1 shows the geometry of multiband mobile
terminal antenna.

@) ' (b)

Figure 1: Geometry of the printed antenna. (a) Top view. (b) Bottom view.

Table 1: mm.

Dy Dy Dy D3 Dy Ds Dgs Dy Dg D9y Dy D Hy H
0.6 8 8 7 17 1 1 9 1 3 0.6 2.5 2 8.5
H, Hy3 Hy Hs He¢ H;y Hs Hy Hy Hn Hyp Hg3sz Hy His
6.5 5 95 122 105 10 11.3 11.8 13.2 16.2 18.2 3 5.5 122

The structure of the multiband antenna can be shown clearly from Figure 2, and Table 1.
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Figure 4: The simulated E-energy-Density. (a) At low band of 900 MHz. (b) At middle band of 1.9 GHz.
(c) At high band of 2.6 GHz.

3. ANTENNA RESULTS

The CST simulator of version 2014 was used to obtain simulated results. The S1; parameters with
different structure are shown in Figure 3. As can be seen in Figure 3, the low band can get with
branchl and the middle band will have a better performance with branch?2.

To understand the effect of S1; parameters with and without branchel or branch2, the e-energy-
Density simulated by CST at three typical frequencies are shown in Figure 4. As clearly shown in
Figure 4(a), the low resonance is related to branchl which have a great of surface E-energy-Density
distributions at low band. The middle resonance is not only related to brunch2 but also related to
other couples. The high resonance is mainly related to the couple in the center of the multiband
antenna. The impedance of high resonance can be improved by changing the length of Djy.

The 2D and 3D radiation patterns are shown in Figure 5. For the low band of 0.9 GHz in
Figures 5(a) and (b) of the 2D and 3D radiation patterns, the gain is 2.038 dBi, it looks like a
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Figure 5: 2D and 3D radiation patterns.
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dipole radiation.

For the middle band in Figures 5(a) and (b), the antenna gain is 2.817dBi and the gain is
4.847dBi at the high band in Figures 5(c) and (d). The 2D and 3D patterns like a pattern of
directional radiation antenna. The ground works as a reflector at the middle and high band, so the
radiation pattern will be influenced by the ground directly.

4. CONCLUSIONS

A multiband antenna with a size of 90 mm * 60 mm FR4 sub and a thin thickness of 1 mm for
2G/3G/4G mobile terminal devices has been proposed. The Sii, energy density and radiation
patterns have been discussed. The triple bands are achieved by radiation branches and coupled
structures. The low band is designed for GSM 900 MHz, middle band is designed for 3G and high
band is designed for LTE 2.6 GHz.
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A Wideband Circularly Polarized Antenna with Wilkinson Feed
Network for Worldwide UHF Band RFID Reader
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South China Normal University, Guangzhou 510006, China

Abstract— A radio frequency identification (RFID) reader antenna with circular polarization
(CP) radiation is proposed to operate at worldwide UHF band which covers 840-960 MHz. The
size of the antenna is 0.555\¢ x 0.553\g x 0.099)\g. A micro-strip patch with truncated corners
as the main radiation patch is placed between the wilkinson feed network layer and the parasitic
patch layer. The ground plate is placed on the top of the feed network layer. The feed network
is connected with the main radiation patch via two metal cylindrical probes which produce two
orthogonal signals of equal amplitude and 90 degree phase difference. The proposed antenna has
wideband circularly-polarization characteristics. The truncated corners on the main radiation
patch can increase 3 dB axial ratio (AR) bandwidth while improving the best axial ratio. And
the parasitic patch can adjust the radiation direction of the antenna while increasing its gain.
The simulation results show that the proposed circularly polarized UHF reader antenna has an
input impedance matching bandwidth (S1; < —10dB) of 456 MHz (675-1131 MHz), the band of
reflection coefficient S1; < —20dB covering 842-955 MHz, 3-dB axial ratio bandwidth of 296 MHz
(741-1037 MHz), minimum axis ratio reaching 0.33 dB, and the highest gain reaching 3.53 dBi in
the operating frequency band. Both the impedance bandwidth and the axial ratio band cover
the entire UHF band of RFID systems.

1. INTRODUCTION

The use of radio frequency (RF) signals to identify objects is a practice that has been employed since
World War II. However, back in those days, implementation of such devices was limited to specific
applications due to high cost and big size of RF components [1]. Nowadays, the application area of
radio frequency identification (RFID) is quite extensive, such as supply chain managements, health
care, manufacturing, transportation, animal identification, asset management, logistics, identifying
books in library and so on [2]. RFID systems are operated at widely different frequencies, such
as LF (135kHz), HF (13.56 MHz), UHF (840-960 MHz), and microwave Frequency (2.45 GHz and
5.8 GHz). However, according to the different standards in different regions/contries, the ultra-high
frequency (UHF) is divided into different frequency ranges. For instance, UHF RFID applications
is 840-845 MHz and 920-925 MHz in China, 865-869 MHz in Europe, 902-928 MHz in South Amer-
ica and North America, 908-914 MHz in Korea, 918-926 MHz in Australia, and 950-956 MHz in
Japan [3]. Also, in the RFID system, the majority of tag antennas is designed as linear polarization
(LP). Therefore, a circularly polarized reader antenna which can covers all UHF bands will have
great application potential.

According to the total number of the feed points, the circularly polarized micro-strip patch
antenna can be divided into three categories: single-feed-point circularly polarized micro-strip
patch antenna, double-feed-point circularly polarized micro-strip patch antenna and multiple-feed-
point circularly polarized micro-strip patch antenna. In order to cover China UHF band with a
small size, a square radiation patch with two asymmetric circular slots antenna is proposed in [4].
It has an input impedance matching bandwidth (S1; < —10dB) of 30 MHz (914-934 MHz), 3-dB
axial ratio bandwidth of 6 MHz (919-925 MHz). A novel method of loading a semicircular slot into
the main circular radiating patch is proposed in [5]. The L-shaped probe-feed technique gives the
antenna a broader bandwidth (as well as 3-dB axial ratio bandwidth) than some antennas with a
direct probe-fed structure. The antenna yields an impedance bandwidth (10-dB return loss) from
880 to 1100 MHz, while good CP performance between 901 to 930 MHz was demonstrated [5].

The proposed circularly polarized antenna has a good wideband performance and a broad 3-dB
axial ratio bandwidth to fit the need for universal UHF RFID readers.

2. ANTENNA STRUCTURE AND DESIGN

A FRA4 sub is used for the dielectric layer (relative permittivity of 4.4, loss tangent of 0.02) with a
thickness of h = 1.6 mm. Figure 1 shows that the antenna containing a suspended conductor patch
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as the parasitic patch, a conductor patch with truncated corners as the main radiation patch and
a Wilkinson feed network which is etched on the other side of the ground layer. The ground is
etched on the top of the FR4 sub and the feed network is etched on the bottom of the FR4 sub.
The antenna geometry is shown in Figure 2 and Table 1. The truncated corners are etched on the
90.8 x 90.8 mm? main radiation patch placed on a layer of FR4. The ground plane has a size of
181.6 x 181.6 mm? and the operating frequency band is set to 840-960 MHz. The parasitic patch
has a size of 120.8 x 120.8 mm? and is placed above the main radiation patch with a distance of
15mm. And the main radiation layer (including the main radiation patch and a layer of FR4) is
placed above the feed network layer (including the ground, the Wilkinson feed network and a layer
of FR4) with a distance of 15 mm.

3. RESULT AND DISCUSSION

The simulated results of the S1; parameters, the AR, the gain for the reader antenna with the
final optimized design parameters are shown in Figure 3. The simulation results show that the
proposed circularly polarized UHF reader antenna has an input impedance matching bandwidth
(S11 < —10dB) of 456 MHz (675-1131 MHz), the band of reflection coefficient (S1; < —20dB)
covering 842-955MHz, 3-dB axial ratio bandwidth of 296 MHz (741-1037 MHz), minimum axis
ratio reaching 0.33dB, and the highest gain reaching 3.53dBi in the operating frequency band.

Table 1: The parameters of the antenna.

L. Delta L w Lo Wo S Ly Wi
90.8 mm 0.018  Lc* (14 Delta) L. * (1 — Delta) 2% L 2xW  8mm L+2xGW4+2xG
Ly Wy Ls Ws G D D, Sz Sy
12mm 3.02 18 mm 3.02 mm 15 mm 2mm 6 mm 20 mm 20 mm
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Figure 1: The structure of the  Figure 2: The geometry of (a) the main radiation patch; (b) the parasitic
reader antenna. patch; and (c) the ground and the feed network.
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Figure 3: Simulation results for (a) Si; parameters, (b) AR, and (c) gain of optimized antenna.
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The radiation patterns at 860 MHz, 900 MHz, 915 MHz and 922 MHz are shown in Figure 4. As
can be seen, the radiation patterns has the shape of hemisphere while the 3-dB AR beamwidth is
more than 60°.

We also conducted studies of the effects of the parameters Delta, G and S on the performance
of the proposed antenna. Figure 5, Figure 6 and Figure 7 show how Delta, G and S affect the Si;
parameters, the AR or the gain, respectively.

Figure 8 shows that the distance between the parasitic patch and the main radiation patch has
a great influence on the S7; parameter. If the parasitic patch is removed, the antenna gain will be
reduced significantly and it will not work properly.
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Figure 8: Simulation results (a) S for different ho, and (b) the gain with or without the parasitic patch.

4. CONCLUSION

In this paper, a universal wideband circularly polarized UHF RFID reader antenna has been pre-
sented. By using a Wilkinson feed network and a parasitic patch, the designed antenna can cover
the entire UHF band of RFID systems (for both the impedance and the axial ratio band). Espe-
cially the minimum axis ratio can reach 0.33dB, and the highest gain can reach 3.53dBi in the
operating frequency band. The radiation field of the antenna has a shape of hemisphere while the
3-dB AR beamwidth can be larger than 60°. The universal antenna should be useful for low-cost
RFID system.
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Abstract— A small printed inverted-F antenna, operating at 2.44 GHz, for Bluetooth system is
designed in this paper. The RF system diagram and PCB layout are drawn by Cadence Allegro.
The small printed antenna, integrated in the PCB, is modeled by HFSS and both the simulation
and experimental results verify of its suitability for the Bluetooth wireless communication.

1. INTRODUCTION

With the develop of semiconductor technology and wireless networking, many short range wireless
communication technologies appeared one after another, of particular interest is Bluetooth wireless
communication. A Bluetooth antenna is an importance component of the Bluetooth communication
system as the device of transmitting and receiving electromagnetic waves. Research on small
antennas becomes a hot topic nowadays, and printed antennas have a compact design suitable for
portable equipment owing to its small size, light weight and low profile. It can be anticipated that
more and more new small printed antennas for Bluetooth wireless communication will be applied
widely in the near future.

2. HARDWARE CIRCUIT DESIGN FOR BLUETOOTH SYSTEM

The main chip which users select should be a cost-effective, low-power, true system-on-chip (SoC)
for Bluetooth low energy power applications such as CC2540 of Texas instrument. Figure 1 shows
the block diagram of the system hardware. Both the electronic schematic circuit diagram and PCB
are designed by Cadence products. The electronic schematic circuit diagram is design by Allegro
Design Entry CIS and the print circuit board is designed by Allegro PCB Design Entry. The print
circuit board layout should be a manual work rather than an auto routing in order to improve the
electromagnetic compatibility.

Power (= Bluetooth chip @ Antenna

!

Sensors | Connectors | Oscillator

Figure 1: The block diagram of the system hardware.

3. ANALYSIS OF ANTENNA

3.1. Antenna Selection

Through analyzing the advantages and disadvantages of many antennas, in this paper we choose
an inverted F antenna (IFA), this structure have the advantages of low cost, high performance,
compact and simple feeding network [1,2,3,9,10]. Figure 2 shows the configuration of the invert
F antenna which is designed by Allegro PCB Design Entry. It contains one radiation arm, one flat
arm and one short-circuit line. The short-circuit line can make the RF model less sensitive to the
ground plane and thus it ensures the reliability of the System on chip (SoC). According to the data
and materials available today, the invert F antenna is good at reducing antenna size and improving
its frequency characteristics. By correctly sizing the antenna size, the resonance frequency of the
antenna can be reduced and so the dimension of this antenna can be reduced significantly.
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Figure 2: The representative model of the IFA and the equivalent circuit.

3.2. The Transmission Line Theory of Representative Printed IFA

As shown in Figure 2(a), the print IFA is different from a conventional monopole antenna with
a short-circuit line, so the transmission line theory of the original model must be modified [4-8].
The IFA is similar to a shorted transmission line, which can be modeled by the equivalent circuit
shown by Figure 2(b). Ls is the length for the short circuit line of IFA and L; is the length for
the radiation arm. According to this model, a formula for evaluating the equivalent admittance
of the equivalent circuit is presented below (Y7 and Ys are equivalent admittance of Lo and Ly,
respectively; Y;, is the equivalent shunt admittance of Ly and L)

o Ys+jYotan 8Ly

Y; =
LY 4 Y. tan BL,

Yo = —jYocosBLa, Yy =Y+ Yo (1)

where Yy = %, Y, = G5 + jB;s are the characteristic admittance of the micro strip line and the
radiation admittance, § is propagation constant, Zj is the characteristic impedance of transmission
line, which can be expressed as

H [H?
=+

&o 7
D D2

Zy="In (2)

2H
A120ln | —
On[D]

In this equation, £ = 1207 is air wave impedance.

4. DESIGN OF PRINTED IFA AND BOTH RESULTS OF SIMULATE TO TEST

4.1. HFSS Model of Printed IFA

Figure 3 shows the HFSS model of the printed IFA after optimization [9,10]. Figure 3(a) is the
top view of the HFSS model, and Figure 3(b) is a perspective view of the HFSS model (the length
and width of the PCB are 35 mm and 40 mm, respectively). In our model the top and bottom part
of the ground plan material is copper. In this design, the board is made of FR-4 material with a
relative dielectric constant of 4.4, and thickness A = 0.8 mm. The top ground plan of the IFA is
connected to the bottom ground plane through conducting via. The printed antenna is designed
by Cadence with the those dimensions.

4.2. The Optimized Parameters

Based on the structure of antenna dimentions shown in Figure 4, the optimal parameters of the
model were simulated and produced by HFSS. The geometry and dimensions of the printed TFA

e

@ b)

Figure 3: The HFSS model of the printed IFA. Figure 4: Dimensions of the print IFA.
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are shown in Figure 4 and Table 1 (unit mm). Lg-Lg and Dg-Dg are reserved parameters. GND_X
is width of the PCB and GND_Y is length of the PCB.

Table 1: (mm).

Ly Ly L3 Ly Ls Lg L
26.2 3.2 22 48 1 1 0.5
Lg Lg Dy Dy Ds Dy D5

X x 075 1.3 0.65 1.21 0.8
D¢ D; Dgs Dg Dy GND.X GNDY
2.2 1.2 05 X X 35 40

Before the design of the Bluetooth system by Cadence, several steps should be done in order to
get the PCB (printed curcuit board) layout.

Firstly, the schematic circuit diagram of the Bluetooth system is designed by Allegro Design
Entry CIS based on the block diagram of system hardware. Secondly, import the netlist to Allegro
PCB Design Entry and Design PCB. Lastly, generate Gerber files. The PCB layout design by
Cadence is shown in Figure 5(a) and the photo of this Bluetooth system.

Figure 5: The PCB layout and photo of the Bluetooth system.

The measured and simulated results are shown in Figure 6. The Smith Chart, shown in Fig-
ure 6(a), marked by three points from the bandwidth of 2400 MHz to 2484 MHz. Point 1 (2400 MHz)
is the lowest frequency, point 2 (2441 MHz) and point 3 (2484 MHz) are the middle and highest
frequencies. Those markers are the operating frequencies of Bluetooth main chip and all near the
match point of 50 ohm. Both of 3D far field and 2D far field radiations (2441.8 MHz) are shown in
Figure 6(b) and Figure 6(c). The antenna gain is 2.59 dBi, the main lobe magnitude is 2.5 dBi at
—166 deg in XY-plan (Theta = 90°) and 2.4dBi at 120deg in X Z-plan (Phi = 0°). The radiation
parameters are shown in Table 2. The simulated and measured S;; (dB) are shown in Figure 6(d).
In this figure, the redline is the simulated result from 0 GHz to 4.0 GHz, the blueline is the measured
result from 1 GHz to 3.5 GHz. The measured bandwith of S;; (dB) below —10dB is wider than
the simulated one, i.e., the measured results have a better performance than the simulated results.
Thus, the measured bandwih of the samll invert-F antenna is well matched for the bandwith of
Bluetooth main chip (2.44 GHz). The measured S1; (dB) shown in Figure 6(d) (marked with blue
colour) shifts a bit when the required ICs are mounted on the PCB shown in the photos of Fig-
ures 5(b) and (c). We found the return loss and radiation effects by mounting ICs onto the PCB
and the error in profile machining are difficult to improve.

Table 2: Far field radiation patterns.

Plan Frequency Gain Main Lobe Direction
XY-plan (Theta =90°) 2.44GHz 2.45dBi —166 deg
X Z-plan (Phi = 0°) 244GHz  2.3dBi 120 deg




Progress In Electromagnetics Research Symposium Proceedings 2193

(b)

Sy, (dB)

0.5 1 15 2 25 3 35 4
Frequency(GHz)

(© (d)

Figure 6: Results. (a) S-parameter Smith chart. (b) 3D far field at 2441 MHz. (c) Far field at 2441 MHz
(dBi). (d) S1; (dB).

5. CONCLUSION

The small printed inverted-F antenna (IFA) for Bluetooth wireless system with the bandwidth
between 2400 MHz and 2484 MHz, has been studied in this paper. The small printed inverted-F
antenna is more convenient to integrate because of the compact size and low profile. The small
antenna can be used in other 2.4 GHz ISM (Industry, Science and Medical) frequency band short
range wireless communication system such as ZigBee. It is very convenient and quick to design this
kind of antenna. Furthermore, this kind of antenna is also suitable for mass production with low
cost.
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Abstract— The determination of the dielectric properties of materials is very important in the
development of microwave heating systems. In this case, determining the dielectric properties of
the materials to be processed is the essencial key point in order to achieve good efficiency of the
system. In the present study the determination of the complex permittivity of vermiculite that is a
hydrated phyllosilicate is presented. In a previous work the dielectric constant of vermiculite was
determined using a TDR-based probe. In this study dielectric constant was determined through
the measurement of the volumetric water content and the refractive index. Although the method
demonstrated a good accuracy, it was not possible to determine the complex permittivity of
the mineral due to the characteristics of the equipment used. So, in order to determine the
complex permittivity using an accurate and nondestructive method, the scattering parameters
were chosen. The method is based on the usage of a microstrip line and through the measurement
of the S-parameters by a VNA the data was processed in MATLAB code. The results were
very close to the ones obtained with the TDR probe, but now with the determination of the
complex permittivity and loss tangent. The data obtained with the present study show that the
determination of the dielectric properties of materials such as vermiculite using S-parameters is
an accurate and nondestructive method.

1. INTRODUCTION

In studies related to mineral processing using microwave radiation, the knowledge of the material
properties is extremely important to properly understand its behavior when exposed to microwaves.
The complex permittivity is the most important characteristic that should be known a priori for
material processing using microwave radiation. The complex permittivity provides information on
energy absorption and reflection and quantifying the power losses, which in turn leads to heat
dissipation and, consequently, to temperature rise. The focus of this work is on the determination
of the dielectric properties of vermiculite using S-parameters. In a previous work, we used a water
content probe to determine the dielectric constant of vermiculite in terms of the refractive index [1].
In that work we extensively explored the strong relationship existing between the material humidity
and its dielectric constant. However, to properly understand how vermiculite reacts to microwave
radiation it is necessary to determine its complex permittivity and therefore its loss tangent. This
enables the development, in an accurate manner, of a system capable of processing vermiculite using
microwaves. Among the traditional methods generally used to determine the complex permittivity
of materials such as resonant cavities and open coaxial probe, the transmission line method was
selected mainly for its simplicity and low cost implementation. The transmission line that was used
was a microstrip line built on FR4 substrate. The frequency range of interest was from 1.6 GHz to
2.45 GHz. From the measured S-parameters using a Vector Network Analyzer (VNA), the complex
permittivity was determined using a simple code developed in MATLAB based on the Nicholson-
Ross-Weir (NRW) noniterative method. The results obtained show that the values for the real part
of the complex permittivity are very close to the ones obtained in our previous work [1].

2. VERMICULITE

Vermiculite is defined as a layered hydrated aluminum iron magnesium calcium silicate with bond
water molecules between the layers. Typical exfoliation rates vary from 8 to 12 in volume but can
reach a value of up to 30, or more. The humidity of the raw material and potassium (K) amounts
can also interfere in the final exfoliation rate [1]. The traditionally used method of exfoliating
vermiculite is heating by means of direct or indirect flame (800°C to 1000°C). This method leads
to high material losses with significant production of gangue, and the process causes chemical
alterations of the oxides minerals contained in the structure.

Vermiculite can be exfoliated by microwave radiation. In this method the oxides are not appre-
ciably heated because microwave radiation heats primarily the interlayer water molecules present
in the structure, the integrity of the oxides is almost maintained.
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3. METHODOLOGY
3.1. Transmission Line Method

The reflection method to measure the complex permittivity of materials is based on the measure-
ment of the reflection coefficient on the interface between a microstrip transmission line and a
material under test (MUT). The reflection coefficient of a microstrip transmission line depends on
the complex dielectric permittivity of the vermiculite sample. Many reasearchers have measured
the permittivity of different types of lossy materials [2]. The ey depends on the fields in the ma-
terial and the fringing fields along the structure of the microstrip line. In some cases the effective
permittivity is coupled model [3] and [4] and can be used to obtain the complex permittivity [5]
and [6]. Dielectric losses in the material are usually difficult to measure with transmission lines
structures such as microstrip lines. Using resonant microstrip lines or striplines makes it possible
to obtain a more accurate determination of the loss tangent which increases the reliability of the
method.

3.2. Nicholson-Ross-Weir Method

The Nicholson-Ross-Weir equations is a widely used method to calculate the complex permittivity
and permeability of unknown material samples from the measured S-parameters.

In this method S7; and So; are expressed in terms of two quantities Iy and z whose values
depends on the complex permittivity and permeability of the vermiculite samples. The calculation
of I'y and the material dielectric properties is made by adding and subtracting the measured S-
Parameters as follows:

Vi = So1 + S11 (1)
Vo = So1 — S (2)

The reflection coefficient is given by:

M=X+VXx2-1 (3)

where the term X is given by:
yo1- ViVa
Vi—=Va

Considering |T';| < 1 is important in order to give the physically possible solution.
The permeability p of the material is given by

14T
My = 1 A 11 1 (5)
A-T)A /5 — 5z

where )y is the wavelength in free space. A¢ is the wavelength at the cutoff frequency in the
microstrip transmission line.

Considering the vermiculite permeability u, = 1.

The complex permittivity can be calculated by:

where

In (Zl) —d (7)

In Equation (10) the natural logarithm of a complex number must be calculated. This im-
plies to appropriate choose the correct root for the determination of the complex permittivity and
permeability of the material.
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3.3. Microstrip Line
In developing the microstrip line the following relationship between the width of the strip and
height was considered.
a=W/h>1 (8)
where W is the width of the strip. h is the height of the substrate.
The output impedance of the microstrip transmission line was determined considering the fol-
lowing equation [9]:
7 1207 1
07 e a+1.393+0.667 - In(a + 1.444)

Considering &, = 4.6 for the FR4 substrate the effective permittivity g is then

9)

(10)

2
__(120m 1
4=\ 750 1.787+ 1.393 + 0.667 - In(1.787 + 1.444)

For a microstrip matched to an impedance of 50 (2 the effective permittivity is .5 = 3.62.
A simulation of the microstrip transmission line using CST MW Studio™ was made to use the
results as a parameter to compare the results obtained during the measurements.

4. RESULTS

The sample of vermiculite was placed in a microstrip transmission line and the values for S1; and
S91 were obtained with a VNA. The complex permittivity of the sample was determined by a code
developed in MATLAB™ for the numerical calculation of the complex permittivity. The results
were compared to results obtained in CST MW Studio™.

Tables 1 and 2 present the results of the measurement and the ones obtained through the
simulation in CST MW Studio™.

Table 1: Results of the measurements.

Frequency Complex permittivity of the vermiculite sample
(GHz) Complex permittivity €, | |ey| Tand
1.6 4.19-j0.16 4.18 0.03
1.8 4.18-j0.20 4.18 0.04
2.0 3.55-j0.43 3.58 0.12
2.45 3.50-j0.44 3.53 0.13

Table 2: Results of the simulation.

Frequency Complex permittivity of the vermiculite sample
(GHz) Complex permittivity e, | |e,| Tand
1.6 4.29-j0.17 4.29 0.04
1.8 4.26-j0.36 4.27 0.05
2.0 4.24-j0.42 4.26 0.10
2.45 4.18-j0.45 4.20 0.11

5. CONCLUSION

The absolute values for the permittivity obtained with the method presented were very close to the
ones obtained in a previous study done using a TDR probe and in the simulations made in CST
MW Studio™. The The use of the described method employing a microstrip line and scattering
parameters is a very useful and low cost nondestructive tool for the determination of the complex
permittivity of minerals and more specifically of phyllosilicates.
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Abstract— Modern simulation applications that carry out large scale iterative processes, such
as Monte-Carlo simulations, or manipulate large data structures, tend to be extremely time-
consuming due to the shortage of computational resources or the inherent nature of the simulation
itself. Typical simulations can take up to several days to complete on conventional systems, while
high-end supercomputers can be cost-prohibitive. Therefore, the need for effective parallelization
of software execution and resource management is more imperative. The goal of this paper is
to present a fully-distributed platform that enables software simulations to be executed within
user-acceptable time periods, by predicting the resource requirements of each simulation. In
this context, the platform analyzes files that contain historical data about past executions of
the particular simulation. Processor and memory utilization, overall execution time, level of
parallelization and distributed execution are some of the information collected and used by an
efficient training algorithm, in order to determine the optimal amount of resources to be allocated
in a particular simulation. The training algorithm applies several machine-learning techniques
such as multi-linear regression in order to efficiently predict the resource vector that will satisfy
the user requirements.

1. INTRODUCTION

A scientific application tends to be extremely resource heavy and time-consuming. A typical use
case of such an application could require from several hours to several days to yield the desired
results. That is usually caused due to the nature of the application itself, as simulations incorpo-
rate algorithms that require the execution of huge iterative operations or the management of large
data structures. Data and computationally intensive applications are often executed in environ-
ments that lack the appropriate amount of resources that will allow the simulation to complete
at an acceptable time period. A traditional solution to this rather common problem has been the
incorporation of High Performance Computing Grids. High performance computing datacenters
offer resources to users and thus provide a platform for executing their applications. However the
nature of Computing Grids apply several limitations to the experimenters who many times lack the
technical know-how to overcome them. Lately Cloud Computing has emerged as a strong alterna-
tive that removes these limitations and offers a robust and flexible environment for the execution
of large scale applications. Users can deploy their applications in isolated virtual environments
(Virtual Machines), which are able to scale statically or dynamically according to the needs of the
infrastructure.

In this paper we present an intelligent platform which communicates with an underlying Cloud
Infrastructure and provisions resources in the form of Virtual Machines for executing large scale
time-consuming applications. The platform incorporates machine learning algorithms that ana-
lyze previous historical execution data and decide the resource vector that will be allocated for a
particular application. That decision considers both execution time and infrastructure load and
thus both under and over provisioning can be prevented. Also, the multi-tenancy of Clouds allows
for simultaneous executions of different applications. The isolation of Virtual Machines ensures
that even when multiple applications are executed at the same time, no running process will be
interrupted of affected by another. Similarly, user data are also protected as they are not visible
to other users or tenants.

In addition, the platform performs analysis on historical execution data and decides the optimal
resource vector that needs to be allocated in each experiment. Users are able to submit new
experiments from a single access point by using a unified Web based application that provides
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easy management, monitoring and result retrieval for each experiment. The rest of the paper is
organized as follows; in Section 2 we present some notable relevant research work. In Section 3
we analyze in more detail the advantages of Cloud Computing, while in Section 4 we describe the
electromagnetic applications that are being supported by the platform. In Section 5 we describe
the general platform architecture and in Section 6 we present the Application Profiling component.
Finally, in the last Section we provide some concluding notes and present some interesting ideas
for future research.

2. RELATED WORK

Scientific workflows and applications have been tested in Cloud infrastructures in the past. In [1]
multiple Cloud providers and Grids are tested for scientific workflows. Among various results, some
important points that need to be noticed is that resources are easier to be acquired when using
Cloud infrastructures, and that Clouds were more predictable than Grids and showed more uniform
performance. The study in [2] presents a deadline-driven platform for execution scientific applica-
tions, and again shows that Cloud Computing is becoming the model of choice as many obstacles
such as the integration of legacy systems can be easily overcome by using virtualized environments.
Finally, in the presented analysis of challenges and issues of deploying scientific applications in
Cloud environments in [6], researchers conclude that Clouds are becoming more attractive as they
offer scalability, on-demand resource allocation, better utilization and user experience.

3. CLOUD INFRASTRUCTURE

The proposed platform was specifically developed as a middleware that takes advantage of the
power of Cloud Infrastructures. The platform architecturally lies in the PaaS (Platform as a Ser-
vice) tier. Cloud infrastructures were chosen over traditional grids and supercomputers for various
reasons. One important reason was to remove compatibility issues and limitations. In [3], the spe-
cial computational Grid that is offered as a service imposes several operational limitations to the
users. If an experimenter wants to submit his application for testing he has to meet certain require-
ments, such as operating system and programming language compatibility or development patterns
(client-server model). That means that a researcher that has already developed his application on
a special environment might have to re-develop it (especially when using low-level programming
languages whose libraries depend on the operating system). On the contrary, the nature of Clouds
impose no such barriers. Virtual instances (or machines) can be spawned by images that contain
various environments, operating systems and libraries. That flexibility allows experimenters to
deploy their applications as is, as the platform administrators will be able to create the relevant
image to support the target application. In addition, most modern Cloud implementations pro-
vide built-in monitoring, orchestration, failsafe and data protection mechanisms, all of which are
powerful tools and provide administrators the means to guarantee both for the availability of the
platform and the protection of sensitive user data.

4. ELECTROMAGNECTIC AND MIMO SYSTEMS APPLICATIONS

The proposed architecture has been evaluated for the Eigenanalysis of large open and periodic
electromagnetic structures as well as Monte-Carlo simulations for multiple antennas (MIMO) at
both transmission ends. Both problems, due to their nature, are computationally and time inten-
sive [7,8]. Initially, the extensive study of open and periodic electromagnetic structures leads to
a huge eigenvalue problem. In the first case, due to the increased number of possible eigenvalues,
large matrices should be formulated and inversed. In the case of MIMO simulations, since multiple
users and time instances are considered, in order to reduce feedback burden, Principal Component
Analysis (PCA) is employed on the received data matrix of each active user. Therefore, it becomes
apparent that computational complexity increases linearly with the number of users.

5. PLATFORM ARCHITECTURE

The platform is designed in a fully distributed fashion. The components are implemented using a
peer-to-peer approach rather than the client-server model. In more detail the platform utilizes the
actor model, a hierarchical model which comprises of one or more independent modules called “Ac-
tors”. This modular approach guarantees asynchronous communication between the components,
as well concurrency and parallelism whenever needed. Each module or “Actor” is responsible for a
certain number of operations within the platform. Also, each module can be deployed separately
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Figure 1: Overall architecture of the proposed platform.

within the network and this characteristic in combination with the elasticity of the Cloud can
provide failsafe mechanisms in cases of failure or slow responsiveness.

As mentioned in previous sections, the platform supports certain types of electromagnetic appli-
cations. For that reason, a unique image has been prepared for application. Each image has been
created taking into account the various requirements each application has in terms of operating
system, libraries and software. In that way the experimenter is free to develop his application in
the most convenient manner, and thus the platform has the ability to meet the users’ requirements.
Fig. 1 shows the overall architecture of the platform within an IaaS.

5.1. User Web Application

This is the front-end of the platform. It provides a friendly interface to the user, where he can
initiate, manage and monitor experiments. The user enters the Web base application by entering
his unique credentials that are provided by the platform administrator. The user can initiate new
experiments by choosing the type of application he want to execute. Each application has its own
configuration tab, where parameters and input data can be easily set, chosen and uploaded. The
user can review all of his experiments (active, successful or failed) through the Experiments Page,
where he can be informed on the progress of his currently active simulations and even download
the results of completed operations. Status updates regarding active user experiments are pushed
into the Web based application in a real-time fashion, allowing users and administrators to react
as soon as possible to various events and alerts.

5.2. Application Broker

The Application Broker acts as the supervising entity in the platform. It receives requests from
users and delegates those requests to the underlying components for processing. The Application
Broker also pushes updates that receives from workers to the Web Application. For every new
experiment request a single Application Broker instance is spawned that in turn spawns its own
workers (or Actors). Consequently, each experiment has its own group of dedicated components
that are responsible for its correct execution.

5.3. Application Profiler

This component holds a very important role in the experiment procedure as it implements algo-
rithms that decide the resource profile that needs to be allocated to an application in order to be
executed either in the requested amount of time by the user or according to the resource availability
of the underlying Cloud Infrastructure. Details about the algorithms that are incorporated can be
found in Section 6. Once the Application Profiler outputs the resource vector (CPU, RAM, HDD,
Network) it modifies the Experiment request and forwards it to the Template Builder along with
the appropriate operation signal.
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5.4. Template Builder

The Template Builder component accepts an experiment request and builds the corresponding
JSON template, that in turn will be communicated to the underlying Cloud Infrastructure so that
the required resources will be allocated for the execution of the experiment. Once the Template
Builder succeeds, it sends the Template along with the appropriate operation signal to the Infras-
tructure Client.

5.5. Infrastructure Client

The Infrastructure Client, is responsible for communicating with the underlying Cloud Infrastruc-
ture using the offered public APIs. A typical operation that this component is responsible for, is the
posting of the Experiment Template to the Infrastructure in order to create the requested cluster of
Virtual Machines and allocate them for the execution of the application. Once the Communicator
receives the appropriate ACK from the Infrastructure, meaning that the VM cluster is up and
running, it then spawns monitor workers that perform periodic checks on that specific cluster of
VMs.

5.6. Monitor Actor

The Monitor Actor is spawned by the Infrastructure Client. It performs periodic checks by request-
ing monitoring data from the Monitor Server of the Cloud Infrastructure. Monitor specific data
are typically data that include information about CPU and RAM utilization that is affected by the
execution of certain applications. The Monitor Actor is also responsible for alerting its supervisor
in cases of alert situations, i.e., when a application is completed or fails, or when a VM become
unavailable due to high usage of its resources. All monitor data that are retrieved from the Monitor
Server are sent to the Data Storage Service.

5.7. Data Storage Service

The Data Storage Service is responsible for storing monitor and other related data into a persistent
datastore. For perfomance reasons the chosen datastore is a NoSQL document database, allowing
for faster read-write times and batch processing of large amounts of data.

6. APPLICATION PROFILER COMPONENT

One of the most important aspects of the platform is that it incorporates algorithms that enable
the automatic resource allocation to applications. As stated above it is crucial that applications
have the proper amount of resources that will enable them to complete in a reasonable time period.
However, in the same time the platform must ensure that the underlying infrastructure is not under
or over utilized. That means that user time related requirements are of high priority provided
that sufficient amount of resources are indeed available, as in the same time multiple users could
have submitted their own experiments. Luckily, due to the nature of the Cloud that provides
computational resources in the form of Virtual Machines, there is no need to worry about processes
that might be executed in the same environment or operating platform.

Due to the nonlinearity of the problem the traditional Linear Regression model was not sufficient.
Different kinds of resources (CPU, RAM) affect in various ways the execution of a application. Since
the nature of the described applications in Section 4 is computationally intensive, the execution
time is expected to be smaller whenever applications are executed within a multi-core VM. On the
contrary, memory increase does not seem to contribute much in the decrease of the execution time.
However, the relation is still not linear as adding more CPUs to a VM will eventually increase the
overhead of communication between multiple threads.

For that reason, the prediction component incorporates Regression Trees using the M5P algo-
rithm which in turn is based on the M5 algorithm presented by Quinlan in [4]. The algorithm
organizes the feature vector for each training example into a decision tree and performs multiple
Linear Regression runs. The feature with the weakest regression coefficient is removed from the
tree and the process is repeated until no further improvement in the estimated prediction errors is
achieved. The performance of the proposed approach is tested in [5] and shows satisfying results.
In addition, the measured output in our case is only the execution time as the platform does not
impose complex SLAs (Service Level Agreement) or cost penalties. This is partly due to the fact
that resources that are allocated to an experiment are immediately available to the resource pool
once the experiment completes.
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7. CONCLUSION AND FUTURE WORK

In this paper we described the use of a distributed platform that provides a middleware for the effi-
cient management of time-consuming electromagnetic applications. The proposed platform shows
that Cloud Infrastructures can support computationally intensive applications and workflows as
they apply mechanisms and characteristics that traditional grids or supercomputers dont. In ad-
dition, the use of machine learning algorithms aid in effective resource management and provide
experiments sufficient resources in an automated way. The decrease of execution time helps re-
searchers by allowing them to benchmark their solutions and algorithms multiple times in an
acceptable time period.

In the process of further optimizing and evolving the proposed platform, we plan to implement a
series of steps. Distributed execution of applications that can lead to further decrease of execution
times, is already being studied. Also, apart from the available resources, an experiment execution
time is dependent on specific simulation parameters that are chosen by the experimenter, i.e., the
number of simulated users in a PCA experiment. In its optimal state, the prediction component
should include user defined parameters in the feature vector, as different values can determine how
computationally intensive each experiment is. Finally, one interesting idea for future research could
be the integration of workflow management tools to the platform that will allow the execution of
different applications in the form of separate tasks.
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Abstract— Spatial frequency analysis has been proposed as a way to speed up the solution of
the integral equation (IE) method for calculating electromagnetic scattering from large objects. In
this paper, a new, faster technique based on spatial frequency analysis is developed for describing
scattering from two-dimensional conducting objects. The technique utilizes the spatial frequency
representation of the integral equation and generates a closed form analytical expression for
estimating the induced currents without the need for matrix inversion. The technique is applied
to the scattering from two-dimensional objects such as infinite conducting cylinders and parallel
plate structures. Simulation results are compared with the standard Method of Moments solution
and its faster solutions such as the conjugate gradient method. The results indicate that the
proposed technique performs faster than the standard MoM solution with results which are
comparable to the latter technique.

1. INTRODUCTION

In computational electromagnetics, there is a need for fast and accurate methods for calculating
electromagnetic scattering from large objects and surfaces. Typically, in scattering problems an
integral equation (IE) is derived and solved for calculating the fields or the currents on a scattering
structure [1]. Numerical solution methods such as the method of moments (MoM) discretize the IE
into a matrix form and solve the problem by inverting this matrix [2]. However, since these matrices
are generally dense for large scattering objects, matrix inversion is not computationally efficient.
More efficient iterative methods such as the conjugate gradient (CG) method have since been
developed to handle the numerical complexity of solving large matrix systems [3]. These iterative
methods have significantly reduced the computational demands of solving the IE for scattering and
radiation problems.

Another important technique which has shown great potential for reducing the computational
demands of large matrix inversion problems is the use of the spatial frequency technique. First
proposed by Bojarski [4], the spatial frequency technique transforms the matrix equation into the
spatial frequency domain by the use of the computationally efficient FFT algorithm [5]. Generally,
the IE represents a set of boundary conditions which are the result of a convolution of a Green’s
function and surface currents or fields. Using the property of the Fourier transform, a convolution
in space is converted to a product in the spatial frequency domain. The dense matrix multiplication
in the spatial domain representation of the IE is thereby transformed into a multiplication by a
diagonal matrix.

In addition, another significant advantage of the spatial frequency method is that it converts
derivatives of fields or currents into simple multiplication by the appropriate spatial frequency
component [6]. In many scattering or radiation problems the effective Green’s function is derived
by taking the derivatives of an original Green’s function. In all of these cases the modified Green’s
functions for different polarizations can be derived easily from one original Green’s function by
utilizing this property of the spatial frequency method.

In previous work, the spatial frequency approach was used for analyzing scattering from infinite,
one-dimensional conducting surfaces [7]. In this study, the spatial frequency method is extended to
scattering from two-dimensional, conducting objects, such as metallic cylinders of arbitrary cross-
sections. In discrete processing, only Green’s functions represented by circulant Toeplitz matrices
can be converted to diagonal matrices in the spatial frequency domain [6]. However, in practice,
the Green’s function matrices are generally Toeplitz matrices and not circulant Toeplitz matrices.
A method for converting the Toeplitz matrix to a circulant Toeplitz matrix without altering the
problem and increasing the computer storage requirements is developed and used in this technique.
An analytical expression for the induced currents are obtained in terms of a diagonal Green’s
function matrix in the spatial domain and the spatial frequency transform of the incident fields on
the conducting surface.

A Taylor series expansion is used to avoid the need for matrix inversion. By truncating the
Taylor series, one is able to generate results with different degrees of accuracy. Simulation results
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for scattering from cylinders of different sizes and cross-sections are generated and compared with
the method of moments for accuracy. In addition to the analysis of electromagnetic scattering,
this technique also lends itself well to the synthesis of scattering patterns. Several examples of how
the spatial frequency technique may be applied to the synthesis of two-dimensional targets with
prescribed scattering cross-sections is also presented.

2. THEORETICAL FORMULATION

The spatial frequency technique is studied in two-dimensions by applying the technique to scattering
from infinite conducting cylinders with rectangular and triangular cross-sections and parallel plate
structures. If a unit amplitude plane wave, with TM polarization, is incident on the structure at
an angle 0y, the boundary condition for the tangential electric field component on the conducting
surface can be written in terms of the surface current as [3]
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where ko, and 1 are the plane wave’s propagation constant and wave impedance, respectively. J,(-)

and H(()Z)(-) are the z-directed current density on the conducting surface and the Hankel function
of the second type, which represents the two-dimensional Green’s function. The right hand side of
Equation (1) represents the tangential component of the scattered electric field on the conducting
surface, which is equal and opposite to the tangential component of the incident electric field on the
surface. The integral is performed along a contour defined by the cross-section of the conducting
structure.

The discretized form of the IE given in Equation (1) may be written as a matrix equation

Gx =e, (2)

where z is the column vector representing the sampled current densities on the conducting sur-
face and e is the column vector representing the sampled scattered electric field components on
the conducting cylinder. The elements of the matrix G are generated from the two-dimensional
Green’s function. Note in a regular rectangular grid, the matrix G, which describes the convolution
operation, is both symmetric and Toeplitz.

In the MoM method, since e is known, z is obtained by inverting the matrix G [2]. Fast
algorithms such as the CG algorithm use an iterative approach to avoid the direct inversion of the
matrix [3]. In the proposed spatial frequency method, the N x N two-dimensional FFT is converted
to a vector of length N x N. Each N x N vector represents the electric fields or the currents in
the spatial frequency domain. A matrix F' is defined as the two-dimensional FFT operator. The
columns of the matrix, F', represent each discretized spatial point from the region of interest, in
the spatial frequency domain. Since each spatial point is orthogonal to all the others, the F matrix
is unitary.

The Toeplitz matrix G is transformed into a larger circulant Toeplitz matrix by padding addi-
tional rows and columns [7]. It has been shown that the minimum number of padding elements
required in each dimension to convert a N x N Toeplitz matrix to a circulant Toeplitz matrix is
N — 1 [6]. In this study, the additional padding is equal to the number of observation points on
the conductor, which results in an extended region with the same dimension as the discretized
dimension of the conducting region and thus, a doubling of the size of the matrix. In this paper,
the extended region is referred to as the complementary space as it is orthogonal to the conducting
surface. The new matrix equation representing the IE in the spatial frequency domain is written
as

Got = e+ Ae, (3)

where G¢ is the larger circulant Toeplitz matrix, & is the original current vector padded with
zeros, and Ae is some unknown electric field component in the complementary space. When the
two-dimensional, FFT operator F' is applied to both sides of (3), it yields

FGci = FG.FIFi = Fe + FAe. (4)
Since G is circulant Toeplitz, Equation (4) can be re-written as

GpFixz = Fre + FyAe, (5)
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where G p is the diagonal matrix, whose diagonal elements are equal to the FFT of the primary
row of matrix G¢. F; and Fb are columns of F' which correspond to the two orthogonal subspaces
consisting of points on the conducting surface and points in the complementary space, respectively.
Since these subspaces are orthogonal, projecting Equation (5) onto the F} subspace yields,

FlHGDle =e. (6)
Similarly, projecting Equation (5) onto the F, subspace yields,
FAGpFz = Ae. (7)
Using the diagonal property of Gp, inverting Equation (5) yields,
= FlHpFe+ FIHpFyAe, (8)

where Hp is the diagonal matrix which is the inverse of the matrix, Gp.
Using Equation (7) and substituting for Ae, the current and field vectors are related by

FEHpFe= (I - A)x, (9)

where the matrix A is given by A = FIHpF, F{GpFy. Solving for z and then using the Taylor
series expansion yields
v=(+A+A*+..)F'HpFie. (10)

In Equation (10), the matrix inversion is replaced by the Taylor series expansion of (I — A)~1.
A is low rank matrix which may be inverted using the Miller method for inverting a sum of two
matrices, where one matrix is a low rank matrix [8]. The Miller method for inverting matrix sums
is based on the broader Sherman-Morrison formula [9]. In this study, the Taylor series expansion
is used instead. The Taylor series form in Equation (10) allows one to choose the level of accuracy
needed by truncating the series.

3. SIMULATION RESULTS

The spatial frequency method described in the previous section is verified by generating scattering
simulations using MATLAB. The method is initially tested with the direct MoM solution which
involves a direct matrix inversion. Figure 1 shows the currents induced on a conducting square
cylinder whose side dimension is 2\, when a TM wave is incident normally on one side of the
cylinder. Figure 1(a) shows the cross-section of the cylinder. The cylinder is considered to be of
infinite extent in the z-direction. Figure 1(b) shows the induced current density along the surface of
the conducting surface. Figure 1(c) shows a three-dimensional perspective of this current density.

The spatial frequency method is verified and validated by using this method for generating the
induced currents for the same square cylinder shown in Figure 1. Figure 2 shows the simulated
currents using the spatial frequency method for a TM wave incident on one side of the cylinder. The
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Figure 1: The induced currents calculated using the method of moments on a square box of dimension 2
whose cross-section is shown in (a). The currents along the length of the surface are shown in (b). (¢) shows
the three-dimensional view of the current distribution.
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current densities shown in Figure 2 are identical to the current densities generated by the standard
MoM as shown in Figure 1. Clearly, the results generated by the spatial frequency method are
consistent with the well-established MoM approach.

The spatial frequency method is also used to calculate the scattering from two infinite parallel
conducting plates. The width of the plates is 2\ and they are separated by a distance of A\/16.
Figure 3 shows the induced current densities on the two plates when a TM wave is incident normally
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Figure 2: The induced currents calculated using the spatial frequency method on a square box of dimension
2\ whose cross-section is shown in (a). The currents along the length of the surface are shown in (b). (c)
shows the three-dimensional view of the current distribution.
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Figure 3: The induced currents calculated using the spatial frequency method on two parallel plates of
dimension 2\ and separation A/16 as shown in (a). The currents along the length of the two surfaces are
shown in (b). (c) shows the three-dimensional view of the current distribution.
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Figure 4: The induced currents calculated using the spatial frequency method on a right angled triangular
cylinder with a hypotenuse of dimension of 2 as shown in (a). The currents along the length of the surface
are shown in (b). (¢) shows the three-dimensional view of the current distribution.
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on one plate. As expected, the currents induced on the top plate is higher than the currents induced
on the bottom plate.

Figure 4 shows the currents induced in a cylinder with a right-angled triangular cross-section.
The cross-section is shown in Figure 4(a). The cross-section consists of two equal perpendicular
sides of size 1.414)\ and a hypotenuse of 2A\. A TM wave is assumed to be incident on the largest
side.

4. CONCLUSIONS

A fast and accurate technique for calculating the scattering from two-dimensional conducting sur-
faces is developed. The technique utilizes the FFT to transform the integral equation from the
spatial domain to the spatial frequency domain. The two-dimensional FFT is used in this paper
to represent the scattered electric fields as a product of the spatial frequency representation of the
induced currents and the spatial frequency representation of the two-dimensional Green’s function.
Simulations are performed for infinite cylinders of different cross-sections and parallel plate struc-
tures. The results from spatial frequency method are compared with the results from the standard
MoM solution and they appear to produce identical results. The spatial frequency method is shown
to be significantly faster than the standard MoM method. In the future, a three-dimensional version
of the model will be presented to describe scattering from three-dimensional conducting objects.
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Abstract— We present two methodologies that improve the performance of the alternating-
direction-implicit (ADI) finite-difference time-domain (FDTD) scheme. The first one exploits op-
timized spatial operators and implements an artificial-anisotropy approach, so that errors around
a central frequency are minimized. According to the second scheme, a matching-terms procedure
is applied to the dispersion relation, so that approximations that improve space-time errors in
a wideband fashion are obtained. The successful implementation of these principles is validated
theoretically, while numerical tests reveal their advantageous properties in practical simulations.

1. INTRODUCTION

Being free of time-step limitations, unconditionally-stable computational methods are appropri-
ate for densely-sampled discrete models, despite exhibiting higher complexity than more classic
methodologies, such as the explicit finite-difference time-domain (FDTD) scheme [1]. Uncon-
ditional stability is a fundamental feature of specific implicit FDTD algorithms, which include
the alternating-direction-implicit (ADI) method [2], the locally-one-dimensional approach [3], the
Crank-Nicolson technique [4] and other split-step methodologies [5].

Our interest herein is focused on the 3D ADI-FDTD method with fourth-order spatial opera-
tors and the improvement of its accuracy, while avoiding augmentation of the computational cost.
Given the significance of unconditional stability, various solutions that mitigate discretization er-
rors have been already presented. For instance, a parameter-optimized 2D ADI-FDTD method is
developed in [6], while a similar parameterization based on the (2, 4) stencil is described in [7]. The
incorporation of additional terms related to the truncated ones in the implicit updates is proposed
for the error-reduced ADI algorithms of [8]. In [9], the use of compact high-order finite differences
that also reduce the bandwidth of the involved matrices is suggested. Anisotropic parameters are
exploited in [10] as a means of controlling errors at a selected frequency, while artificial anisotropy is
combined with high-order operators in [11]. More recently, correctional coefficients are introduced
in [12] in the context of the one-step leapfrog ADI-FDTD scheme.

The main contribution of this paper is the development of two approaches capable of increasing
the reliability of the 3D ADI-FDTD algorithm. The first scheme introduces novel spatial operators
with three-cell stencils, which are designed to minimize the error of the approximate differentiation
of specific test functions. The new expressions are then combined with artificial anisotropy, so
that flaws are corrected around a central frequency. The second approach has a more wideband
effect and relies on the numerical dispersion relation of the method. By requiring the matching
of low-order terms, modified second-order spatial operators are deduced that compensate for the
combined space-time errors. It is shown that both solutions improve the ADI-FDTD algorithm
with standard fourth-order operators, proving that non-traditional methodologies can be exploited
for the performance upgrade of unconditionally-stable schemes.

2. METHODOLOGY

The ADI-FDTD method is a perturbation of the Crank-Nicolson scheme and is commonly realized
as a two-stage process with implicit update equations:

A A A A
<1 - ;A> u" /2 = <I + ;B> u”, (1 — ;B> u"tl = <I + ;A> u" /2 (1)
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where A, B are derivative matrices,

0 0 D 0 D. 0
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0 D. 0 0 0 D
1 : y
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I is the identity matrix, and u = [E, E, E, H, H,, H.]" is the vector of all field components. Our
goal is to modify only the derivative matrices, yet derive algorithms with lowered space-time errors.
In this framework, the following operators are considered to be used in (2), (3):

Dufli= 5 [CF (fluws = Flis) + 8 (Pl = Flis)] . we fwy2) @

2.1. Improvement around a Center Frequency

The first approach entails a two-step implementation. First a set of new spatial approximations,
designed according to dispersion-controlling principles, is derived. Specifically, the errors pertinent
to the parametric operators (4) can be estimated, when the test function e 7% is considered. For

simplicity, we examine the case of the D, operator only. Given that it is %e*j kr — _ ik cosfe kT,
the error related to D, can be described by the formula
E. = A ZC’K <k‘ cos 0Az> — kcosf (5)

To reduce the above error uniformly, the expansion of (5) in terms of spherical harmonic functions
Y™ is exploited. In essence, it is found that £, = EWP + &3P + ..., where

3 7 (5 3
Y20, ¢) = ”ECOS 0, Y{(0,¢) = yp (2cos39 — 5 o8 <9> (6)

By canceling the lowest terms (£! = £3 = 0), the unknown coefficients can be determined:

14 (3) 3
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where Zi(z) = sinz — zcosz, Za(z) = x(x? — 15)cosz + 3(5 — 222)sinz, and N, = \/Az.
similar procedure is followed for the calculation of the remaining spatial approximations.

In practice, the above-analyzed finite differences are not sufficient, since the implementation
of ADI algorithms is commonly combined with time-steps larger than standard stability limits.
Hence, the pertinent temporal error is the dominant one, and it cannot be handled by simply
incorporating the new operators (4), (7). Since further calibration of the computational scheme
is required, an improved version of the artificial anisotropy approach is also incorporated. This
technique modifies the properties of the background medium, by introducing a modified substitute
with diagonal anisotropy. It is based on the scheme’s numerical dispersion relation, which has the
form

3
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where €., €y, €. denote the relative permittivities along the three axes and

Su = —z—’i [Csin (FkuAu) + C¥'sin (3k,Au)], u e {z,y,2} (9)



Progress In Electromagnetics Research Symposium Proceedings 2211

Now, €4, €7y, € are treated as design parameters. First, their values that guarantee zero error at

three directions ((0,¢) = (0,9), (5, 0), (5, §)) are obtained. Then, the average error, defined as

2m T
AE = - / / €~ D Singdode (10)
4 0 0 Co

is estimated, and a correction to the light speed is performed (cop <« co(1 + AFE)), so that the
re-calculation of the material parameters leads to a mean error closer to zero. This procedure is
repeated until convergence is achieved. A flowchart that sketches the aforementioned implementa-
tion is given in Fig. 1(a). The influence of the material modification and the new operators on the
scheme’s performance is evident in Fig. 1(b), where the average value of the % error is plotted as a
function of the grid density, in the case of cubic cells and Q = 5 (Q = coAt\/Az=2 + Ay=2 + Az~2).
As observed, the proposed modification enables controlling the performance of the ADI-FDTD
method, by reducing errors around the selected frequencies of interest.
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Figure 1: (a) Flowchart depicting the calculation of the artificial anisotropy parameters. (b) Average error
versus mesh density for the first optimization method (the point of error minimization is given in brackets).

2.2. Wideband Design Based on the Dispersion Relation

We now investigate the potential of improving the ADI-FDTD algorithm in a more wideband
context. It is desirable that the modified operators should include constant, rather than frequency-
dependent coefficients, since the latter are optimum only at one frequency point. To ensure that spa-
tial and temporal errors remain balanced for all frequencies, the spatial operators are selected to be
second-order accurate, by enforcing C{'4+3C¢ = 1, u € {z,y, z}. Additional constraints are obtained

via proper manipulation of the dispersion relation. If the latter is written as DR(w, l;:, 0,¢) =0,
then DR(w,w/cy, 8, ¢) can be considered to reflect discretization errors. In essence, we obtain the
formula

w 1/ w)’ 4 1 .9,9,0,00 1 2,2 272 272\ 2
DR (w,%,9,¢):6<60> (coAt) —|—{64krkyk‘zkroq ~1 (kmk:y—i—kzkzz—i—kyk:z)q

4
+3 ((CY+27C5) ky+(CY + 27CY) kyR,*+(Cf + 27C3) ki R.?) ] }Aa:2 (11)

where At = gAz/cy and R, = Au/Az. We should choose spatial operators that reduce the
magnitude of the aforementioned expression. Since three more equations are required, a simple
approach entails the selection of specific directions that correspond to the three axes, where DR ~ 0
is enforced. In this way, the obtained coefficients do not exhibit any frequency dependency, and
the accuracy improvement is guaranteed over all wavelengths. Specifically, we end up with:

2¢°

u € {r,y,z} (12)
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Combined with the requirements for second-order accuracy, (12) yields the following coefficients:

o DT S S ue {z,y,z} (13)
VT8 4R 2T 724 2R 4
which reduce to the values of the fourth-order operators only in the limit case of a zero time-step.
An assessment of the new operators’ positive contribution is made in Figs. 2(a) and 2(b), where
the error |1 — ¢/co| - 100% is plotted in spherical coordinates (case of cubic cells with A/50 sides,
@ = 5). A non-trivial improvement is accomplished, as the maximum error is reduced by 5.85
times. Actually, a similar conclusion can be drawn even if the error is integrated (averaged) over all
directions (reduction by 6.53 times is then observed). If the performance is examined over a range
of frequencies, then one verifies the unsuitability of conventional operators, which fail to address
the issue of low-order temporal accuracy. This property is evident in Fig. 3, where the average error
versus mesh density is given for different time-step sizes (Q = 5 and @ = 10). From this result,
it is concluded that the proposed methodology produces a more consistent discretization scheme,
compared to the standard (2, 4) stencil.

3. NUMERICAL RESULTS

In the first numerical test a 4 x 4 x 4 cm? cavity is considered, where the (2, 1, 1) mode at 9.179 GHz
is excited. The Lo error with respect to E, is recorded for a time period that corresponds to 1000
iterations in the case of the 903-cell mesh. We select Q = 5, i.e., a time-step five-times larger than
the common stability limit. Fig. 4(a) compares the maximum Lg values for different grids, in the
case of the standard fourth-order operators and the scheme of Subsection 2.1. The depicted results

0.06

(b)

Figure 2: 3D % error in numerical velocity (Q =5, Az = A/50, R, = R, = 1) in the case of (a) fourth-order
operators, and (b) proposed operators (13).
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Figure 3: Average error versus discretization density for fourth-order and wideband operators (R, = R, = 1).
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Figure 4: (a) Performance of the first scheme in a cubic cavity problem. (b) Performance of the second
scheme in the detection of the cavity’s resonant modes.

are consistent with the theoretical analysis and verify the superiority of the proposed approach,
since an accuracy amendment by more than eight times is reported. Continuing with the same
resonant structure, the wideband scheme of Subsection 2.2 is examined next, in the problem of
detecting the resonant frequencies of the cavity’s lowest 13 modes. Fig. 4(b) describes the absolute
errors in the case of the fourth-order and the novel operators (13). It is concluded that this second
modification provides a more precise discrete model than the standard solution, enabling more
accurate predictions for the resonant frequencies (in average, the pertinent error is almost halved).

4. CONCLUSIONS

We have shown that performance enhancement of the ADI-FDTD method is feasible in two different
ways. By combining the concept of artificial anisotropy with optimized spatial operators, precision
is improved in the vicinity of a pre-selected wavelength. A more broadband correction is succeeded,
if the dispersion relation is treated as an error formula, and a matching-terms procedure is applied.
In both cases, considerable improvement compared to the standard fourth-order approximations
has been verified, without any penalties regarding the computational overhead.
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A Variational Method to Solve Maxwell’s Equations in Singular
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Abstract— We propose a variational method to solve Maxwell’s equations in singular axisym-
metric domains with arbitrary data. Considering the equations written in (r, 8, z), we use a
Fourier transform in 6 to reduce 3D equations to a series of 2D equations, depending on the
Fourier variable k. We then consider the case k = 0, corresponding to the full axisymmetric
case, and focus on the computation of the magnetic field. The non stationary variational formu-
lation to compute the solution is derived, and solved with a finite element approach. Numerical
examples are shown.

1. INTRODUCTION

We propose a new variational method to compute 3D Maxwell’s equations in an axisymmetric
singular 3D domain, generated by the rotation of a singular polygon around one of its sides,
namely containing reentrant corner or edges. We consider the equations written in (7, 6, z) and use
a Fourier transform in 6 to reduce 3D Maxwell’s equations to a series of 2D Maxwell’s equations,
depending on the Fourier variable k. The principle is to compute the 3D solution by solving several
2D problems, each one depending on k.

Let us denote by (Eg, Bg) the electromagnetic field for each mode k. Following [2,4], it can
be proved that this solution can be decomposed into a regular and a singular part. The regular
part can be computed with a classical finite element method. The singular part is more difficult
to compute, as it belongs to a finite-dimensional subspace. Its dimension is equal to the number
of reentrant corners and edges of the 2D polygon that generates the 3D domain by rotation. We
will propose a variational approach, based on a decomposition of the computational domain into
subdomains, and we will derive an ad hoc variational formulation.

We will derive the non stationary variational formulation to compute the solution. Following [4],
this will require first to derive the system of equations solved by the singular parts for each k. Then
to derive and solve the time-dependent variational formulation depending on k, for each mode. We
will then detail the case k = 0, corresponding to the full axisymmetric case, and illustrate it with
numerical results.

2. THE 3D MAXWELL EQUATIONS

Let © be a bounded and simply connected Lipschitz axisymmetric domain in R3, limited by the
surface of revolution I'. We denote by n the unit outward normal to I', and by w and -, their
intersections with a meridian half-plane (see Fig. 1). In the text, names of scalar quantities usually
begin by an italic letter, whereas they begin by a bold letter for vector quantities. We denote by
~ the boundary dw = 7y, Uy, where , is the segment of the axis lying between the extremities of
. We denote v is outward normal, and by 7 the unit tangential vector such that (7, v) is direct.

r

Figure 1: The Q and w domains.
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The natural coordinates for this domain are the cylindrical coordinates (r, 6, z) with the basis
vectors (e, ep, €,). A meridian half-plane is defined by the equations # = constant. However,
when symmetry of revolution is not assumed for the data, but only for the domain €2, one can
not reduce the problem to a two-dimensional one by assuming that 9/96 = 0. For this reason,
we continue to deal with a three-dimensional problem. The time-dependent Maxwell equations in
vacuum can be expressed

E 1
9B reurlB=_ 11, divE =2 (1)
ot €0 €0

B
aat—kcurlE—O div B=0, (2)

where E is the electric field, B is the magnetic induction, and p and J are the charge and current
densities. These quantities depend on the space variable x and on the time variable t. These
equations are supplemented with perfect conductor boundary conditions, namely

Exn=0 and B-n=0 on the boundary I'.

together with homogeneous conditions at initial time ¢ = 0, says (E, B);;—o = (Eo, Bo), for some
given (Eg, Bp). As explained in [1], it is worthwhile from a numerical point of view to write
Maxwell’s equations as second order formulations. Eliminating E and B between the evolutions
equations of (1) and (2), one can replace them by

I’E 107

e +c curlcurlE———Oa (3)
°B + c“curlcurl B = ! curlJ. (4)
— urlcurl B = —cur

8t2 C €0

The divergence equations and boundary conditions still holding, and initial conditions for the time
derivatives 0;Ej;_, 0;B|—o are supplemented, see details in [1]. In the following, we will concentrate
on the magnetic field B.

We now introduce the variational formulation of the problem. The function spaces are defined
with classical notation. The usual scalar product of L?(Q) are denoted by (-,-). We shall also need
to use the standard spaces and norms

H(curl, Q) = {v € L*(Q), curlv € L}(Q)},
H(div, Q) = {v € L*(Q), divv € L*(Q).

We also introduce Hy(div ;2), the subspace of H(div, ), with a vanishing normal trace, that is
v - n|p = 0. The magnetic field naturally belongs to the space

Y (2) = H (curl; Q) N Hy (divv; Q) .
The scalar product on Y is defined as
a(u,v):= (curlu,curlv) + (divu,divv).

so that the variational formulation we have derived is written
Find B € Y (Q) such that:

d? 1
-z (B(1),C) + Za(B(t),C) = - (curlJ,C),VC € Y (Q). (5)
0
3. TWO DIMENSIONAL REDUCTION

. . 0
If we do not assume a priori that the data are axisymmetric, so we can not perform — = 0. Hence,

the problem, at this stage, can not be reduced to a two dimensional one. However, based on the
symmetry of revolution of the domain €2, we can characterize the electromagnetic fields by their
Fourier series in 6. For a function v(r,0, z) € LQ(Q), one can define

v(r,0,z) = ZV T, 2) k0
V2T

keZ
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where v¥(r, z) = vFe, +vhey +v¥e,, so that for all u,v € L*(2), one has (u,v) = Z(uk, Vk)Lﬁ(w)‘

keZ
The regularity of the Fourier coefficients v¥ in Sobolev spaces defined on w can be related to that
of v, in the corresponding spaces defined on Q2. Details can be found in [3,4].
From this definition, one readily gets that

1 ~ 1 ;
Nz Z curl ;vFe™™ and divv = Ton Z div vFe*? (6)
keZ kezZ

where curl ; and div ; are defined by replacing the derivation with respect to 6 by ¢k in the standard
definition of curl and div. As a consequence, a function v belongs to Y (2) if and only if, for all
k € Z, its Fourier coefficients v* belong to the space Y ;) (w) defined by

curlv =

Y () (w) = {vF € L2(w), curl,v¥ € L2(w), divv? € L (w), vF - npy, = 0}

Based on the linearity of the Maxwell equations and on the orthogonality of the Fourier modes for
each k, one can readily derive from (6) that the magnetic field B is solution to (5), if its Fourier
coefficients By, verify the formulation, for each mode k&

Find B* € Y () (w) such that, for all C € Y )(w):

j; (Bk(t), C) + Aay (Bk(t), C) = 510 (Curlk-]k,c) ; (7)

where
a(u,v) = (curlzu, curl ;v) + (div zu, divgv) .
4. THE NUMERICAL METHOD

From now on, we will only consider the case k = 0, corresponding to the full axisymmetric case.
Also in this case, the reduced two dimensional domain w remains singular (see Figure 1), and we
have to deal with singularities. The construction of the numerical method is based on theoretical
results proved in [7]. Indeed, the space of solution Y ) can be decomposed in

R S

Above, Y(%) is a regular subspace of H'(w), which is the space of solutions in case of a regular

domain, whereas YE%) is a singular subspace. As a consequence, the magnetic field solution B can
be decomposed into a regular and a singular part, says

B’ =B% ¢ BY. (8)

Moreover, the singular subspace is of finite dimension, the dimension of which depending on the
number of singularities in the domain w. For simplicity, we assume in what follows that there is
one singularity. Let us introduce yOS the basis of YE%). Using that the basis is time independent,

one gets that the singular part B% can be decomposed into

0 0
Bs = u(t)ys
where p(t) is a smooth function in time. As a consequence, decomposition (8) can be expressed

B°(t) = BR(1) ® u(t)ys- (9)

The computation method for the singular basis y was presented in [5] (see also [6] for the electric
case). We present here the computation of the regular part B%(t), and of the solution B%(¢).
Hence, we need to compute the values of B%(t) and u(t). Writing formulation (7) for k = 0, using
the ad hoc Green formula together with the boundary condition, the final variational formulation
reads
Find BO(t) € Y ) such that:
d2

p7el (Bo(t), C) + ag (Bo(t), C) = 510 (curloJO, C) ,VCeY(y. (10)
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By taking into account that BY(t) = BY%(¢) + u(¢)y%, this variational formulation can be expressed
Find BY, € Yf?)) and pu(t) such that:

d? 1
W(B%(t),c)—i—,u”(t) (v%,C)+c%ag (B%(t),c)Jrcm(:f)a()(yg,c)z5 (curl(J°,C), VCEeY (. (11)
Writing the above variational formulation, first for regular test functions Cgr € Yfg), then for

yOS € Y(SO), we finally obtain the system of equations

j—; (B%(t),Cr) + 1"(t) (¥%, Cr) + ¢ ao (B%(t), Cr) + ¢*pu(t) ao (y%, Cr)

- % (curloJ°,CR) ,VCr € Y. (12)
L (BY0.¥9) + (1) (v3.53) + a0 (BY1.¥9) + ¢ (D) ao (¥3.¥2)

= (eurly 3°,y8) vy € Y. (13)

A conforming finite element method has been developed, based on the FreeFem++ package [8], to
solve this problem. Numerical illustrations are given in the following section.

5. NUMERICAL RESULTS

We consider the 3-D top hat domain 2 with a reentrant circular edge, that corresponds to an
L-shaped 2-D domain w with a reentrant corner. We are interested in computing the magnetic field
BO(t) created by a current loop. In a first instance, we consider this domain and compute the basis
of yg, on which a perfectly conducting boundary condition is imposed. Then, initial conditions
are set to zero, and a current is defined as J°(t) = 10sin(\t)eq, with a frequency \/27 = 2.5GHz.
The support of this current is a little disc centered around the middle of the domain. This current
generates a wave which propagates circularly around the current source. Physically, as long as the
wave has not reached the reentrant corner, the field is smooth.

Let ¢; be the impact time, then, if one writes BY(t) = B%(¢) + u(t)y%, p(t) = 0 for all t lower
than t;, and B%(¢) and B%(¢) coincide. On the other hand, for ¢ > ¢7, u(t) # 0 (and so u(t)y% is)
and the total field differs from its regular part. This behavior is illustrated on Figures 2 and 3.

Figure 2: Singular basis y% and B%(t1) for t; < ¢;. Figure 3: BY(t2) and B%(t2) for t > t;.

6. CONCLUSION

We have presented a variational formulation to solve the Maxwell equations in singular axisymmet-
ric domains with arbitrary data. It is based on the use of a Fourier transform in 6 to reduce 3D
equations to a series of 2D equations, depending on the Fourier variable k. As an illustration, we
completely derived the case k = 0, that corresponds to the full axisymmetric case. The approach
was implemented and a numerical example was shown, to illustrate the feasibility of the method.
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Abstract— The electromagnetic characterization of dielectric media is a major issue in many
industrial fields. Non-contact radiofrequency (RF) inductive techniques are well suited for the
non-invasive evaluation and monitoring of dielectric media. In this paper, we investigated the
relevance of a semi-analytical modeling technique, so-called distributed point source method
(DPSM) to model the interactions of a RF single loop antenna with a dielectric medium containing
a dielectric inclusion. The resistance of the antenna, which is related to the conductivity of the
investigated media, can be estimated using DPSM. A series of experiments were carried out to
validate the computed results. Furthermore, a simple system constituted of two RF single loop
antennas is considered to locate the position of an inclusion. The DPSM was used to study the
ability of such a system to locate the inclusion.

1. INTRODUCTION

The dielectric properties (electrical conductivity o and dielectric permittivity ¢) of organic media
are recognized as relevant indicators of their physical state. The estimation of these properties is
an interesting issue in many industrial fields, such as civil engineering, oil, food [1] or medicine [2].
Indeed, the dielectric spectroscopy techniques are widely used to characterize the state of the storage
or processing of the food product [3] and the dielectric properties in the field of RF or in the field
of microwave can be used as relevant indicators to detect and monitor the pathological evolution
for human health and well-being [4-7]. However, because of contact issues [8], these techniques
show limitations for in-vivo, for non-invasive or for wearable implementations. So the contactless
inductive techniques have been developed for the dielectric characterization of organic media [7, 8].
Since the state of organic media affects both dielectric parameters [9], it seems relevant to consider
RF techniques. To implement such a method, an RF antenna can be used as a transmit and receive
sensor. The antenna radiates a variable magnetic field which induces eddy currents (related to the
electrical conductivity) and displacement currents (related to the permittivity) of the medium. In
turn, the induced currents change the radiated magnetic field by magnetic coupling. These changes
may be sensed by reading out the RF antenna impedance changes. As a result, the analysis of
the sensor impedance enables to read out the dielectric property changes of the medium. In this
study, we aim at modeling the interactions between an RF antenna (a coil) and a dielectric medium
(e.g., a tissue) containing a dielectric object of different properties (e.g., a lesion in a tissue). We
investigate here the relevance of a semi analytical modeling, called the distributed point source
method (DPSM), to accurately and efficiently model the interactions at stakes. In Section 2 of
the paper, we present the studied configuration and the basic principle of the implementation of
the DPSM. In Section 3, computations results are presented and validated by the experiment.
In Section 4, a two coils configuration is studied so as to evaluate the possibility of localizing a
dielectric inclusion within a dielectric medium.

2. IMPLEMENTATION OF DPSM MODELING

2.1. Studied RF Sensor Configuration

A simple sensor configuration was considered to evaluate the DPSM modeling. It is constituted of
a single loop RF antenna interacting with a dielectric medium including a dielectric inclusion (see
Fig. 1(a)). An experimental set up was built so as to validate the developed model (Fig. 1(b)). It
is constituted of a PCB copper loop coil with a radius R = 2 cm, which acts as a RF antenna. This
antenna is placed above the surface of a tank full of a dielectric solution at a distance d; in the air,
defined as medium 1, featured by o1 and ;. The loop is connected to a vector network analyzer
(HP 4195A). The tank is filled with 10 liters of sodium chloride solution (medium 2, o2 and e2).
A plastic ball with a radius r = 4 cm is used as an inclusion and filled with another solution
(medium 3, o3 and €3). It is immerged below the interface mediuml1/medium?2 with a distance ds.
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Figure 1: (a) Studied configuration. (b) General experimental instruments.
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Figure 2: DPSM geometry meshing in case of an inclusion.

From [11], we know that the impedance of such a loop antenna varies with the dielectric properties
of the medium with which it is electromagnetically coupled. More precisely, the real part of the
loop impedance is associated to the losses within the media (conductivity o) and the imaginary
part of the impedance is linked to the permittivity . In our study, we focus on the sensing of the
conductivity changes. the quantity of interest is therefore the variations of the real part of the loop
impedance, AR:

AR = Re(Zipaq — Z0) (1)

where Zj,q,q is the antenna impedance coupled with the medium and Z; is the impedance in the
air. The Re represents the mathematical operation ‘real part’.

2.2. Basic Principles of the DPSM

The DPSM is a “mesh free” modeling technique, able to model 3D configurations with efficient
computational implementations [10]. It basically consists in the radiation of the distributed point
sources (DPS), which discretize the active radiation sources present in the workspace [10]. In our
study, the active sources of RF antenna are modeled by a series of DPS which radiate as Green’s
functions. In addition to these actives sources, virtual DPS called interface sources are used to take
account for the reflection/transmission effects between different media and boundary conditions.
With the sum of radiation of all DPS, the potential vector values within the whole workspace are
determined and other electromagnetic quantities can be derived from the potential vector. The
DPSM modeling of the configuration is shown in the Fig. 2. The loop antenna is modeled by a
series of Ny DPS, which are noted Jg; (and Jgs if a second loop coil is considered). The interface
1 is modeled by N, virtual DPS J41 and Ja2 and the interface 2 is modeled by N, DPS denoted
Jp2 and Jps. Then we assemble all the contributions of all the DPS (active and virtual) in the
workspace, according to:

C=M-J (2)

where M expresses the radiation of the DPS, J gathers the intensity of the DPS (known or unknown)

and C' is the vector of boundary conditions, expressed in Eq. (3), where A is the potential vector
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Figure 3: Relation between the conductivity o9 in the inclusion and AR.
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The intensity of all DPS in the workspace can be provided by the numerical inversion of matrix
M, and then the magnetic field in the whole workspace can be obtained from the radiation of all
the DPS. Finally, the impedance of the loop sensor is given by Eq. (4) in which ® is the magnetic
flux through the loop antenna, w is the pulsation.

Z=— =jwd (4)

3. MODELING IMPLEMENTATION AND EXPERIMENTAL VALIDATION

In the simulation with only one coil Jg1, the observation points number is N, = 10000. The
excitation DPS number Ny = 100 while the interface DPS number N, = N, = 2000. We successively
set the conductivity on the inclusion to o2 = 0.003S/m (pure water), 1S/m, 4.5S/m and 8S/m
while the conductivity o; is maintained at 4.5S/m. The distance d; and dg are set at d; = 2mm
and dy = 4.1cm respectively. Using the DPSM implemented at 11, 17 and 29 MHz, and using
Eq. (4) and Eq. (1), we can get the relation between AR and o2 shown in Fig. 3.

The obtained computed results are compared to the experimental results obtained in the same
configurations. One can note that AR is proportional to the changes of conductivity oo in the
inclusion for all the frequencies. In addition, there is a good agreement between experiments and
computed results, once a multiplicative correction factor of 1.5 has been added to the experimental
data. This may be attributed to the fact that the tank used in the experiments is not large enough to
fit with the semi-infinite workspace that is assumed in the model. Nevertheless, it can be concluded
that DPSM is able to model the electromagnetic coupling between the RF antenna and a dielectric
medium including a dielectric inclusion.

4. MODELING TWO-COIL CONFIGURATION FOR THE LOCALIZATION OF
DIELECTRIC INCLUSION

A simple two RF loop antennas system is considered in this section to locate the dielectric inclusion.
We consider a second loop coil Jgs placed next to Jg1 (Fig. 1). The observation points number is
now N, = 20000. The excitation DPS number is Ny = 100 while the interface DPS number are
N, = Np = 500 in the computations. We set di = 2mm and dy = 2mm. The radius of the loops
are R = 5mm. The radius of the inclusion is 7 = 3mm and the distance between the center of
the inclusion and the interface 1 is do = 4mm. The proportion of the amplitudes between the two
loops Cy = I/I; is ranging from 0.01 to 10, inducing a variation of the induced magnetic field
distribution in the area of the inclusion, enabling to “scan” the vicinity of the two-coil system.



Progress In Electromagnetics Research Symposium Proceedings 2223

With the help of the simulation, we calculate the relative differential resistance of the two coils
defined in Eq. (5) where R; and Ry are the resistance of coil 1 and 2.

ARrelative = (RZ - Rl)/Rl (5)

Changing C5 induces changes of the AR, ¢jqtive Which exhibits a minimum value, denoted ARrpin,
which also depends on the position ds of the inclusion, as presented in Fig. 4. So we can establish
a relation between A Rrpin and Cy for different values of d3. Moreover, we can establish a relation
between the position of the inclusion ds and the proportion Co (Fig. 4(a)). As a result, the position
of the inclusion may be detected by changing the values of Cy and reading out the values taken by
the differential impedance.

In this simple case, the horizontal position of the inclusion between the two antennas is deter-
minated. If we add the other coil antennas in the other direction to compose an array of antennas,
we may find a way to locate the position of the inclusion in a two dimensional workspace.
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Figure 4: (a) Relation between AR,.¢jqtive and Cs. (b) Relation between the inclusion position ds and Cj.

5. CONCLUSION

In this study we have established that DPSM appear to be suitable for the modeling of the elec-
tromagnetic coupling between RF loop antennas and a dielectric medium including a dielectric
inclusion. In addition, a system constituted of two coil antennas was studied using DPSM to
localize the inclusion in a one-dimensional research space. Further works will focus on the model-
ing and design of antenna arrays suitable for the localization of inclusions in a three dimensional
workspace. Furthermore, the modeling of more complex antennas such as multi-turn transmission
line resonators [9] will be considered for the design of high sensitivity single or multi-antenna sensing
devices.
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Abstract— In this paper, Virtual Cathode Oscillator as a microwave generator is studied
concentrating on the nonlinear behavior of the microwave-plasma interaction that introduces
chaos to the output voltage and power of the generator. It is shown that periodic oscillations of
the electron beam strictly depend on the two most critical characteristics of the VCO, the input
maximum voltage and the cathode radius. The chaos caused by the critical values of these two
parameters, could restrict the maximum possible values of the input parameters, reducing the
overall maximum output values. The effects of these two parameters are studied trough PIC-code
simulations. The simulation results were used to extract the bifurcation diagrams and analyze
the chaos patterns accurately. Chaos, as a serious cause for overall efficiency and output power
reduction, is decreased applying a new method which is proposed considering the study results.

1. INTRODUCTION

Virtual cathode oscillator (VCO), as one of the simplest vacuum tube microwave generators con-
sidering its geometrical and constructional simplicity, has one of the most complex dynamical
behaviors. Nonlinear phenomena, present in microwave-plasma interaction in the active region of
the VCO, are the most important sources of the complexity of the electron beam dynamics and
microwave generation process in the device. Chaos, as one of the most important phenomena
appearing in the nonlinear dynamical systems, has been studied in the VCO performance [1-3].
Deeply nonlinear process of the microwave generation in VCO, considered as a dynamism governed
by a complicated system of nonlinear partial differential equations (PDEs) with boundary values
given by the geometry, materials and the other structural properties of the tube and initial con-
ditions defined by the input driving pulses, is an appropriate source for the chaos build up. It
has been shown that input anode-cathode voltage is one of the most important parameters in the
formation of the chaos in the considered system of nonlinear boundary value PDEs.

PIC-code simulation of the system has been used extensively to study the various aspects of
the chaotic behavior of a designed VCO. It has been shown that increasing input voltage pushes
the system towards the appearance of more and more periodic oscillations with different periods
leading finally to a completely chaotic performance. Bifurcation diagram showing this procedure
has been derived via numerical processing of the PIC-code results and has confirmed the results of
the time and frequency domain diagrams showing the deeply chaotic behavior of the system [4,5].
The same has been done applying the PIC-code simulation of VCO for studying the effects of the
cathode radius on the chaotic behavior of the system and it has been shown that this parameter
deeply affects the chaotic performance of the designed system. Increasing cathode radius results
in increased irregularities in the generated microwave parameters. Bifurcation diagram has been
extracted considering the variations of the generated microwave parameters via changing cathode
radius.

This diagram elegantly shows the chaos formation process through the cathode radius variations.
Analyzing the simulation results, authors suggest a novel design for the cathode structure to improve
the system performance and control the chaotic behavior of the system. It has been shown that the
proposed cathode structure is capable of delivering higher current flows and beam powers to the
interaction region of the vacuum tube avoiding the chaos occurrence compared to the conventional
cathodes used in the similar systems.

2. SIMULATION AND ANALYSIS

Designed VCO diode structure has three main parts as shown by Figure 1. Shank the first part,
is made by a conductor material. Parts 2 and 3 are cathode and anode, respectively. The anode-
cathode voltage being increased enough the electric field on the cathode surface will go over the
threshold value required for electrons to be emitted from the cathode surface. Electrons emitted
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from the cathode will be accelerated up to the relativistic velocities in the region between cathode
and foil. Foil is used as an anode that lets electrons to pass through it. The electrons passing through
the foil are decelerated due to the presence of a large amount of previously emitted electrons that
are gathered at a distance from the foil that is almost equal to the anode-cathode gap distance.
Electrons coming later are forced back by the potential well produced by this bunch of electrons. For
this effect, the bunch of electrons is called virtual cathode. The back-scattered electrons will again
forced to change their direction getting enough close to the cathode surface. The oscillating electrons
together with the oscillating virtual cathode are the two origins of the generated microwave. It can
be shown that the less the acceleration of the moving electrons, the more the number density of
the electrons. Virtual cathode dynamics is the most important origin of the nonlinear behavior of
the VCO [3,6,7].

To avoid runtime problems in simulating progress, we use a 2D PIC-code. Number density of
the electrons is about 10 particle/cm? with about any 4000 adjacent electrons being considered
as a macroparticle to reduce the program running cost without any considerable error. Final 2D
simulation results are acceptable compared to the 3D simulation results because of the cylindrical
symmetry.

In all of the performed simulations we keep unchanged the device length of 50 cm device radius
of 4.8 cm and foil gap of 0.5 cm.

Device lenght

Ao Foil gap

Figure 1: Schematic diagram of a VCO.
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Figure 2: Power diagrams obtained for several input voltage values: (a) V' = 20kV, (b) V = 200kV, and
(¢) V = 2000kV.
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2.1. Anodecathode Voltage

Anode-cathode voltage was found out to considerably affect the chaotic behavior of the system.
This was done considering the power at the input port which is the point for applying the initial
condition for the system of the PDEs governing the microwave generator operation. By changing
the maximum input voltage, chaos was obviously appeared in the power time diagram as shown in
Figure 2. Transient time passed, power variations become vastly tolerating indicating the chaotic
patterns in the system. In a future work the exact relation between the tolerations and the chaos
will be explained. Another way to find the chaotic regions of the system operation is extracting
bifurcation diagrams of the system. Both methods were used to analyze the system chaotic perfor-
mance. Bifurcation diagram of the power is shown in Figure 3. The cone shape of the bifurcation
diagram shows that the number of extra periodic signals being introduced to the system increases
rapidly which is the clear characteristic of the chaos. For each analysis, we simulated the behavior
of the system for over 200 times, each time with a different anode-cathode voltage with all other

system parameters kept unchanged.

v10”
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Figure 3: Bifurcation diagram extracted from simulations for system power due to the increasing anode-
cathode voltage.

It is clear from the diagrams that the more anode-cathode voltage is, the more toleration is
produced in the power at the input port which will be shown in a future work that is an indication of
the chaos build up in the system. It is due to the increasing number of the unwanted periodic signals
appearing in the system parameters. The system enters the chaotic region after 20 nanoseconds.
First figure has almost no toleration, while in the second figure power variations are approximately
10® watts. And in the third figure in which the voltage is 2000kV, the power toleration amplitude
is almost 100 watts.

2.2. Cathode Radius

In order to analyze the undesirable effects of this particular system parameter on its output pa-
rameters, bifurcation diagrams of these parameters with respect to the variations of the cathode
radius was extracted.

The behavior of the system was simulated for over 200 times with increasing cathode radius
while all other characteristics kept unvaried. In each simulation, system behavior in time domain
was studied considering time diagrams of several system parameters one typical example being
shown in Figure 4. The tolerance in amplitude in these diagrams depicts the undesirable chaotic
behavior of the system that we are seeking for, as explained for the anode-cathode results.

Bifurcation diagrams show that cathode radius has considerable effects on the chaotic behavior
of the system. This is done by the same PIC-code simulation as explained before. The bifurcation
diagram as depicted in Figure 5, shows that the larger the cathode radius, the more chaos would
occur in the system. Increasing the radius of the VCO cathode results in the injection of higher
current flows into the system and chaos appearance in the measured system power, considered as
a typical system parameter.

It can be seen that when the cathode radius is about 0.8 cm, the system is not quite chaotic
while at radii 1 cm and 4 cm, there are almost 10® watts tolerations in the power. It must be noted
that there are fluctuations in the bifurcation diagrams which will be explained in a complementary
future work.
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Figure 4: Power diagrams obtained for several cathode radii: (a) R = 0.8cm, (b) R = 1em, and (¢) R =4 cm.
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Figure 5: Bifurcation diagram extracted through simulations for the system power due to the increasing
cathode radius.

3. RESULTS AND CONCLUSIONS

Small changes in anode-cathode voltage and cathode radius could make undesirable variations in
the output parameters, meaning that we have potentially unstable system causing problems when
getting enough close to the forbidden limits of the studied parameters. At this conditions final
efficiency will be reduced considerably. To solve this problem there is two main approaches. In the
first approach, being the most common way, the structure of the oscillator is changed to increase
the permitted limit of the parameters variations, achieving upper efficiencies and upper allowable
input powers. In the second method, the oscillator is fully redesigned to hold the all parameters
variations under their forbidden limits. Some novel structural optimizations are also introduced by
the authors to achieve higher efficiencies. The method will be expressed by details in the upcoming
reports.
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Abstract— We present optimizations of three-dimensional antenna arrays using heuristic tech-
niques coupled with the multilevel fast multipole algorithm (MLFMA). Without resorting to any
periodicity and infinity assumptions, antenna arrays are modeled with surface integral equations
and simulated via MLFMA, which also enables the analysis of arrays with non-identical elements.
Genetic algorithms and particle swarm optimization methods are employed on the complex data
produced by MLFMA in phasor domain to find optimal sets of antenna excitations. Effectiveness
of the developed mechanism is demonstrated on challenging optimization problems for increasing
the directive gain of arrays involving patch antennas.

1. INTRODUCTION

Optimizations of antenna arrays for required values of the directive gain, side-lobe level, beamwidth,
and in general, for the characterization of the overall radiation pattern, are popular problems in
antenna design and engineering [1-3]. Given an array of antennas, the aim is to find the optimal
set of excitations of its elements for desired radiation characteristics. For rapid optimizations,
simple approaches based on the array factor are very suitable, leading to very efficient designs
of excitations. Unfortunately, using these approaches, mutual couplings between antennas are
neglected or simplified, leading to significant deviations of the optimization results from real-life
measurements when the antennas are strongly coupled [4, 5]. For realistic optimizations, antennas
need to be modeled accurately, and if possible, via full-wave solvers; but, using highly accurate
solutions for the purpose of optimizations may not be trivial [6, 7].

In this work, we consider rigorous optimizations of antenna arrays using heuristic algorithms,
such as the genetic algorithms and particle swarm optimization methods, which are employed on
simulation results obtained with the multilevel fast multipole algorithm (MLFMA) [8]. MLFMA
allows for accurate simulations of antenna arrays, without any periodicity, infinity, and similarity
assumptions, and by taking into account all mutual couplings between antennas. For the optimiza-
tions of an M-element array at a single frequency, the number of full-wave simulations is only M,
since complex current densities and radiation patterns can be combined via superposition without
omitting mutual couplings [2]. For a given array of static elements, these simulations also have
common computations, which can be used to accelerate the overall solution phase. The results
of M full-wave simulations can be used by the heuristic algorithms in order to perform the op-
timizations, e.g., for increasing the directive gain at desired directions, minimizing radiations at
given locations, and shaping the main beam by controlling the excitations. As an important advan-
tage, the developed optimization environment allows for multi-band optimizations, where radiation
characteristics at multiple frequencies are considered and optimized simultaneously for multi-band
applications.

2. OPTIMIZATIONS VIA HEURISTIC ALGORITHMS AND MLFMA

We consider three-dimensional finite arrays without any periodicity, similarity, and orientation
assumptions on the array elements (antennas). Antenna surfaces are modeled as perfect electric
conductors, which are formulated with the electric-field integral equation in phasor domain and
discretized with the Rao-Wilton-Glisson functions defined on triangular patches. Matrix equations
in the form of

ZEFIE ,  _ ( EFIE (1)
are derived and solved, where a represents coefficients of basis functions to expand the electric
current induced on antenna surfaces. Once solved, the electric current can be used to obtain all
electrical characteristics of the array and its elements, e.g., radiated fields, directive gains, input
impedances, and reflection coefficients. Matrix equations described above are solved iteratively,
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where the required matrix-vector multiplications are performed by MLFMA. This algorithm works
on tree structures that are constructed by recursively dividing given objects (antenna arrays) into
subdomains so that far-field electromagnetic interactions can be computed in a group-by-group
manner via aggregation-translation-disaggregation stages, while only sparse parts of the matrices
(near-field interactions) are stored in memory [10].

The efficient and accurate mechanism constructed for the optimizations of antenna arrays can
be further described as follows.

1. In a global setup stage, we compute near-field interactions, translation operators, and pre-
conditioners that are common in all MLFMA simulations required for the optimizations.
Near-field interactions can be further accelerated, e.g., by storing only a single set of self in-
teractions for identical antennas with identical discretization, while this is usually not critical
in terms of efficiency.

2. Given an array of M elements, M different radiation problems are solved, each corresponding
to the excitation of a single antenna. This corresponds to constructing a right-hand-side vector
and performing an iterative solution accelerated via MLFMA. Then, complex coefficients of
basis functions and/or complex radiated fields derived from these coefficients are stored in
memory. We emphasize that all mutual couplings are included in these solutions.

3. Once all solutions are completed, a heuristic algorithm can be used to optimize the desired
array characteristics, where each optimization trial corresponds to a set of values for the
excitations of antennas. These trial values are used when combining the complex coefficients
or complex radiated fields to efficiently obtain the overall characteristics of the array. Given
an array geometry, solutions with MLFMA can be used in different optimizations.

As the optimization technique, we use either a genetic algorithm [11] or a particle swarm opti-
mization method [12]. For the results shown in this paper, the developed genetic algorithm seems
to work better as it was particularly designed for antenna arrays [9], while we use at least two
different methods in all optimizations for verification purposes. This verification is required since
the problems considered involve huge optimization spaces that cannot be searched directly. In all
optimizers, optimization variables are converted into suitable forms (e.g., to binary chromosomes
for the genetic algorithm [9]) to carry out the required optimization rules.

3. NUMERICAL RESULTS

Figure 1 presents genetic-algorithm optimizations of a 10 x 10 array of patch antennas at 2.45 GHz.
The array consists of 3cm x 3cm patch antennas, each excited with a current-injection source
model. As also depicted in Figure 1, the antennas are arranged periodically with 6 cm periods
on the z-y plane. Each antenna is discretized with 311 unknowns, leading to a total of 31,100
unknowns. The directive gain of the array is optimized at various directions on the z-z cut for
different 6 values from 0° to 90°. Optimizations of both amplitudes (as 1 or 0, corresponding to

© (0°,0° (30°,0°) (60°,0°) (90°,0°
[=2]
< ENEEEEEEER
s EEENENEENER
g EEENEENENER
£ EEEENEEEEN
° EENENNENENEN
£ EEEEEEEEERN
; y, ENEEENNENNERN
S EEEEEEEEER
-% ENEENNEENENERERN
b NENEEEENERN
>
8 10° 10' 10?2 10® 10° 10 102 10%® 10° 10! 10% 10%® 10° 10' 10?2 10°

Number of Generations Number of Generations

Figure 1: Cost functions with respect to number of generations when the developed genetic algorithm is
used to maximize the directive gain of a 10 x 10 array of 3cm X 3cm patch antennas at 2.45 GHz. Both
amplitudes (1 or 0) and phases of antenna excitations are optimized via 80,000 trials. At each optimization
angle, 10 repetitions of the genetic algorithm and the average of these repetitions are plotted.
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on and off) and phases of antenna excitations are considered. Figure 1 presents the cost functions
(directive gain values in the optimization angle) with respect to the number of generations, when
the developed genetic algorithm works on a pool of 80 individuals. While a convergence can be
observed earlier, the number of generations is fixed to 1000, leading to a total of 80,000 trials per
optimization. In addition, for each optimization angle, we present 10 different repetitions, as well
as the average behavior shown with bold red. We observe that the genetic algorithm successfully
increases the directive gain at all optimization angles.

Figure 2 depicts the radiation patterns of the 10 x 10 array at 2.45 GHz, when the directive gain
of the array is maximized at different 8 values from 0° to 90° on the z-z cut. In these results, only
the phases of antenna excitations (while amplitudes are fixed to unity) are optimized by using the
developed genetic algorithm. For each optimization, 1000 generations are carried out on a pool of
80 individuals. It can be observed that, by maximizing the directive gain, the highest radiation
can be obtained at the desired direction.

For comparing the performances of various optimization schemes, Figure 3 presents the results
of different optimizations for the 10 x 10 array at 2.45 GHz. For fair comparisons, all optimization
schemes use a total of 80,000 trials to maximize the directive gain at various 6 values from 0° to
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Figure 2: Radiation patterns (normalized electric field intensity values) for a 10 x 10 array of 3 cm x 3 cm
patch antennas at 2.45 GHz, when the phases of the antenna excitations are optimized via 80,000 trials for
increasing the directive gain at various directions on the z-x plane.
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Figure 3: A comparison of optimizations with the developed genetic algorithm (GA) and particle swarm
optimization (PSO) methods for a 10x 10 array of 3 cm x 3 cm patch antennas at 2.45 GHz. Each optimization
is based on 80,000 trials and repeated for 10 times to obtain average performances.
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Single-Frequency and Dual-Frequency Optimizations
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Figure 4: Directive gain values (dimensionless) for a dual-band array of patch antennas when the excitation
phases are optimized to obtain the maximum gain values at various directions and at two different frequencies.

90°, again on the z-x cut. In addition, to avoid random effects, each optimization is repeated for
10 times and the average performances are depicted. Therefore, the summarized results in Figure 3
are obtained via 350 optimizations (5 optimization schemes, 7 directions, and 10 repetitions), hence
a total of 28,000,000 excitation trials (electromagnetic problem solutions). The genetic algorithm
use improved optimization operations described in [9]. For the particle swarm optimizations, we
improve the original algorithm in [12] by using adaptive speed factors and reducing the value of
the inertia parameter as the iterations continue. The following observations can be made:

1. Considering the genetic algorithm, phase optimizations lead to significantly better results than
amplitude (0 or 1) optimizations, as the former involves more excitation options to increase
the directive gain. An exception is the optimization at § = 0°, where phase differences between
excitations of antennas are not essential for large directivity. Interestingly, optimizing only
phases also provides better results than optimizing both phases and amplitudes (0 or 1), while
the latter involves a larger optimization space that already contains the space of the former.
It appears that 80,000 trials become insufficient to search for optimal phases and amplitudes
at the same time, deteriorating the quality of final results in comparison to optimizations in
a smaller space for phases.

2. The results obtained with the particle swarm optimizations are almost the same as those ob-
tained via the genetic algorithm when the amplitudes of antenna excitations are optimized.
When the phases are optimized, however, we cannot obtain high-quality results, especially
when the directive gain is optimized at smaller 6 angles. We note that the space for phase
optimizations involves excitation sets that lead to identical results in radiation patterns. Con-
sequently, in the particle swarm optimizations, we often observe scattered particles despite all
parametric efforts to avoid poor optimizations.

Finally, Figure 4 presents the optimizations of excitation phases for a dual-band array of patch
antennas. The antenna dimensions and their arrangement are also depicted in the same figure. The
array is located on the x-y plane, and its directive gain is optimized on the z-z cut at various direc-
tions from 6 = 0° to § = 90°. The genetic algorithm based on 80,000 trials is used for optimizations,
while the average performances based on 10 repetitions are shown in Figure 4. As an important
advantage, the developed optimization mechanism is capable of handling multiple frequencies at
the same time. Figure 4 presents the directive gain values obtained when the optimizations are
performed at single frequencies (2.45 GHz and 5.80 GHz) and simultaneously at both frequencies.
In the single frequency optimizations, only the results obtained for the considered frequency is
depicted, as the values for the other frequency are very low. Considering both frequencies at the
same time, directive gain values naturally drop in comparison to single-frequency optimizations.
Nevertheless, the dual-band optimizations are required to maintain high gain values simultaneously
at both frequencies.
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4. CONCLUSION

An efficient and accurate mechanism based on heuristic algorithms and full-wave solutions via
MLFMA for the optimizations of antenna excitations in array configurations is presented. The
develop mechanism is very flexible, allowing for optimizations of three-dimensional finite arrays
with nonidentical elements at arbitrary positions and with irregular arrangements. Effectiveness of
the optimization environment is demonstrated on regular arrays of patch antennas, as well as on
dual-band arrays involving antennas of different sizes.
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Abstract— We present a discontinuous finite element (discontinuous Galerkin) time-domain
solver for the numerical simulation of the interaction of light with nanometer scale structures.
The method relies on a compact stencil high order interpolation of the electromagnetic field
components within each cell of an unstructured tetrahedral mesh. This piecewise polynomial
numerical approximation is allowed to be discontinuous from one mesh cell to another, and
the consistency of the global approximation is obtained thanks to the definition of appropriate
numerical traces of the fields on a face shared by two neighboring cells. Time integration is
achieved using an explicit scheme and no global mass matrix inversion is required to advance
the solution at each time step. Moreover, the resulting time-domain solver is particularly well
adapted to parallel computing. The proposed method is an extension of the method that we
initially proposed in [1] for the simulation of electromagnetic wave propagation in non-dispersive
heterogeneous media at microwave frequencies.

1. INTRODUCTION

The numerical modeling of light interaction with nanometer scale structures generally relies on the
solution of the system of time-domain Maxwell equations, possibly taking into account an appro-
priate physical dispersion model, such as the Drude or Drude-Lorentz models, for characterizing
the material properties of metallic nanostructures at optical frequencies [2]. In the computational
nanophotonics literature, a large number of studies are devoted to Finite Difference Time-Domain
(FDTD) type discretization methods based on Yee’s scheme [3]. As a matter of fact, the FDTD [4]
method is a widely used approach for solving the systems of partial differential equations modeling
nanophotonic applications. In this method, the whole computational domain is discretized using
a structured (cartesian) grid. However, in spite of its flexibility and second-order accuracy in a
homogeneous medium, the Yee scheme suffers from serious accuracy degradation when used to
model curved objects or when treating material interfaces. During the last twenty years, numerical
methods formulated on unstructured meshes have drawn a lot of attention in computational elec-
tromagnetics with the aim of dealing with irregularly shaped structures and heterogeneous media.
In particular, the Discontinuous-Galerkin Time-Domain (DGTD) method has met an increased
interest because these methods somehow can be seen as a crossover between Finite Element Time-
Domain (FETD) methods (their accuracy depends of the order of a chosen local polynomial basis
upon which the solution is represented) and Finite Volume Time-Domain (FVTD) methods (the
neighboring cells are connected by numerical fluxes). Thus, DGTD methods offer a wide range
of flexibility in terms of geometry (since the use of unstructured and non-conforming meshes is
naturally permitted) as well as local approximation order refinement strategies, which are of useful
practical interest.

In this paper, we report on our recent efforts aiming at the development of a family of high
order DG-based solvers for the numerical treatment of a wide class of problems involving the inter-
action of light with matter at the nanoscale. Although we concentrate here on a presentation of the
basic ingredients and characteristics of a DG method for time-domain nanophotonics/plasmonics
applications in the linear regime assuming local dispersion effects for metallic nanostructures, we
note that the present work falls within a global approach which aims at considerimg more general
physical settings as outilined in the conclusion of the paper. The basic ingredient of a DG-based
solver is a discretization method which relies on a compact stencil high order interpolation of the
electromagnetic field components within each cell of an unstructured tetrahedral mesh. This piece-
wise polynomial numerical approximation is allowed to be discontinuous from one mesh cell to
another, and the consistency of the global approximation is obtained thanks to the definition of ap-
propriate numerical traces of the fields on a face shared by two neighboring cells. Time integration
is achieved using an explicit scheme and no global mass matrix inversion is required to advance the
solution at each time step. Moreover, the resulting time-domain solver is particularly well adapted
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to parallel computing. The proposed method is an extension of the so-called DGTD (Discontinuous
Galerkin Time-Domain) method that we initially proposed in [1] for the simulation of electromag-
netic wave propagation in non-dispersive heterogeneous media at microwave frequencies. Various
methodological aspects and variants of the method have been further developed in view of enhanc-
ing its accuracy and efficiency [5-9]. For the numerical treatment of dispersion models in metals,
we have adopted an Auxiliary Differential Equation (ADE) technique that has already proven its
effectiveness in the FDTD framework. From the mathematical point of view, this amounts to solve
the time-domain Maxwell equations coupled to a system of ordinary differential equations. The
resulting ADE-based DGTD method is detailed in [10].

2. GENERALITIES ABOUT THE DGTD METHOD

The DGTD method can be considered as a finite element method where the continuity constraint
at an element interface is released. While it keeps almost all the advantages of the finite ele-
ment method (large spectrum of applications, complex geometries, etc.), the DGTD method has
other nice properties which explain the renewed interest it gains in various domains in scientific
computing:

- It is naturally adapted to a high order approximation of the unknown field. Moreover, one
may increase the degree of the approximation in the whole mesh as easily as for spectral
methods but, with a DGTD method, this can also be done locally, i.e., at the mesh cell level.
In most cases, the approximation relies on a polynomial interpolation method but the method
also offers the flexibility of applying local approximation strategies that best fit to the intrinsic
features of the modeled physical phenomena.

- When the discretization in space is coupled to an explicit time integration method, the DG
method leads to a block diagonal mass matrix independently of the form of the local approxi-
mation (e.g., the type of polynomial interpolation). This is a striking difference with classical,
continuous FETD formulations. Moreover, the mass matrix is diagonal if an orthogonal basis
is chosen.

- It easily handles complex meshes. The grid may be a classical conforming finite element mesh,
a non-conforming one or even a hybrid mesh made of various elements (tetrahedra, prisms,
hexahedra, etc.). The DGTD method has been proven to work well with highly locally refined
meshes. This property makes the DGTD method more suitable to the design of a hp-adaptive
solution strategy (i.e., where the characteristic mesh size h and the interpolation degree p
changes locally wherever it is needed).

- It is flexible with regards to the choice of the time stepping scheme. One may combine the
discontinuous Galerkin spatial discretization with any global or local explicit time integration
scheme, or even implicit, provided the resulting scheme is stable.

- It is naturally adapted to parallel computing. As long as an explicit time integration scheme
is used, the DGTD method is easily parallelized. Moreover, the compact nature of method is
in favor of high computation to communication ratio especially when the interpolation order
is increased.

As in a classical finite element framework, a discontinuous Galerkin formulation relies on a
weak form of the continuous problem at hand. However, due to the discontinuity of the global
approximation, this variational formulation has to be defined at the element level. Then, a degree
of freedom in the design of a discontinuous Galerkin scheme stems from the approximation of the
boundary integral term resulting from the application of an integration by parts to the element-
wise variational form. In the spirit of finite volume methods, the approximation of this boundary
integral term calls for a numerical flux function which can be based on either a centered scheme or
an upwind scheme, or a blend of these two schemes.

In the early 2000’s, DGTD methods for time-domain electromagnetics have been first proposed
by mainly three groups of researchers. One of the most significant contributions is due to Hesthaven
and Warburton [11] in the form of a high order nodal DGTD method formulated on unstructured
simplicial meshes. The proposed formulation is based on an upwind numerical flux, nodal basis
expansions on a triangle (2D case) and a tetrahedron (3D case) and a Runge-Kutta time stepping
scheme. In [12], Kakbian etal. describe a rather similar approach. More precisely, the authors
develop a parallel, unstructured, high order DGTD method based on simple monomial polynomials
for spatial discretization, an upwind numerical flux and a fourth-order Runge-Kutta scheme for time
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marching. The method has been implemented with hexahedral and tetrahedral meshes. Finally,
a high order nodal DGTD method formulated on unstructured simplicial meshes has also been
proposed in the same time frame by Fezoui et al. [1]. However, contrary to the DGTD methods
discussed in [11] and [12], the method proposed in [1] is non-dissipative thanks to a combination of
a centered numerical flux with a second-order leap-frog time stepping scheme.

3. DGTD METHOD FOR TIME-DOMAIN NANOPHOTONICS
3.1. Overview of Related Works

Numerical modeling of electromagnetic wave propagation in interaction with metallic nanostruc-
tures at optical frequencies requires to solve the system of Maxwell equations coupled to appropriate
models of physical dispersion in the metal. In general, the Drude and Drude-Lorentz models are
adopted although there are practical situations for which these models can fail to describe correcly
the behavior of some materials (e.g., transition metals [13,14] and graphene [15]). Furthermore at
some scales, non-local effects starts to play an important role [16]. As mentioned previoulsy, the
FDTD [4] method is a widely used approach for solving the systems of partial differential equa-
tions modeling nanophotonic applications. In this method, the whole computational domain is
discretized using a structured (cartesian) grid. In spite of its flexibility and second-order accuracy
in a homogeneous medium, the Yee scheme suffers from serious accuracy degradation when used
to model curved objects or when treating material interfaces. Indeed, the so-called stair-casing
approximation may lead to local zeroth-order and at most first-order accuracy; it may also pro-
duce locally non-convergent results [17]. Furthermore, for Maxwell’s equations with discontinuous
coefficients, the Yee scheme might not be able to capture the possible discontinuity of the solution
across the interfaces [17].

Thus, with all their features (as described above), DGTD methods seem to be well suited to
the numerical simulation of complex time-domain ectromagntic wave propagation problems. As
a matter of fact, the DGTD method for solving the time domain Maxwell equations is increas-
ingly adopted by several physics communities. Concerning nanophotnics, unstructured mesh based
DGTD methods have been developed and have demonstrated their potentialities for being consid-
ered as viable alternatives to the FDTD method [18-23]. The most remarkable achievements in
the recent years are probably those of researchers in the nanophotonics domain. The group of Kurt
Busch [24-27] at the Institut fiir Theoretische Festkorperphysik of the Karlsruhe Institute of Tech-
nology (KIT) has been at the origin of seminal works on the development and application of the
DGTD method in this domain. Noteworthy, all these studies adopt a diffusive DGTD formulation
based on upwind numerical fluxes. Besides, several studies have already been conducted regarding
the development of DGTD methods for dispersive media, such as [20-28]. Furthermore one can
find more studies focused on numerical analysis aspects concerning dispersive media [29, 30].

3.2. A Non-dissipative DGTD Method

Towards the general aim of being able to consider concrete physical situations relevant to nanopho-
tonics, one has to take into account in the numerical treatment, a better description of the propaga-
tion of waves in realistic media. The physical phenomenon that on has consider in the first instance
here is dispersion. In the presence of an electric field the medium cannot react instantaneously
and thus presents an electric polarization of the molecules or electrons that itself influences the
electric displacement. In the case of a linear homogeneous isotropic media, there is a linear relation
between the applied electric field and the polarization. However, above some range of frequencies
(depending on the considered material), the dispersion phenomenon cannot be neglected and the
relation between the polarization and the applied electric field becomes complex. In practice, this
is modeled by a frequency dependent complex permittivity. Several such models for the character-
ization of the permittivity exist; they are established by considering the equation of motion of the
electrons in the medium and making some simplifications.

There are mainly two ways of handling the frequency dependent permittivity in the framework
of time-domain simulations, both starting from models defined in the frequency domain. A first
approach is to introduce the polarization vector as an unknown field through an auxiliary differential
equation which is derived from the original model in the frequency domain by means of an inverse
Fourier transform. This is called the Direct Method or Auxiliary Differential Equation (ADE)
formulation. Let us note that while the new equations can be easily added to any time-domain
Maxwell solver, the resulting set of differential equations is tied to the particular choice of dispersive
model and will never act as a black box able to deal with other models. In the second approach, the
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electric field displacement is computed from the electric field through a time convolution integral
and a given expression of the permittivity which formulation can be changed independently of the
rest of the solver. This is called the Recursive Convolution Method (RCM).

Given the above-mentioned approaches, the non-dissipative DGTD method initially introduced
in [1] has been adpated to deal with various dispersion models. An ADE formulation has been
adopted. The resulting ADE-based DGTD method is detailed in [10] where we also study the
stability and a priori convergence of the method. We first considered the case of Drude and
Drude-Lorentz models and, further extend the proposed ADE-based DGTD method to be able
to deal with a generalized dispersion model in which we make use of a Padé approximant to fit
an experimental permittivity function. The numerical treatment of such a generalized dispersion
model is also presented in [10]. We outline below the main characteristics of the proposed DGTD
approach in the case of the Drude model. The latter is associated to a particularly simple theory
that successfully accounts for the optical and thermal properties of some metals. In this model,
the metal is considered as a static lattice of positive ions immersed in a free electrons gas. Those
electrons are considered to be the valence electrons of each metallic atom, that got delocalized
when put into contact with the potential produced by the rest of the lattice atoms. In the case of
% where €4
represents the core electrons contribution to the relative permittivity ., v is a coefficient linked to

the Drude model, the frequency dependent permittivity is given by €,(w) = 00 —

the electron/ion collisions representing the friction experienced by the electrons and wy = 1/7?;—‘;

(me is the electron mass, e the electronic charge and n. the electronic density) is the plasma
frequency of the electrons. Considering a constant permeability and a homogeneous and isotropic
medium, one can write the Maxwell equations as

oD 0B
Bt rot(E) = ot (1)

along with the constitutive relations D = ggeoE + P and B = pugH, which can be combined to
yield

rot(H) =

OH OE OP
rot(E) = —Ho—5 rot(H) = epeoo—— 5 + o (2)

In the frequent1al domain the polarization P is linked to the electric field through the relation

P = —wfif;wE where * denotes the Fourier transform of the time-domain field. An inverse
Fourier transform gives

o0’P oP 5

— — = E. 3

o gy = Q)
By defining the dipolar current vector J, = at , (2)—(3) can be rewritten as

oH OE
o g =-VXxE, €080 5 =V xH-Jp,

oy Py Jp = gow?E W
875 Yd owWq L.

Recalling the definitions of the impedance and light velocity in vacuum, Zy = /po/€o and ¢y =
1/\/Zomo, and mtroducmg the following substitutions, H = ZoH, E = E, J, = ZyJ,, t = cot,
Y4 = va/co and @3 = w3/c3, it can be shown that system (4) can be normalized to yield

8—H:—Vx}~3, eoan—VxH J

J, = 02K
8t + Vd )
knowing that ugco/Zy = 1 and egcpZp = 1. From now on, we omit the X notation for the
normalized variables. The extension of the DGTD-P, method formulated for non-dispersive media
to the Maxwell-Drude Equation (5) is straightforward. Indeed, the last equation of (5) can be

discretized as )
=n+2  —n+l : n+1
A (BT ) =l iR
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The discrete equations for a cell ¢; can then be written as

3 1
H*-H =+l +1

M (T) =-KE "+ X SaE; ",

=n+1 1 kev,L 1 1

E T -E/ =N+ —n+1i =n+2
vex (BB ) = KH T - % Sy H - M,

5 L keV;

FrT2 _qnto — 3 — 1
L —GBET - (3T,
The stability and a priori convergence properties of the resulting ADE-based DGTD-P,, solver are
analyzed in [10].

4. NUMERICAL AND PERFORMANCE RESULTS

In view of simulating large-scale three-dimensional problems, the computer implementation of the
method has been adapted to distributed memory parallel computing platforms by adopting a widely
adopted SPMD (Single Program Multiple Data) coarse grain parallelization strategy combining a
partitioning of the mesh into K submeshes using the MeTiS [31] library and a message passing
programming with the MPI standard. In this strategy, each of the K submeshes is treated by a
single computing unit (core). Each core applies the numerical kernels of the DGTD method on
the data associated to each submesh K and communication operations occur are performed for
exchanging problem unknowns attached to elements on artificial interfaces between neighboring
submeshes (i.e., submeshes K and K’ sharing faces of these tetrahdra).

We illustrate the possibilities of the proposed DGTD-P, solver by considering a setting rele-
vant to optical communications. The selected problem involves an L-shaped waveguide inspired
by [32,33]. This L-shaped waveguide is formed of seven 50 nm diameter gold nanospheres in vac-
uum, with a 75nm center-to-center spacing while the whole computational domain consists of a
550 nm x 750 nm x 400 nm parallelepipedic domain. A Silver-Miiller absorbing boundary condition
is applied on the surface of this parallelepipedic domain. When excited by an optical regime source,
the interest of this setting is the subwavelength energy guiding, from sphere to sphere, due to the
surface plasmons coupling with each other. It follows that the geometry of the spheres should be
correctly approximated in order to avoid non-physical energy concentration phenomena in spurious
wedges of the mesh. Moreover, the vicinity of the spheres should be accurately resolved in order
to capture the subwavelength phenomena of interest. Finally, the physical time window of the
computation should be long enough for the phenomenon to settle. This test problem has been
simulated using a DGTD-P, method applied on a fully tetrahedral mesh. The constructed mesh
is partially visualized on Figure 1. It consists of 222,175 vertices and 1,306,356 tetrahedra. The
source term is a dipole localized in the tetrahedral subdomain, 75 nm away from the center of the
first sphere in the guide. This dipolar source amounts to imposing a current density of the form
Jo((z,y,2,t) = 0(x — Tg,y — ys, 2 — 25) f(£) with f(t) = (1 — e~ /¥)*)sin(2n f.t) where the central
frequency is f. = 622.65THz, v = 2.5 x 10'%, and a = 2.5833fs. The parameters of the Drude
model for the gold nanospheres are 5o = 1, wg = 6.79 x 103 THz and 4 = 2.5 x 102 THz. Timesteps

(b) (©)

Figure 1: Simulation of an L-shaped waveguide. Partial view of the tetrahedral mesh used for the simulation
of (a) the L-shaped waveguide, E,, component of the electric field for DGTD-Ps solution (b) at time ¢ = 6.02 fs
and (c) at final time ¢; = 34.13 fs.
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for these simulations are At = 3.9 x 10~*fs and At; = 3.7 x 1074 fs.

Simulations have been performed in parallel execution mode on a cluster of Intel Xeon 2.66 GHz
nodes (each consisting of 8 computing cores and 32 Gb of RAM), interconnected by an Infiniband
network. Performance results are given in Table 1 for up to 128 cores. The parallel speedups are
satisfying in spite of the difficulty of acheiveing an optimal load balancing for such an unstructured
tetrahedral mesh. Finally, Figure 1 shows physical results in the form of contour lines of the E,
component on the z = 0 plane, first, after 6.02 fs as the resonances start to settle, and second, after
34.13 fs as the phenomenon is well-established.

Table 1: Simulation of an L-shaped waveguide. Performance results of the DGTD-Py method: CPU time to
reach 1fs and parallel speedup (in parentheses).

8 cores 16 cores 32 cores 64 cores 128 cores
11420s 5710s 2800s 14558 762s
(1.0) (2.0) (4.1) (7.8) (15.0)

5. CONCLUSION

The work described here is part of a larger initiative aiming at the development of a software
suite dedicated to nanophotonics/nanoplasmonics that will ideally include DG-based solvers for
both time-domain and frequency-domain problems, as well as the capabilities to numerically con-
sider various material models in the linear and non-linear regimes, considering local and non-local
dispersion effects.
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Abstract— We modified a conventional double sideband-suppressed carrier (DSB-SC) scheme
to increase frequency tunability, to overcome electronic dependency, and to reduce evaluation
cost. Some achievements are listed in this paper. Especially, based on our results, we have
accomplished a continuous wave (CW) in the mm-wave frequency bands using a local oscillator
with one-sixth frequency of a wanted mm-wave frequency. Using the DSB-SC scheme and some
electronics, a high-speed wireless link operating up to 10 Gbps is successfully demonstrated and
verified.

1. INTRODUCTION

Now a days, millimeter (mm)-wave frequency bands have become important as a candidate fre-
quency band for wireless links of 5G networks. This is because wide bandwidths to increase data
rates up to several Gbps can be obtained in the mm-wave frequency bands with minimizing inter-
ference to allocation frequency bands [1].

There are several application fields as shown in Figure 1 based on high-speed and high-quantity
data transfer abilities of wireless links using mm-wave bands. One is a fixed wireless access between
two fixed locations as broadband networks and temporary broadband convergence network (BcN)
to recover a disaster area. Data services for enterprises, which are for an online video meeting and
transferring high capacity data, are also one of application fields. Another important application
area is indoor amusements such as a game and a 3D home theater service. This is because of
characteristics of mm-waves, which are line-of-sight propagation and relatively high attenuation on
air. The other is a telemedicine services such as remote diagnosis and surgery.

Broadband'Networks

Data Services

> ¢ S l‘
L‘& &{  Temporary BeN & %
(1) w W/ (1) Video Meeting
1 55 b

Fixed Wireless Access (FWA) High Capacity Data Transfer

o Remote Surgery
Remote Diagnosis

Game

3D Home Theater
Indoor amusements TelemediCine

Figure 1: Various application fields of wireless links using mm-wave bands.

Mm-wave generation schemes can be classified into two types according to major sources such
as electronics and photonics. Comparing with those based on electronics, those based on photonics
have had some advantages, which are wide tunability, easy to implementation, narrow spectral
linewidth, and room temperature operation [2]. Photonic based schemes generally make an mm-
wave signal as two different optical signal with difference wavelengths are beaten on an electro-
optic convertor, which is a photomixer or a photodetector. Those are composed of electronic
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components, which are a driver amplifier for an optical modulator, a local oscillator, and so on,
and optical components, which are an optical source, an optical modulator, and some passives.
Accordingly, electronic performances of the components such as an operation band-width of the
optical modulator, a frequency of the local oscillator, and so forth can limit a frequency of a
generated mm-wave signal.

In this paper, we have presented various photonic-based continuous wave (CW) generation
schemes based on a popular photomixing technique, which is called as double sideband suppressed
carrier (DSB-SC) scheme. The various photonic-based CW generation schemes are modified scheme
of the DSB-SC scheme to overcome electronic dependency, and to reduce evaluation cost. Using the
generated mm-wave CW, a wireless link composed of a transmitter and a receiver is demonstrated
to find out a feasibility of a high-speed wireless link on mm-wave bands. Based on our experimental
results, an mm-wave CW of 120 GHz with —3 dB line width of 400 Hz is generated. A high-speed
wireless data successfully transfers with 3m long up to 10 Gbps. Consequently, our results can be
useful for developing mm-wave wireless link up to several tens Gbps.

2. EXPERIMENTAL RESULTS

Figure 2 shows a schematic of a CW mm-wave generator using high-order harmonics modulated
lightwaves [3]. That is composed of an optical source, two 3-dB couplers, a local oscillator, an
optical modulator, two erbium-doped fiber amplifiers, a circulator, a terminator, a notch filter,
and a photomixer. The high-order harmonics modulated lightwaves (HML) have been built by a
conventional double sideband suppressed carrier scheme adopted with an optical feedback loop.
An optical and an electrical output power are shown in Figure 3. The optical output power is
measured at the end of the notch filter using an optical spectrum analyzer (OSA) and the electrical
output power is detected by the photomixer operating up to 140 GHz. With the optical feedback
loop, lightwaves with 0.96 nm wavelength difference is generated using the LO of 20 GHz, and the
CW of 120 GHz is achieved by beating them as illustrated in Figures 3(a) and (b). Comparing to
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Figure 2: A schematic of a CW mm-wave generator using high-order harmonics modulated lightwaves.
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Figure 3: (a) The optical and (b) the electrical output power of the CW mm-wave generator with the HML in
comparison of the conventional DSB-SC scheme using 20 GHz of the local oscillator and the optical feedback
loop.
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the conventional DSB-SC scheme with the LO of 20 GHz (black lines), the CW mm-wave generator
with the HML (red lines) is superior to 52dB in the electrical output power when the LO of
20 GHz is used. Accordingly, that with the HML can be overcome an electrical dependency of the
conventional DSB-SC scheme which should be used a LO of 60 GHz to make the 120 GHz CW.

To reduce implementation costs of the photonic-based mm-wave generator, the optical source,
which emits a single wave-length optical signals, is replaced by the erbium doped fiber amplifier
(EDFA) as a broadband optical source, which is already installed in the conventional DSB-SC
scheme, with a notch filter [4]. As the output of the EDFA inserted to the input of the notch
filter is reflected according to the fiber brag grating wavelength of the notch filter, we can obtain
several wavelengths and double sideband optical signals by feedbacking them. A schematic of a
CW mm-wave generator composed of the EDFA as the broadband optical source, a 90 : 10 coupler,
an optical modulator, a circulator, the notch filter, and the photomixer is illustrated as Figure 4
and its characteristics are shown in Figure 5.

The optical output power of the CW mm-wave generator (red lines) using the broadband optical
source and the notch filter as shown in Figure 5(a) is similar to that of the conventional DSB-SC
scheme (black lines). The optical characteristics of the EDFA (EDFA Output) and the notch
filter (TNF: Transmission characteristics; RNF: Reflection characteristics) are also in Figure 5(a).
Using the photomixer operating frequency ranges from 90 GHz to 140 GHz, the CW of 120 GHz
was generated. The output power generated by the CW mm-wave generator using the broadband
optical source and the notch filter (red lines) are comparable with that generated by the conventional
DSB-SC scheme (black lines). Accordingly, our scheme can be helpful to make a cost effective
photonic-based mm-wave generator as basic experimental reports.

To verify a feasibility of a wireless communication link using mm-waves, a mm-wave generator,
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Figure 4: A schematic of a CW mm-wave generator using a broadband optical source and a notch filter with
an optical feedback loop.
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Figure 6: Photographs of (a) a mm-wave transmitter and (b) a mm-wave receiver.
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Figure 7: (a) An eye diagram and (b) bit-error rates measurement result.

which is based on the conventional DSB-SC scheme, and a mm-wave receiver is made as shown in
Figure 6 [5]. The photomixing system consists of an uni-travelling carrier photodiode (UTC-PD)
as the photomixer and a bias stabilizer circuitry for the UTC-PD. The mm-wave generator is the
conventional DSB-SC scheme with an amplitude shift keying (ASK) modulation block. The signal
processing block of the mm-wave transmitter converts a RGB parallel data to a serial data of HDMI
data formats. That is for transmitting a HD video with the blue ray player. The mm-wave detector
is composed of a schottky barrier diode (SBD) as an envelope detector, pre-/post-amplifier, and a
bias circuitry.

Figure 7 shows dynamic performances of the wireless link such as an eye diagram and bit-error
rates are measured with 3m long between the mm-wave transmitter and the mm-wave receiver [5].
With non-return-to zero (NRZ) pseudorandom binary sequence (PRBS) 223-1 data, the eye diagram
and the BER are measured. A good eye opening is shown in Figure 7(a). In Figure 7(b), black
squares with black lines and red circles with red lines are the BER results for 3 Gbps data rates
(3Gbps) and 10Gbps data rates (10 Gbps), respectively. Without some error corrections, the
receiver sensitivity at the case of 3 Gbps and 10 Gbps are —41dBm and —37 dBm at BER = 10712,
respectively. Accordingly, the photonic-based mm-wireless link is a potential technology for a fixed
wireless access with up to and over 10 Gbps.

3. CONCLUSION

In this paper, various continuous wave (CW) millimeter wave (mm-wave) generation schemes based
on photonics were presented. To overcome an electronic dependency, an optical feedback loop was



2246 PIERS Proceedings, Prague, Czech Republic, July 6-9, 2015

adopted to a conventional double sideband suppressed carrier scheme and to reduce implementation
cost, a scheme of eliminating an optical source, which emits a single wavelength optical signal, was
evaluated. According to the measurement results, our proposed schemes were verified. Also, a high-
speed wireless link using mm-wave generated using photonics-based technology was designed and
demonstrated to achieve the feasibility of mm-wave wireless links. To verify a high-speed wireless
link, the dynamic performances such as an eye diagram and bit-error rate (BER) are measured for
a back-to-back test and a link test with a link distance of 3m. From our measurement results,
the receiver sensitivity for a link test with a link distance of 3m is —37dBm (@ BER = 10712)
with 10 Gbps non-return-to-zero (NRZ) pseudorandom binary sequence (PRBS) 23!-1 data. With
some error corrections and a precise alignment algorithm between the transmitter and the receiver,
the wireless link distance can be extended. The results in this paper can provide helpful data to
researchers for realizing a CW generator operating in mm-wave bands and a high-speed wireless
link using a carrier frequency in mm-wave bands to achieve a seamless connectivity between wired
and wireless networks, and high quantity /quality transfer systems.
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Abstract— This paper reviews recent advances in emission and detection of terahertz (THz)
radiation using two dimensional (2D) plasmons in semiconductor heterostructures and their ap-
plications. The device structure is based on a high-electron mobility transistor (HEMT) in-
corporating the asymmetrically interdigitated dual-grating gates (ADGGs). Its excellent THz
emission and detection performances are experimentally demonstrated by using fabricated InP-
based ADGG HEMTs. Their arrayed monolithic integration and module assembly/packaging
issues are also discussed. Finally their applications to THz sensing and wireless communications
are demonstrated.

1. INTRODUCTION

Realization of high power coherent terahertz (THz) emitters/oscillators and sensitive, high-speed
THz detectors operating at room temperature are ones of the most challenging problems in THz
applications, especially in THz wireless communications. Recently, THz emitters and detectors
based on plasmons in two-dimensional (2D) electron channels, both of which were proposed by
Dyakonov and Shur [1, 2], have made remarkable progress [3]. This paper reviews recent advances
in emission and detection of THz radiation using two dimensional (2D) plasmons in semiconductor
heterostructure integrated devices and their applications to sensing and high-speed wireless com-
munication systems. The nonlinear dynamics of the 2D plasmons including the instability [1, 4] and
rectification effects [2] is first presented as the operation principle of broadband intense emission and
sensitive detection of THz radiation. Second, the device structure based on a high-electron mobility
transistor (HEMT) incorporating the authors’ original asymmetrically interdigitated dual-grating
gates (ADGGs) is addressed [5,6]. The superiority on instability (emissivity) and responsivity
performances of the ADGG structure against the conventional symmetric DGG structure [7] is
analytically manifested [5, 6]. Third, excellent terahertz emission [3, 8, 9] and detection [10-12] per-
formances are experimentally demonstrated by using InP-based heterostructure material systems.
Their arrayed monolithic integration and module assembly/packaging issues [13,14] are also dis-
cussed. Finally their applications to terahertz-imaging-based sensing [9, 13-15] as well as high-speed
wireless communications [16-18] are demonstrated.

2. THEORY

The 2D plasma wave is an in-plane collective charge-density wave. Its fluidic motions can be
formulated by the hydrodynamic Euler equation and the continuity equation [1]. 2D electron
channels in HEMTSs consist of gated and ungated region (see Figure 1). The gated 2D plasmon
receives transverse Coulomb force via gate capacitor which is far stronger than the in-plane force
due to the geometrical situation so that it holds a linear dispersion. In a simple case of gradual-
channel approximation with infinite channel width (perpendicular to the source-drain direction),
the plasma-wave phase velocity s is given by s = \/eVp/m where Vj is the gate swing voltage.
Assuming Vy = O[1V] and m = O[0.1myg] (mo is the electron rest mass in vacuum) for InP-
based heterostructure HEMTS, s becomes O[1 x 10 m/s] which is at least two orders of magnitude
higher than the electron drift velocity of any compound semiconductors. When we consider a sub-
micrometer gate-length HEMT, the fundamental mode of gated 2D plasmons stays at frequency in
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the THz range. This is the main advantage for use in plasmon resonant modes that can operate in
the frequencies far beyond the transit frequency limit of transistors.

Coherent plasmonic THz emission is realized by the plasma wave instabilities described by
the Dyakonov-Shur (DS) Doppler-shift model [1] and/or Ryzhii-Satou-Shur (RSS) transit-time
model [4]. When a single-gate HEMT is situated in source-terminated and drain-opened configu-
ration with dc potential at drain terminal with respect to the source terminal, the drain end of the
channel becomes depleted so that the drain-side impedance is mainly given by the depletion capac-
itance and takes a high value at high frequencies. In such a case, the reciprocal Doppler-shifting
plasma waves reflecting at an asymmetric drain-opened boundary promote the increments of their
intensity leading to self-oscillation of instability [1]. The plasma-wave increment is a dimensionless
parameter in which the imaginary part of angular frequency is normalized to the fundamental res-
onant frequency. Figure 1(b) shows a calculated result for the plasma instability increment versus
the ratio of the electron drift velocity to the plasma velocity for a 32-nm gate InP-based HEMT [3].
The positive values of the increment give rise to instability in an idealistic loss-less case. In reality
with plasma damping caused by scattering, the Drude loss factor should consider to obtain an
overall gain, which is shown as a threshold level.

At large drain-source voltages, the THz conductivity of the high-field gate-drain region in a
HEMT is not so small due to relatively high electron drift velocity v4q. In this case vyq becomes
much higher than that in the intrinsic channel region v,;. As a result the ac current is induced in
the gated channel. Its frequency dependence is directly reflected by the electron transit time 744 at
the gate-drain region 7,9 = Lg4/v4q where Lg is the length of the gate-drain region, promoting the
RSS instability [4]. Figure 1(c) plots the calculated DS and RSS instability indices ypg and yrss
as functions of the gate length L, and the fundamental plasmon frequency.

Hydrodynamic Euler equation includes a quadratic term in a product of the local carrier ve-
locity and its spatial gradient. The continuity equation includes the other quadratic term in a
product of the local carrier velocity and the local carrier density. These terms give rise to nonlinear
convective and conductive rectification effects to the electromagnetic radiation, respectively. The
former is called as the plasmonic ‘ratchet’ effect and has a Drude-type monotonic frequency depen-
dence whereas the latter is called as the plasmonic ‘drag’ effect and has a frequency-independent
response [5, 11].

When the plasmon cavity length (corresponding to the intrinsic gate length) is shorter (longer)
than the coherent length given by the product of the plasmon velocity and the momentum relaxation
time, the rectified photoresponse becomes resonant-like (non-resonant-like). It is noted that even for
the non-resonant, over-damped cases, rectified component is “non-zero,” due to the aforementioned
plasmon nonlinearities [19]. In general at room temperature the gate length of the order of sub
micrometers is longer than the coherent length in ITI-V or group-IV semiconductors, which in turns
resulting in non-resonant THz detection at room temperature. The responsivity of the non-resonant
detection is analytically derived from the current-voltage characteristics of the HEMT operation,
which is proportional to the transconductance, inverse conductivity, and square of the radiation
intensity [20]. Thus, in general, the responsivity takes a maxima at a gate swing voltage close to
the threshold level [20]
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Figure 1: (a) Schematics cross sectional view of a HEMT. (b) Increment of DS instability as a function
of the ratio of the electron drift velocity to the plasma velocity [3]. (c) Calculated DS and RSS instability
indices ypg and vrgss as functions of the intrinsic gate length L, and the fundamental plasmon frequency [4].
Positive values correspond to the instable cases.
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3. ADGG HEMT EMITTERS AND DETECTORS

In order to realize intense coherent monochromatic THz emission and highly sensitive THz detec-
tion we introduced our original ADGG structure (Figure 2) [4]. In the ADGG structure the DGG is
implemented with asymmetric inter-finger spaces. THz electric field distribution and resultant pho-
toresponse were numerically simulated using a self-consistent electromagnetic approach combined
with the perturbation theory for the hydrodynamic equations for 2D plasmons in HEMTs under
periodic electron density modulation conditions [5]. Figure 3(a) shows giant enhancement of the
responsivity (by four orders of magnitude) in an ADGG HEMT under drain-unbiased conditions.
When the ADGG HEMT is dc-drain biased, the asymmetry of the plasmonic cavity is enhanced
enormously as shown in Figure 3(b), resulting in further enhancement of the responsivity by orders
of magnitude. It is reasonable to suggest that similar enhancement should be also exhibited for
the DS and RSS instabilities in the ADGG HEMT. We modeled the plasmon instabilities based
on Boltzmann transport equation and self-consistent Poisson’s equation. Figure 3(c) plots the DS
and RSS growth rates for a typical case of structural and material parameters, exhibiting peaks in
shorter Ly caused by the RSS instability and a flat response caused by the DS instability.

The ADGG HEMTSs were designed and fabricated using InAlAs/InGaAs/InP materials (see
Figure 1) [5]. Asymmetric factor, the ratio of the inter-finger spaces, dj/da, was fixed to be 0.5.
The grating gates G1 with narrower fingers L1, serving plasmon cavity gates, were designed to be
chirped ranging from 215 to 430 nm.

After processing the ADGG HEMT, a vertical photonic cavity with a high finess of ~ 60 was
formed (see Figure 1).

First, we observed the THz emission from the device using a Fourie-transform spectrometer
wish a 4.2-K Si bolometer. As seen in Figure 4(a) intense emission of Fabry-Perot modes with a
sharp linewidth ~ 1.23cm™! (~ 37 GHz) was observed at room temperature (290 K). As a bias
dependence, by increasing Vs the whole emission intensity of Fabry-Perot modes raises, reflecting
the hot-plasmon-originated broadband background emission. Furthermore, by applying appropri-
ate biases for DGG: V1 of 0V and Vo of —0.55V to make a strong contrast on the electron
densities on plasmonic cavities the peak at ~ 3.55 THz was enhanced, reflecting the 3rd harmonics
of the plasmon resonance driven by the DS instability. At lower temperatures electron momen-
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Figure 2: Schematic view and scanning electron micrographic images of an AC-DGG HEMT THz emit-
ter /detector.
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Figure 4: (a) Bias and temperature dependences of emission spectra for the fabricated ADGG HEMT [3]. (b)
Frequency dependence of the responsivity obtained experimentally (filled circles and squares) and theoretical
fitting (dashed line) [11].

tum relaxation times increase and hot-plasmon background is suppressed, resulting in more intense
monochromatic coherent emission at ~ 3.55 THz corresponding to the 3rd plasmon mode matched
to a Fabry-Perot mode at 140 K.

Second, we measured the photovoltage of the ADGG HEMT samples upon input THz waves
at normal incidence, with polarization parallel to the source-to-drain direction at 300K under zero
drain-to-source bias conditions. Measured responsivity is plotted in Figure 4(b), demonstrating
the record detection responsivity of 22.7kV/W (2.2kV/W) at 200 GHz (1 THz) at 300 K with low
noise equivalent power of 0.48 pW/Hz%? (15pW /Hz%5) [10, 11]. The frequency dependence of the
responsivity agrees well with the theoretical model, showing the plasmon drag effect predominant
at relatively low frequencies and the plasmon ratchet effect predominant at relatively high frequen-
cies [11]. When drain-source is dc biased in the subthreshold region, the responsivity increases by
one order of magnitude from the level under unbiased conditions while suppressing the increase in
the noise figure [12].

4. FUTURE DIRECTIONS

4.1. Arrayed Integration

One critical issue of the A-DGG HEMT is a mismatch of the device active area (< 20 x 20 um?)
and the spot size of the THz beam, which is on the order of its wavelength (> 300 um). It causes
inefficient coupling of the total incoming/outgoing THz wave to/from the device and, in turn,
results in inefficient external performances, despite the portion of the incoming/outgoing THz
wave within the active area is effectively coupled to the devices. The active area is limited mainly
by the technological difficulty to make interdigitated dual-grating gates with submicron lengths
(and with widths several orders of magnitude larger) over tens of periods. A natural solution for
this is 2D-arrayed integration of emitters/detectors. The series connection of detectors in an array
should result in the summation of photovoltage of each detector, and the total photovoltage should
become the photovoltage of a single detector multiplied by the number of the detectors, at the
best. For an emitter array, the variation of emission frequency (and the phase) of each emitter may
degrade the total output power from the ideal summation of emission power of each emitter. The
mutual injection locking among emitters, however, is expected to be manifested due to the strong
nonlinearity of plasmons, leading to a monochromatic coherent emission from the array.

As a first step towards the monolithic integration of the 2D-arrayed emitters/detectors, we
measured the photovoltage of an array of 1 x 4 A-DGG detectors (Figure 5(a)), where source and
drain contacts of the detectors laid on a die are connected in series by wire bonding. Figure 5(b)
shows the external responsivity of the detector array at 0.8 THz as well as that of a single detector
with the same design and the same bias conditions. Here, the external responsivity refers to
the responsivity normalized by the total input power. As shown in Figure 5(b), the responsivity is
almost 4 times larger for the detector array than the single detector as expected. This result clearly
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Figure 5: (a) Array of 1 x 4 A-DGG detectors. Device active areas are indicated inside white circles. (b)
External responsivity of the detector array (filled squares) compared with that of a single detector (opaque
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Figure 6: (a) Image of a single detector module. (b) Detector and a waveguide mounted on the back of
the Si-lens inside the module. (c) Closer view of the mounted detector. (d) Image of an arrayed detector
module.

demonstrates the effectiveness of the arrayed integration. Much denser detector array (> 10 x 10
in total active area with < 1 x 1 mm? is possible) is thus expected to be very effective to maximize
the external performance.

4.2. Packaging

To build up imaging or wireless communication systems with A-DGG emitters/detectors, packaging
them into an assembled module is inevitable. Here, we developed such modules dedicated for single
and arrayed emitters/detectors. For a single emitter/detector, we developed a module with a
semispherical Si lens where the device is mounted onto the back surface of the lens at the focal
point (see Figures 6(a)—(c)). In addition, the output port for the detector (i.e., drain contact)
is connected to a coplanar waveguide and then to an RF connector embedded into the module.
These enable the transmission of received signal with modulation speed up to 40 GHz. For an
emitter/detector array designed to mount 3 x 2 devices, on the other hand, a flat Si window is
adapted because the sizes of the arrays are larger than the spot size of the THz beam at the focal
point (see Figure 6(d))

There is a room for further improvement on module assembly and packaging. First, the output
port of the detector and the input port of the emitter for modulation signal must be impedance-
matched to 50€). Second, embedding a low-noise amplifier to the detector module is an effective
way to improve the responsivity. Third, the lens shape must be optimized depending on the total
active area of a single device or an array as well as on the directivity of emitters Those are necessary
to exploit ultimate performance of A-DGG emitters/detectors.

4.3. Applications

THz imaging is successfully performed utilizing the ADGG HEMTs as is demonstrated in Refs. [9, 15].
Our interest is now much directed to the application of the ADGG HEMT detectors to the sub-THz

wireless communication. The standard single-gate HEMT was successfully utilized for detection of

sub-THz wireless transmission data traveled over a 1-m distance on a 300-GHz carrier [16-18]. The

results suggests that the extension of the transmission distance by orders of magnitude (from the

order of “meter” to “kilometer”) could be feasible by replacing the single-chip single-gate HEMT

detector chip to a 2D-arrayed ADGG HEMT detector module.
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5. CONCLUSIONS

Recent advances in emission and detection of terahertz radiation using 2D plasmons in semicon-
ductor heterostructure integrated devices and their applications to sensing and high-speed wireless
communication systems were reviewed. The Doppler-shift effect of the plasma wave velocity under
an asymmetric plasmon cavity boundary and/or the spatial modulation of electron transit time in a
sub-micrometer scaled 2D plasmon system with a non-uniform 2D electron density distribution can
promote the plasmon instability, resulting in self-oscillation of plasmons in the terahertz regime.
The hydrodynamic nonlinearity of 2D plasmons can rectify the incoming electromagnetic radiation,
resulting in photovoltaic detection of terahertz radiation under an asymmetric 2D plasmon cavity
boundary. The device structure that can provide practical emission and detection performances
were addressed, which is based on a high-electron mobility transistor and incorporates the authors’
original ADGGs. Numerical analysis revealed that in comparison with conventional symmetric
DGG structure the asymmetric DGG can substantially improve the detection sensitivity as well
as the instability (emissivity) by three to four orders of magnitude. Excellent terahertz emission
and detection performances including coherent, monochromatic emission beyond 1-THz range at
relatively low temperatures and the record detection responsivity of 22.7kV/W (2.2kV /W) at
200 GHz (1 THz) at 300K with low noise equivalent power of 0.48 pW /Hz%5 (15pW /Hz) were
experimentally demonstrated by using InAlAs/InGaAs/InP heterostructure material systems. The
frequency dependence of the responsivity was in good agreement with the theory deduced from
the plasmonic drag and ratchet effects. Their arrayed monolithic integration and module assem-
bly /packaging issues were also addressed. Their applications to terahertz-imaging-based sensing as
well as high-speed wireless communications were demonstrated.
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Abstract— We study a terahertz-wave integrated circuits based on a two-dimensional photonic
crystal (PC) slab to manipulate terahertz waves with low loss. We demonstrate a PC waveguide
with a low propagation loss (< 0.2dB/cm). Based on this PC waveguide, we develop a diplexer
using a directional coupler whose short length is comparable to the wavelength. We also fabricate
a grating coupler as an interface of the waveguide to free space. Finally, the integration of
terahertz diode chips into the waveguide is discussed. The propagation frequency band of the
PC waveguide is successfully observed from the integrated device that uses a diode as a terahertz
detector. We also achieve a 7.5-Gbit/s error-free terahertz-wave transmission using the device in
the 0.3-THz band.

1. INTRODUCTION

Recently, the frequency band of terahertz electromagnetic waves (from 0.1 to 10 THz) has at-
tracted much attention owing to its unique application possibilities such as spectroscopic sensing,
non-destructive imaging, and ultra-broadband wireless communication [1]. However, most existing
terahertz wave application systems and devices require the use of bulky and discrete components,
including sources, detectors, hollow-core waveguides, and lenses. Size reduction of the devices and
development of integration platform are required to build a terahertz wave integrated circuit (IC)
in a thin, planar structure with low loss. As a terahertz integration platform, metal-based struc-
tures such as metallic transmission lines and electromagnetic metamaterials are being extensively
studied [2-5]. However, the intrinsic absorption loss of metals in the terahertz frequency region
is high and uncontrollable. We have proposed a photonic crystal (PC) slab consisting of a two-
dimensional (2D) lattice of air holes formed in silicon (Si) as an alternative platform for terahertz
wave manipulation [6]. This is because an ultralow-propagation-loss (less than sub dB/cm) waveg-
uide for terahertz waves can be theoretically achieved if high resistivity (more than several k- cm)
Si is used [7]. Fig. 1 shows the schematic image of a terahertz-wave IC based on a PC slab, which
consists of a waveguide [8], a diplexer [9], a grating coupler [10], and terahertz receiver [11] and
transmitter mounted on a PC slab platform.

In this paper, we present the development of each component shown in Fig. 1. We estimate
the propagation loss of the PC waveguide at 0.3-THz band, where various applications are being
rapidly developed [1]. The compact diplexer is designed and fabricated for frequency-division
communications. The grating coupler is used as an input/output interface in place of conventional
antenna structures. We also discuss how terahertz waves confined in the dielectric PC waveguide can
be efficiently coupled to diode devices. Finally, we demonstrate an error-free giga-bit transmission
using the diode-integrated waveguide.

Total internal
reflection

Grating Coupler

|

=
|
llo'.l.‘f

Photonic-crystal (PC) Waveguide

[in

300 pm

Terahertz Receiver
Data-Bias Line

Diplexer
Terahertz Transmitter

Figure 1: Schematic image of a terahertz-wave  Figure 2: Schematic and pictures of the PC waveg-
transceiver IC based on a PC platform. uide.



Progress In Electromagnetics Research Symposium Proceedings 2255

2.0

0.32 U] e e Simulation
= _g_ e  Experimental
3 030 @15
> [t

w

£ 028 @
2 z 10
@ 026 2
= T [
o = ®
o 024 205
T =
E 022 ; o
S 1 Light line 00 . :

020 S 030 031 032 033 034

Wave vector Frequency [THz]
Figure 3: Dispersion diagram of the guided modes. Figure 4: Frequency dependence of the propagation
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2. LOW-LOSS PC WAVEGUIDE

Figure 2 shows the schematic of a PC waveguide. The PC slab has a 2D triangular lattice of
circular air holes in 200-um-thick Si. The lattice constant a of the PC and air-hole radius r are
set to 240 and 72 um, respectively. The PC has 2D a photonic bandgap (PBG) effect where no
propagation modes exist in the in-plane directions, as shown in Fig. 3. The line defect is introduced
along the I'-J direction. Fig. 3 shows the calculated dispersion curves of the guided modes. The
dashed line is the light line, which corresponds to the dispersion in free space. Theoretically, no
radiation loss is expected below the light line because the electromagnetic wave can be completely
confined in both the vertical and in-plane directions by total internal reflection and the PBG effect,
respectively [12]. The fundamental guided mode occurs from 0.242 of the normalized frequency.
The waveguide was fabricated by photolithography and dry etching.

Figure 4 shows the measured propagation loss. The experimental results show good agreement
with the simulation results calculated by the finite-difference time-domain method. Low propa-
gation loss (< 0.2dB/cm) is achieved in the PC waveguide from 0.318 to 0.335 THz where the
non-leaky condition is satisfied. The 20-k€2- cm high-resistivity Si contributes to the reduction of
the absorption loss due to the free-carrier in Si. The propagation loss is one or two orders of mag-
nitude smaller than that of typical metallic lines [2-4]. To the best of our knowledge, this value
is also the smallest ever reported among various PC waveguides, including those in the light-wave
region (~ 2dB/cm) [13].

3. COMPACT DIPLEXER

A compact frequency selector that uses 2D PC cavities has been reported in the light-wave re-
gion [14]. However, achieving a broadband operation is difficult due to their resonant property.
A directional coupler is a candidate to make broadband operation in contrast to the cavity-based
structure. The coupling length and the interval between two waveguides are designed be 4a and
two rows, respectively [9] as shown in Fig. 5. The length is comparable to the wavelength. Radius
r’ of the line defect is set to 0.23a for broadband operation. The waveguide width in port2 is nar-
rower 0.15a to match the guided band of portl in the operating band. Furthermore, the location
of the holes in the port3 area is shifted 0.30a to improve the isolation of the bar and cross states.
Fig. 6 shows the field distributions of the guided mode for the bar and cross states at 0.32 and
0.33 THz, respectively. Fig. 7 shows the experimental results of the transmission spectrum. The
3-dB bandwidth of cross state is 2.3-% of the operation frequency, which is over 10 times wider
compared with that reported in the light-wave region [15]. The isolation of the cross and bar states
is over 30dB.

4. GRATING COUPLER

Using a grating coupler is one of the methods to realize an input/output interface in the circuit.
Fig. 8 shows the schematic of the grating coupler. Period A, grating depth d, and number of
period N are set to 600 um, 200 pm, and five, respectively. We have successfully demonstrated the
operation with a center frequency of 0.327 THz, as shown in Fig. 9. The 6% transmittance can be
improved to > 50% by optimization of the grating parameters [10].
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Structure parameters.

5. INTEGRATION WITH DIODE CHIP

We consider two schemes for the integration of diodes to the PC waveguide, as shown in Fig. 10.
We apply a directional coupling method for the diode with a tapered slot antenna [11]. The diode
chip is mounted on the PC waveguide with a center alignment of the diode to the PC waveguide.
The guided terahertz wave in the PC waveguide is directionally coupled to the substrate of the chip
and propagates in the tapered slot antenna, as shown in the simulated electric-field distribution in
Fig. 10(a). In contrast, we use an end-fire coupling when the diode has simple two square electrodes.
A diode chip is attached to the edge face of the PC waveguide. A terahertz wave propagating in
the PC waveguide directly enters into the substrate of the diode chip through the junction normal
to the propagation direction as shown in Fig. 10(b). Fig. 11 shows photographs of each fabricated
module connected to a coplanar waveguide (CPW) and a coaxial connector.
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Figure 12 shows the block diagram of the experimental setup for the frequency-response mea-
surement. Signals in the range of 0.28-0.38 THz, modulated at 100 kHz by a —5-dBm output, were
generated in which the millimeter-wave signals were multiplied nine times in the frequency range
of 31-42 GHz. The generated terahertz wave was input via the tapered structure at the edge of the
PC waveguide from the WR-3 rectangular waveguide [16]. The terahertz wave was detected by the
diode, and the demodulated signal was transmitted to the coplanar strip line and coaxial connector
and then measured by a spectrum analyzer. A direct-current voltage was applied to the diodes
using a bias tee, and the output signal was extracted by the same CPW. Fig. 13 shows the measured
frequency dependence of the normalized output signal power, which is demodulated by the diode
detectors. In the theoretical propagation band of the PC waveguide, the intensity is increased by
> 30dB compared with the noise floor at 0.30 THz to 0.31 THz. This result demonstrates that the
terahertz wave that propagates through the PC waveguide is successfully delivered to the electric
devices. The end-fire coupling has wider broadband operation that the directional coupling. This
difference is due to the multiple reflection inside the larger chip substrate of the directional coupling
structure.

Finally, we demonstrated a terahertz-wave transmission using the fabricated detector module.
Fig. 14 shows the block diagram of the experiment. The millimeter-wave was ON-OFF modulated
using an intensity modulator, which was driven by a pulse pattern generator. The generated
millimeter-wave was multiplied by nine times using a frequency multiplier. At the receiver side, the
detected signal was amplified by a 25-dB-gain pre-amplifier with a bandwidth of 12 GHz, followed
by waveform sharpening using a limiting amplifier. Fig. 15 shows the eye diagram at a bit rate of
7.5 Gbit/s with a frequency of 0.351 THz. Error-free transmission was confirmed using a bit error
rate (BER) tester (BER < 107!!). Terahertz-wave communication was successfully achieved via
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nication experiment.

the integration of a Schottky Barrier diode chip with the PC waveguide.

6. CONCLUSION

We have presented terahertz-wave components using PC. We have developed a PC waveguide with
very low propagation loss. On the basis of this PC waveguide, we have developed a diplexer using
a small directional coupler. We fabricated a grating coupler for the waveguide as an input/output
interface. We have successfully integrated terahertz diode detectors to the PC waveguide and eval-
uated the frequency characteristics at the 0.3-THz band. We have also demonstrated a 7.5-Gbit/s
error-free terahertz transmission as a receiver module. In our future works, we plan to integrate a
terahertz resonant tunneling diode (RTD) oscillator [17] with a PC waveguide for demonstration as
a terahertz transceiver module. The important challenge would be the improvement of the coupling
efficiency of the diode and PC waveguide. These efforts will lead to the realization of terahertz-
wave ICs based on a PC that reduces the size of terahertz-wave systems for advanced information
communication technologies.
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Abstract— A terahertz metal wire-grid polarizer on a low-loss dielectric (crystalline quartz)
substrate was simulated using High Frequency Structure Simulator (HFSS) and modeled with
equivalent-circuit theory. The transmittance of the polarizer was calculated for electromagnetic
radiation at normal incidence from 100 to 1000 GHz for both s-polarization (perpendicular to
the grid) and p-polarization (parallel to the grid). The phase difference in Sa; between the HFSS
input and output ports was calculated and plotted versus frequency and versus fill-factors of 0.3,
0.5, 0.7, 0.9, and 0.95 for both polarizations. Analysis of the S-polarized S2; shows that the
phase-angle differences are all negative. This is interpreted as the phase of the current in the
wire grid leading the phase of the voltage across the gaps, and thus the electric field across the
gaps. This behavior was seen for all fill-factors. Therefore, a capacitive effect is exhibited by
the wire-grid polarizer for S-polarization. Analysis of the P-polarization results show the phase
angle differences are positive for fill-factors less than or equal to 0.9 and negative at the fill-factor
of 0.95. Thus, the wire-grid current lags the gap voltage for P-polarization at fill-factors < 0.90
(an inductive effect) while wire current leads the gap voltage at fill-factor = 0.95 (a capacitive
effect). This behavior is the spatial analog of a parallel LC circuit.

1. INTRODUCTION

Wire-grid polarizers have been fundamental passive optical devices for over one hundred years.
They date back to 1888 when they were used by Heinrich Hertz to investigate radio waves [1].
Since then, wire-grid polarizers have been used throughout the electromagnetic spectrum from ra-
dio frequencies through the ultraviolet [2-5]. The wire-grid polarizer in this study was designed for
the millimeter wave and terahertz (THz) regions. It consists of a regular periodic array of fine alu-
minum (Al) strips of width ws and gaps w, pattered on an insulating polycarbonate substrate. The
objective was to study the characteristics of this basic design as the fill-factor, FF = w/(ws +wy),
was varied from low to high values. Full-wave numerical simulations were carried out using High
Frequency Structure Simulator® (HFSS). The frequency response of the magnitude of the trans-
mittance has previously been reported [6,7]. Extraordinary optical transmission and exceptionally
high extinction ratios that increased with increasing fill-factor were numerically predicted and ex-
perimentally observed. Here, the response of the phase angle of the transmittance will be presented
and modeled.

2. POLARIZER DESIGN AND SIMULATION

Based upon previous studies [6, 7], the period of the THz wire-grid polarizer was 40 pm, the thick-
ness of the metal strips was 0.2 um, and the thickness of the polycarbonate substrate was 1.5 mm.
The numerical simulations were carried out for incident radiation polarized perpendicular (S) and
parallel (P) to the strip axis at frequencies from 100 GHz to 1000 GHz in steps of 1 GHz. The fill-
factor was varied by changing the strip width from 0 to 39.9 um (F'F' = 0 to 0.9975). The simulated
incident radiation was always at normal incidence to the substrate. To improve the accuracy of the
simulations, the electrical properties of the Al strips where represented by the Drude model for AC
conductivity [8]. The absorptive losses in the polycarbonate were modeled with a separate look-up
table based upon a frequency-dependent dielectric function derived from transmission data taken
with a THz photomixing spectrometer.

The phase angles calculated in this study are plotted in terms of the phase-angle difference
between the input and output waveports with the wire strips and substrate in place, minus the
phase difference between the input and output waveports with only the substrate in place (i.e.,
FF = 0.0). This subtracts out the uninteresting evolutionary phase effect of the substrate and
allows us to focus on the effect of the wire grid only. As plotted in Figure 1, the phase angle
difference is seen to decrease monotonically with increasing frequency for S polarization at all fill
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factors, and do the same for P polarization except at the highest F'F' (0.95), which displays a peaked
behavior. For low fill-factors, the decrease is linear. For higher fill-factors, nonlinear dispersion
emerges. The negative phase angle differences may be interpreted as the currents generated on the
wire strips leading the voltages generated across the gaps (and hence the electric fields) in phase.
This type of phase relationship is similar to that seen in capacitors.

Physically, this makes sense for S-polarization as the surface currents flow across the wires and
along the gap walls. For P-polarization, the phase differences are all positive for fill-factors less
than 90%. The positive phase angle differences indicate that the currents on the wire strips lag the
voltages (and the electric fields) across the gaps. This type of phase relationship is similar to that
seen in inductors. At very high fill-factors, some threshold is crossed for P-polarization. A sign
change occurs and the phase difference becomes negative (capacitive). This behavior is reminiscent
of that seen in a parallel LC tank circuit with fill-factor taking the place of frequency. In a parallel
LC circuit, the response is inductive below the resonant frequency and capacitive above it. In the
wire-grid polarizer, the response to a P-polarized wave is inductive below some critical fill-factor
and capacitive above it.

The behavior of the phase angle difference versus fill-factor, at four spot frequencies (104, 275,
530, and 1000 GHz) was calculated and plotted. For S-polarization, Figure 2(a) shows the phase
angle difference increases in the negative sense with increasing fill-factor, a capacitive effect. This
can be explained by the fact that increasing fill-factor means decreasing gap size and hence increas-
ing capacitance. The plot also shows the phase angle difference increasing in the negative sense
with increasing frequency in agreement with Figure 1(a). For P-polarization, Figure 2(b) shows
the phase angle difference initially increasing in the positive sense with increasing fill-factor, an
inductive effect. Then, between fill-factors of 0.9 and 0.95, a large negative phase shift occurs. This
behavior is in agreement with Figure 1(b). Apparently, the critical fill-factor is somewhere between
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Figure 1: Calculated phase angle differences for various fill-factors versus frequency, (a) S-polarization,
(b) P-polarization.
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0.90 and 0.95. The impedance switches from inductive to capacitive within this range. Again, this
is behavior analogous to that seen in an LC tank circuit.

3. ANALYSIS OF SIMULATION RESULTS

Based upon the behavior of the phase angle difference for P-polarization, the wire-grid self-
resonance frequency was estimated for various fill-factors. The wire grid was modeled as an array of
slotlines each having characteristic impedance Zj and effective dielectric constant .5 on a 1.5-mm-
thick polycarbonate substrate having e, = 2.89. These were calculated from analytic expressions [9]
that were previously confirmed to be good approximations to more precise results from the method
of moments [10]. From these, the specific capacitance C’ and inductance L’ were calculated from
the transmission-line relations, C' = (Zov) ™ = (eo)'/%/(Zoc), and L' = Zy(eoq)'/?/c, where c is
the speed of light in vacuum. The resulting curves for C’ and L’ are plotted in Figures 3(a) and
(b) in the interesting range of fill factors between 0.85 and 1.0.

From C’ and L', we can calculate corresponding sheet values knowing the grid period a, as
Cs=C"a,and Lg = L' - a. The resulting distributed resonant frequency is then given by

1
Jo o VTaCs (1)
For example, at the threshold fill factor of 0.90 in Figure 2(b), Figure 3(a) displays C’ ~ 5.0 x
1073 F/cm, and 3(b) displays L' ~ 6 x 107°H/cm. These become Cg = 2.0fF/sq and Lg =
24 pH/sq upon substitution of the fixed grid period a = 40 um (0.004 cm), leading to a resonant
frequency from (1) of fo = 726 GHz. This is well within the simulated frequency range and supports
the existence of a distributed resonance effect.
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Figure 3: (a) Specific gap capacitance versus fill-factor, (b) specific sheet inductance for fill-factors, for
fill-factors from 0.85 to 1.0.

4. CONCLUSION

Thus, full-wave numerical simulations of THz radiation incident on a wire-grid polarizer pre-
dict some interesting electromagnetic phenomena. For S-polarization, the wire-grid acts as an
impedance with a capacitive reactance to the incident wave. For P-polarization, the wire-grid acts
as an impedance with an inductive reactance at low fill-factors. At high fill-factors (somewhere
between 0.90 and 0.95), the reactance changes abruptly to capacitive. This behavior is analogous
to that seen in a lumped LC tank circuit and could possibly be exploited for use in plasmonic-like
circuitry.
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Abstract— We present the design and simulation results of a novel dual-wavelength laser
based on III-V/silicon heterogeneously integration platform. A single-mode symmetric splitting
in reflection spectrum appears when embedding shoulder gratings inside a micro-ring resonator.
We use the grating micro-ring (GMR) as the front reflector of the laser. By adjusting the
reflection coefficient of the gratings and the coupling coefficient between the ring and the straight
waveguide, the difference between the two lasing wavelengths can vary from 0 to more than 1 nm.

1. INTRODUCTION

Terahertz wireless communication is considered as an excellent candidate to meet the rapidly in-
creasing demand for broadband wireless network, due to its inherently higher bandwidth compared
to microwave solutions [1]. Mode-beating dual-wavelength lasers, which can be used for continu-
ous wave (CW) THz carrier signal generation [2] and all-optical clock recovery [3], have attracted
significant attention. Monolithically integrated dual-wavelength lasers (DWLs) are more compact,
cost-effective than the free-running laser pair [4] as an optical beat source. Compared to two dis-
crete free-running lasers, the DWL has more stable frequency leading to a smaller drift of the
THz signal when undergoing similar environmental fluctuations. Several ways to achieve mono-
lithically integrated dual wavelength laser have been published, such as multi-section distributed
feedback (DFB) lasers [5, 6], independent lasers on a chip with optical combiner [7] and single cavity
dual-wavelength laser [8,9].

In this paper, we demonstrate a novel hybrid integrated DWL. By incorporating a shoulder
grating into a micro-ring, we can enhance the coupling between the two counter-propagating modes.
The reflection spectrum of GMR shows symmetric splitting when the reflection coefficient of the
gratings and the coupling coefficient between the ring and the straight waveguide are appropriately
designed.

2. DEVICE PRINCIPLE

Figure 1: The schematic of the dual-wavelength laser.

The structure of the DWL is shown in Fig. 1. It can be divided into 3 sections: Section 1 for
the grating embedded micro-ring, Section 2 for the gain and phase adjustment, and Section 3 for
the DBR as rear reflector.

The DWL can be monolithically integrated by BCB bonding technique on SOI wafer [10]. The
shoulder gratings are embedded into the entire micro-ring resonator. The regular period of the
shoulder gratings is equal to half of the angular period of the micro-ring resonance order, so it
couples with only one resonance mode [11].

We use the transfer matrix method for simulation. For the ring part, as shown in Fig. 1, k1
and koo are self-coupling coefficients, we have k]| = ka2, k12 and kop are cross-coupling coefficients,
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and we have ki, = —ko1, k11ki12 — k21k12 = 1, n stands for the number of periods of the grating.
The transmission matrix of the ring is given by.

So kio | k11 —1 Apta

Representing the relation between A, 1 and Ay by 4,41 = f (A1), we can obtain

— A — ki‘lf (Al) - ki1Ay — f (Al)

Si 7SO -
k12 Ko

(2)

Considering the grating, as shown in Fig. 2, we use the transmission matrix 7" for the interface
of two medium and P for homogeneous medium. A is the period of grating, L; is the length of
grating teeth, D (defined as Lq/A) is the duty cycle of the grating, r is the reflection coefficient at
interface, A; (or B;) gives steady-state amplitudes of the forward (or backward) mode at different
periods.
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Figure 3: (a) The reflection spectrum of GMR when r = 0.001, k1; = 0.3. (b) Enlarged view of the spectrum
around reflection peak. (c) Reflection spectrum when r = 0.002, k13 = 0.3. (d) Reflection spectrum when
r = 0.0003, k11 = 0.3.

The relations between A1, By, An11, Bnt1 can therefore be written as follows:

A | nl| Ans1 | Ant1
[ By } = ATy P [ By } =M [ Bpy1 |7 (3)
Use Bloch wave method to solve the M matrix:
m11Un—1 —Un—2 mi12Un_1

|

|\

mo1Un—1 moaUn_1 —Un_2
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- sin (N +1) KA) KA — cos—! <m11 +7TL22> '

sin (KA) 2

The relation between By and B, is as follows:

By11 = k2oB1 = k11 By

From Equations (2)—(6), we can obtain:

S, B k11 M1 + leMQQ — ]{311]{2?1 det (M) -1

Si My + k*2Mag — 2k7,

Table 1: Parameters used in the simulation.

Parameters Description Value
Ng Group velocity 3.6416
Ao Center wavelength 1.55 pm

Neff0 Effective refractive index at the center wavelength 2.7136
Nimo Imaginary part of effective refractive index at the center wavelength | 1.357e-5
R Radius of the ring 30 um
D Duty cycle of the grating 0.5
N Number of periods of the grating embedded in the ring 660
r Confinement factor of III-V waveguide 0.1
n Effective refractive index of III-V 3.2

L Effective length of the cavity 1500 pm
Ny Number of periods of the DBR 15
rg12 Reflectivity of the grating 0.045
Neffs Effective refractive index of slot 2.523
Nefrg Effective refractive index of ridge 2.838
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Figure 4: (a) The reflection spectrum of GMR. (b) The transmission spectrum of whole DWL cavity. (1)
When r = 0.0007, k11 = 0.85; (2) when 7 = 0.00042, k11 = 0.9; (3) when r = 0.0002, k1, = 0.95.
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3. SIMULATION RESULTS

The parameters of the DWL used for the simulation are listed in Table 1.

The reflection spectrum of GMR changes with r, as shown in Fig. 3. When the self-coefficient
is settled, the coupling between the two counter-propagating modes becomes stronger with the
increase of reflection coefficient r, so the splitting appears.

Adjusting the phase section together with GMR parameters, we can obtain two lasing peaks at
two wavelengths of different intervals, as shown in Fig. 4. The difference between the two lasing
wavelengths are 1.0nm, 0.6 nm, 0.2 nm, respectively. It is shown that r will decide the gap between
the two lasing peaks. When the gap becomes narrower, k11 need to be increased to get a larger
side mode suppression ratio.

4. CONCLUSION

We demonstrate a novel design of a DWL, which is based on the reflection spectrum splitting in
a grating embedded ring. By varying the ring coupling coefficient and grating reflectivity, we can
change the interval between two lasing wavelengths from 0 to 1 nm.
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Abstract— Carrying out astronomical observations at far-infrared wavelengths is critical in
enabling further progress in the fields of cosmology and astrophysics. Such observations will
allow additional insight into the birth and evolution of the Universe. To allow progress in these
areas, it is necessary to improve the sensitivity and resolution of the instrumentation that is used
to carry out these observations.

At the high frequencies in question (terahertz), the instruments typically make use of horn
antenna fed detector systems. To achieve the required performance, the horn designs must be
highly optimised. Full electromagnetic solvers (CST, HFSS, COMSOL etc.) struggle to predict
the performance of horn antennas at such high frequencies in a timely manner due to the large
electrical size of the structures. It is therefore very challenging to perform the optimisation using
such solvers particularly for multi-mode systems where each mode would have to be considered
individually.

In this paper we outline an alternative technique for modelling multi-mode (partially coherent)
horn antennas based on the mode-matching technique, which allows electrically large structures
to be modelled in a highly efficient manner. This technique returns a set of scattering matrices
which gives a full vector definition of the transmission and re ection characteristics of the resulting
design at a given frequency. We demonstrate how this can be used to extract field patterns and
other figures of merit that are important for evaluating the electromagnetic performance of a
horn design.

An efficient genetic algorithm based optimisation technique (using mode-matching) is also pre-
sented. The optimisation process is based on a piecewise conical profile horn design and produces
a geometry that is optimised with respect to some figure of merit that is of critical importance
for the application in question. This allows the instrument to realise the high levels of optical
performance that are required for astronomical applications.

1. INTRODUCTION

In order to further progress in the fields of cosmology and astrophysics, it is necessary to carry
out astronomical observations at far-infrared wavelengths. Observations carried out at these wave-
lengths will allow insight into the birth and conditions necessary for the evolution of galaxies, stars,
planetary systems and the evolution of matter. Such observations will allow further constraints
to be placed on the theories and models that govern the origin and evolution of the Universe. In
order to make progress in these areas, it is necessary to improve the sensitivity and resolution of
the instruments that are being used.

One method that is used to increase the sensitivity is to make use of multi-moded horns. These
horns provide additional channels of power relative to their single-modes counterparts, resulting
in increased throughput to the incoherent detectors that they feed, which results in increased
sensitivity. Since in incoherent systems these modes will couple independently to the detector, a
higher level of control over the beam definition is possible, resulting in an increase in the packing
factor when arrays of such detector pixels are used, which will further increase sensitivity. Multi-
moded horns have already been used on the European Space Agency Planck satellite, allowing the
mapping of the Cosmic Microwave Background radiation with hitherto unseen levels of sensitivity
and angular resolution [1]. The horns were used on the HFI instrument [2,3] for the 545 GHz
and 857 GHz channels. These channels were used to remove foreground sources from the data,
and were an excellent example of how such horns can be used to retain high levels of sensitivity,
resolution and beam pattern control. In terms of application to far infrared missions, multi-mode
horn antennas are being investigated as candidates to feed transition edge sensor based detector
arrays, for example in the case of the SAFARI instrument on board the proposed SPICA satellite [4].
In this case, smooth-walled profiled horns are being examined as the feeds.

At the high frequencies in question for far infrared missions, the horn antennas must be carefully
optimised in order to comply with the stringent optical performance requirements that are enforced.



Progress In Electromagnetics Research Symposium Proceedings 2269

A full electromagnetic analysis can be carried out using solvers such as CST, HFSS, COMSOL etc.,
however such structures tend to be electrically large at these frequencies, and so these solvers
will struggle to predict their performance in a timely manner. The mode-matching technique
offers an alternative method for modelling waveguide structures, and allows electrically large multi-
moded structures like those in question to be modelled in a more efficient manner than is typically
encountered when using full electromagnetic solvers.

2. ELECTROMAGNETIC MODELLING OF MULTI-MODED STRUCTURES — THE
MODE-MATCHING TECHNIQUE

The mode-matching technique [5] efficiently implements a scattering matrix technique which gives
a full vector definition of the transmission and reflection characteristics of a waveguide structure
at a given frequency for each mode at the input port of the system. In this approach (where we
assume a waveguide structure of cylindrical geometry), the structure is split into sections of varying
radii such that when placed together, return the original structure. The mode-matching approach
works by starting at one end of the horn, typically the throat or narrower end, considering the
first two sections and then working through the entire structure considering all consecutive sections
such that each junction between adjacent sections is considered.

In any given step of the process, two arbitrary adjacent sections are considered, as shown in
Figure 1, where the field is nominally propagating either from a narrower waveguide to a larger
waveguide (depicted on the left of Figure 1), or vice versa. The fields propagating in the sections
either side of a given junction are represented using circular transverse electric (TE) and transverse
magnetic (TM) modes. In a given section, the distribution of power across the modes that are
supported in the section (based on the radius of the section and the frequency of the radiation
being used as the source) is fixed, with the only change being the phase of the modes as they
propagate through the section. At the junction between two adjacent sections, there is change in
radius and it is this change that results in power scattering between the supported modes, in both
the forward and backward propagating directions.

The mode-matching technique calculates this inter-modal scattering by matching the transverse
fields across the junction in both directions of propagation and by applying the usual boundary
conditions at the waveguide boundaries [5]. If [A] and [C] are vectors containing the mode coeffi-
cients for the input TE and TM modes to the sections either side of the junction, representing the
forward and backwards propagating modes respectively, then they can be related to the vectors [B]
and [D] (containing the mode coefficients of the output modes on the input and output sides of the
junction respectively) by the scattering matrix S according to

[B]| _ 5] [A]| _ {[Sun] [Si2]| |[A] (1)

[D] [C] [Sa1]  [S22]| [[C]]"
The sub-matrices of the S matrix, Sy, are defined such that they give the amount of each waveguide
mode arriving at port m, relative to the amount of the mode excited at port n. For example,
assuming that the input of the horn (the throat) is port one, then the S2; matrix represents the
amount of each mode arriving at the horn aperture relative to the amount by which the mode was
exited at the throat, which we assume to be unity power. By calculating the scattering matrices for
each junction, it is possible to cascade them in sequence [6] in order to find the set of S matrices that
determine the behaviour of the bulk waveguide structure, allowing the transmitted and returned
modal distributions obtained by illuminating the structure with a single frequency to be evaluated.
Typically for single or few-moded structures, it is only necessary to consider modes within the
n = 1 azimuthal order. This results in a relatively quick calculation, with the modes adding in

a partially incoherent manner. When dealing with multi-moded structures, the situation becomes
more complex. in the case where the waveguide structure is of cylindrical geometry (which this

Figure 1: Two adjacent sections of waveguide, as considered in the mode-matching technique, with a < b
and a > b. Taken from [6].



2270 PIERS Proceedings, Prague, Czech Republic, July 6-9, 2015

paper deals with), the different azimuthal orders (i.e., modes with different values of n) are inde-
pendent and so no intermodal scattering occurs between modes with different values for n. Such
modes are said to be incoherent. This results due to certain symmetries that exist between modes
in which n is different [3]. Of course, the overall field distribution of the structure consists of con-
tributions from all of the modes present, and so to find the composite field, the fields due to the
individual azimuthal orders must be added correctly in quadrature.

In order to achieve this, since all azimuthal orders are independent, the waveguide structures
are considered one azimuthal order at the time, and so from this the modal composition of the field
distribution of the waveguide structure will be known for a given value of n. These mode coeflicients
are then used to expand the appropriate basis set which gives rise to the field distribution that is
required (Bessel functions for the aperture field and their Fourier Transformed equivalents for the
farfield [6]. The field due to each individual azimuthal order is then calculated using a partially
coherent summation as in the single-moded case, however the field patterns due to the different
azimuthal orders are then added together incoherently to form the composite beam. This effectively
means that there is no phase interaction between independent modes, and so they do not mix.

The mode-matching technique assumes a fixed number of modes throughout the entire calcu-
lation, typically the number of modes needed to model the largest section at the frequency in
question, plus several additional modes to account for evanescent modes. When it comes to carry-
ing out post-processing on the resulting scattering matrices, it is found that many modes contribute
very little to the overall performance, if anything at all. Although these modes do not contribute to
the overall performance of the horn, the algorithm will still calculate this null contribution, which
is clearly time consuming. This is especially true of multi-moded horns were higher azimuthal
orders are considered and will increase the computational time significantly. For this reason, it is
desirable to make the simulation process more efficient. This can be easily accomplished by using
the method of singular value decomposition (SVD) [7].

If S is an m x n matrix, in this context the S9; matrix of the horn, then the SVD of S is defined
as

S=U.3x VT, (2)

where U is an m x m unitary matrix, 3 is an m X n diagonal matrix with non-negative real numbers
on the diagonal. and VT, the complex transpose of V, is an n x n unitary matrix. The diagonal
entries of X, 3J;;, are known as the singular values of S, hereafter represented by o;, where o; = ¥,
and are arranged in order of decreasing value. It is usual that only the first 3 diagonal elements are
non-zero. The columns of V form a basis set for the input modes of the system and the columns
of U form a basis set for the output modes of the system.

Owing to the diagonal nature of o, only input modes (columns) with a non-zero singular value
will propagate to the output of the system, with the appropriate singular value giving the amplitude
factor by which the mode is transmitted to the output. Given the new basis set for the output
modes (the columns of U) and the corresponding singular value, the field at the output of the
system, for example at the output of a multi-moded horn, can be easily reconstructed. To do this,
the fields corresponding to each of the individual “singular modes” are added in quadrature, even
if the modes originate within the sane azimuthal order, as each singular mode is mathematically
independent and so the modes are incoherent.

This new basis set represents all of the information contained within the original scattering
matrix in a much more compact form, allowing the fields to be reconstructed in a much more
timely manner. This is due to the fact that the number of non-zero singular values is typically
significantly less than the number of modes considered in the calculation. For example, in a single-
moded system which considers m modes throughout the scattering matrix calculation, one would
traditionally calculate the field using an m x m matrix, but by using SVD this matrix is replaced
by a m x 1 matrix which significantly reduces the computational time [8]. This also applies to
multi-moded systems, whereby in the traditional approach to field calculations one would need to
consider n m x m matrices for a system that uses n azimuthal orders. Using the SVD approach,
only the azimuthal orders contributing useful power would be considered. In the worst case scenario
(computationally), all azimuthal would be considered, but in each case only the modes with non-
zero singular values would be retained, which would mean that the size of the matrix representing
each azimuthal order would be significantly reduced, resulting in a significant reduction in the
computational time for the radiation patterns of multi-moded horn antennas.
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3. OPTIMISATION OF MULTI-MODED STRUCTURES

The above approach to the calculation of field patterns for multi-moded horns can be applied
to the optimisation of these structures, as often the figure of merit that is being optimised with
respect to is derived from the analysis of several field patterns. For example, if a horn were
being designed to realise maximum beam symmetry in the farfield, then each horn design that
was tested (i.e., each iteration of the algorithm) would require the calculation of two orthogonal
cuts of the farfield in order to calculate the symmetry of the field pattern. Considering the fact
that most optimisation algorithms will require many iterations to converge to a solution, this is
a time consuming process even in the single-moded case, unless SVD is used. The use of SVD
can reduce the time required to converge to a solution to a matter of hours [8]. When few or
multi-moded designs (for example Winston Cones [10]) are being considered and several scattering
matrices are required when calculating field patterns, the advantages of using SVD as a part of this
process become even more apparent, as multi-moded optimisations carried out without using this
technique have been found to run out of memory prior to obtaining a solution.

It is necessary to combine this efficient approach to modelling multi-moded waveguide structures
with an efficient optimisation algorithm. The algorithm must also be able to deal with multi-variable
stochastic functions, as antenna optimisation problems tend to be of this nature, with several input
variables defining the geometry of the horn and the figure of merit function altering unpredictably
with these variables. The genetic algorithm [9] satisfies these requirements and provides an efficient,
robust optimisation algorithm. It is based on the theory of evolution and iterates towards a global
minimum.

By specifying the figure of merit in such a way that minimising it results in optimal horn
performance, the ideal horn design can be found. The genetic algorithm also allows users to specify
the allowed range for each of the optimisation variables. Since these correspond ultimately to the
physical parameters of the horn either directly or indirectly (for example overall length, aperture
radius, severity of any profiling being used etc.) this allows the overall minimum or maximum
dimensions of the horn or portions thereof, to be specified. This is useful if for example the horn is
being used in a confined space, such as a cryostat or in a focal plane array, as the size of the horn
can be constrained. It is particularly useful to be able to specify the allowed ranges for the horn
geometry at various points in multi-moded antennas, as the geometry (radii, step size between
sections) determines the modal content of the horn and the relative amplitudes of the modes,
which determines the performance of the horn antenna. This is critical in terms of determining
horn performance, and so being able to specify limits for the horn geometry assists the optimisation
process by bounding the problem and so reduces the execution time and ensures that the solution
space being investigated is the desired one.

The method has already been successfully demonstrated for a single-mode, smooth-walled con-
ical profile horn, operating at 100 GHz. The optimisation process returned a horn geometry which
was optimised with respect to minimising the maximum cross-polar level. The optimiser achieved
this by minimising the impedance mismatch between the horn and free space, with the resulting
decrease in re ections giving rise to low levels of return loss, low sidelobe levels and a high degree of
symmetry in the co-polar beam. As this horn was being designed for use in future CMB missions,
these were the performance metrics that were of interest and so the horn met the performance
requirements. The simulated results were further verified in CST. The horn was manufactured and
measured using a vector network analyser based testbed, with the measurements agreeing very well
with simulation, showing that the horn was able to largely meet the performance requirements,
despite being of a simple design. A more complete description can be found in [11].

4. CONCLUSION

Observations in the far-infrared will require greater sensitivity in the future, with multi-moded
detection systems allowing this due to the additional channels of power that are available in such
systems. Pixels for these systems will likely make use of multi-moded feed horn antennas, and so
the design and optimisation of such structures is a relevant problem. In this paper, an efficient
method for simulating multi-moded waveguide structures based on the mode-matching technique
was described. A modification to the traditional field pattern calculation method was also described,
which brings significant time savings to the calculation, particularly when multi-moded structures
are being considered, allowing simulations of these structures to be carried out in a relatively
short amount of time using standard desktop computing power. This has large implications for
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the optimisation of such structures which typically involve thousands of iterations of this code,
as demonstrated by its application to single-moded systems. A description of the optimisation
technique that would be used was also given, illustrating how an efficient modelling technique can
provide excellent results for multi-moded structures when coupled with an efficient optimisation
algorithm.
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Abstract— We have studied for the first time the simultaneous generation of terahertz and
X-ray radiation from noble gas based nano-cluster supersonic jet under “one-” and “two-color”
(fundamental and its second harmonic) excitation with high-power femtosecond laser pulses. It
was shown that optimal conditions for effective generation of terahertz and X-ray radiation are
different. That makes possible efficiently control the magnitudes of terahertz and X-ray signals
simultaneously generated from gas nano-cluster jet. Controlling could be provided by different
means: by varying of time delay between laser pulse and cluster jet formation moment, or by
varying of chirp parameter of laser pulses. Also we shown that efficiency of THz generation from
cluster jet could be effectively controlled by varying of ratio between clustered and buffer (carrier)
gases in mixture. Angular distribution of terahertz beam generated near by optical axis under
“two-color” laser excitation conditions has been measured as well.

1. INTRODUCTION

High-temperature plasma initiated by irradiation of target with high-power femtosecond laser pulses
with intensities of 10'°-10'6 W/cm?, is a source of high-energy particles, as electrons, ions and
neutrons. The plasma possesses strong nonlinear optical properties, and such interaction is ac-
companied by plenty of nonlinear processes, as self-focusing, stimulated Raman scattering, optical-
harmonic generation, X-ray and terahertz (THz) generation

Cluster medium is a subject of special worldwide interest recent years. These nano- and mi-
croparticles are aggregated from atoms or molecules and contain from few to 107 atoms or molecules,
which are held together due to different type bonds with energies from few tenth eV to few eV [1].
Recently, it has been shown that there are many nonlinear effects mentioned above take place un-
der interaction of high-power femtosecond laser pulses with gas-cluster jet such as self-focusing [2],
filamentation followed by plasma channel formation [3], optical harmonics generation [4], charac-
teristic X-ray [5, 6] and terahertz [7-10] generation. Noteworthy, that efficiency of spectrally bright
characteristic X-ray radiation from the cluster nano-plasma is comparable with efficiency in the
case of a solid target [11].

In present paper we have investigated interaction of high-power ultrashort laser pulses with
atomic and molecular clusters generated by means of supersonic expansion of gas into vacuum
through specially shaped nozzle [12]. We suppose that the gas-cluster jet is the most promising and
attractive medium for elaboration of nano-plasma generator of electromagnetic radiation, because:

- Such target combines advantages of both solid and gaseous media at the same time. Cluster
density is close to the density of condensed phase of the matter, and this leads to high efficiency
of interaction of such target with intense laser radiation — gas-cluster jet is able to absorb up
to 90-95% of laser pulse energy, and generated plasma is heated to high temperatures. But
there is no ablation and spreading of drops and fragments.

- The initial properties of the medium are restored to each subsequent interaction act. Thus,
there is no accumulation of medium degradation occurs, and such target is a unique one for
efficient interaction with high-power femtosecond laser pulses.

- Cluster size and number of atoms therein may be easily controlled by varying of gas back-
pressure [12,13]. Efficiency of clustering and hence concentration of clusters in the jet could
be controlled by adding of carrier gas.
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Here we have demonstrated the possibility of simultaneous generation of terahertz and X-ray ra-
diation in nano-cluster medium — gas-claster jets under excitation by high-power femtosecond laser
pulses, shown existence of optimal conditions for these processes, and thereby complemented usage
range of nano-plasma-gas-cluster pulsed electromagnetic field generator with terahertz frequencies.

2. EXPERIMENT AND RESULTS

As excitation source we used radiation of Ti-Sa laser with wavelength of 810 nm amplified in re-
generative amplifier, pulses rate 10 Hz, pulse energy up to 30 mJ, pulse duration 76-300fs. Pulse
duration could be varied by changing the distance between diffraction gratings in compressor, pro-
viding negatively and positively chirped pulses. Laser radiation was focused around 6 mm below
the nozzle in a cluster jet by £/20 lense. Maximum value of laser radiation intensity at lense focus
was estimated as around 10! W/cm? and it was 10!'5-10'® W/cm? in experiments when chirped
pulses were used for excitation.

Gas-cluster jet was formed with use of cluster generator on the base of vacuum and high-pressure
chambers and conical nozzle. Initial vacuum in vacuum chamber is 10~2 Torr, and working one is
102 Torr. Working pressure in high-pressure chamber could be varied between 10~2 atm and 50
atm. Input and output diameters of conical nozzle are 0.75 mm and 4 mm respectively, half-angle
is 5 degrees.

PMT equipped with a NaJ scintillator and a beryllium filter of 90 um thick was used to detect and
control the integral X-ray yield ranging over 2.5keV. The PMT was placed at the cross direction
to the laser pulses propagation. Liquid helium cooled bolometer was used for detection of THz
radiation. Experimental scheme provided possibility to measure THz signal along laser pulses
propagation direction and at 45 degrees direction.

Figure 1 demonstrates dependencies of terahertz and X-ray radiation yields from Argon gas-
cluster jet as a function of the delay between laser pulse and cluster jet formation. Zero delay
corresponds to valve opening moment and coming of the laser pulses at the interaction point.
Both, the X-ray and terahertz signals arise after 0.3-0.4ms delay required for the formation of
clusters flow and its arriving at the interaction point. Maximum X-ray yield is achieved at 0.4—
0.45ms delay, while the THz signal efficiency nearly unchanged throughout the duration of the
jet.

Amplitude of THz and X-ray signals generated in Ar clusters under “two-color” excitation along
direction of laser pulses propagation as a function of pulse duration 7 and its chirp paramentr a is
shown at Figure 2. Efficiency of X-rays generation demonstrates maximum value in the region of
negative chirp, while the THz generation yield is minimal under these conditions. And vice versa
relation between values of THz and X-ray and THz signals is observed for the positively chirped
excitation pulses, i.e., decreasing of X-ray singnal on the way from negative to positive chirp is
accompanied by increasing of THz signal.

Also we have measured THz beam cross-section in the on-axis corner area of 15 degrees gener-
arted under the same conditions, and demostrated that THz signal is localized inside a cone with
half-angle of around 3,5-4 degrees with a deep minimum in the center on the laser beam axis.
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3. CONCLUSION

To summarise, we have shown that optimal conditions for effective generation of THz and X-
ray radiation in nano-cluster supersonic jet under high-power ultrashort laser pulses excitation
are different, and that makes possible efficient control by ratio between values of THz and X-ray
signals generated simultaneously from gas based nano-cluster jet by means varying of time delay
between laser pulse and cluster jet formation and by varying of laser pulse’s chirp. Also it has
been demonstrated that efficiency of THz generation in clusters jet could be efficiently controlled
by varying the ratio between clustered and carrier (buffer) gases in gas mixture.
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Abstract— An optical frequency-interleaving full-duplex technique for fiber-optic transmission
of millimeter-wave-band frequency-modulated continuous-wave downlink signal and 10-Gb/s on-
off-keying uplink signals is newly proposed. The proposed full-duplexing technique with a flexible
wavelength channel selector is experimentally demonstrated.

1. INTRODUCTION

High-precision imaging technology has been in strong demand for safety and security at important
facilities. For example, for runway monitoring, several-inch class debris should be detected and
removed to ensure safe takeoff and landing [1]. To achieve such high-precision imaging by radio,
millimeter-wave (mm-wave) is a promising candidate because of its broad transmission bandwidth.
To overcome the large propagation loss and atmospheric attenuation in the mm-wave bands, the
introduction of a distributed antenna system (DAS) concept is necessary for large-area surveillance.
In the DAS, radio-over-fiber (RoF) technology aids in realizing easy radio signal distribution with a
low-loss optical fiber. We have demonstrated the optical generation for highly accurate frequency-
modulated continuous-wave (FM-CW) signal, which has high affinity with the RoF technology [2].
We have also demonstrated the distribution of FM-CW signals with three different frequency band
in a wavelength division multiplexing (WDM) RoF system [3,4]. In the demonstrations, although
the downlink transmission of FM-CW signals has been verified, an uplink transmission for sending
sensed data back to a central control station (CCS) has never been considered.

In this paper, we investigate an optical frequency-interleaving full-duplex technique for fiber-
optic transmission of mm-wave-band FM-CW downlink signal and 10-Gb/s on-off-keying (OOK)
uplink signal. Their optical duplexing is experimentally demonstrated with a flexible wavelength
channel selector for two cases of downlink mm-wave-band, that is, 96-GHz-band and 48-GHz-band.

2. SYSTEM CONCEPT

Figure 1 shows the conceptual diagram of a proposed optical frequency-interleaving full-duplex
technique for fiber-optic transmission of both an FM-CW signal for the downlink and an OOK
signal for the uplink.

The system with the proposed technique basically consists of a sub-harmonic FM-CW source, a
proposed fiber-optic full-duplex link, a sensed data analyzer, an electrical multiplier, an electrical
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Figure 1: Conceptual diagram of a proposed optical frequency-interleaving full-duplex technique for fiber-
optic transmission of both an FM-CW signal for the downlink and an OOK signal for the uplink.
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Figure 2: Experimental setup.

duplexer, a mm-wave-band antenna, a differential frequency detector, and an analog-to-digital
(A/D) converter. The proposed fiber-optic full-duplex link fundamentally consists of two pairs of
electrical-to-optical (E/O) and optical-to-electrical (O/E) converters, two optical duplexers, and an
optical fiber. For the downlink, at first, a sub-harmonic FM-CW signal, f,¢(t)/2mn, is generated
as a driving signal of the E/O converter in a central control station (CCS). Here, m represents the
multiple number of the electrical multiplier. As mentioned in Section 1, no electrical multiplier
is necessary for the case that the output of the O/E converter is a desired-frequency-band FM-
CW signal. The E/O converter generates a desired +n-th order harmonic optical two-tone signal
with the sub-harmonic FM-CW signal, f. & f.f(t)/2m, which is a kind of RoF signal as shown in
Figure 1(a) [4-6]. The RoF signal passes through the first optical duplexer and then is transmitted
to a remote antenna unit (RAU) over the optical fiber. In the RAU, the received RoF signal after
passing through the second optical duplexer is put into the O/E converter. The output of O/E
converter is multiplied by m with the electrical multiplier to generate a desired-frequency-band
FM-CW signal, f,¢(t). The generated FM-CW signal is radiated from the antenna to detect a
target. As an example, a saw-tooth FM-CW signal with the frequency transition of Afy and the
repetition time of 7y at the center frequency of f. is shown in Figure 1(d). In this case, f,¢(t) is
written as frr + Afo - (t — k1o — 70/2) /70 [k70 < t < (k4 1)70], where frp represents a central
carrier frequency of FM-CW signal. In our system, it is assumed that frp is mm-wave band and
A fo is GHz-class for the detecting several-inch class debris. In the downlink system, therefore, the
E/O and O/E converter should have mm-wave-band interfaces. For the uplink system, the FM-CW
signal reflected from the target, f,.;(t—7), is received at the antenna, where 7 [= 2d - ¢] represents a
transmission delay in proportion to a measurement distance between the antenna and the target, d,
with the velocity of light in the vacuum, ¢. As shown in Figure 1(c), a differential frequency between
the transmitted and received FM-CW signals, Afy - 7/m or Afy - (1 —7/70), can be detected with
the differential frequency detector as a sensed data. The detected differential frequency component
is digitized with the A/D converter. Then the sensed data at the optical carrier frequency of
fe as shows in Figure 1(b) is sent back to the CCS over a conventional digital baseband fiber-
optic link. Note that the baseband uplink signal is allocated inside of the FM-CW RoF downlink
signal to enhance optical spectrum efficiency with a frequency-interleaving technique, which is our
proposal. Finally, the sensed data after passing through the optical duplexer is analyzed to obtain
the distance, d. In the system concept shown above, it is also noted that the fiber-optic full-duplex
link must simultaneously handle both an analog downlink signal and a digital uplink signal.
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Figure 3: Measured transmission characteristics of FWCS: (a)—(c) for 96-GHz-band signal transmission and
(d)—(f) for 48-GHz-band signal transmission.

3. EXPERIMENTAL DEMONSTRATIONS

In this paper, we concentrate on investigating the performance of the fiber-optic full-duplex link.
The experimental setup is shown in Figure 2. The setup basically consists of a sub-harmonic FM-
CW signal generator, an FM-CW signal analyzer, a bit error rate test set (BERTS), and a fiber-
optic full-duplex link. The fiber-optic full-duplex link consists of an optical two-tone generator, two
Erbium-doped fiber amplifiers (EDFAs), a flexible wavelength channel selector (FWCS), an optical
circulator (OC), an optical band-pass filter (OBPF), a photo-detector (PD), an FM-CW signal
analyzer, and two small form-factor pluggable plus (SFP+). To concentrate on investigating our
proposed optical frequency-interleaving full-duplex technique, in this experiment, a long-distance
optical fiber between the CCS and the RAU was omitted. For the downlink, the sub-harmonic FM-
CW signal generator generated a sub-harmonic FM-CW signal, whose frequency swept from 23 to
25 GHz with the repeating time of 10 usec. In the same manner as the optical modulation scheme
shown in Refs. [5,6], a RoF signal carrying a 96- or 48-GHz-band FM-CW signal at the center
of 1552.5 nm was generated with the optical two-tone generator. The RoF signal was transmitted
to the RAU via the FWCS. The FWCS is based on a wavelength selective switch and works as
the first optical duplexer. In the RAU, the received RoF signal after passing through the OC was
amplified and then detected to generate the desired 96- or 48-GHz-band FM-CW signal. Here, the
OC works as the second optical duplexer. The FM-CW signal was put into the FM-CW signal
analyzer to measure the spectrogram. Due to the limited bandwidth of spectrum-scope, the 96-
GHz-band signal was down-converted to an 11-GHz-band signal. For the uplink, the first SFP+
generated an optical OOK signal carrying a 10-Gb/s data at the carrier wavelength of 1552.5 nm,
where the data had a 31-bit pseudo random bit sequence (PRBS) pattern. Note that the OOK
uplink signal was allocated inside of the FM-CW RoF downlink signal. The optical OOK signal
was duplexed with the downlink RoF signal by using the OC and then sent back to the CCS. The
received optical OOK signal after passing through the FWCS was put into the second SFP+ to
regenerate the 10-Gb/s data. Finally, a bit error rate (BER) of the regenerated data was measured
with the BERTS.

First, we measured the fundamental transmission characteristics of FWCS for the purpose of
optical duplexer. Figure 3 shows the measured transmission characteristics of the FWCS used
in the experiment for both downlink and uplink directions. In this measurement, the direction
from port #1 to port COM represents the downlink and the direction from port COM to port
#2 represents the uplink. In addition, the measured spectrum for the direction from port #1 to
port #2 represents a leakage of the signal put into port #1 for port #2. As shown in Figure 3, the
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Figure 4: Measured spectra of (a)—(c) 48-GHz-band FM-CW RoF downlink signal and (d)—(f) 10-Gb/s OOK
uplink signal.

insertion loss of FWCS was less than 6 dB. The desired frequency components were clearly obtained
with the suppression ratio of more than 30 dB to undesired components and the leakage was less
than —40dB for both directions.

Next, we measured the de-multiplexing performance of FWCS with a 48-GHz-band FM-CW
RoF signal for the downlink and a 10-Gb/s optical OOK signal for the uplink. Figure 4 shows
the measured spectra. As shown in Figure 4(a), the 48-GHz-band two-tone signal was successfully
generated. In this case, not only the noise floor at around 40 dBm but also some undesired fre-
quency components were observed due to the ASE noise and the nonlinear characteristics of optical
modulator, respectively. It can be seen from Figure 4(b) that the FWCS effectively eliminated the
undesired noise and frequency components. Figure 4(c) shows the received FM-CW RoF signal
put into the PD. Also in this case, an undesired component was observed due to a leakage of the
OOK uplink signal from the port #1 of OC. It is expected that the undesired component is not
seriously affect the generation of desired 48-GHz-band FM-CW signal because it will still appear
out of band. Figures 4(d) and (e) show the output of the first SFP+ and the input to the FWCS
for the uplink. Figure 4(f) shows the received OOK signal put into the second SFP+. As can be
seen, two undesired components, whose level was about 32-dB lower than that of desired OOK
signal, were observed due to a leakage of the FM-CW RoF downlink signal from the port #1 of
FWCS. Because the input level difference of the downlink and uplink signals was about 8dB, it
is also considered from Figure 3(f) that the leakage level of —32dB is adequate. Here, it is also
expected that the leakage is enough small not to seriously affect the BER. For a 96-band FM-CW
RoF signal for the downlink and a 10-Gb/s optical OOK signal for the uplink, it is confirmed that
the de-multiplexing performance of FWCS was similar to that in Figure 4.

To verify the FM-CW signal generation via the optical full-duplex link for the downlink, we
measured the spectrogram. The measured spectrograms are shown in Figures 5(a) and (b). As
mentioned above, the 96-GHz-band FM-CW signal was measured after down-converted to 11-GHz-
band FM-CW signal. It can be seen from Figure 5(a) that the frequency sweeping of 8 GHz from 7
to 15 GHz was successfully obtained with the repetition time of 10 usec. Since the spectrogram for
48-GHz-band FM-CW signal was directly measured, the frequency sweeping of 4 GHz from 46 to
50 GHz was also successfully obtained with the same repetition time of 10 usec. From the results, it
can be verified that the leakage of OOK uplink signal did not seriously affected the FM-CW signal
generation as expected.

To evaluate the transmission quality for the uplink, we also measured the BER at the output of
the second SFP+. The measured BERs are shown in Figure 5(c), where the circle, the diamond,
and square marks represent the BERs without any FM-CW signal, with the 96-GHz-band FM-
CW signal, and with the 48-GHz-band FM-CW signal, respectively. Here, it is noted that the
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Figure 5: Measured spectrograms at the output of PD: (a) 96-GHz-band FM-CW signal, which was measured
in the intermediate-frequency range, and (b) for 48-GHz-band FM-CW signal, and (c¢) measured BERs.

points on the BER of 10~ represent that no error was observed within the measuring time at the
measured received optical power. From Figure 5(c), the BER of less than 107!2 was achieved for
all the cases. Compared with the BER with no FM-CW signal, no serious BER degradation was
observed when the FM-CW downlink signal was transmitted as expected. From the above, it can
be concluded that our proposed optical frequency-interleaving full-duplex technique is useful for
a fiber-optic simultaneous transmission of a mm-wave-band FM-CW RoF signal for the downlink
and a 10-Gb/s-class optical OOK signal for the uplink.

4. CONCLUSION

We have proposed the optical frequency-interleaving full-duplex technique for a fiber-optic simulta-
neous transmission of a mm-wave-band FM-CW RoF signal for the downlink and a 10-Gb/s-class
optical OOK signal for the uplink. We also experimentally demonstrated that no serious degrada-
tion for both the downlink and the uplink transmission was observed even if our proposed full-duplex
technique was introduced in the fiber-optic full-duplex link.
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Abstract— We present an analysis of electro-optic interaction of a fundamental WGM in a
dielectric microdisc with a radio frequency mode of a half-wave microstrip resonator placed on
the disc circumference. 2D and 3D numerical models of the system are developed. Both optical
and radio frequency modes are simulated using finite element method with Comsol Multiphysics
software. The comparison between the models is presented, and a theory of modulation in the
multi-mode system is discussed. The magnitude of electro-optic effect is calculated depending
on optical and radio frequency mode numbers and the microstrip length. The magnitude of the
effect in such system is shown to have an extremal dependence on the microstrip length for a
given set of mode numbers.

1. INTRODUCTION

Microwave systems, cellular networks and other various personal communications systems require
devices that are capable of receiving, converting and processing signals in the millimeter and cen-
timeter wave ranges. A broad palette of devices was developed recently for transferring radio
frequency and microwave signals directly to optics [1]. This presents all advantages of optical
communication channels, allowing to transmit data securely with high rates, low loss, low power
consumption. Electro-optic modulators based on interaction of optical and microwave waves in
high-Q nonlinear optical resonators with whispering gallery modes provide a promising platform of
that kind [2-4].

Resonators with whispering gallery modes are widely used in various applications [5]. Small
size and high density of the optical field in microcavities allows strong electro-optic interaction in
resonators made of traditional nonlinear optical crystals, with proper selection of the optical modes
and configuration of external high-frequency field.

2. THEORY OF WGM MODULATOR

The modulator consists of a semi-circular microstrip A/4 resonator formed on top of an optical
microdisk near it’s circumference [3]. The microdisk plays the role of a dielectric layer for the
microstrip, thus carrying the radio-frequency field. A schematic view of the modulator is shown on
Figure 1. The resonator is made from electro-optical material, so an external electric field will lead
to a change in the refractive index and the shift of the resonance frequency. Using perturbation
theory, similar to [6], we obtain a general formula describing the frequency shift of the optical
modes:
WGM
ow . 1 fD,L p*TijkEEFD}NGMdV (1)
w 2 eoWWGM ’

where dw is the frequency shift of the optical mode (signal), w — its original frequency,
WGM,, *
J
of the pump mode field, is the total energy of the signal mode,
and 75, is electrooptical coefficient. The integration is made over the volume of the microdisk and
summation over all indices is performed.

Frequency shift (1) can be simplified by using the properties of whispering gallery modes and
cylindrical symmetry [7] to 2D integral:

DWGM
J

— j-component of the signal mode optical displacement field, and D
WWGM _ [ 661 DZVVGM* ei—jl D}NGM

— complex conjugate

bw fs eyl ERFDZWGM”*DXGMrdrdz
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w 26 WWGM )
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In this derivation the i =" ? azimuthal dependence is presumed for radio-frequency field, where o’
is relative microstrip length (length divided by circle length). This assumption is discussed and
verified further by modeling. Introducing a generalized azimuthal number M = m, —m, + "Z;f the

cyl

Tmn 1S given by
3 . /
eyl M.o) = cylkSIH(ﬂ(M""k)a) ir(M+k)a! 3
Tlmn( ) & ) k:ZS Timn 7T(M 4 k’) € : ( )
The rly " are dependent only on 7, (rlgfz can be found in [7], taking €;; = 1 there). The m,,

m, and m, s are azimuthal numbers (=~ number of waves over the circumference) for the pumped
mode, signal mode and radio-frequency mode. Note that for an open ring m,.s can be half integer
due to the resonance condition of half-wave cavity.

The amplitude of the modulated signal is calculated starting from the Maxwell equations. Each
mode is taken in the form of a slowly varying amplitude, oscillating with the pump frequency
Uj = Aj(t)e_Wt. Then

Ay A A 9% Uu, 2

2 k k A vy : _

(wk—w )——}———2 2 +zj:8t2 2 25% ZzwAjC—Qiikj = FX,, (4)
_ 2, Jeeav fek pd

where, rg; = Sj o /e overlap integrals between neighboring modes, X, = eoWk

overlap integral of the modes with the pump field, 4, , = %“é;%we;dv is a static frequency shift of

the mode (1). U is a time dependence of modulation.

For a closed ring the modulation can be represented in two forms — a standing wave and
traveling wave. In case of travelling wave the azimuthal and time dependencies are in the same
cosine argument Ué; o cos(mpry — wyst). Expanding the cosine into two exponents, we can
introduce 67 and 8, which are calculated by (1), (2), (3) with mrp = +mpp and mrp = —mpgp
correspondlngly Assumlng the derivative A and U with coefficients overlap 4, first order of
smallness we obtain

. ) s Fc?
Ay = Z (—zAkékj +1i (%,.u S T ""RFt) - ij) Aj i X, (5)
J
where A = %;wz N wp —wand py = %

In case of an open ring we have only a standing wave case and time and space cosines are separate
€1 x cos(mprpe) cos(wrrt). It is easy to see that the coefficients before the time exponentials in (5)
85 46
VBT

are equal then, as if 05 =d,, =

We search for the solution in the form br+a, et +al et with constant a and b. Neglecting
the rapidly oscillating terms we obtain

i = maMEE b (6)

by = le 7
k - ks (7)
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M = Ay £ wrp — e(WrF)pu+0,  — ik and Ay — M+N—(5J,WM—_15IM- + 5:§kmMJ:15;nj) —iky;. Here
e(wrp) is an unknown function that is close to 1 for small wrp and close to 0 for high wrp. For
the field amplitudes we obtain

F X X, ;
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w A — 1KLL I Kk — 1Kjj
ot - (wF WRF)Z 5(4:;ij b 1— Z 551; b Kkl 9)
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As a result, each mode oscillates with the frequency of the pump with a constant amplitude by,
proportional to the direct overlap with the mode pump Xj;. Modulated part consists of oscillations
at frequencies shifted relative to the pump at +w,, with amplitudes a,f, proportional to d,, i.e.,
the static efficiency shift of the mode. The traveling and standing wave modulation cases differ only
in whether the ¢, is the expression with azimuthal number of corresponding sign or their half-sum.

3. MICROWAVE MODES

For optimal performance of the modulator, the frequency matching due to (9) need to be satisfied:

frf = Affeg- t. The A freR o= = 55 is the free spectral range of microdisk. Microwave frequency
should be an integer multlple of free spectral range of the resonator.

Both optical and radio frequency modes were simulated using finite element method with Comsol
Multiphysics software. Eigenfrequencies and distributions of the resonance fields in microstrip were
calculated by two different methods.

The first method was the eigenvalue problem numerical solution in three-dimensional geometry.
In the simulation, we changed the length of the strip in the range of @ = o’ x 360° € [90°; 350°] and
solved eigenvalue problem for each configuration separately. The result of numerical simulation for
the length of the microstrip 160° is shown in Figure 2(a). This picture illustrates the distribution
of the total electric field along the circumference of the WGM disc for half-wave mode of microstrip
(myfr =1/2) with frequency f,; = 2.8 GHz.

<104 . . . . .
2rl = numerical a12f - =W W,
= _Bc.os[m'__ @) fitted curve
= - . o1k
= 158 Acosh(g &)
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Figure 2: (a) The distribution of the total electric field along the circumference of WGM microdisc for
half-wave mode with of 160°-length ring. (b) The ratio of the evanescent field energy to the full microwave
energy in the microstrip region for half-wave mode together with (10).

An evanescent field £, can be seen at the ends of the microstrip, which decreases exponentially
outside the microstrip region. The fitting curve E; = Acosh(gy) is drawn in red on a fig.2a. We
also can see the clear cosine azimuthal dependence of the field inside the microstrip region in the
same time. The | cos(™£ )| — blue curve on the graph.

Figure 2(b) shows the ratio V‘I/,V" of the energy of the evanescent field to the microwave energy

in the microstrip region. At angles a < 330° the evanescent field contributes up to 10% to the
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overall picture energy. That is because the exponential evanescent field (and thus its energy) is
independent of the microstrip length, while the energy in the microstrip region decreases with a:

Wg 9 f180°—04/2 e-2g<pdso 1 — 9(a—360°)
m pu—
oy * e (Bt 0

; (10)

where ¢ is the depth of the evanescent field propagation. For a > 330° the evanescent fields from
opposite ends interact and its energy grows.

In [7] the 2D geometry static problem (vertical section of the system, constant voltage on
microstrip) was solved to represent the cross section field of the microstrip. To check that a
corresponding problem in 3D case was solved in full geometry and then the p-z section was made.
The comparison is made in the Figure 3.
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Figure 3: (a) Distribution of electric potential in the vertical section of the system, got from 3D model
of static voltage. The microstrip section is clearly seen. (b) The difference between electric potentials in
vertical section got from 2D model and 3D model in %. The white rectangle is the metal substrate under
the WGM resonator.

It can be seen that the distributions are not actually equal and have differences at the boundaries
of the modulator. This is due to the difficulty of boundary conditions specification in the numerical
program. However, the difference at the edges is not important as the area of electro-optical inter-
action is under microstrip on the edge of microdisk, where the difference is about 1% accuracy. So
the Figures 2 and 3 confirms the validity of approximations, used in [7] for Equation (2) derivation,

that the microstrip field can be taken as Es3p(r, ¢, z) = Eap(r, z) cos(TeLg).

4. WGM MODES AND FREQUENCY SHIFT

To obtain the WGM field numerically, we use the method proposed in [8]. The method employs the
solution of 2D eigenvalues problem in a cross section of cylindrically symmetric optical microcavity.
WGMs are concentrated along the edges of the microdisc and its volume is small. Therefore it is
necessary to concentrate the microwave field on the edge of the microdisc. It was also shown in [4],
that the lower electrode has to be of the same diameter as the microresonator for the maximum
overlap of microwave and optical fields.

Equation (1) describes the overlap integral in the form of dimensionless coefficient — relative
frequency shift %’. However this shift differs for different applied modulating voltage. Furthermore
the eigenvalue problem solution, which we use to find the fields, goes with arbitrary amplitude.
That’s why the quantity should be be normalized with the square root of the total electric energy
WHEE = % i ) rrELRdV . So we get the relative frequency shift per square root of joule.

Now we can calculate the frequency shifts in two different ways. First way is described in [7]:
it performs analitycal integration over the azimuthal angle ¢ and numerical integration of 2D
fields (2), obtained from static problem. In the second method we solve an eigenmode problem for
the microstrip in 3D and then revolve the 2D WGM field to perform the numerical integration (1)
in 3D.

The results are shown in Figure 4 for half-wave microstrip modes. The case of closed ring was
not considered. The maximum shift is observed at ring lengths of 150°-280°.
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Figure 4: Frequency shifts per root of joule for TE and TM optical modes in (a) 3D model and their difference
with (b) 2D model in %.

5. CONCLUSION

Though the 2D model works well for medium microstrip lengths and is much more efficient than the
3D model in terms of computational time, the latter is probably closer to reality. The difference is
within 15% for TE optical modes, but over 50% for TMs. The main source of error is a evanescent
field, which should be taken into account for short microstrips due to decrease of energy in it and
for long microstrips due to interaction between it’s ends.

The optimal microstrip length was found to be near 220°, where the efficiency is by 13% higher
than for commonly used 180° length microstrips.
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Abstract— In this paper, optical frequency-chirped signal generation using a high-order optical
modulation technique is investigated. An optical frequency comb generator based on optical
modulation is utilized as a frequency multiplier. Its multiplication factor of 12 allows designing
a 300 GHz terahertz-band radar system. An input signal at the central frequency of 25 GHz
with a chirp bandwidth of 1 GHz, 2 GHz, and 3 GHz provides 6 GHz, 12 GHz, and 18 GHz optical
signals at 6th-order harmonics, respectively. A frequency separation of the +6th and —6th-order
components is equal to 300 GHz, with a chirp bandwidth of 12 GHz and 24 GHz. The proposed
technique can be used to design high-precision imaging systems.

1. INTRODUCTION

Precise imaging technology using terahertz waves plays an important role in enhancing civil security.
In fact, at security check points of most airports, body scanners based on millimeter-wave imaging
are used to detect concealed and hidden metal materials [1]. Although the millimeter-wave imaging
technique is interesting, it has a limitation in the image resolution, owing to the used wavelength.
For example, the wavelength of the 60 GHz frequency is equal to 5mm. However, small object
detection requires short wavelength radio signals. The terahertz band is a promising alternative
for high-resolution imaging for detecting concealed objects [2]. In addition, the available band-
width in the terahertz band is much broader than that in microwave and millimeter-wave bands.
Consequently, the range resolution in radar systems would increase. For example, in a frequency-
modulated continuous-wave (FM-CW) radar system, the range resolution can be approximated
c

as
2fBw )

where AR, ¢, and fpw denote the range resolution, speed of light, and bandwidth of the FM-
CW signal, respectivel [3]. In this regard, and because the resolution is inversely proportional to
the bandwidth of the radar signal, a high-range resolution is provided by high-frequency carrier
signals. However, particularly in the terahertz band, the high-precision signal generator cannot
be configured using only electronic devices. Therefore, terahertz frequency band devices have not
been achieved until now.

Photonics technology is a potential solution to provide terahertz signal generation with high
precision. In the 100-GHz band, modulation with an external optical modulator can generate high-
frequency signals using second-order harmonics [4]. This modulation technique is operated as a
frequency multiplier with a factor of 4, and has small degradation on a single-sideband (SSB) phase
noise. However, for terahertz signal generation, such as 300-GHz signals, higher-order harmonic
components are required to realize a higher-order multiplication. Therefore, optical frequency comb
generation using modulation is recommended for signal generation.

In this paper, we demonstrate 300-GHz optical signal generation for the FM-CW radar system
using optical frequency comb generation. Using a push-pull-type optical intensity modulator, the
generated optical frequency comb with a separation of 25 GHz is obtained. Electrically synthe-
sized FM-CW signals, with 1-GHz chirp bandwidth launched into the modulator, provide 300-GHz
FM-CW signals, which are characterized by a 12-GHz bandwidth, using 6th-order harmonics com-
ponents.

AR ~

2. DEMONSTRATION

2.1. Setup

Figure 1 shows an experimental setup for FM-CW signal generation at 300 GHz, based on pho-
tonics technology. The original FM-CW signal is generated electrically by an arbitrary waveform
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generator (AWG), with a sampling rate of 50 Gsa/s (gigasamples per second). The signal form is
a sawtooth-type frequency chirp signal that spreads from the frequency of 12.25 GHz to 12.75 GHz
(1240.25 GHz), with a chirp duration of 10 us. For broader bandwidth signal generation, 12.5+0.5-
GHz and 12.5+0.75-GHz signals are also used with the same pulse duration. Using a frequency
doubler (x2), the FM-CW signal is multiplied to become a 25 GHz signal. An amplifier boosts
the signal, and then, a bandpass filter (BPF) suppresses the unwanted sidebands and noises. A
180-degree hybrid (180° hy) split into two signals is realized. The latter signals are fed to the input
ports of a dual-drive Mach-Zehnder interferometer-type optical intensity modulator (DD-MZM).
This configuration provides a push-pull operation on the modulator. In the optical domain, a
tunable laser diode (TLD) operated at a wavelength of 1550.11 nm is launched into the DD-MZM.
Then, the modulated signal, that is an optical frequency comb signal, is amplified by an erbium-
doped fiber amplifier (EDFA). In order to obtain the terahertz-wave signal, an optical two-tone
signal should be picked up from the optical frequency comb one. An optical filter bank (OFB),
which is composed of an optical grating and a liquid crystal on silicon that allow to configure a flex-
ible optical filter, suppresses unnecessary components from the optical frequency comb signal [5].
The filtered optical signal has two components, with a frequency separation of 300 GHz. The gen-
erated optical terahertz signal is boosted up again by the EDFA. Then, the optical BPF (OBPF)
suppresses the amplified spontaneous emission noise generated by the EDFA. A photomixer (PM)
converts the optical signal into its corresponding terahertz-wave signal using square-law detection.
The PM is based on a unitraveling-carrier-photodiode, and has an output port with a standard
waveguide WR-3.4 [6]. It should be noted that the launched power into the modulator is approxi-
mately 25 dBm, and the half-wavelength voltage of the modulator, denoted by V', is approximately
1.7V (approximately 9dBm). As a consequence, higher-order harmonic components are generated
by the modulation.

12.5+(0.25, 0.5, 0.75)-GHz FM-CW
or
12.5-GHz sinusoidal wave

300-GHz signal

Optical fiber

Figure 1: Experimental setup for terahertz FM-CW signal generation.

3. RESULTS

The generated optical frequency comb signal under the 12.5-GHz CW input condition is shown
in Fig. 2; the input frequency to the DPMZM is 25 GHz. The observed optical signal has 9th-
order harmonics within a carrier: 19 comb lines in total. £6th-order harmonics for 300 GHz signal
generation have a signal-to-noise ratio larger than 40dB. A transmission characteristic of the OFB
is also presented in Fig. 2. Indeed, the suppression ratio is larger than 40 dB and the associated
insertion loss is approximately equal to 7dB. Finally, a two-tone signal with a frequency separation
of 300 GHz is obtained with a suppression ratio larger than 35 dB observed at the front of the PM.
The degradation could be caused by the noise generated by the EDFAs. The optical power dip,
observed at a wavelength of 1550.11 nm is caused by the OBPF characteristic. It does not affect
the 300 GHz signal.

In order to evaluate the generated signal quality, SSB phase noise spectra are observed by a
300 GHz heterodyne receiver and an electrical spectrum analyzer, set at the output side of the
PM, as shown in Fig. 3. The heterodyne receiver is configured with a 300 GHz subharmonic
mixer, characterized by a multiplication factor of 12, and the local oscillator is set to the frequency
24.56 GHz. The LO frequency of the mixer is 294.72 GHz. The behavior of the observed SSB
phase noises on the 300 GHz signal and the original signal inputs into the DD-MZM (frequency
equal to 25 GHz), respectively, are similar at an offset frequency smaller than 1 MHz. The phase
noise degradation in the frequency band 10-100 kHz is approximately equal to 22.5dB. This result
agrees well with the theoretically calculated value of 21.5dB. Ideally, a phase noise degradation by
multiplication is expressed by 20logm, where m is the multiplication factor. When m is equal to
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12, the expected degradation is equal to 21.5dB. An additional 1dB degradation could be caused
by the noise generated by the EDFAs. Indeed, the phase noise degradation at an offset frequency
larger than 1 MHz is worse than that for a frequency smaller than 1 MHz. This is due to the
EDFAs’ amplified spontaneous emission noise observed at the wavelengths between 1549 nm and
1551 nm, which could cause the signal degradation in the high frequency region. The degradation
is dominated by the multiplication effect, and insignificant degradation can be caused by other
factors. This photonics technology is seen as an ideal frequency multiplier.
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Figure 2: (a) Optical spectrum of optical frequency comb with 25-GHz spacing, (b) transmission spectrum
of an optical filter bank, and (c¢) optical spectrum of the filtered 300-GHz optical signal.
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Figure 3: Observed SSB phase noise spectra of (black) generated 300-GHz comb signal and (gray) 25-GHz
electrical signal launched into the DD-MZM.

In order to evaluate FM-CW signal generation in the 300 GHz band, we assess in Fig. 4 the
optical spectra using the FM-CW signals with a bandwidth of 1 GHz, 2 GHz, and 3 GHz at a center
frequency of 25 GHz, respectively. These bandwidths represent the bandwidths of the signal fed
into the DD-MZM. Resultant bandwidths of the FM-CW signal at the 300 GHz frequency band
are 12, 24, and 36 GHz, respectively. On one hand, at the 1-GHz bandwidth input, clear optical
comb separation is observed for £6th-order harmonics. Signals are at wavelengths 1548.8 nm and
1551.4nm respectively. On the other hand, 2-GHz bandwidth input signals have smaller guard
bands between neighboring harmonics. Particularly, for the 3-GHz bandwidth signal input, targeted
components overlap with neighboring £+5th and +7th order harmonics, owing to the frequency
separation of the 25 GHz comb signals. Thus, a 3-GHz bandwidth signal is not suitable for FM-
CW signal generation at the 300 GHz frequency band by this technique. However, because the
bandwidth of the FM-CW signal can be optimized by the AWG, the maximum bandwidth for the
FM-CW signal (potentially 20 GHz), will be generated by this configuration.

Quality of the FM-CW signal is absolutely important for the design of the radar system. Fig. 5
shows a temporal evolution of the FM-CW signal as a spectrogram. For clarity, we configured
a 300-GHz receiver comprised of a heterodyne detector and a high-speed digital oscilloscope [7].
The analog bandwidth and sampling rate of the oscilloscope are equal to 33 GHz and 80 Gsa/s,



2290 PIERS Proceedings, Prague, Czech Republic, July 6-9, 2015

respectively. The LO of the heterodyne receiver is set at 286.8 GHz. This parameter is realized by
the subharmonic LO input of 23.9 GHz. The observable frequency range of the receiver is 286.8—
319.8 GHz. In the spectrogram of Fig. 5, the sawtooth-type behavior of the signal in the frequency
band 294-306 GHz, with a pulse duration of 10 us, is clearly shown with small fluctuations. Larger
fluctuations in the frequency domain are observed away from the central frequency of the FM-
CW signal 300 GHz. This could be caused by the poor bandwidth of the used AWG. In fact, the
3dB bandwidth of the AWG is approximately 14 GHz, and therefore, the uncertainty of the signal
becomes larger. This issue could be solved by optimizing the electrical signal generation technique.
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Figure 5: Obtained spectrogram of 12-GHz-bandwidth sawtooth-type FM-CW signal.

4. CONCLUSION

In this paper, we demonstrated and evaluated the 300 GHz radar signal generation using optical
modulation technique. The generated signal by the optical frequency comb generator, with a comb
separation of 25 GHz, presents an identical phase noise degradation, caused by frequency multi-
plication. For FM-CW signal generation, 12-GHz bandwidth signals have a moderate frequency
response and frequency chirp characteristics, when a pulse duration of 10 us is used. This technique
is can generate possibly 20-GHz FM-CW signals. The proposed photonics-based signal generation
technique for imaging is applicable to advanced distributed antenna systems, directly connected to
optical fiber networks [7].
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Abstract— We have developed a 60-GHz hybrid integrated photoreceiver module using a
quantum-dotbased optical semiconductor amplifier and a high-speed PIN photodetector for high-
baud-rate opticalfiber communications. A high responsivity of 25 A/W and a high sensitivity of
—20.5dBm were achieved.

1. INTRODUCTION

With the data traffic carried over optical-fiber communication systems increasing every year, ad-
vanced modulation formats such as QPSK, 16QAM, and advanced parallel transmission technology
such as space-division multiplexing are now implemented at baud rates of 25-30 Gbps [1]. Higher-
baud-rate optical transmission is very attractive to improve the data rate capacity in long-reach to
short-reach communications. Opto-electronic devices are a bottleneck for achieving high-frequency-
response performance. For example, in photoreceivers using a transimpedance amplifier (TTA), the
3-dB bandwidth is limited by the TIA’s bandwidth of 30 GHz [2]. Using an optical amplifier in
place of an electric amplifier (TIA) makes high-baud-rate communication possible because of its
wide frequency bandwidth. Very few compact photoreceiver modules operating at high baud rates
have been reported. In this report, we present a compact photoreceiver module integrated with
a PIN photodiode (PD) and 1.5-um quantum dot (QD)Vbased semiconductor optical amplifier
(SOA).

For QD emission devices such as QD lasers and QD SOAs, a low threshold current, temperature
stability, high modulation bandwidth, low chirp, and a fast response is expected. This is because a
QD is confined in all three dimensions [3]. We fabricated broad-area laser diodes comprising a 30-
layer stacked InAs QD by using strain compensation. They had a high characteristic temperature
(Tp) of 113K at room temperature [4]. The devices exhibited ground-state lasing at 1529 nm.
Because high-speed photo-emission carriers in the ground state are confined to a tiny quantum dot
structure, a higher frequency response can be also be obtained. On the other hand, simulations
using intermediate band models indicate a high conversion efficiency (> 70%) in the QD solar cell
[5]. In addition, we report results for the basic optical properties (large absorption coefficient, low
dark current, and avalanche multiplication effect) of the high-density QD absorption layer [6]. A
monolithic integrated photoreceiver with a high-density QD active layer in an SOA, and a PD is
the ideal device to improve sensitivity at higher baud rates. We designed and investigated the basic
properties of a hybrid integrated photoreceiver with a QD-SOA as the first stage.

2. FABRICATION

Highly dense InAs QDs were fabricated using the conventional solid-source molecular beam epitaxy
(MBE) technique. The stacked QD structures were then fabricated on an N+InP(311)B substrate.
By using the strain compensation technique [7], a 20-layer stack of high-density InAs QD, and
20-nm-thick InGaAlAs spacer layers were grown on a 150nm n* InAlAs buffer layer, where the
InAs QD density was greater than 1.3 x 1012 cm™2. A 2.7-pm ridge waveguide was fixed at an angle
of 6° to the surface, normal to the cleaved facet, in order to reduce the reflection of light. The
cavity length was designed as 2 mm. We obtained the following optical characteristics: an amplified
spontaneous emission (ASE) wavelength in the range 1480-1580nm, a full width half maximum
(FWHM) of 40 nm in the ASE peak, and a high gain greater than 20dB [8].

We report the possibility of using an InAs QD absorption layer for high-speed PDs, which ex-
hibits a high absorption coefficient, low dark current, and avalanche multiplication effect. However,
a large coupling loss between the QD-SOA and the waveguide QD-PD is expected because the
photoreceiver module used in this experiment was designed using microlens coupling in free-space
optics. To overcome this, a back-illuminated InGaAs-based PIN-PD with a large photodetective
area (diameter: 10 um) was designed. To obtain a larger 3-dB bandwidth and a high responsivity,
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an optimum InGaAs absorption layer thickness was employed in the PIN structure. The measured
responsivity and the 3-dB bandwidth using wafer testing were as high as 0.4 A/W at 1550 nm and
60 GHz, respectively.

Lens
OPT(in) | QD- PIN- RF(out)
Tl S e oy

Figure 1: 60-GHz hybrid integrated photoreceiver with a QD-SOA (left part), and the schematic diagram
for the module structure (right part).

A high-speed butterfly package for a hybrid integrated photoreceiver was carefully designed for
achieving a low insertion loss of 0.5dB and a low return loss of 10dB at 65 GHz, using electro-
magnetic simulations. All optical components (PD, SOA, Thermo Electric Cooler, 4 lenses, filter
and other parts) were implemented in a compact package (W : 18 mm x D : 29mm x H : 9mm).
Then, each device was optically coupled using free-space optics. The emitted light from the QD-
SOA was filtered by a 1530- nm optical band-pass filter and focused on a 5-um spot with a PD.
The operational temperature was controlled at 20-40°C (see Fig. 1).

3. RESULTS AND DISCUSSION

For the photoreceiver, the PD’s DC responsivity at 1532 nm was measured with a QD-SOA driving
current of 200mA and an optical input power of —20 dBm. The output power from the QD-SOA was
measured with a micro-optics apparatus. Although, a responsivity of 0.4 A/W was expected during
wafer testing, a 20% variation (0.32-0.4 A/W) was seen in the photoreceiver. It was caused by an
optical mismatch between the designed photodetective area (diameter: 10 pum) and the incident
beam spot size (diameter: 5um). Fig. 2 shows the photoreceiver’s responsivity dependence on the
SOA driving currents in the range 0400 mA. At 400 mA, a high responsivity of 14-25 A/W without
saturation in the curve was observed. It was different from the expected responsivity of 40 A/W
(PD responsivity: 0.4 A/W, SOA gain: 20dB) because of the characteristics variation in the SOA
wafer. The peak ASE wavelength in the implemented SOA die was 1500 nm, which exhibited a
blue shift of 32nm from the averaged ASE peak wavelength in the wafer. Comparing the optical
gain at 1500 nm with that at 1532 nm, the gain at 1532 nm would be as small as 4.5dB.
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Figure 2: PD responsivity of the photoreceiver Figure 3: Frequency response for photoreceiver
module vs. the QD-SOA driving current. module for a QD-SOA driving current of 200 mA.

Next, the frequency response of the PD at a reverse bias voltage of —2V was measured for the
photoreceiver modules with a QD-SOA by a Lightwave Component Analyzer (LCA). By applying
a driving current of 200mA to the QD-SOA at a wavelength of 1532nm, the 3-dB bandwidth
(fsap) of 62 GHz was obtained, as shown in Fig. 3. Note that a photoreceiver without a QD-SOA
had the same 3-dB bandwidth under the same testing conditions. The measured f3qp are in good
agreement with the calculated f3qg of 56 GHz, which was estimated from the CR time constant
and the carrier drifting time in the depletion layer.

A bit error rate (BER) test was carried out to study the optical noise affection in QD-SOA.
It is well known that the quality factor (Q) or the signal-to-noise ratio (SNR) is proportional to
the BER as described in Equations (1) and (2). We investigated the BER at 10 Gbps (NRZ
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format, PRBS = 23! — 1). When a large ASE noise was generated in the QD-SOA, a curving BER
characteristic with noise floor was expected. Fig. 4 shows the BER characteristics with driving
currents of 200 mA, 300mA, and 400 mA in the QD-SOA. For a BER = 1 x 10~ '2, sensitivities of
—13.5dBm, —17dBm, —20.5dBm were observed, respectively. The sensitivity of —20.5dBm at a
driving current of 400 mA is useful for a commercially available 10-Gbps ROSA (—18dBm). By
tuning the wavelength range in the QD-SOA to the ASE peak, the sensitivity of 4.5dB can be
improved. (—25dBm)

BER = 1/2 x erfc(Q/v2) (1)
SNR = 4Q? (2)
400mA 300mA 200mA | ‘
Y
A
& DR

0 -28 26 24 -2 20 -18 -16 -14 -12 -10 -8 -6 ! : ! [ ‘
Power {dBm}) z : L L :

Figure 4: BER curve at 10 Gbps (NRZ) at various  Figure 5: Eye diagram at 50 Gbps, optical input
QD-SOA driving currents. power of —7dBm, SOA driving current of 290 mA.
(Time: 10 psec/div).

The photoreceiver, which consists of a 60-GHz PIN-PD and a wide frequency bandwidth QD-
SOA, can be expected to work well under high-baud-rate conditions (> 60 Gbps). To test the
high-baud-rate performance, an eye diagram test at a maximum baud rate of 50 Gbps (NRZ) was
conducted with optical input power ranging from —20 dBm to +0dBm. In Fig.5, the eye diagram at
an input power of —7dBm is shown. High quality eye diagrams with clear eye opening were found
in range from 10 Gbps to 50 Gbps. In results, we strongly suppose that the BER performance with
high sensitivity could be obtained up to 50 Gbps. The results suggest that the hybrid photoreceiver
is a good candidate for higher-baud-rate opticalfiber communications. Furthermore, it would not
be difficult to make a monolithic integration of the QD using the SOA and PD.

4. CONCLUSION

We have a developed 60-GHz hybrid integrated photoreceiver, which consists of a 1.5-um QD-SOA
and a high-speed PIN-PD. A maximum responsivity of 25 A/W at a QD-SOA driving current
of 400mA and a 3-dB bandwidth of 62 GHz was achieved. A high sensitivity of —20.5dBm was
obtained through a BER test at 10 Gbps, and a clear eye diagram at 50 Gbps was also obtained. We
believe that this design is well suited for high-baud-rate optical-fiber communications. A monolithic
integrated device combining the QD-SOA and QD-PD will show higher responsivity. Further, the
photoreciever can be used for radio over fiber communications.
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Abstract— We present a novel type of the surface plasmon resonance (SPR) sensor based on
the magnetophotonic plasmonic heterostructure and show that utilization of specially designed
1D photonic crystals (PC) along with the magnetic layers (ML) significantly enhances the quality
factor and magnitude of the optical and magnetooptical resonances and therefore allows for a
several orders of magnitude increase of the SPR-sensor sensitivity.

1. INTRODUCTION

The surface plasmon resonance (SPR)-sensors are one of the most efficient optical sensors available
nowadays. Their operation concept is based on the significant variation of the resonant conditions
of the surface plasmon polariton (SPP) under the impact of the small variations of the surrounding
medium [1,2]. Such approach allows for a ultra-high sensor sensitivity to the refractive index varia-
tions and the selectivity of the sensor is achieved via the special coatings of the plasmonic layers (e.g.,
antibodies for antigen detection) that attracts the molecules or cells of the certain type. Therefore
SPR-sensors are an efficient tool for a wide range of biological, medical and chemical applications
among which are detection of chemical and biological compounds, investigation of biomolecular
interactions, medical diagnostics pharmacological treatment, monitoring of environment and food
control [2].

Lowering the detection threshold of the corresponding substances via the SPR-sensor sensitivity
improvement is an important problem of further SPR-sensor development. One of the ways to
increase the SPR-sensor sensitivity nearly by an order of magnitude is the utilization of the magnetic
layers in the plasmonic structures and tracking of the magnetooptical (transversal magnetooptical
Kerr effect (TMOKE), namely) resonance instead of the reflection one [3,4]. TMOKE has sharper
resonance and its magnitude is enhanced compared to the case of the isolated magnetic interface
since the excitation of the surface waves leads to the increase of the effects associated with gyrotropic
properties of the media [5-8].

The quality factor of the plasmonic or magnetoplasmonic resonance is determined by the damp-
ing of the SPP waves excited at the interface. For this reason the magnetic metals (e.g., cobalt,
nickel or iron) that have high optical losses are usually used in a combination with the noble ones
(such as gold) in the plasmonic structure [3,4,9]. If the sensor plasmonic structures are designed to
support long-range propagating SPP modes [10-12] the sensitivity is enhanced due to the increase
of the optical resonance quality factor. However, usually the refractive index of the analytes (gases
or liquids) is smaller than the refractive index of the dielectric layers on which plasmonic structure
is deposited on. This makes the structure asymmetric and prohibits the long-range propagating
modes existence. At the same time, 1D photonic crystal (1D PC) can be designed to have almost
any predetermined effective refractive index and therefore the structure 1D PC-metal-analyte can
support long-range SPP modes [12]. It should be pointed out that besides the ultralong-range mode
excitation PC is responsible for the enhancement of the MO effects [13].

We propose to use an original magnetophotonic plasmonic heterostructure for the significant
enhancement of the SPR-sensor sensitivity. It contains the 1D photonic crystal (PC) for the
support of the ultralong-range propagating modes tuned to have the same effective refractive index
as analyte. The plasmonic layer contains the magnetic metal film that causes the magnetooptical
effects and the layer of the noble metal that prevents the film oxidation.

2. MAGNETOPHOTONIC PLASMONIC HETEROSTRUCTURE FOR SENSING
APPLICATIONS

An original magnetophotonic plasmonic heterostructure that is very sensitive to the environmental
refractive index changes is proposed to be used in SPR-sensor. The structure is designed to have a
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resonance at the wavelength of Agpr = 780 nm and to perform sensing of the gas refractive indexes
as analytes (ng ~ 1). Let us discuss the basic compounds of the structure.

The laser radiation is transformed into the SPP wave via the glass prism made of BK-7 glass.
At the operating wavelength it has the refractive index n,, = 1.513 that correspond to the total
internal reflection angle of O7;r = 41.39 for the BK-7/air interface.

1D photonic crystal is used for the ultralong-range SPP mode excitation. We use a SiO2/Taz0s5
layered structure (ngio, = 1.455, nra,0, = 2.071) which layer widths and number of layers are
tuned to maximize the SPP propagation distance according to the impedance method described
in [14]. Our analysis shows that the optimal layer widths are lgio, = 164 nm and I1,,0, = 119.4nm,
and the optimal number of layer pairs is 16. Such PC parameters correspond to the bandgap center
at the operating wavelength near angle corresponding to the surface plasmon resonance:

Taz0 Sio 1
N'Ta, 05 Tay 05 COS (HS%RS) + nsi0,Isio, cos (95113123) = §>\SPR7 (1)

where 939 pr is the SPR incidence angle in the corresponding layer of the PC. The numerical simu-
lations show that the quality factor of the SPR resonance is increased if the PC is accompanied by
the defect layer of TasO5 deposited on the PC structure. Optimal width of the defect TaxOs5 layer
is 108 nm.

The PC is coated with a cobalt film. On the one hand, this film provides the magnetooptical
response of the structure. The saturation magnetic field for this film is as low as 7mT so that very
compact electromagnets can be used for remagnetizization of the structure. Application of a very
moderate magnetic field of 10-15mT causes the magnetooptical response of the structure with the
gyration constant of about g = —0.8 —0.7:. The magnetic field is applied in a transversal geometry
in order to observe the transversal magnetooptical Kerr effect (TMOKE). On the other hand, Co
has very high optical losses: the imaginary part of its permittivity is about 3 times larger than the
real part ec, = —9.2 4 33.0¢. In order to get the quality factor of the whole heterostructure as high
as possible we use a thin Co film of 8 nm thickness in a combination with a gold film deposited on
the top of the Co layer.

The imaginary part of the gold permittivity is rather small for this wavelength € 4, = —24.141.7¢
so the losses of the SPP wave excited in plasmonic structure are rather small. The width of Au
layer is chosen 20 nm in order to protect Co layer from oxidation. At the same time, Au is a noble
metal and has rather good environmental stability. The schematic representation of the considered
magnetophotonic plasmonic heterostructure is shown in Fig. 1.

PC: 16 pairs
PR Ta,05 119.4 nm
Si0, 164 nm

defect Ta,Oy layer 108 nm

analvte

Figure 1: The magnetophotonic plasmonic heterostructure for the SPR-sensor.

The resonance associated with the SPP excitation in this structure is clearly seen in the absorp-
tion spectra for TM-polarized radiation (Fig. 2(a)). Due to the excitation of the ulralong-range
propagating SPP waves the resonance is extremely narrow and has the spectral width of 4nm and
angular width of 0.08°. The minimal value of the reflection coefficient is 6%.

The magnetization of Co layer affects the SPP in a non-reciprocal way: the propagation constant
acquires linear on gyration coefficient addition that has opposite sign for the opposite SPP propa-
gation directions, or, which is the same, for the opposite direction of the magnetic field. This is the
origin of the TMOKE ¢§ which reveals in a difference between the structure reflection coefficients
R; for the two opposite magnetization directions:

5 = gL+ = Bn—
Ry + Ry—

(2)
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Figure 2: (a) The absorption and (b) TMOKE spectra of the magnetophotonic plasmonic heterostructure
of the SPR-sensor.

The TMOKE spectra of the sensor structure is depicted in Fig. 2(b). It is clearly seen that
TMOKE resonance is narrower than the reflection (absorption) one and have the spectral width
1.5nm and angular width 0.03°. The excitation of the SPP wave rises its absolute value up to
§ =10%.

3. SENSITIVITY OF THE SPR-SENSOR BASED ON THE MAGNETOPHOTONIC
PLASMONIC HETEROSTRUCTURE

The sensitivity of the sensor S can be determined as a derivative of the experimentally measured
value A with respect to the refractive index of the sensor environment (analyte):

04

S = e (3)

The threshold variation of the refractive index that can be measured with the sensor equals to
Anmin = Amin/57 (4)

where A, is the minimal detectable variation of the A value. There are two basic schemes of
the refractive index variation measurement with the SPR-sensor of conventional or magnetooptical
type.

The first scheme is to use a convergent light beam of the monochromatic laser radiation focused
on a metal surface and an array detector (CCD matrix, for example). The angular components of
the beam that corresponds to the near-SPR angle 8gpp are significantly absorbed while the others
are reflected so that the variation of the 8gpr due to the environmental changes are seen as the
shift of position of the minimal reflection intensity. Using the same scheme the shift of the TMOKE
resonance position can be tracked. Notice that although the shift of the TMOKE is determined by
the shift of the SPP resonance and thus has absolutely the same value it is usually much easier to
measure the gppr by magnetooptical measurement. The first reason for this is that the TMOKE
resonance, as it is shown above, is much narrower than the SPR. Secondly, § changes its sign near
the SPR so that the shift of the point § = 0 can be measured more precisely than the shift of the
minima of the reflection spectra. The sensing process is illustrated in Fig. 3(a).

100 n=1+3e-4 P 4
A n
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20F -
-
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Figure 3: (a) Reflection and TMOKE spectra for two different analyte refractive indices. (b) The linear shift
of Ospg for different refractive indices of analytes.
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Figure 4: The variation of the structure reflectivity and TMOKE for different analyte refractive indices and
the fixed measurement angle.

The numerical estimations predict the sensitivity S = 44°/RIU (per refractive index unit).
Taking the typical resolution of of f5pr measurement as 5 - 107% (see, for example, [3,12]) we
obtain the threshold Any, = 1077.

Analogous measurements can be performed with a polychromatic light source (jhalogeny lamp,
for example) and spectrometer. Instead of the fspr shift the wavelength corresponding to the
SPR Agppr changes under the environmental variations. The numerical estimations predict the
sensitivity of the proposed sensor S = 1800nm/RIU. Using a tunable laser with one can achieve
0.01 nm accuracy in spectral resolution and Anpy, = 5 - 1076,

The second scheme implies the usage of the collimated monochromatic light beam and the
measurement with the photodetector of the reflection or TMOKE variation for the fixed operating
angle and wavelength corresponding to the SPR of the reference analyte.

The sensitivity of the SPR-sensor in such scheme depends not only on the shift of the SPR
position but also on the value of the measured value (reflectivity or TMOKE) gradient. The
enhancement of the magnetooptical effects results in the increase of the sensitivity of the magne-
tooptical SPR-sensor compared to the conventional one since the TMOKE effect cam be measured
with the higher precision. Fig. 4 illustrates the sensing process.

4. CONCLUSION

A novel type of the surface plasmon resonance (SPR) sensor based on the magnetophotonic plas-
monic heterostructure was presented. The feature of this sensor is the simultaneous utilization
of the magnetic layers in order to get the magnetooptical response and the specially designed 1D
photonic crystals (PC) that significantly enhances the quality factor and magnitude of the optical
and magnetooptical resonances. The resulting sensor is shown to have the ultra-high sensitivity
compared to the conventional sensors.
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A Simulation Based Distributed MIMO Network Optimisation
Using Channel Map

J. Weng, J. M. Rigelsford, and J. Zhang
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Abstract— Channel map is an essential tool in network planning and optimisation. In this
work, we present an example of MIMO channel map for distributed MIMO network optimisation.
Based on the simulation of MIMO channel map, we optimise the MIMO channel capacity and
the bit error rate. The results demonstrate that the effectiveness of the MIMO channel map in
network optimisation.

1. INTRODUCTION

With the increasing demand for higher data rate communications, wireless network operators are
facing the challenge of providing high quality network services. Network planning plays a key role in
meeting the ever increasing demand for high data rate networks. The purpose of network planning
is to deploy the network nodes in optimal locations to provide guaranteed quality of network service.
The network nodes location planning relies on the channel information map which gives channel
information over the physical location on a map.

A lot of research work has been focused on finding the optimal base station locations to achieve
the optimal network performance. To achieve the target of optimal base station deployment, a
signal coverage map over the deployment space is essential. Various candidate locations in the map
are compared and the optimal one is chosen. Such a coverage map is widely used in the network
planning practice. To accurately predict the channel information requires significant amount of
computation and resources, hence computer-based simulation tools such as the WiSE tools by
Bell Labs [1] was specially designed for planning indoor networks. The method of building such
channel maps is mainly based on two deterministic channel modelling methods: finite-difference
time-domain (FDTD) related models and ray based models. The work in [2] first used the name
of channel map and proposed a ray tracing method for building the channel map. The work [3]
proposed a computationally efficient numerical method for building the channel map. A complete
review of the channel modelling in HetNet can be found in [4]. The channel map has long been
widely used as an essential tool in network design. However, it still lacks a rigorous mathematical
formulation thereby limiting the further application of the channel map as an essential tool in
network planning, especially for MIMO network planning.

With the application of advanced wireless transmission techniques, such as MIMO, the network
performance is largely improved [4]. Meanwhile, to plan networks equipped with these advanced
techniques is challenging, especially due to a lack of rigorous formulation for the channel map. This
limits the application and functionality of the channel map as a tool in advanced network planning,
such as MIMO network planning. The purpose of the paper is to demonstrate the MIMO channel
map tools for advanced MIMO network planning and optimisation.

2. AN INDOOR MIMO CHANNEL MAP

In this section, we give an example of the MIMO channel map to demonstrate its application
in distributed MIMO systems. We build a distributed 2 x 2 MIMO channel map for a typical
indoor network deployment scenario. The simulation tool for single channel map construction is
the computer simulation tool presented in [3].

The simulation scenario is a typical office environment. The oor map is shown in Figure 1. The
environment comprises walls, doors, windows and ceilings. The frequency is set to be 2.4 GHz. The
bandwidth is set to be 15kHz as one single carrier bandwidth in the long term evolution (LTE)
networks. We deploy a 2 x 2 distributed MIMO system in the environment.

For the purpose of demonstration, we only choose one set of locations to deploy the 2 distributed
transmitter antennas. The transmitter locations are marked in Figure 1. The simulated channel
amplitude maps and channel phase maps are shown in Figure 2 and Figure 3, respectively.

Although distributed receiver antennas are still rare in mobile terminals, it is a potential tech-
nique for high data rate backhaul connection. It also has the potential to be implemented in a
form of cooperative networks. We first construct the channel map vector. The channel amplitude
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Figure 2: Channel amplitude map vector. Figure 3: Channel phase map vector.

map vector generated by the simulation tool with transmitters at 2 locations is shown in Figure 2.
The channel phase map vector is shown in Figure 3. We arrange the 4 channel maps to a form of
channel vector.

The total number of location points in the map is 988320. The number of the total potential
location vectors is 0388320 ~ 4.8839 x 10!, It costs high computational resource to search the
whole possible combinations of the receiver locations. We sample the 988320 receiver locations to
choose 2000 locations as the candidate locations. Thus, the search space reduces Csyn, = 1999000.
We generate the complete set of the receiver location vector according to the combination of the
location set. Each element in the set is then applied to the channel map vector to identify the
channel value as:

l l
mw) = |0 A W

3. CHANNEL CAPACITY OPTIMISATION

In this part, we optimise the network performance by choosing the receiver locations which achieves
the maximum channel capacity.

We look up the channel matrix values in the channel map corresponding to all the receiver
location vectors. The result is a table mapping from the receiver location vector to the corresponding
channel matrix. In this case, the SNR at the transmitter is fixed and we then adopt the the capacity
formula to calculate the capacity:

C =logy det(I + snrHH™) (2)

where H* is the complex conjugate of the matrix H and snr is the signal-to-noise-ratio at the
transmitter.

The cumulative distribution function (CDF) of the resulting channel capacity is shown in Fig-
ure 4. The probability density function (pdf) of the capacity is shown in Figure 5. The statistics
of the resulting capacity values are summarised in Table 1. The mean value of the capacity is
31.5006 bits/s/Hz and the maximum value is 86.4459 bits/s/Hz. The optimal receiver antenna
locations that achieve the maximum capacity are indicated in Figure 6.
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Table 1: Statistics of the capacity values. Table 2: Statistics of the error rate.
Maximum | Minimum | Mean |Median star.lda}rd Maximum | Minimum | Mean | Median Star}da.rd
deviation Deviation
86.4459 0.0144 |31.5006 |30.2073 | 11.5412 0.5161 0.0261 |0.4906 | 0.4984 0.0321

The gain of optimally designed receiver location over a random choice of receiver locations is
significant in this case. We can see that the majority of the receiver locations supports a capacity
near the mean value of from 20 to 40 bits/s/Hz range. The optimal capacity value offers a nearly
3 times gain from these mostly likely receiver locations by random choice. This shows that the
a significant capacity gain can be achieved by carefully choosing the locations of the distributed
antennas.

4. ERROR RATE OPTIMISATION

By using the channel map generated for the distributed MIMO system, we also study the impact
of receiver locations on error rate performance. We adopt the Alamouti block space time code to
be used in the distributed MIMO system in our simulation. The SNR at the transmitter is set
to be 10dB. We simulate the MIMO system using all the candidate channels from the candidate
receiver locations. The CDF and the PDF of the error rates at all the candidate locations are given
in Figure 7 and Figure 8, respectively.

The statistics of the error rate are given in Table 2. We see that by choosing the optimal
locations of the receiver locations we can achieve the optimal error rate 0.0261 while the mean
error rate is about 0.5, which is due to poor channel condition. The receiver antenna locations
achieving this optimal error rate are indicated in Figure 9. This result shows that we can achieve
good error rate performance even the the majority of the signal coverage is poor, by choosing the
optimal receiver locations.
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5. CONCLUSION

In this paper, we give a MIMO channel map tool in network planning. Following the formulation
we propose a method for constructing MIMO channel maps using existing single antenna channel
map tools. The MIMO channel map extends the conventional single antenna channel map tools
to advanced MIMO network planning scenarios. A numerical example is given to demonstrate the
construction and application of the channel maps in MIMO network planning. The results show
that the MIMO channel maps are an effective tool in MIMO network planning. Significant gains in
both spectral efficiency and error rate performance are achievable by using the channel map tool
to carefully plan the locations of the MIMO antennas.
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Abstract— Radio frequency range between 3-30 MHz is called high frequency or shortwave
radio. For a long time, the high frequency band has been considered as the most important
means for communications over long distance. The advent of new technologies, such as satellite
and terrestrial communications, made the high frequency systems obsolete. Despite that, a new
interest for these systems is growing due to the need of having a relatively cheap and simple system
for data and voice exchange, which could be a real alternative to existing system in case of their
failure. This paper aims to present an effective and flexible HF digital transceiver demonstrator
based on the software defined radio paradigma. The purpose of this demonstrator is to maintain
the “essential” information among the authorities in case of the failure of both satellite and
Internet communications for critical scenarios (e.g., terroristic attacks, natural disasters).

1. INTRODUCTION

The High Frequency (HF) band lies within 3-30 MHz. This part of the electromagnetic spectrum
provides several propagation modes such as ground wave, surface wave and sky-wave, which permit
long haul communications. The HF communications have been used for many years. Throughout
the 1960 and 1970, HF sky-wave systems were the core of the long distance communications. With
the inception of the satellite communications in the late 1960, the HF systems were relegated to
a back-up role. Indeed, the satellites represent a flexible solution for broadcasting and mobile
applications; moreover they allow a provision of service to remote or undeveloped areas. Despite
these advantages, the interest of the HF systems was increasing because of their ability to perform
long distance connections without the need of using channel infrastructures such as repeaters or
radio link, but simply using the ionospheric propagation. Therefore, despite a HF connection
is characterized by a low data rate transmission, the absence of the support structures for the
link establishment makes these systems much more reliable and robust respect to other systems.
Indeed, both satellite and terrestrial communications are very weak to electronic attacks and to
destruction events. These features make HF systems suitable to protect those infrastructures which
are essential for the health, security and economic asset of the citizens as well as for the effective
functioning of governments in European Union (EU) countries [1]. In this context, we propose a HF
sky-wave technological demonstrator which exploits ionospheric propagation to exchange sensitive
information among the European Critical Infrastructures (ECIs) when the Internet connection fails
as the critical events occur. The consolidated technology in HF band enables the use of COTS and
reliable hardware and software solutions for the realization of the demonstrator.

2. SYSTEM ARCHITECTURE

The system is realized via a hybrid technology (Figure 1), which combines techniques of Software
Defined Radio (SDR) and analogue/digital components. The Band Pass Fiter (BPF), the Low
Noise Amplifier (LNA) and the transmitting Power Amplifier (HPA) are implemented in analogue
domain while the Analogue to Digital Down Conversion (ADC), the Digital Down Conversion
(DDC), the Low Pass Filter (LPF) and data rate conversion, which is decimation, are carried out
in the digital domain. A host personal computer (PC) manages and coordinates each operative
stage as devices control and signal processing. Specifically it is devoted to perform the following
tasks:

1. Universal Software Radio Peripheral (USRPs) control by using a Gigabit Ethernet interface.
2. Generation, modulation and demodulation of the transmitted/received signal;
3. Data acquisition and data reconstruction.

The Laboratory Virtual Instrumentation Engineering Workbench (LabVIEW) [2] programming
language has been used for the realization of the HF demonstrator. This decision lies in the ability
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of this language to have user-friendly interfaces (called front panel) and to perform some tasks like
acquisition, analysis, display, data storing and instruments control. Moreover, an extensive support
for accessing instrumentation hardware, the presence of a large number of libraries, the possibility
of code reuse without modifications and the possibility of creating stand-alone executable, make
LabVIEW particularly suitable for a practical implementation of the HF demonstrator. It is im-
portant to underline that, the USRP plays a key role for both functioning and reconfiguration of
the HF demonstrator. Indeed, the USRP is a software reconfigurable hardware and this feature
together with a host PC, makes this choice an ideal solution for performing any kinds of RF band
pass signal processing. Finally, referring to Figure 1, it is worth noting the presence of a LNA,
which is a key component for the reduction of the noise at receiver. It is placed at front-end of
the radio receiver in order to amplify very weak signal minimizing the injection of additive noise.
For these reasons the LNA should have a high gain and a low Noise Figure (NF). The Mini Cir-
cuits ZFL-1000LN+[3]-Figure 2 characterized by an operative bandwidth which ranges between
0.1 MHz and 1000 MHz, 2.9dB of Noise Figure and a 20dB of gain, represents a good solution for
the realization of the receiver chain in the HF band. The High Power Amplifier at transmitter is
responsible for the amplification of the transmitted signal; the transmission gain should guarantee
a sufficient Signal to Noise Ratio (SNR) at receiver. Moreover, it should be as linear as possible
in the operative bandwidth, in order to minimize amplitude fluctuations [4]. Among all the HPA
models, the BT00500-ALPHA-S-CW [5]-Figure 2 manufactured by Tomco Technologies is one the
most suitable for our purposes. This amplifier is solid state technology throughout designed for
amplifying continuous waves between 3 MHZ and 30 MHz with a peak power of 500 W. BPF at
receiver is designed in order to reject out-of-band noise. A Global Position System (GPS) and a
stable 10 MHz clock source can be used to synchronize the USRPs in the transmitter and receiver
chains. This is essential in a HF real scenario where the transmitter and the receiver stations are
located far from each other. Indeed, sky-wave links are typically used for long circuits which range
from about 160 km up to 12000 km [6].

Data | | 1-30MHZ
> USRP | Fier éﬂ

Reconfigurable
— NMEA Hardware

PPS Ref. ==
| High Power Amplifier |J§
4l GPS and 10MHz Osc. > = 63dB Gain %
Tx Trigger ,_

Figure 1: System architecture.

| e

Figure 2: LNA (ZFL-1000LN+ model) and HPA (BT00500-ALPHA-S series).

3. LABORATORY TEST EXPERIMENT
The reliability of a HF radio transmissions is dependent on a large number of factors such as [7, 8]:

1. The propagation channel is space-time variable. The propagation behavior depends on the
operating frequency, season, time of day, location and solar activity (identify by the Sun Spot
Number — SSN) [9];

2. The HF spectrum is strongly crowded by communications and broadcasting transmission;
therefore the number of free channels are limited and often available only for a limited time;

3. The strong presence of back-ground noise like atmospheric, cosmic and man-made. Internal
noise is almost negligible [10].

Therefore the characterization and implementation of a HF radio link is a very complex matter.
In a first instance, a simplified simulated scenario has been taken into account. The simulated
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scenario includes the following items:

1. Connection type: point-to-point;
2. Single carrier;
3. Phase-Shift-Keying (PSK) modulation.

NIUSRPN2I) | == — A : NIUSRPN210
Transmitter Receiver
LFTX LFRX

daugh terboard daughterboard

HostPC

Figure 3: Simulation equipment.

Transmitter i
Belasul Recelver

ety e ponda

Figure 4: Transmitter and Receiver user interface.

Two USRP N210 [11] connected with the host PC through a Gigabit Ethernet connection
have been used (Figure 3). The N210 consists of a Xilinx Spartan FPGA, 100 MS/s dual ADC,
400 MS/s dual DAC. These USRPs are equipped with LETX [12] and LFRX [13] daughter-boards
for transmitting and receiving HF signals. Signal processing, modulation/demodulation and USRPs
control are performed by means of labVIEW programming language. The experiment implements
a simple communication system for transmitting a text message making use of PSK modulation.
Specifically, the message to be sent is converted to a bit-stream. After that, this bit-stream is
organized in packets. Each packet consists of useful data and additional bits such as the synch
bits and the guard bits. The synch bits provide a reference for synchronization and data validation
(check the detected packet), while the guard bits protect against the filter effect. The data is then
converted in the analogue domain and the base-band waveform is mixed with the carrier frequency
for being transmitted by the USRP. At receiver the data is continuously acquired by the receiver.
After demodulation, the guard bits are removed and the data bits can then be recovered. The packet
number is used to organize the data in the correct order and allows the receiver to determine when
all packets have been received. At this point the full text can be retrieved. This PSK demonstrator
allows on the fly setting and selection of the main HF communication parameters. This is made
possible by means of the LabVIEW interactive user interfaces (Tx interface and Rx interface —
Figure 4). The following list summaries the main parameters that the user can define:

1. Signal parameters (red boz-left hand of the Figure 4): the signal parameters consist of the RF
carrier frequency (in Hz), the baseband sample rate (S/sec), tha antenna gain (in dB), the
connector name on the front panel device. It is important to underline that at the receiver,
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these parameters must be forced to be equal to those of the transmitter. The same is true for
the modulation parameters (yellow box-Figure 5) and filter parameters (pink box-Figure 5).
These filters are important in order to reduce the amplitude and phase transition of modulated
signal and to reduce the inter-symbol-interference (ISI). It is worth noting that the parameters
should be choosen taking into account external environment, however it could happen that
the used device cannot satisty those specifications. In this case, the USRP sets his parameters
in order to try to satisfy the requirements and to comply its own technical specifications (see
violet box-Figure 4);

Device names (yellow box of the Figure 4): specifies the USRPs IP address;

Packet size (yellow box of the Figure 6): this tab specifies the packet structure together with
the bits number of each field that composes the packet. About the packet structure, the guard
bits protects against the filter edge effect, the synch bits are used for the carrier and clock
recovery and finally the packet number allows to reorder the packet and to detect missing
packets. The length of the useful data is specified by the data field. In order to have a
constant packet size and therefore to make easy the receiver configuration, a fixed number of
the samples are appended at the end of the signal;

Transmitter Receiver
Wb | Bt el | Sy Rbuamees | puctssor | i Duply

Vcheg s
T

Figure 5: Transmitter and Receiver modulation interface.
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Figure 6: Transmitter and Receiver packet interface.

Although the experiment was conducted in a controlled environment, the insertion of a sim-
ulated zero-mean complex additive white Gaussian noise (AWGN), with uniform power spectral
density, allows to reproduce a more realistic environment. This operation returns a signal-plus-
noise waveform with a user specified E; /Ny (pink box-Figure 4), where Ej, is the the energy per bit
and Ny is the noise variance. A number of plots are shown through the user interface, specifically:

1.

Transmitter (green boz-left hand in Figure 4) and receiver (yellow boz-right hand of the Fig-
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ure 4) constellation graph;

2. The spectrum of transmitted base-band complex waveform with and without noise (blue boz-
Figure 5);

3. The resulting message(red boz-right hand of the Figure 4);

4. Time-amplitude behavior of the raw-received signal (blue box-right hand of the Figure 4)

4. CONCLUSION

In this paper the main concepts and results on the design of a demonstrator for HF communica-
tions have been described. The demonstrator is based on USRP N210 and LabVIEW programming
language which guarantee a low cost and an extremely flexible solution suitable for SDR imple-
mentation. A preliminary laboratory test has been performed to validate the functionality of the
system. The experiment has been focused on the PSK modulation. This demonstrator is designed
to allow the main communication parameters to be changed on the fly. The effect of additive Gaus-
sian Noise has been evaluated by using a set of different SNR. The system, equipped with the RF
devices (e.g., antenna, LNA, HPA), could be tested in a real scenario without any modification. It is
worth noting that in a real scenario, the communication parameters should be chosen according to
the ionospheric channel and the external noise level. For this reason, the future developments aim
to realize a fully automated system which integrates operations such as the spectrum management
and the ionosphere monitoring in order to make the system able to adaptively operate in function
of the scenario changes.
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Abstract— A curvilinear stochastic finite-difference time-domain (S-FDTD) methodology is
presented in this paper for the systematic analysis of lightning-induced fields over rough terrains
with statistical uncertainties. The novel 3-D technique stems from a covariant/contravariant
formulation which can profitably handle the variation of specific parameters during a single run.
To achieve further acceleration, graphics processing units (GPUs) with large core densities are
utilized, while a set of realistic setups is addressed for the validation of proposed algorithm.

1. INTRODUCTION

A significant number of engineering problems are directly or implicitly related to the electromagnetic
(EM) fields generated by lightning strikes. This fact has motivated the development of several
schemes for the efficient prediction of such pulses [1-3]. Also, the presence of various uncertainties
and especially rough surface/terrain statistical fluctuations, renders these applications an even more
challenging area of research [4-6]. To this aim, the multiple-run Monte-Carlo (MC) approach [7]
has been a suitable, yet computationally expensive, candidate, while the stochastic finite-difference
time-domain (S-FDTD) algorithm [8,9] and the FDTD-polynomial chaos expansion (FDTD-PCE)
technique [10] have been presented as effective alternatives for material and geometric tolerances.

In this paper, a computational framework based on the 3-D FDTD method is presented for
uncertainties inherent in certain aspects of lightning-related problems. In particular, the effects that
non-flat terrains (altitude varies with respect to the horizontal plane) have on lightning-induced
fields are thoroughly investigated. The realistic geometric features are realized via a random rough
surface algorithm, where a length-correlation parameter is introduced as an indicator of terrain
roughness. To statistically resolve the problem, we first employ the MC technique as a means to
extract the stochastic parameters of EM fields. Next, we develop a geometric adaptation of the S-
FDTD method along with a modified convolutional perfectly matched layer (CPML), founded on a
covariant /contravariant concept, where the statistical variation of suitable curvilinear parameters is
considered. Moreover, for the substantial reduction of simulation times, the power of contemporary
graphics processing units (GPUs) and optimized parallel programming is exploited. Numerical
results from diverse real-world applications reveal the efficiency of the featured technique.

2. DERIVATION OF 3-D GENERALIZED S-FDTD SCHEMES

Assume an arbitrary coordinate system and its gpq (p,¢ = 1, 2, 3) metrics, where vectors can be
decomposed via the covariant uy, ugz, ug or the contravariant u!, u?, u® base [11]. In this way,
electric E and magnetic H field intensities may be analyzed into covariant (e1, e, e3), (h1, ho, h3)

or contravariant (e!, €2, %), (h', h?, h®) components, respectively. Starting with the FDTD ex-

pressions, we apply operator K (mean value M or variance o2) to derive the new update equations.
For instance, the covariant e; electric and the contravariant A3 magnetic component are written as
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where g is the Jacobian determinant and Awu, the spatial step along the covariant wu, direc-
tion. Coefficients Da|i+%7j7k = (251‘+§,j,k—5i+§,j,kAt>/(25i+§,j,k + 5i+%7j7kAt) and Db‘i+§,j,k =
2At/(2e;41 j i + 0ip1 ; xAt) contain all media parameters, while ¢ are the covariant CPML com-

ponents [12].

Generally, a stochastic variable can be any of the g,, elements of the Jacobian matrix in (1)
and (2). However, our interest focuses exclusively on a small stretch on the z axis, along a few cells
vertical to the ground surface. So, we introduce a single stochastic variable affecting only two of the
metric variables, i.e., g3z and ,/g. The next step is to reduce M and o2 to the individual variables
of both parts. To this goal, we use the Delta method [13], which applies a Taylor series expansion
on each side of (1) and (2). Thus, selecting up to first-order approximations [8], the mean value

and variance of an f(z1,x9,...,zy,) function with multiple random variables x1, xo, ..., z,, are
M{f(xlyx%"'axn)} ~ f(mﬂflﬂmlzﬂ" mxn)’ (3)
of of
2 L _
LR B o RUCTL ST
=1 j=1
where m = mg,, mg,, ..., m,, are the mean values of x1, xa, ..., x,. We may notice that the mean

value calculation reduces to the regular FDTD one, by replacing each random variable with its
mean value. In contrast, to calculate the variance, we must set I = ¢ and then take into account
the o2{x1 £ 2} = 0?{w1} +0%{x2} £2Cov{xy, x5} relation for all added terms in (1) and (2), after
the application of (4), with Cov{z1, 22} = ps, z,0{z1}0{z2} the covariance of random variables z1,
x9. Observe that p is an indicator of the stochastic dependence between metric variables and EM
fields. Nonetheless, having only a single independent stochastic variable (i.e., the vertical stretch)
and considering small perturbations for an almost linear relationship, we may safely set p = 1. In
this context, the standard deviation of the contravariant e!' electric component is given by
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with analogous equations formed for the other EM quantities. It is stressed that the incorporation of
the above geometric uncertainties does not influence the discretization procedure of our algorithm,
hence permitting the consistent manipulation of more arbitrary geometries.

3. ACCELARATION VIA GPU AND CUDA PROGRAMMING

The proposed algorithm has been developed via the CUDA 6.0 (compute unified device architecture)
programming platform to exploit the capabilities of modern multiprocessor GPUs. This choice is
additionally favored by the parallelization potential of the FDTD method [14, 15]. The nature of the
technique allows the fully independent execution of update equations at each point in the domain
at a single time-step. Based on this remark, we assign each point of our computational space to
the various independent execution flows of the hardware, in an attempt to achieve the maximum
performance through a thorough optimization process. In the CUDA programming environment,
independent processes (threads) are arranged in an algorithmic 3-D “grid”. Such a structure
provides these threads with unique coordinates, hence allowing the manipulation of the actual space
coordinates in the domain. To accomplish this objective, we assign specific memory addresses from
our 3-D matrix (i.e., the EM field space) to specific thread coordinates, for the entire simulation
space, and simultaneously connect nearby memory addresses with equally adjacent threads.
Several optimization strategies have been hitherto employed to offer a better performance. For
a high degree of parallelization, the kernels have been optimized in terms of the block size. A
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grouping of 32 x 16 threads-per-block guarantees very good performance, with a measured difference
of over 20% in simulation time, compared to other block-size options. In the simple case of fully
orthogonal grids for the update of each field, such a task seems sufficient. However, we have found
that a multi-kernel implementation is more beneficial for our S-FDTD algorithm. To calculate
fields in the absorbing layers, 2 groups of kernels are introduced. Each one comprises 12 extra
CPML kernels and is initiated after the execution of the corresponding main ones. This structure
is the result of our pursuit for optimal performance, which determined that each kernel should be
responsible for one boundary layer as well as for a specific component of the EM field. Specifically,
the update process within each of the domain’s 6 sides requires 4 different kernels (2 for electric
and 2 for magnetic components) in order for the necessary additional calculations (due to the extra
CPML terms) to be completed. Also, to increase parallelization, we use streams since they allow
kernels to be executed concurrently. Thanks to them, we have been able to partially achieve the
simultaneous execution of the main and the CPML kernels. The increase in performance reaches
up to 30%, however this usually declines as the number of cells in the FDTD grid rises.

Finally, various types of memories available in the hardware have been utilized, including the
global memory for the storage of the main field components and CPML variables, along with
the constant memory for storing the constants used in each simulation. Parameter matrices are
also loaded to global memory, yet mapped to a surface reference, exploiting the texture memory.
Attention has been drawn to the proper matrix alignment in memory, which ensures that adjacent
threads in the kernels access similarly-placed elements from memory. Only when the prior action
takes place, then transfers of 32 elements from global memory (in the case of floats) are performed
in a single access cycle (coalesced access), decreasing by over half the time for a kernel cycle.

4. CONFIGURATION OF THE NON-DETERMINISTIC TERRAIN PROBLEM

The application of the featured methodology concentrates on the analysis of lightning-oriented EM
fields in the vicinity of a non-deterministic terrain, whose specific structural variables are known
and enable us to perform realistic time-wise stochastic simulations. For this purpose, we introduce
the mean height of the altitude Mh along with a correlation length coefficient cl, as indicators
of horizontal diversity, either assumed predetermined or varying within a small fluctuation width.
Typical Mh values will not exceed the level of 1 or 2 meters, which may cause accuracy issues with
the selected Yee cell of 1m? volume, owing to poor staircase approximation in standard meshes.
So, we exploit the aforementioned curvilinear S-FDTD algorithm to decrease the cell height in the
problematic regions (Figure 1(a)), without sacrificing valuable resources elsewhere in the grid.

To generate the desired terrain, we apply the random rough surface (RRS) algorithm [13].
The power spectral density function is defined as a 2-D uniform pulse bounded by the prefixed
cl values. Assuming a Gaussian distribution of the power for each spatial frequency, we conduct
the convolution with the analytically calculated inverse Fourier transform of the defined density
function. Figure 1(b) presents some indicative ground structures, obtained through this process.
Moreover, all field quantities are computed in a 3-D space, occupied by either air or ground with
e = bep and a conductivity of & = 0.01 S/m. The excitation sources appear only in the lightning
channel, where the current distribution is described by I(z,t) = I(0,t — z/v)e”**u(t — z/v), with
u(t) the unit-step function, v = 1.5 x 10®m/s the speed of the return stroke, o = 1/2000m~" the
exponential decay, and I(0,t) the temporal variation of the channel base current expressed as

2 2 eft/nz
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and £ = 1,2. The remaining parameters in (6) receive the typical values for the subsequent
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Figure 1: (a) Staircase optimization via a non-square grid at the ground-air interface (red rectangle indicates
the problematic (lower) and the optimized (upper) area) and (b) a variety of stochastic ground structures.
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stroke, i.e., Ip1 = 10.7TkA, 711 = 0.25us, 115 = 2.5 us and Igs = 6.5kA, 791 = 2us, 711 = 230 us.
With z referring to the height of ground’s surface, the computational domain is discretized into
150 x 150 x 1000 cells and truncated by a 16-cell CPML with a quadratic conductivity profile.

5. NUMERICAL VERIFICATION

The first scenario deals with the extraction of statistical results for the lighting-induced fields,
taking into account the lack of knowledge for the exact terrain profile. Through a MC approach,
and choosing a constant ¢l parameter, we obtain the numerical outcomes of Figure 2. Three different
cl values are depicted for both the mean value and standard deviation of the radial electric field
component, 100m away from the source. It can be detected that the standard deviation of the
field values is quite significant and may reach some levels up to the 10% of the mean value at the
corresponding time instants. In addition, one may deduce that larger correlation lengths trigger
higher field levels. Such an observation is to be expected, since shorter correlation lengths imply
“rougher” surfaces which create a stronger scattering from the ground at random directions.

In the second application, we select a specific terrain shape, generated from the RRS algorithm
and embedded in the geometry for every simulation. The variation is then induced at the height
of the surface by perturbing the associated metric variables on a 150m x 50 m x 10m section of
the computational mesh that includes the air-ground interface. The retrieval of the mean value
and variance is performed via both the MC and the curvilinear S-FDTD method, while results
are given in Figures 3(a) and 3(b) for the radial electric field component at the same point as
in the previous example and a height variance of o{Mh} = 0.01Mh. A very good agreement is
achieved, justifying the competence of the novel method to provide accurate stochastic simulations.
Nevertheless, compared to the above case, one may notice significantly lower values for the standard
deviation.

For a more comprehensive and real-world examination of the effects of a random terrain en-
vironment, we consider both the height and shape of the terrain in a single MC simulation. At
each run, we generate a different terrain with a constant ¢/ and perform an S-FDTD simulation;
therefore automatically involving the height variance. It is clarified, herein, that such an approach
is the only efficient way of extracting the desired results. A full MC solution would inevitably
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Figure 2: (a) Mean value and (b) standard deviation of the radial electric field, obtained with MC simulations,
at point (r,z) = (100m, 10m), in the case of a non-flat terrain.
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Figure 3: (a) Mean value and (b) standard deviation of the radial electric field for a specific terrain shape,
when o{Mh} = 0.01Mh. (c) Standard deviation when both the terrain shape and height are considered.
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involve several other FDTD runs to account for the height, requiring excessive simulation times,
even with an optimized CUDA implementation. Figure 3(c) illustrates the final results for ¢/ = 12
and o{Mh} = 0.01Mh together with a curve extracted from a single S-FDTD run, whereas the
corresponding curve from Figure 1(b), for the specific parameters, is also repeated for comparison.
It becomes evident that the morphology of the terrain, rather than its height, has the most pro-
found effect on the field variance. Finally, it should be mentioned that in all simulations the use of
GPU achieved up to 50 times decrease in execution time both for the featured S-FDTD and MC
method.

6. CONCLUSION

The accurate modeling of lightning-generated EM fields over arbitrarily-rough terrains with non-
deterministic geometric variations has been conducted in this paper, through a 3-D GPU-accelerated
S-FDTD algorithm. The new single-run method is based on a consistent covariant/contravariant
formulation, blended with a properly altered CPML. Numerical outcomes prove the reliability of the
technique along with its enhanced speed, unlike the overall time required by existing approaches.
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On the Limits of Numerical Modelling of Electromagnetic Field
Coupling through Small Apertures

Gazmend Mavraj and Frank Gronwald
Institute of Electromagnetic Theory, Hamburg University of Technology, Germany

Abstract— While the modelling of electromagnetic field coupling through apertures constitutes
a well-known problem class in electromagnetic theory, it still is a nontrivial problem to determine
accurate electromagnetic field solutions for specific cases of aperture coupling. In this contribution
this circumstance is illustrated by a number of explicit examples which are, in increasing order
of complexity, given by single circular apertures in planar shields, single circular apertures in
rectangular cavities, and by an aperture array within a rectangular cavity. It is seen that both
analytic solutions and numerical standard methods exhibit restrictions due to their approximative
character in terms of validity and discretization, respectively. As a result it is concluded that,
depending on the type of problem, standard solution techniques still are limited for accurately
predicting aperture coupling such that refined hybrid numerical methods become required.

1. INTRODUCTION

The modelling of electromagnetic field coupling through apertures is a canonical problem that has
been studied by many researchers, see, e.g., [1] and references therein. Within the electromagnetic
compatibility (EMC) community the related concepts and methods are an important basis for the
design of efficient metallic shielding enclosures [2]. Such metallic enclosures are commonly used
to shield against radiated EM fields or to prevent leakage effects from interior components. The
shielding effectiveness (SE) then typically is reduced by apertures and slots which may be necessary
for ventilation or as lead throughs.

Depending on the electrical size and thickness of relevant apertures a variety of analytic models
exist to solve the electromagnetic boundary value problems that are related to compute the aperture
coupling and SE [1,2]. Most of them are approximations and their limitations need to be kept in
mind, even though they can provide benchmark solutions in certain frequency regimes or lead to
a useful understanding of parameter dependencies. Additionally, for practical EMC analyses of
realistic systems it is tempting to use modern numerical standard techniques in order to determine
aperture couplings and shielding efficiencies. A straightforward use of such methods, however,
requires some caution and care since apertures often constitute geometries that are characterized
by sharp edges and small geometries such that careful discretizations are required to properly model
diffraction phenomena or complicated near-field contributions, for example.

In the following the still prevailing difficulties that are connected to an accurate determination
of aperture coupling are illustrated by a variety of analytical and numerical methods that are
applied to three canonical and one realistic geometry. The canonical geometries comprise the
infinite and finite planar shield with a small circular aperture and a rectangular cavity with a small
circular aperture. Both analytical and numerical results can be applied in these case. The realistic
geometry involves a rectangular cavity with finite aperture array where no closed form solutions
are available. As numerical standard tools the method of moments (MoM), as implemented in the
CONCEPT-II software package [3], and the Finite Integration Technique (FIT), as implemented in
the CST Microwave Studio [4], are used. These methods are applied with the best of our knowledge
and from the perspective of an EMC analyst who is interested in obtaining accurate solutions with
meaningful computational effort. It is not our interest to show which methods are “better”, but it is
our aim to make clear that the field coupling through small apertures still constitutes a demanding
computational problem, even with fine and careful discretisations.

2. ANALYTICAL AND NUMERICAL COMPUTATION OF APERTURE COUPLING:
CASE STUDIES

2.1. Infinite and Finite Planar Shield with Small Circular Aperture

To begin with, the problem of finding the transmitted EM field through a planar, infinitesimally
thin, and perfectly conducting screen of infinite extent perforated with a finite aperture is consid-
ered, compare Fig. 1. As an analytic approach, the Bethe theory for small apertures [5] can be
used to represent the field scattered by the aperture as superposition of an electric-dipole field and
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Figure 1: An electromagnetic plane-wave propagates towards a perfectly conducting infinitesimally thin
planar screen with a small circular aperture, the propagation direction is normal to the shield in z-direction.

a magnetic-dipole field due to electric and magnetic dipole sources, respectively, both being located
at the center of the aperture.

The aperture equivalent electric and magnetic dipole moments p. and p,, are related to the
electric and magnetic (imaged) polarizability tensors a, and @, of an aperture in an infinite,
perfectly conducting plane by

Pe =260 ¢ -Esc and Py, = —2 oy, -Hyge, (1)
where E_;c, H_.;c are the short-circuit fields at the aperture [6]. On this basis the electric dipole field
at an observation point 7 radiated by p, and j, from the origin ' = 0 can be derived from [7]

. . L e dk|r=r I L
E(F) ===V X |Pe X V'———= | +jwp |Pm x V' - (2)
€ 47r‘77—r’ 477‘77—7“’

In the setup of Fig. 1 the z-axis of the coordinate system is perpendicular to the aperture such that
the polarizabilities for a circular aperture with radius rg are given by

2 4
Qe = 3 7“8 and  Qmg = Qmy = 3 TS’. (3)
It follows

Esc,L = Esc,x =0, Hsc,y = 2}}1 = 2EAi/7703 Hsc,z =0, (4)

where Ei, H' denote the amplitudes of the incoming field and 7y = 377 (2 is the intrinsic impedance
of free space. With these values the dipole moments become

S 4 5 A
Pe =0, pm,x:pm,zzoa pm,y:—2'§7"8-HZ. (5)

It follows that the electric field component E,., for example, transmitted through the small circular
aperture and evaluated along the z-axis is given by

e Ikz 1

|Eﬂc(0707z)| = |Jwp *Pmy - z> 0. (6)

Atz 2+ jk|’
As a result, Fig. 2 shows the penetrating electric field along the z-axis through an infinite, per-
fectly conducting screen with circular apertures of radii 791 = A/10 and rp2 = A/100, respectively,

where E' = 1 V/m and f = 600 MHz. To account for the infinite extent of the screen, the Babinet
principle [7] was used within the MoM, while within the FIT it was possible to model the infinite
extent by a suitable setting of boundary conditions. It is known that the analytic result obtained by
the Bethe theory exhibits an unphysical singularity at 7 where the aperture and equivalent dipoles
are located. Distant from the aperture the agreement with the numerical solutions improves. It
also is seen that for decreasing aperture radius the numerical solutions tend to yield increasingly
different results.

Additionally, a perfectly conducting, finite planar screen of dimension 2\ x 2\ has been consid-
ered with the setup of Fig. 1, the corresponding results are shown in Fig. 3. For this finite geometry
the application of Bethe’s theory is no longer meaningful. The numerical solutions qualitatively
agree well but show considerably differences close to the aperture where a minimum of the field
values occurs.
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Figure 2: Penetrating electric field component F, for an infinite planar screen with a circular aperture of
different radii 91 = A\/10 and r¢2 = A/100.
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Figure 3: Penetrating electric field component E, for a finite planar screen with a circular aperture of
different radii 79,1 = A/10 and 792 = A/100.

2.2. Rectangular Cavity with Small Circular Aperture

To tend to a more practical geometry, the electromagnetic coupling through a small circular aperture
of a rectangular cavity with dimensions a, b, and c¢ is considered next. The circular aperture is
located with its center at coordinates (x4, y4, z4) and illuminated by an exterior plane wave,
compare Fig. 4. An analytic description of the nonvanishing electric field components within the
rectangular cavity is given in [8] and yields, e.g., the expression for the z-component of the electric
field in the form

E,(7,jw) = IV Z Z Z €0,n. Kz sin(kzx) cos(kgx a) sin(kyy) sin(kyya)

ny=1ny,=1n.=0
JRE (jw)
k2 + k2 4+ k2 — k2 4 5o’

(7)

x cos(k,z) cos(k,za)

with k, = nym/a, ky = nyn/b, k., = n,w/c. The Neumann symbol €, assumes the values 1 for
i =1 and 2 for i # 1. The parameter § characterizes losses within the cavity. These losses can be
included in the wave number according to

k;—>k(1—2j>, 5= (8)

where Q(k) denotes the quality factor of the resonator [9].

The electric field component F, inside a perfectly conducting rectangular cavity with dimensions
a=0.20m, b =0.509m, ¢ = 0.40m and a single circular aperture of radius rop = 2.5 cm has been
evaluated for frequencies 400 MHz to 1200 MHz at the interior position (0.13, 0.15, 0.15) m. The
center of the aperture is located at (0.20, 0.15, 0.15) m and it is illuminated by a normally incident
plane wave with B =1V /m, as also indicated in Fig. 4. The corresponding analytic and numerical

results are shown in Fig. 5.
For a proper discussion it is noted that the analytic solution has been obtained on the basis

of a quality factor @@ = 0.05,/f/Hz to account for resonator losses that are due to the presence
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Figure 4: Geometry of rectangular cavity with cir-
cular aperture, excited by an electromagnetic plane
wave.
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Figure 7: Electric field component E, within the
rectangular cavity with aperture array, evaluated at
position (0.150, 0.359, 0.130) m.

of the aperture. Two versions of MoM calculations have been used, one based on a traditional
LU-decomposition and one based on an advanced solution algorithm which takes advantages of the
formalism of H-matrices and already proved useful for the modelling of electromagnetic coupling
within resonators [10, 11]. The calculation in CST required an exceedingly long computation time
to achieve the necessary bound for sufficient energy decay within the resonator. The agreement
between the results in Fig. 5 is quite satisfying but already required a rather careful discretization
of the geometry, in particular in the vicinity of the aperture.

2.3. Rectangular Cavity with Aperture Array

A more realistic aperture array of a rectangular cavity is shown in Fig. 6. The array consists of
19 x 9 apertures of radius ro = 0.4 cm; the upper left hole has coordinates (0.04, 0, 0.16) m and the
centers of adjacent apertures are separated by 1.2cm from each other. Again, a plane wave with
amplitude E* = 1V/m is taken to illuminate the structure and the E,-component is evaluated at
position (0.150, 0.359, 0.130) m. For this configuration, a closed form solution does not exist, such
that results have been obtained on a numerical basis only.

For the method of moments solution both the traditional LU-decomposition and H-matrix
algorithm have been used. The numerical solution based on FIT, again, requires a rather long
computation time and it turns out to be difficult to reach the necessary bound for sufficient energy
decay, as also can be seen from spurious oscillations in the frequency domain result. Therefore an
additional calculation has been performed with slight losses of tan(d) = 0.001 added to the inside
volume of the resonator.

The numerical results are displayed in Fig. 7. All curves capture the main resonance peaks
correctly. The two MoM curves show a very good agreement and also the two FIT curves agree,
if averaged, fairly well with each other, where it is clearly understood that the introduction of
artificial losses leads to lower resonance peaks. But the conceptually different numerical methods
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MoM and FIT lead, in this example, to different field levels by about 15 dB for most of the frequency
range. While the discretization of the apertures has been peformed with similar care and effort if
compared to the simpler examples, it is now no longer obvious from Fig. 7 which result is the more
accurate one. Therefore it appears that a limit is reached where conventional numerical mehods
may no longer accurately predict the solution of a nontrivial electromagnetic aperture problem.
Similar observations obtained by a larger variety of different numerical field solvers already have
been observed in the context of electromagnetic coupling into an aircraft geometry with electrically
larger apertures involved [12].

3. CONCLUSION

It has been demonstrated by examples of increasing complexity that the classic problem of aperture
coupling still is a challenging task if quantitatively accurate results are required. For canonical
problems it is possible to have analytical results available that may serve as a reference for numerical
results. For realistic cases of aperture coupling, which are of great interest to the EMC community,
analytical results typically are no longer available. In this case, the application of different standard
numerical tools can lead to different results such that for a definite answer it appears as necessary
to provide either additional measurement results or to possibly develop refined numerical methods
of higher accuracy that are adapted to particular aperture configurations.
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Determination of Optimal Pairs of Radii of Dielectric Samples for
Complex Permittivity Measurement of Dispersive Materials

R. Kushnin, J. Semenjako, and T. Solovjova
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Abstract— The goal of this work is to find the optimum pair of values of radii of two full
height cylindrical samples with the same constitutive properties centrally located in a rectangular
waveguide for measurements of the complex dielectric constant. We refer to a pair of values
of radii of samples as optimal if the value of measurement uncertainty for the pair is smaller
than for other pairs of values. To determine the measurement uncertainty the well known and
very powerful Monte Carlo method is employed. Since this method requires a large number
of iterations to obtain reliable estimations, the computation of the reflection and transmission
coefficients is accelerated by employing an accurate approximation based on a mixed polynomial-
rational model.

1. INTRODUCTION

The accurate measurement of the complex dielectric constant is of great importance in electromag-
netics, but it is of greater importance medicine. While in electromagnetics uncertainty associated
with the the measurement of the dielectric constant can be compensated for by adjusting some
adjustable device components, in medicine this, however, may result in, for example, incorrectly
made diagnosis. There is a lot of different kinds of measurement techniques such as among others,
resonant cavity, transmission line and free space methods. Each of this methods has it’s drawbacks
and advantages. For example, resonant cavity method allows one to measure the dielectric constant
and loss tangent of low loss materials with very high accuracy, but when material under consider-
ation has middle losses the resonant peaks become broader that makes determination of resonant
frequency and quality factor less accurate that, in turn, yields higher uncertainty in measurements
of the complex dielectric constant. The main drawback of the free space method is that for the
accurate measurement of the constitutive properties of materials, the size of the sample must be
large enough to neglect diffraction on its sides. One of the main drawbacks of the transmission line
methods is lower measurement accuracy as compared to the resonant cavity methods, but at the
same time these methods do not require lengthy preparation procedure, that is the case for their
resonant counterparts and do not suffer from diffraction on sample sides as free space methods
do. For this reason, in the present study we make an attempt to quantify uncertainty measure-
ments of the complex dielectric constant for one of the transmission line methods. The method
considered consists in successively placing and making measurements for two dielectric cylindrical
samples with different radii. There are two most commonly used methods for quantification of
the measurement uncertainty and both are covered in GUM (Guide to Expression of uncertainty
in measurements) [2]. The simpler one is the so-called uncertainty propagation method. Unfor-
tunately, validity of this method is restricted only to models that lend themselves to a adequate
linear approximation, that makes this method inapplicable to nonlinear models. Another method
is the Monte Carlo method that is more powerful, but the main drawback of it, is that it requires
powerful computers. For this reason, the uncertainty analysis for measurements of constitutive
properties of materials still remains a very time consuming task, because the Monte Carlo method
requires a very large number of iterations in order for estimation of the measurement uncertainty
to be reliable and because in each of these iterations the inverse scattering problem needs to be
solved that, in turn, is a very time consuming task. Since the computational effort required to
solve the inverse scattering problem depends directly on the computational time required by the
method for the direct scattering problem one needs to find the fastest approach for solving the
direct scattering problem. In [3] the reduction in the computation time have been achieved by
using piecewise linear interpolation for dependence of the phase and absolute values of the reflec-
tion and transmission coefficients on system parameters, separately. Unfortunately, this kind of
interpolation proves to be quite inaccurate in vicinity of resonances, that may lead to considerable
discrepancy between prediction and actual values of uncertainties. We found that it is more effi-
cient to interpolate the sum and difference of the reflection and transmission coefficients, since for
a symmetric obstacle both these quantities have absolute value equal to unity for all real values of
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the relative dielectric constant that, in turn, means that each pole of this function have the cor-
responding root such that they are mutually complex conjugate values. Also, these two functions
are analytic with respect to the relative complex dielectric constant. Both these properties enable
us to use mixed rational-polynomial approximation involving roots and poles of these functions
and a polynomial approximating the remaining parts of the functions. The coefficients of these
polynomials are found by using least-squares method. In general case, these pairs can be found
successively from the derivative of the phase of the functions, but in our case it is simpler and more
convenient to determine poles by finding roots of the determinant of a system matrix, since it may
be easily proved that the roots of the determinant are the roots of the aforementioned functions
as well. Also, in this study we use three normalized quantities, namely, the relative wavelength
A, relative radius 7 and relative dielectric constant €. The main advantage of using normalized
quantities is that it leads to reduction in the number of system parameters from four to three and
from five to four for dielectric and magnetodielectric materials, respectively. Since in the present
study we restrict ourselves to consideration of only dielectric materials we will use only three quan-
tities. Moreover, in case of dielectric samples two of three system parameters have limited range of
values, provided the waveguide operates in a single mode regime. Since the functions are analytic
they can be completely represented in terms of their poles and roots. As mentioned above, in
our case functions have a special structure, that is, its poles and zeros are symmetrically located
with respect to the real axis on the complex plane, that simplifies the approximation procedure.
Numerical experiments show that, it is sufficient to take only several poles and roots that lie closer
on the complex plane to range of interest. This trick allows us to remove rapid changes of function
values in the range of interest. The remaining part of the function can be approximated well by
low degree polynomial. The number of poles to be extracted is dependent upon values of other two
parameters and length of the interval over which the function is approximated. Both the sum and
difference of the reflection and transmission coefficients can be approximated as follows

(1)

It is obvious that coefficients of the approximating polynomial as well as poles and roots are
functions of A and 7. Fortunately, this functions are monotonous and do not exhibit any rapid
changes, that is, they can be accurately approximated using piecewise linear approximations.

2. SOLUTION OF THE DIRECT SCATTERING PROBLEM

Despite the fact, that many approaches for determination of the reflection and transmission coeffi-
cients over the last several decades, not all of them provide results with reasonable accuracy and the
same time show rapid convergence. From many approaches that have been proposed over the last
several decades [4-13], we have chosen that proposed by Sahalos et al. [11] as it provides reasonably
accurate results and at the same time shows very rapid convergence. This approach is based upon
expressing the fields in the homogenose regions in terms of series of solutions of the homogenous
Helmholtz equation. Such kind of representation allows one to solve boundary problem on the
surface of the post analytically that, in turn, considerably reduce overall computational effort. The
first approach of this kind have proposed by Nielsen [12], but it converged only for cylindrical
samples with quite small electrical radius. Sahalos et al. have overcome this limitation by replacing
the rectangular interaction region with the circular one, where the center of the circular interaction
region coincides with the axis of the post and its radius is equal to half the width of the broader
wall of the waveguide. Later it was found that applying numerical integration on the surface of the
interaction region instead of point matching procedure yields faster convergence [13].

In order to simplify solution problem under consideration, we need to make several assumptions.
The first one is that the walls of the rectangular waveguide are treated as perfectly conducting,
which is the case since walls of waveguides are typically covered by highly conductive material.
Also we assume that only dominant mode may propagate in the waveguide and all other modes
don’t take part in power transfer and decay very rapidly with distance from the sample. In order
to solve the problem we divide the waveguide into three separate regions as depicted in Figure 1.
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In region I and III scattered fields are represented in terms of waveguide modes.

oo
mnr _;
Eé = E Ay, cos e Tkm= (2)
a
m=1
o0
II7 Mmnx ik.z
B, = E By, cos ——e’"m (3)
m=1 a

In region II fields and inside the cylindrical sample fields are represented in terms of cylindrical
waves.

o0
BN =% (Can (%XF) +D,Y, (27&?*)) cos (n - ) (4)
n=0
0 ~
EP = Z E,J, <2mfé) cos (n - ) (5)
n=0
where ky, = koy/1 — % — Is the waveguide wavenumber, k, — wavenumber in free space. Ex-

pressions for corresponding magnetic fields in these regions may be obtained by using the second
Maxwell’s equation.

Enforcing boundary conditions on the surface of the post as well as taking the advantage of the
mutual orthogonality of cylindrical waves with respect to azymuthal coordinate and eliminating
the unknown constants, the expression for the electric field in region II may be written as follows

I _ = 3= Qn Y=
Ell = nZ:: (Can <27r)\r> Y (2m«)> cos (1 - ) (6)
where
n = Jn(20NFE)J! (27 AF) — EJ! (21AFE) T (2w AF) (7)
Bn = &Y, (20 A7) T (20AFE) — Y, (20 AF) T, (2T AFE) (8)

In order to obtain a system of linear equations for unknown expansion coefficients, one has to
enforce the boundary conditions on the surface of the interaction region S. Since in this case the
boundary value problem cannot be solved analytically we employ the variational approach, that is,
we formulate boundary conditions for the tangential components of the electric and magnetic fields
on the imaginary surface (interaction region) in the weak form. In other words, we require that
the projection of the difference between field representations on both sides of the interaction region
S upon a properly chosen set of test functions equal to zero almost everywhere. There are many
different sets of testing functions, but in the present case the most suitable choice is the following set
of trigonometric functions satisfying periodic boundary conditions cospy (where p = 1,2, ..., M).

I rd ~ I

Figure 1: The rectangular waveguide containing the cylindrical dielectric sample.
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3. DISCUSSION

It is well known that the analytical solution of the inverse scattering problems is possible only
for structures under consideration, having very simple problem geometries. Even when the direct
scattering problem may be solved analytically it not always possible to solve the corresponding
inverse problem analytically without any approximations. Due to this fact, we will use one of the
most common numerical procedures that consist in converting an inverse problem to an equivalent
numerical minimum finding problem, i.e., optimization problem. An objective function is chosen
as the distance between calculated and measured values of S parameters.

2

2
Q) = | D) (Sgn — i) 9)

m=1n=1

where — is Q(f) the objective function; S),, — measured values of scattering matrix entries; S3,,, —
values of the scattering parameters obtained by solving the corresponding direct scattering problem.
Since the objective function consists of a sum of the squares, it takes minimum value when values
of the coordinates correspond to the solution of the inverse scattering problem. There are many
algorithms that may be employed for finding the global minimum of objective functions, but after
a number of numerical investigations we found that for solving the problem under consideration a
simple pattern search method [14], the Nelder-Mead simplex method [15], as well as its improved
versions are the best candidates. One of the most widely used approaches for measurements of the
dielectric constant is the so-called multi-frequency approach. It consists in making measurements
of scattering data at, at least, two different frequencies in order for a solution to be unique as
it is obvious that when measurements are made only at one particular frequency the scattering
coefficients may take the same value at different values of the complex permittivity. Nevertheless,
this multi-frequency method cannot be applied in a case of highly dispersive materials, where
constitutive parameters vary very rapidly with frequency. In this case we need to employ another
measurement method, which not only ensures uniqueness of the solution, but also allows one to
make all measurement at some fixed frequency. One such method is to make measurements of two
samples with different values of some geometric parameters at a fixed frequency value. Another,
also, widely used in practice measurement method is to make measurements at fixed frequency,
but for different positions of a movable short circuit, terminating one of the ends of the waveguide
or transmission line section. The latter approach, however, has a limitation, namely, the absolute
value of the reflection coefficient is always equal to unity for samples made from lossless materials.
In other words, the only quantity we can measure is the phase of the reflection coefficient. In the
present study we employ the former one while the latter one will be the subject of the forthcoming
studies.

4. NUMERICAL RESULTS

It is convenient to represent measurement process in terms of model with its input and output
quantities. There are uncountably many factors that affect the accuracy of measurements, but in
practice it suffice to take into consideration only those that make the most significant contribution
to the overall accuracy. Among the factors belonging to these category are the limited resolution,
residual systematic error, connection mismatch, and geometrical imperfections of the sample, such
as a small shift in the position of the sample and the accuracy of the measurement of the radius
of the cylindrical sample. Typically, the uncertainty of the measurable quantity is dependent upon
value of model parameters. In other words it may be possible that for some optimal combinations
of values of these parameters the standard uncertainty u(e) of the output quantity will be smaller
than for all other combinations.

In this paper we consider the dependence of the standard uncertainty u(e) of the output quantity
upon two system parameters, namely, the radii of the cylindrical samples. In order to find optimal
values of the radius of the sample we estimate the standard uncertainty in measurement of the
dielectric permittivity by using the Monte Carlo method. According to standards, probability
distributions for input quantities of the model are assigned according to the maximum entropy
principle. In our case we take into account uncertainties due to the frequency accuracy, imperfect
measurement of the radii of the samples and scattering data. Also, we assume that errors associated
with measurements of scattering data are distributed according to the normal distribution, while
those associated with frequency and dimensional parameter measurements are distributed according
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to uniform distribution. Normally distributed random numbers are generated by using uniformly
distributed random numbers that are, in turn,generated by the pseudo-random number generator
and by applying Box-Muller transform. In this study we assume that the systematic part of
measurement uncertainty is very small, which is the case, provided proper calibration procedures
have been performed before measurements.

5. CONCLUSION

To find values of the radius of the cylindrical sample at which the value of measurement error
has the smallest influence on the accuracy of determination of the dielectric permittivity, we have
applied the Monte Carlo method with a total of 10000 iterations. All graphs are obtained for system
with following parameter values A = 0.8 and € = 5.0. As have been expected, the numerical results
show that the uncertainty of measurement of the dielectric permittivity varies with the value of
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the relative radius of the sample r/a. It is seen in Figures 2-5 that there are many optimal pairs
of values of radii of samples under investigation, provided at least one of these values belongs to
the range of 7 where the reflection and transmission coefficients as functions of # have very high
steepness. Unfortunately, the greater is the steepness, the shorter is the optimal range of ¥ which
makes it very difficult if not impossible to produce sample such that its radius is in the desired
range of values.
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On the Possibility of Water Detection under Asphalt Layer Using
Microwave Radar System
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Abstract— The problem of non-destructive evaluation and testing of road quality using mi-
crowave radar system is considered. Performance of two types of radar system was studied
numerically with FDTD modeling: the system with a single antenna, and the system with two
horn antennas. Numerical analysis shows the general ability of microwave radar system to detect
thin water layer between asphalt and concrete layers. The details of implementation of the radar
system and their influence on the performance are discussed in the paper.

1. INTRODUCTION

Detection of water between asphalt and concrete layers is important part of monitoring and main-
tenance of road quality. Thin layer of water may cause further damage of the road, and quick
discovering of this layer is important for road exploitation services. For the sake of non-destructive
evaluation of the road state, different NDE/NDT technologies can be used [1]. In this paper,
possibility of application of microwave radar system for detection of water layer under asphalt is
explored.

2. METHOD

Two types of radar system are considered in this paper: the system with a single horn antenna
(Fig. 1(a)), and the system with two horn antennas (Fig. 1(b)). The performance of the system
was estimated numerically with FDTD modeling of wave diffraction on the layers of road using
full-wave electromagnetic modeling software Quick Wave-3D [2].

(a) (b)

Figure 1: (a) Numerical model of single antenna and (b) multiple antennas radar systems for detection of
water under asphalt layer.

The purpose of the numerical modeling was estimation of the difference in the reflected elec-
tromagnetic wave parameters in the cases of presence and absence of the thin water layer between
asphalt and concrete layers of the road.

3. RESULTS
During the modeling, the parameters of the road layers were accepted as follows:

e First asphalt layer (Deckschicht): relative permittivity € = 4.2 — j0.06, thickness d = 40 mm;
e Second asphalt layer (Binderschicht): e = 4.5 — 50.06, d = 60 mm;
e Third asphalt layer (Schutzschicht): ¢ = 4.9 — j0.06, d = 50 mm;
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e Water layer: ¢ = 77 — 512.09, thickness is changing between 0 and 5 mm;
e Bitumen layer: ¢ = 2.8 — j0.039, d = 10 mm;
e Concrete layer: € = 4.5 — j0.06, d = 150 mm -+ 300 mm.

The results of modeling of the single antenna system are shown in Fig. 2.

Though the frequency dependence of reflection coefficient S1; is different for the cases of presence
and absence of water layer, it seems to be difficult to apply this system for practical detection of
water layers between asphalt and concrete.

The results of modeling of two-antennas system is shown in Fig. 3. The picture in Fig. 3
corresponds to TM polarization (antenna orientation). It can be seen that the absolute value of
the transmission coefficient S3; grows gradually with increasing of water layer thickness in the
frequency range from 4.8 to 5.6 GHz. This effect can be used for practical detection of water layer
between asphalt and concrete and for estimation of the layer thickness.

Additional modeling shows that in case of TE polarization (with horn antennas rotated by 90
degree) this effect is not observed, and the frequency dependence of So; is similar to Fig. 2.
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4. CONCLUSION

Numerical analysis performed in this paper allows making the following conclusions:

e Detection of water layer under asphalt withthe use of microwave energy is possible.

e System with two horn antennas is more sensitive to the water layer in terms of transmission
coefficient S21 than the single antenna system in terms of reflection coefficient Sy1.

e System with TE polarization of electromagnetic wave is less sensitive to the water layer in
terms of transmission coefficient Ss1, than the system with TM polarization.

e With increasing of water layer thickness from 0 to 1mm the difference in Ss; parameter is
increasing gradually, but after 1 mm the difference in So; is small.

e Dissipated power in water layer is of the same values as in the first asphalt layer despite of
smaller values in the intermediate layers; this provides potential way of elimination of water
from asphalt layer by microwave heating.
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Detection of Discontinuities in the Samples of Changing Sizes with
ANN-based Technique

A. V. Brovko
Yuri Gagarin State Technical University of Saratov, Russia

Abstract— The problem of non-destructive evaluation and testing of dielectric samples of
changing sizes is considered. The method is based on the application of the artificial neural
network, which takes into account not only parameters of discontinuities in the samples, but
also sizes of sample. Performance of different measurement systems is explored numerically, and
conclusions about possible precision of parameters reconstruction are formulated.

1. INTRODUCTION

Detection of discontinuities in dielectric samples using microwave imaging is an important part
of non-destructive evaluation and testing technology. Recently, the technique of detection of a
spherical inclusion in homogeneous dielectric sample has been proposed [1]. The technique is based
on application of artificial neural network (ANN) as numerical inverter, which is trained with
numerical modeling data, and after training the ANN may be applied for reconstruction of the
inclusion parameters using physical measurement results. Advantages of the approach described
in [1] include simple measurement technique and possibility to work with closed measurement
waveguide system. However, the technique is limited to the case of constant sizes of dielectric
sample. Variations of sizes may destroy completely the procedure and corrupt the results. Moreover,
the technique described in [1] requires changing of the positions of sample inside measurement
system in the course of measurement, which is not convenient for practical implementation.

In this paper, the attempt to overcome the limitations of technique, described in [1], is under-
taken. The sizes of sample are included into a set of parameters which are reconstructed using
ANN. In order to provide more input information for ANN to reconstruct the extended set of pa-
rameters, different multiport measurement systems are investigated in this paper, namely, turnstile
waveguide junction, and junctions of four and five rectangular waveguides.

2. METHOD

The technique of reconstruction of the parameters of discontinuity in dielectric sample, based on
application of a section of rectangular waveguide as measurement system, was proposed in [1].
Here the approach in general follows to one described in [1], but it requires some changes in order
to overcome limitations of the technique. Firstly, the linear sizes of the sample may be included
into the set of output parameters of the ANN. So, the ANN, after appropriate training, is able to
reconstruct not only the parameters of discontinuity in the sample of changing sizes, but also the
sizes of sample itself. However, this approach does not work with simple measurement system like a
section of rectangular waveguide providing just reflection and transmission coefficients at two ports
as measurement data. In this paper, three types of measurement system considered, as shown in
Fig. 1.

(a) (b) (©)

Figure 1: Measurement systems for reconstruction of the parameters of discontinuity in the dielectric sam-
ple: (a) turnstile junction, (b) five-port junction of rectangular waveguides, and (c) four-port junction of
rectangular waveguides.

All the systems depicted in Fig. 1 are multiport waveguide junctions, so they can provide more
measurement data (full S-matrix of multiport junction), which can be used for reconstruction.
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Reconstruction of the parameters of discontinuity in the dielectric sample is performed with
ANN. The architecture of ANN corresponding to turnstile junction (Fig. 1(a)) is shown in Fig. 2.
Inputs of the ANN are full S-matrix of the six-port turnstile junction (36 complex values or 72 real
values). Outputs of the ANN are the coordinates and radius of spherical discontinuity, and also
linear sizes of the sample.
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Figure 2: ANN architecture for the case of application of the turnstile junction (Fig. 1(a)) as a measurement
system.

In the case of five- and four-port junction of rectangular waveguides (Figs. 1(b) and 1(c)) the
number of inputs are 50 real values and 32 real values respectively.

Mathematics behind ANN operation is the same as in [1]. The difference is only in the number
of input and output parameters. The ANN is trained using the results of direct numerical modeling
of the measurement system with full-wave electromagnetics simulation software QuickWave-3D [2].
After appropriate training the ANN is able to reconstruct the parameters of discontinuity in the
sample using measured S-parameters of the electromagnetic system.
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Figure 3: ANN performance in reconstruction of coordinates and radius of spherical inclusion (a), (b), and
sizes of dielectric sample (¢), (d). Number of ANN training points: 3500; number of testing points: 100.
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3. RESULTS

The results obtained with turnstile junction of waveguides are illustrated in Fig. 3. The parameters
of the measurement system were the following: cross-section of the rectangular waveguides 248 x
124 mm, radius of the circular waveguide 107.57 mm. The sample has linear sizes in the range
95 + 105 mm along Ox and Oy axes, and 75 =+ 85 mm along Oz axis. Permittivity of the sample
was ¢/ = 2.0, £’ = 0.0.

In the case of constant permittivity of the spherical discontinuity (¢’ = 6.0, ” = 0.0) the coordi-
nates of the sphere are reconstructed with absolute error 1.5+ 2.3 mm, radius is reconstructed with
average error 0.4 mm (for some points the error may be up to 2mm), and the error in reconstruction
of the sample sizes is in the range 0.3+0.7 mm (for some points up to 2mm). In the case of constant
radius and changing permittivity of the sphere the error in coordinates is in the range 1.3+ 2.5 mm,
the average error in permittivity reconstruction is 0.86. In the case of changing parameters of both
radius and permittivity of the spherical inclusion, the errors become unacceptably large.

The results obtained for five-port junction of rectangular waveguides (Fig. 1(b)) are similar
to those for turnstile junction. In the case of constant permittivity and changing radius of the
sphere, the error in the reconstruction of coordinates is in the range 2.7 + 8.6 mm, average error
in reconstruction of the radius is 0.52 mm, average error in reconstruction of sizes of the sample is
0.2mm. In the case of constant radius and changing permittivity of the sphere, the error in the
reconstruction of coordinates is in the range 1.2 <+ 3.3 mm, average error in reconstruction of the
permittivity is 0.8, average error in reconstruction of sizes of the sample is 0.64 mm.

The results, obtained for four-port junction (Fig. 1(c)) of rectangular waveguides, lead to
conclusion that four-port junction does not provide sufficient amount of measurable data for the
reconstruction of discontinuity parameters in the sample with changing sizes. The errors of recon-
struction are unacceptably large in the cases of changing radius or permittivity of the sphere.

4. CONCLUSION

In this paper, the modification of ANN based technique for reconstruction of the parameters of the
spherical inclusion in the dielectric sample with changing sizes has been presented. The technique
permits reconstruction not only for spherical inclusion parameters, but also is able to reconstruct
actual sizes of the sample. Performance of the technique with three types of electromagnetic
measurement system has been demonstrated. The turnstile junction and five-port junction of
rectangular waveguides are able to provide reconstruction of sphere coordinates with relative error
1.5%-10%, reconstruction of radius of the sphere with relative error 3%-7%, reconstruction of
sphere permittivity with relative error 7%-16%. Practical implementation of the technique may
require development of commutation scheme for the measurement system in order to obtain full
S-matrix of the junction.
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Abstract— The scaled gradient projection (SGP) method is a variable metric forward-backward
algorithm designed for constrained differentiable optimization problems, as those obtained by
reformulating several signal and image processing problems according to standard statistical ap-
proaches. The main SGP features are a variable scaling matrix multiplying the gradient direction
at each iteration and an adaptive steplength parameter chosen by generalizing the well-known
Barzilai-Borwein rules.

An interesting result is that SGP can be exploited within an alternating minimization approach
in order to address optimization problems in which the unknown can be splitted in several blocks,
each with a given convex and closed feasible set. Classical examples of applications belonging to
this class are the non-negative matrix factorization and the blind deconvolution problems.

In this work we applied this method to the blind deconvolution of multiple images of the same
target obtained with different PSFs. In particular, for our experiments we considered the NASA
funded Fizeau interferometer LBTI of the Large Binocular Telescope, which is already operating
on Mount Graham and has provided the first Fizeau images, demonstrating the possibility of
reaching the resolution of a 22.8 m telescope. Due to the Poisson nature of the noise affecting
the measured images, the resulting optimization problem consists in the minimization of the sum
of several Kullback-Leibler divergences, constrained in suitable feasible sets accounting for the
different features to be preserved in the object and the PSFs.

1. INTRODUCTION

Interferometry is a standard way exploited in astronomical imaging to obtain high angular resolution
starting from two or more telescopes with smaller diameters. Famous examples of astronomical
interferometers are the Very Large Telescope Interferometer (VLTI), the Navy Prototype Optical
Interferometer (NPOI) and the Center for High Angular Resolution Astronomy (CHARA) array.
A further Fizeau interferometer which recently provided its first images is that located at the
Large Binocular Telescope (LBT, Mount Graham, Arizona) and called Large Binocular Telescope
Interferometer (LBTT [1]). With its two 8.4-m primary mirrors, separated by a 14.4-m center-to-
center distance, and mounted on a common alt-az mount, LBT can be considered the very first
Extremely Large Telescope (ELT). The adaptive secondary mirrors provide high-order adaptive
optics corrections which produce images with Strehl Ratio (SR), i.e., the ratio of peak diffraction
intensity of an aberrated versus perfect waveform (see, e.g., [9]), greater than 0.9. LBTT collects the
light from both primary mirrors and combines the two beams on the image plane (Fizeau imaging).
In order to obtain a uniform coverage of the frequency plane, several LBTI images at different
rotation angles are needed. Each of these measured images will be affected by several sources
of noise, whose statistical nature includes both Poisson (due to, e.g., radiation from the object,
background, dark current) and Gaussian (read-out-noise (RON) due to the amplifier) components.
It has been shown [14] that the latter one can be handled by adding the variance of the RON to the
measured images and the background and considering the resulting data as purely Poissonian. As a
result of this, a statistical approach to the image reconstruction problem leads to the minimization
of the sum of a given number p (equal to the number of images acquired by LBTI) of Kullback-
Leibler divergences

S

P n ,
min  KL(f,wi,...,wp) = Zzl(gk)iln ((Me‘gﬁ%) + (Wi @ f+br)i — (g)i, (1)

.

WYy wp€QY k=1



Progress In Electromagnetics Research Symposium Proceedings 2333

where:
e fis the n x n image to be recovered;
e g;. is the k-th n x n measured image, and b, the corresponding n x n background radiation;

e wy is the unknown n x n point spread function (PSF) related to g, which has to be estimated
during the reconstruction procedure;

e O and (2, are the feasible sets of f and w, accounting for physical constraints that object
and PSF's have to satisfy.

Since we are assuming that the PSFs are unknown, problem (1) is a so-called blind deconvolution
problem [7], which is highly ill-posed due to the infinite solutions available. Moreover, from the
optimization point of view the objective function in (1) is nonconvex, thus leading to the presence
of multiple stationary points. A possible way to address this kind of problems is to introduce
suitable constraints on the unknown to reduce the set of feasible solutions. In particular, in [11, 12]
the following feasible sets have been considered

n? p n? n2
Qp = {fEan\fZO,Zfiz;ZZ(gk—bk)i}, Q, = {weRn2|O§w§s, Zwi: 1},
i=1

k=1 1i=1 i=1

where the upper bound s is estimated from the knowledge of the SR. Moreover, in [12] an alternating
minimization approach for the solution of (1) has been proposed based on the scaled gradient
projection (SGP) method [3].

The aim of this paper is to exploit the same optimization approach to clash with a further
defect which characterizes interferometric images. As known, the PSF can be described as the
product of the Airy function (representing the PSF of a single mirror) by the interferometric term
(1 4 cosf), where 6 depends on the current pixel and the orientation of the baseline (besides the
other parameters of the acquisition system)!. If we consider a (small) difference in the two optical
paths, i.e., there is a residual error when the system corrects for the so-called “piston error”, then
the interferometric term becomes (1 + cos(6 + ¢)). This phase error ¢ moves the position of the
fringes in the direction of the baseline (and therefore in the direction orthogonal to the fringes
themselves) with the result that the PSF is not symmetric with respect to the original PSF. The
corresponding image is affected by the same effect.

2. THE CYCLIC BLOCK COORDINATE GRADIENT PROJECTION METHOD

The cyclic block coordinate gradient projection (CBCGP) method is an alternating minimization
algorithm originally proposed in [2] in the context of non-negative matrix factorization [6] and
adapted in following works to astronomical blind deconvolution problems [4,11,12]. The main idea
at the basis of this approach is a partial minimization over each block of variables in a Gauss-Seidel
style performed inexactly by means of the scaled gradient projection (SGP) method [3]. The SGP
algorithm is a first-order method which applies to a general constrained optimization problem

i . 2
min p(z) (2)
The main steps of SGP are reported in Algorithm 1, where D is the set of diagonal positive definite
matrices with diagonal elements bounded in a positive interval. If ¢ is equal to the Kullback-Leibler
divergence and the PSFs are normalized to unit volume, a frequently used scaling matrix is the one
borrowed from the Richardson-Lucy method [8,13] and defined as

[Dg]ii = max {;, min {,u,a:(k)}} ,

with u > 1 (see, e.g., [3,5,10]). As concerns the choice of the steplength parameter oy, we adopted
a suitable alternation of the Barzilai and Borwein rules (see [3,10] for further details).
The CBCGP scheme applied to problem (1) is reported in Algorithm 2.

1For more details: 6(n1,n2) = A(ni cosa + nasina), where « is the hour angle of the baseline and A = 2rAB/\, being A
the pixel size of the image in rad/px, B the distance between the two mirrors and A the observed wavelength.
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Algorithm 2: Scaled gradient projection (SGP) method
Choose the starting point z(®) € Q, set the parameters 3,0 € (0,1), 0 < amin < Omax-

For £ =0,1,2,... DO THE FOLLOWING STEPS:

STEP 1. Choose the steplength parameter ax € [min, @max] and the scaling matrix Dy, € D;
STEP 2. Projection: y* = P, Dgl(:c(k) — ap D V(z®));
STEP 3. Descent direction: d®) = y(¥) — z(k).

STEP 4. Set A\, = 1;

STEP 5. Backtracking loop:
Ir o(x® + A\ d®) < (™) + BNV (") Td®) THEN

go to Step 6;
ELSE

set A\, = 0\ and go to Step 5.
ENDIF

STEP 6. Set z*t1D) = z(k) 4 )\, q(k)

END

Algorithm 3: Cyclic block coordinate gradient projection (CBCGP) method

Choose the starting points f(©) € Q, w§0), . ,wéo)

€ ), and two integers Ny, N, > 1.
For h=0,1,2,... DO THE FOLLOWING STEPS:

)

STEP f. Choose an integer 1 < N](ch < Ny and compute f+) by applying Nj(ch) iterations of

Algorithm 2 to problem

in KL(f,w'™, ... oW 3
poin KL(f,@ wp) (3)
starting from the point ).
STEP w. FOR k=1,...,p DO THE FOLLOWING STEPS:

Choose an integer 1 < Nﬁ:) < N, and compute w,(ghﬂ) by applying Nu(,},i) iterations of
Algorithm 2 to problem

wrre%n KL(f(h+1)7w§h'+1), .. ,wg’jl), w,w,&?l, .. ,wl(jh)) (4)

starting from the point w,i}L).

END

END

3. NUMERICAL EXPERIMENTS

We simulated several diffraction limited, SR = 1, LBTI PSFs changing the values of the mentioned
phase error. Each set of PSFs is a cube of three PSFs with baseline angles at 0°, 60°, and 120°
and corresponds to a different value of ¢ (ranging from 0, 0.2, ..., 1.0). An horizontal cut of the
0° PSFs is shown in the left panel of Fig. 1. By choosing a model of star cluster (based on the
nine brightest stars of the Pleiades, as described in [10,11]), we used these PSFs for generating
several multiple images. We adopted a pixel-size of ~ 11 mas and we supposed to acquire images
in M-band (A = 4.8 um).

We applied our blind algorithm by using as initialization the autocorrelation of the ideal diffrac-
tion limited PSF (i.e., the PSF with no phase error). We remark that this choice has a SR of about
0.35, as described in our previous papers, with positions of the fringes that do not correspond with
those in the images. Therefore our goal is to verify whether the algorithm is able to reconstruct
both the object and the PSFs and what is the maximum phase error which gives satisfying results.

Following [11,12], we chose N](ch) = 50 and Né,}k") = 1 for all h, k, and we performed 1000 outer
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Figure 1: (a) The horizontal cut of the simulated PSFs for each of the phase error ¢ and for the baseline angle
of 0°. A positive value moves the position of the fringes towards left. (b) The input image corresponding to
¢ = 1.0 for the baseline angle of 0°. (c) The 0° PSF used for the initialization. The images are shown in log
scale with a zoom factor of 2.

Table 1: Astrometric error (AE), magnitude average relative error (MARE) and root mean square error
(RMSE) for different phase errors ¢. For the three PSFs, the values in brackets denote the errors after
re-centering. The normalized value of the objective function is also shown.

¢ | AE (pixels) | MARE RMSEo RMSEgo RMSE; 500 2/(pn?)K L
0.0 < 0.01 7.5 % 107° 0.7% 0.7% 0.7% 0.7318
0.2 < 0.01 1.0 x 1074 0.6% 0.6% 0.6% 0.7363
0.4 0.22 7.6x107° | 7.9% (4.5%)  28.0% (16.5%) 26.6% (16.2%) 0.8417
0.6 0.92 1.1 x 107% | 35.4% (15.9% ) 45.2% (18.3%) 20.0% (11.8%) 0.9081
0.8 1.26 9.6 x 107° | 37.4% (20.0%)  64.1% (9.3%)  39.1% (9.2%) 0.8234
1.0 1.27 1.1 x 107* | 37.5% (18.8%)  64.5% (9.1%)  39.0% (9.1%) 0.8192
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Figure 2: (a) The horizontal cut of the reconstructed PSFs for each of the phase error ¢.
reconstructed PSFs corresponding to ¢ = 0,0.2, ...,

iterations. In order to evaluate the quality of the reconstructions we computed three errors: the
astrometric error (AE), the magnitude average relative error (MARE), and the root mean square
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error (RMSE). The three errors are defined as:

BN 1 < N -
AE = - (i —&)? + (yi — 5:)% MARE=-)" M; RMSE;, — W
13 ‘ m; Ok ll2
=1 i1

where ¢ is the number of stars, (z;, y;) and (Z;, g;) are the reconstructed centroid and the original
position of each star, m; and m; are the reconstructed and the true magnitudes, w; and @, are the
reconstructed and true PSFs and || - |2 denotes the Euclidean norm.

All the errors are reported in Table 1. As concerns RMSE, it is interesting to note that the
values are quite high for all cases with ¢ > 0.2. Indeed, since each star is reconstructed with a
small, but significant, astrometric error, this causes a small displacement of the reconstructed PSF
with respect to the original one used in the computation of the RMSE. Therefore we re-centered
each PSF by means of a sub-pixel-precision procedure and we computed again the RMSE (the new
values are shown in parenthesis). Of course, in case of real images this operation is not necessary.

In conclusion, the proposed strategy seems to provide good reconstructions of the PSFs only if
the measured images are affected by a low phase error, although the magnitude of the stars are in
general well recovered. Future work will include the addition of explicit regularization terms in the
objective function specifically aimed at preserving the features which characterize the LBTI PSFs.
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Inverse Source in a Multipath Environment
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Abstract— Inverse source problem is addressed in a multipath environment. In particular,
within a 2D scalar framework, the simple case multipath is due to a single thin PEC (Perfect
Electric Conductor) cylinder scatterer deployed between the scene under investigation and the
measurement line is considered. The role of the passive scatterer’s position on the achievable
performance is analysed for two different inversion schemes: back-projection and TSVD.

1. INTRODUCTION

As is well known, retrieving a current source from its radiated field is an ill-posed inverse prob-
lem [1]. It often happens that apart from the field due to the source, the fields produced by further
scattering objects (generally unwanted) are collected as well. This can degrade the achievable per-
formance as spurious artefact can crow the reconstructions. Nevertheless, if the in-homogeneous
background is someway characterized (i.e., because it is artificially created) these waves can be
exploited positively [2, 3].

In this contribution, we analyse the role played by a single PEC passive scatterers on imaging.
Two inversion methods are considered. The first one consists in inverting the radiating operator
which rigorously describes the radiation of unknown source in presence of a passive scatterer by a
TSVD scheme. In the second one, the inversion is achieved by BACK-PROJECTION, which is one
of the methods most commonly used in imaging. We will show how the achievable performance
changes with the passive element compared to the free-space case, and how the the positions of the
extra-scatterer acts.

2. MATHEMATICAL MODEL

The scenario of interest is depicted in Fig. 1. It consists of a scalar 2D geometry (invariant along
the z-axis) including a infinitely long PEC cylinders (passive element) placed between the spatial
region under investigation and the measurement line I'g. Accordingly, the radiated field (TMY
polarization is considered) can be expressed as

E(y. k) = i Gpa(y, 2 p, k) (p, k)dp (1)

where E(y, k) and J(p,k) = I(k)f(p) are the radiated field and the current distribution, respec-
tively, k being the wavenumber. Note that, source frequency behaviour I(k) is a priori known
(for simplicity I(k)=1). Dy is the spatial domain where the source is assumed to reside, y is the
observation point and z is the position of the passive element. The frequency ranges within [1,
1.5] GHz.

In order to exploit the effect due to grid, the passive element must be incorporated in the
background model. In this case, the background is the whole environment depicted in Fig. 1 apart
from the source. Therefore, if we assume that the PEC cylinder is “thin” in terms of wavelength
(i.e., radius < Amin), the corresponding Green’s function Gpg can be written as

¢ Ikly—pl ¢ Ikly—zl o =iklz—pl

IR V=2 /lz— 2l

with ag(-) the first term of the cylindrical harmonic expansion of scattering from the passive element.

~—

GBG(Q, 2y k (2)
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Figure 1: Geometry of the problem. (a) Passive element in (—1Amax, —5Amax). (b) Passive element in
(—12Xmax, —5Amax). Investigation domain D = [—8Amax;, 8Amax] X [~10Amax,; —26Amax]. Measurement line
Ty = [—4Amax, 4 Amax] i located at stand-off distance of 10\ from the investigation domain. Source in
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3. BACK-PROJECTION

By performing the inversion scheme with back-projection the reconstruction can be written as
— /Q E(y, k) (GB(;(Q, 2, k‘))* dydk (3)
k /Do

This image is the sum of four contributions that we address as I11, I12, I21 and I2s. Below, we
analyze the kernels (point spread functions) of the various terms.

3.1. Term 11
eIk (~ly—zl+ly— pl)
Iii(p / / (4)
T [y — z|ly — pl

Henceforth, the phase term of each contribution of the image will be indicated briefly as ®(k, y)
can be shown that Eq. (4) provide a significant contribution in the reconstruction when 7 ,(®) =
This condition explicitly becomes

00 (k,y)

T 0=y -al=ly ol )
oo (k, . 4 —
éyy)-iz:O:>y—:C-iz:y—p~ix (6)

The aim is to find the conditions that satisfy the equations just written. In other words, fixed the
measurement set-up (passive element z, investigation domain D; and extent of the measurement
line T'y), we check whether a stationary-point exists or not. The first and the second equation are
constraints on the distance (henceforth denoted as “modulus condition” ¢.m) and on the position
(henceforth denoted as “position condition” c.p), respectively. Analyzing these conditions we can
assert that for each observation y and wave-number k, the max value produced from integral I1;
is located in a neighbourhood of the source point z. Therefore, there is focusing on the source as
shown clearly in Fig. 2(a).

3.2. Term 12
eIk (=ly=zl+ly—z|+1z—p|)
112 / / CL k’ dydk? (7)
2 JTo ly — z|ly — zllz — p

Reconstruction (7) becomes significant when

00(k,y)

—ar = 0= —ly-zl+ly—z+lz-p =0 (8)
oo (k,y) . .
M-ix:O:y—i-ix:y—z-im (9)

9y
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Figure 2: Reconstruction for scene layout depicted in Fig. 1(a): (a) I;1. (b) Iia. (e) Iz1. (h) Ina. (d)
(I11 + I12 + Io1 + I2). Reconstruction for scene layout depicted in Fig. 1(b): (a) I11. (¢) I1a. (f) Iz1. (i)
Iso. (g) (I11 + L2 + Iz1 + I22). In all the figures actual source’s position is displayed as black asterisk.

When the passive element is placed in front the measurement line, the above equations say there
will be a dominant artefact in the reconstruction characterised from a circular geometry. Moreover,
it includes the source position (see Fig. 2(b)). Although the artefact is due to a stationary-point,
we observe that here this situation happens only for few observation points. This explains why the
amplitude dynamic of I depicted in Fig. 2(b) is lower than the one showed in Fig. 2(a). If the in-
homogeneity is placed outside the measurement line, from c.m and c.p conditions, we expect again
a circular artefact in the image I12. However unlike the case already examined, here the source
position does non belong to the it (see Fig. 2(c)). Finally, we observe that this specific artefact
has a dynamic influenced from the position of passive element, and its location within investigation
domain depends from the relative position between passive element z and the source z.

3.3. Term 21
eIk (—ly—z|~|z—z|+ly—pl)
121 / / aq k‘ dydk: (10)
2 JTo ly — zllz — zl|y — pl

The image (10) assumes the maximum value when

0P (k,
B g gzl -zl +ly—pl =0 (1)
0d(k,y) . L

9y
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Once again c.m and c.p conditions are examined in two different scenarios. For the geometry
depicted in Fig. 1(a), we can assert that each observation points is stationary hence more artefacts
appear in the image I2;, including the one focuses on the source point z (see Fig. 2(e)). Instead, for
the scenario shown in Fig. 1(b) no stationary-point is allowed. Therefore, as depicted in Fig. 2(f),
we deduce a lower dynamic reconstruction. Moreover, although it would not seem, the nature of
artifact is again circular.

3.4. Term 22
ik (—lz—z|+z—pl)

Eap)= [ [ Jaof
@Iy [z —zl[z - pl

In this specific case, Eq. (13) provide a relevant contribution if

0P (k,y)
ok

while the condition c.p not provide any additional information. The latter equation implies an
artefact of circular geometry (see Fig. 2(h)) similar to the reconstruction of the term I;2. However,
its dynamic is very different because in Fig. 2(b) the artefact is due to a limited number of receiver
positions y, whereas here it is the same for all the elements of the measurement line I'y. Finally, we
observe that the nature of the artefact is not depend from the passive element z (Figs. 2(h)—(i)).

Eventually, we can foresee that many artefacts can corrupt the reconstructions, as show in
Figs. 2(d)—(g). Nevertheless, a resolution improvement occurs when the extra point scatterer is
positioned as in scenario Fig. 1(b).

dydk (13)

=0=[z—z|=|z—p| (14)

4. TSVD STRATEGY

Since the Eq. (1) is a linear integral operator, another possible inversion scheme is the TSVD. With
this approach, the reconstruction can be expressed as

Nt

I(p)=> Eon),, (15)

(o
n=0 n

where I(p) represents the regularised reconstruction of J(-), (vn,un)peq form ortho-normal bases
in the data and unknown space, respectively, and (0,)°, is the set of singular value. N is a
truncation index determining the degree of regularization of the solution.
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Figure 3: (Top panel) The geometry is the same of Fig. 1(a). (a) Singular values behaviour. (b) Reconstruc-
tion with passive element choosing v = —5dB. (¢)—(d) Reconstruction (v = 44 dB) with and without passive
element, respectively. (Bottom panel) The geometry is the same of Fig. 1(b). (e) Singular values behaviour.
(f) Reconstruction with passive element choosing v = —5dB. (g)—(h) Reconstruction (choosing v = 44 dB)
with and without passive element, respectively. In all the figures actual source’s position is displayed as
white asterisk.
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We begin our analysis from the scenario depicted in Fig. 1(a). The singular values behavior
reported in Fig. 3(a) suggests that the scatterer is responsible of a steep climb in the first part of
singular values (red line). To understand the effect of this phenomena on imaging, in Fig. 3(b) is
depicted I(p) choosing a suitable threshold « in order to consider only the singular values corre-
sponding to that rise. Comparing Fig. 2(h) with Fig. 3(b), we can say that the pedestal in the
singular value behavior provides merely the equivalent artefact of the terms Is9 achieved with back-
projection strategy. Going beyond, that is adding about 10 more singular values, the two singular
value curves are almost identical (Fig. 3(a) not normalized trend). Therefore, regardless of the
choice of the threshold, the value and the number of singular values used for the reconstruction is
the same. In order to compare actual performance in two different contexts, we choose the trunca-
tion threshold v = 44 dB. Although the number of singular values is similar in both configurations
(about 90), regardless of the presence or absence of the passive element, the two reconstructions
are similar (Figs. 3(c)—(d)).

In the bottom panel of Fig. 3 are depicted the reconstruction when the passive element z is placed
outside the measurement line. Observing the singular value behavior shown in Fig. 3(e), it can be
recognised that the passive element is responsible once again of a climb, but also of a bulge. In
other words, passed a critical threshold value, the curve of singular values with the passive element
is always higher than the one without passive element (Fig. 3(e) (not normalized behavior). This
suggests that choosing properly the truncation threshold, with the passive element the performance
achievable can improve. In Fig. 3(f) is shown the reconstruction when the threshold v = —5dB
(normalized behavior). Since in this case, in the inversion scheme are considered only about 10
singular values, the reconstruction achieved again corresponds essentially to the Iso depicted in
Fig. 2(i). Finally, in order to compare actual performance in two different contexts, we choose the
truncation threshold v = 44 dB. Although with passive element the number of singular values is just
15 more than that in free space, the image shown in Fig. 3(g) is slightly narrower than Fig. 3(h).
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Abstract— The co-integration between dielectric waveguides and graphene can open the way
to the realization of photonic devices characterized by the well-established properties of mature
technologies and by novel functionalities, e.g., the ultrafast tunability of the optical properties,
that are typical of graphene-based devices. In this context, numerical modeling plays a key
role. Graphene is often modeled as a thin layer with atomic thickness that is immersed in a
micrometer-size dielectric structure, therefore the computational burden can become huge due to
the size mismatch between the graphene layers and the environment. Here we demonstrate that
the application of semi—analytical procedures based on the reformulation of techniques borrowed
from classical optical waveguide theory allows to efficiently evaluate the modal properties of
graphene—assisted dielectric waveguides. We consider two cases of study: first, we analyze an
electro-absorption modulator based on the tunability of the conductivity of graphene. Then, a
nonlinear waveguide where we exploit the huge third-order nonlinearity of graphene is studied.
The excellent agreement between full-wave simulations and results obtained by applying the
variation theorem for dielectric waveguides demonstrates the effectiveness of the approach.

1. INTRODUCTION

The peculiar properties of graphene have been attracting the ever increasing interest of the scientific
community since the 2010 Nobel Prize in Physics, which was awarded to Novoselov and Geim for
their groundbreaking studies. Scientists have already envisaged a plethora of innovative applications
in electronics and photonics that exploit the unique characteristics stemming directly from the
Dirac dispersion relation of electrons in graphene [1]. In particular, the ultrafast tunability of the
electromagnetic parameters of this two-dimensional material can be a key feature for the realization
of novel photonic devices. In this context, well-established analytical models are available nowadays
to describe both the linear and the nonlinear optical properties of graphene in terms of its 2D
complex surface conductivity oap (see, e.g., [2-5]).

The interaction length between light and graphene is limited by the atomic thickness of the ma-
terial; therefore, following the idea proposed by Liu et al. in a seminal paper [6], several structures
based on the co-integration of conventional dielectric waveguides and graphene have been reported,
with the goal of perturbing the propagation of a guided mode by means of localized (and tun-
able) variations of the electromagnetic parameters. This concept allowed to envisage, for instance,
graphene-based amplitude [6, 7] and phase modulators [8], tunable directional couplers [9,10] and
highly nonlinear waveguides [11]. Most of these devices have been studied by resorting to full-
wave simulations where graphene was modeled as a 3D brick with atomic thickness A, and volume
conductivity o3p = o9p/A. This approach is straightforward but it is characterized by a huge
and often unacceptable computational burden, thus modeling techniques based on surface current
boundary conditions [10,11] and/or perturbation theory [8,10] have recently been proposed.

In this work we illustrate the possibility of applying computationally efficient techniques such as
perturbation theory for the analysis of graphene-based devices operating both in the linear and in
the nonlinear regime. We demonstrate that the effects induced by the tunability of the conductivity
of graphene, which is due to an electrical bias and/or to the Kerr effect, can be accurately predicted
by exploiting the “concentrated” nature of the perturbation introduced by the graphene layers.

2. PERTURBATION THEORY FOR GRAPHENE-BASED WAVEGUIDES

The variation 63,5 of the propagation constant of a guided mode propagating along z that is
induced by a perturbation de of the xy transverse profile of the dielectric constant can be estimated
by exploiting the variation theorem for dielectric waveguides, as described in [12]:

w [ [ dxdyseE,, - Ej,
5/8617”” = AP ) (1)

where w is the angular frequency, P is the power carried by the mode v and F, is the corresponding
electric field profile.
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This general expression can be reformulated by taking into account the peculiar characteristics
of the problem at hand. In particular, our key issue is the analysis of the properties of conventional
dielectric waveguides that are co-integrated with graphene layers in order to introduce a tunable
perturbation of the mode propagation. The electromagnetic properties of graphene are anisotropic,
since graphene interacts only with the component of the electric field that is parallel with respect
to the 2D layers. As a matter of fact, analytical models typically provide the in-plane 2D conduc-
tivity of graphene as a function of w and of the chemical potential p. (see e.g., [2] for the linear
conductivity). Therefore, the perturbation of the volume dielectric constant can be calculated from
the graphene surface conductivity by using the relation de = —io2p/(Aw), which stems directly
from Maxwell’s equations. If we also reasonably assume that the electric field is invariant inside
the graphene along the direction that is normal with respect to the layer itself we get

1
S, = —ip / dgE,, - oap - B, @)
g

where kg is the free-space wave-number and the mode profiles are normalized for the sake of
simplicity so that P = 1/4 W. Notice that by exploiting the two-dimensional nature of graphene
the surface integral in Eq. (1) can be simplified to become a line integral running along the graphene
layers. We labeled this curve as g. If the structure under exam includes M graphene layers, and
the i-th layer is biased to a chemical potential y.;, Eq. (2) can be recast in the final form

M
1 .
e, =iz 3 / dgiBy - 21 (1ci) - 5, 3)
=1 i

The same technique can be applied to estimate the nonlinear phase shift which is due to the
graphene—induced Kerr effect. It is worth saying that several recent papers report different models
for the 2D third-order conductivity o3 of graphene [3-5]. In the nonlinear regime the total conduc-
tivity of graphene can be written as ooniin = Olin + 03 - Ey - EY, and Eq. (2) can be reformulated
as

5neﬁy = _i4k0P /dgEl/ * Ononlin * E;; (4)
g9

where the correct tensor o3 must be selected in order to model the Kerr effect (03 = o3(—w,w,w)),

and the mode profile is now normalized so that P corresponds to the real power which is carried
by the propagating mode v.

3. NUMERICAL RESULTS

The first case of study is the graphene-based optical modulator described in Ref. [6]. The structure
is a silicon ridge waveguide on a silica substrate, and it is schematically depicted in Fig. 1(a). The
width of the ridge is 600 nm, whereas its height is equal to 250nm. Also the 50-nm-thick silicon
layer that is necessary in order to bias the structure is considered. A thin layer of alumina (with
thickness equal to 7nm) is inserted between the ridge waveguide and three graphene layers (G} to
G3). In our simulations we have used a simple parallel-plate capacitor model in order to evaluate
the chemical potential of G1 and G4 starting from the bias voltage, whereas the chemical potential
of G3 was assumed to be zero. In order to be consistent with Ref. [6] the offset voltage was fixed to
—0.8V, and the operating wavelength is 1.53 pm. In Fig. 1(b) we show the graphene conductivity,
calculated by using the analytical model described in Ref. [2], as a function of the bias voltage.
The propagating modes in this structure are hybrid, nevertheless in strict analogy with what is
commonly done in silicon photonics we can label the first mode as a quasi-TE mode (the dominant
component of the electric field is “horizontal”). In Fig. 2(a) we report the effective index of the quasi-
TE mode as a function of the bias voltage. Notice the perfect agreement between the results from
full-wave simulations and those from perturbation theory (Eq. (3)). It is also straightforward to see
that, as expected, the shape of the curve is the same as the one that represents the dependence of the
imaginary part of the conductivity on the applied voltage: when Im{osp} is positive the effective
index increases with respect to the unperturbed case, and the opposite happens when Im{osp} is
negative. In Fig. 2(b) we show the absorption (modulation depth) of the first mode in logarithmic
scale. Also in this case the estimate obtained by using the semi-analytical model is rather good,
indeed both the methods predict a maximum modulation depth equal to 0.06 dB/um. Here the
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Figure 1: (a) Schematic view of the graphene-based modulator reported in Ref. [6]. The graphene layers are
indicated in black. (b) Complex conductivity of graphene as a function of the bias voltage. Real part (solid
black line), imaginary part (red dashed-dotted line), and universal conductivity (black dashed line).
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Figure 2: Full-wave simulations (black solid lines) and results from perturbation theory (red dashed-dotted
lines) for the quasi-TE mode. (a) Effective index. (b) Modulation depth.
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Figure 3: Full-wave simulations (black solid lines) and results from perturbation theory (red dashed-dotted
lines) for the quasi-TM mode. (a) Effective index. (b) Modulation depth.

behavior of the curve is strictly related to the dependence of the real part of the conductivity on
the bias voltage (see Fig. 1(b)).

The second propagating mode can be identified as a quasi-TM mode (the dominant component
of the electric field is “vertical”). This part of the analysis is quite important because the exper-
imental results reported in Ref. [6] exploit the propagation of this mode, as it is possible to infer
from the analysis of Fig. 1 of that paper. In Figs. 3(a) and 3(b) we report effective index and
modulation depth of the quasi-TM mode as a function of the bias voltage. We can see the same
trend we have described for the previous case, in fact agreement between full-wave simulations and
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perturbation theory is still very good. It is quite interesting to compare Fig. 3(b) with the corre-
sponding experimental curve in Ref. [6]. The sharp transitions between high and low absorption
are smoothed in the experimental curve with respect to the numerical one, nevertheless agreement
is both qualitative and quantitative: experimental (numerical) results predict a maximum mod-
ulation depth of 0.1 (0.14) dB/um, with high absorption for a range of voltages between —1 and
3.8V (between —1.3 and 3 V). As a matter of fact, comparison between experimental and numerical
results confirms that a single simulation of the structure without graphene is sufficient to determine
the behavior of the structure with graphene, also as a function of the bias voltage. A thorough
discussion about the peculiar behavior of this waveguide is well beyond the scope of the paper,
anyway it is worth noting that the modulation depth of the quasi-TM mode is much larger with
respect to the quasi-TE case, and this observation can be in some way counter-intuitive since the
dominant electric field component of the second mode is normal with respect to the graphene layers.
Nevertheless, we have found that in the quasi-TM case the modal field is strongly concentrated
near the graphene layers and the longitudinal component of the electric field E,, which is parallel
to the graphene sheets, dominates with respect to the transverse components in that region.

The second case of study is the nonlinear waveguide described in Ref. [11]. A schematic view of
the structure is shown in the inset of Fig. 4(a). It is a simple slab waveguide, with graphene layers
that are placed at the interfaces between core (e, = 4.76) and cladding (e, = 2.25). The width
of the slab is 2s = 400 nm, and the operating wavelength is 1.55 um. For the sake of simplicity we
considered only TE polarization. In Ref. [11] a model for the third-order nonlinearity, also including
saturation of the nonlinear response, has been extrapolated from Z-scan measurements [13]. A
detailed description of the model and the values of all the parameters can be found in the same
paper. Here we have used the nonlinear model of graphene reported in [11] with the goal of
performing a fair comparison, nevertheless the same analysis can be repeated by using analytical
models such as those described in Refs. [3-5]. It is straightforward to demonstrate that Eq. (4),
which is valid for the general nonlinear case, can be specialized for this structure so that we get

5€TKerr |Ey(.’L' = i8)|2

Oner = A
g Teff ffooo‘Ey‘de

: ()

where, by using again the same formulation as in Ref. [11], d€, g, is the variation of the volume
dielectric constant of graphene which is due to the Kerr effect, and E,(x = +£s) is the electric field
on the graphene layers. Notice that it is possible to use the well-known closed-form expression for
the mode profile E, of the unperturbed slab (without graphene), by properly normalizing E, in
order to have the desired peak intensity. In Figs. 4(a) and 4(b) we plot real and imaginary part of
the effective index of the slab waveguide as a function of the peak intensity, by comparing full-wave
simulations and results obtained by using Eq. (5). It is possible to see that the curves are perfectly
overlapped, thus the described technique can be considered as validated. Last, but not least, it
is worth noting that the reported analysis in the nonlinear regime can be easily applied to more
realistic structures such as the ridge waveguide in Fig 1(a).
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Figure 4: Effective index as a function of the peak intensity. (a) Real part. (b) Imaginary part. Full-wave
simulations (black solid lines) and results from perturbation theory (red dashed-dotted lines) are reported.
A schematic view of the slab is depicted in the inset, with the graphene layers which are indicated in yellow.
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4. CONCLUSION

We have demonstrated that photonic devices characterized by the co-integration of conventional
dielectric waveguides and graphene layers can be accurately and efficiently studied, both in the
linear and in the nonlinear regime, by exploiting the “concentrated” nature of the perturbation
introduced by graphene. In particular, we have shown that a clever and straightforward application
of the variation theorem for dielectric waveguides allows to develop simple semi-analytical tools
which allow to evaluate the propagation constants of the modes of complex guiding structures as a
function of the bias voltage and of the optical power.
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Abstract— We study electromagnetic properties of a metasurface formed by array of coupled
graphene nanoribbons. We show that surface conductivity tensor has principal components of
different sign and the system supports Dyakonov-like plasmonic surface modes.

1. INTRODUCTION

Metasurfaces are known as a two-dimensional analogue of metamaterials, and they offer unprece-
dented control over the light propagation, reflection, and refraction [1,2]. One of the main advan-
tages of metasurfaces is that these structures are fully compatible with the modern planar fabri-
cation technology and they can be readily integrated into the on-chip optical devices preserving
the most of functionalities of three-dimensional metamaterials. Graphene, two-dimensional lattice
of carbon atoms, exhibits a wide range of unique electronic and optical properties [3]. Graphene
plasmonics [4] became a rapidly growing research field, both because plasmons in graphene exist
in widely demanded THz field and because they can be effectively tuned with an external gate
voltage. In [5] it has been shown that a wide range of metasurfaces can be constructed based on
graphene sheets. In our work we show that nanostructuring the graphene sheet we can tailor the
electronic properties directly and as consequence control the conductivity of these metasurfaces.

2. CONDUCTIVITY TENSOR

We study the system shown in Figure 1. We calculate the electronic band structure and eigen-
functions for the array of tunnel coupled armchair and zigzag nanoribbons. We show that the
coupled edge states of zigzag nanoribbons form the additional electronic band characterizing by
the hyperbolic Fermi surface and the band structure of coupled armchair ribbons is characterized
by the overlap of electron and hole bands which results in the Fermi surfaces which simultaneously
possess electron and hole pockets. Then, using the Kubo formula we calculate the AC conductivity
tensors of these structures. In the the case of armchair nanoribbons (see Figure 1) the system can
be described by an uniaxial conductivity tensor with principal components of different sign and low

loss:
~ o 0
0 < 0 0||> ' M

Here 0, and o) are frequency dependent conductivities per unit length corresponding to the prin-
cipal axes of the tensor.

Before analyzing dispersion equation let us discuss the form of conductivity tensor components
o, and o). Conductivity tensor describes a response of the layer on external electromagnetic field.
In the common case, the response is not local in space and time that results in dependence of
the conductivity on the frequency w and wave vector k.. Let us put forward the assumption that
conductivity tensor components depend on the frequency according to the Drude-Lorentz model:

ic w

os(w) = 4 w? — 2+ iyw’

s=1,]. (2)

Such dispersion shape is quite natural to many systems in optical, infrared, THz, and radio fre-
quency ranges [6]. In Eq. (2) € are resonance frequencies along the principle axes of the con-
ductivity tensor, v is a relaxation constant which is supposed to be isotropic. Constant A has a
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Figure 1: (a) Geometry of the problem. Surface wave propagates along z-direction. Atomic structure of the
array of (b) zigzag nanoribbons (¢) armchair nanoribbons.

dimension of rad/s. Explicit expression of A is defined by the metasurface design. This constant
can be excluded from the analysis with the help of the following dimensionless variables:

drtog - w - ol
T e A 7T A ;
- CK ~ ck, (3)
R= ——: P =

AVE

Real part of 6 and o) is responsible for energy dissipation and imaginary part for the polarizability
of the structure. Typical frequency dependence of Im(, ) and Im(G)) is shown in Figure 2. One can
see that signature of conductivity tensor (1) depends on the frequency. It is possible to distinguish
three cases: (i) capacitive metasurface when both Im(5 ) and Im(&) are negative; (ii) hyperbolic

metasurface when Im(&)Im(5)) < 0; (iii) inductive metasurface when both Im(&,) and Im(5))
are positive.

3. DISPERSION EQUATION

We consider two isotropic media with permittivities €1 and 5 separated by an anisotropic non-chiral
metasurface or graphene sheet. In the figure we suggest one of the possible design of hyperbolic
metasurface representing a two-dimensional array of asymmetric subwavelength resonators. Within
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Figure 2: Frequency dependence of imaginary parts of dimensionless conductivity tensor components
and ). Parameters of conductivity tensor components are following: Q, =1, QH =3, v =0.05.

the local homogenization approach the electromagnetic properties of such structure can be described
by a two dimensional conductivity tensor:

(5 3)

Here o, and o) are frequency dependent conductivities per unit length corresponding to the prin-
cipal axes of the tensor.

We will seek solution of the Maxwell’s equations in the form of a traveling wave propagating in
the z-direction and localized in the y-direction. The both electric and magnetic fields depend on
the z-coordinate and time t as exp(ik,z — iwt). We assume that « is the angle between z-direction
and one of principle axes of the tensor. Conductivity tensor is not diagonal in the chosen set of
coordinates and can be written as

&= <U$z U$z> ’ (5)
Ozx Ozz

where
Ope =01 cOS>a + ol sin? o; (6)
0., =0, sin®a+ o cos? a; (7)
g —01 .
Opz = Ozy = I 5 sin 2. (8)

Electric and magnetic fields (E and H) obey the following boundary conditions on the metasur-
face:

mH) [ ] = R, )

n,E,] — [n,E;] =0. (10)

Index 1 (2) corresponds to the upper (lower) half-space, n is a unit vector normal to the interface.
Dispersion equation for surface waves can be obtained from Maxwell’s equations using boundary
conditions (9) and (10) and condition that electromagnetic field decays away from the interface

ck ck 471 WEe WE 471 1672
(1+2 - CO';,;g;) <1+2+60'zz> = O'?:Z. (11)

w w CK1 = CK3 c?

2 — g19w?/c? is inversed penetration depth of the surface wave into upper and
lower medium. Similar equation describes dispersion of magnetoplasmons, surface waves in a
two-dimensional electron gas in the presence of a strong DC magnetic field [7, 8].

Here k2, = k2
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4. RESULTS AND DISCUSSION

In order to analyze dispersion of surface waves which is described by Eq. (11) let us neglect dissipa-
tion of the energy in the system and put 4 = 0. For the sake of simplicity, further we will consider
symmetric situation when £1 = €3 = . As an example, let us consider the structure with resonance
frequencies of conductivity tensor components 2, = 1 and ] = 3. Dependence of wave vector
k. on frequency w and propagation direction « can be obtained analytically from Eq. (11). This
equation yields two solutions which correspond to hybrid polarized waves (quasi-TE and quasi-TM
plasmons). Their dispersion for v = 60° is shown in Figure 3.

0 5 0 15 20 2
kz, a.u.
Figure 3: Dependence of k. on @ for the surface waves on hyperbolic metasurface for different propagation

directions «. T'wo branches correspond to quasi-TM and quasi-TE surface plasmons. The inset shows the
structure of dispersion curves at a = 90°.

Surface waves of pure TE or TM polarization can propagate only along the principle axes of the
conductivity tensor (o = 0° and « = 90°). In this case, right part of Eq. (11) is equal to zero and
the equation splits into two independent equations corresponding to two-dimensional TE and TM
plasmons.

Frequency cutoff of quasi-TE plasmon is equal to zero and does not depend on «. Frequency
cutoff w. of quasi-TM plasmon belongs to the interval €, < w. < €2 and depends on «. This
dependence can be found from the equation:

0'” (wc)

O'J_(wc) .

cot? @ = — (12)

Quasi TE-plasmon has a maximal frequency w, at which it can propagate. Dependence of w, on
the « yields by the equation:

tan® o = — a”(wr) .

oy (wr)

(13)

It follows from Eqgs. (12) and (13) that simultaneous propagation of both surface waves at the same
frequency is possible only if ;

T T

1 < ‘04‘ < i (14)
This condition does not depend on the specific dispersion of ¢, | and can be fulfiled for any
hyperbolic metasurface.

It was shown that an anisotropic interface separating a hyperbolic metamaterial and vacuum
can support a certain class of plasmonic modes analogous to the Dyakonov surface states [9, 10].
Dyakonov surface states [11] are localized modes which can propagate in a narrow angle range along
the interface of the anisotropic crystals. Despite the theoretical prediction back in the 1980s, these
modes have been experimentally demonstrated only recently [12]. This is due to the fact that for
the case of an interface of conventional anisotropic crystal these modes can propagate only in an
extremely narrow range of angles, and thus it is hard to excite them experimentally. Nevertheless,
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these modes attract a significant scientific interest since they suggest a route for virtually lossless
optical information transfer at the nanoscale, which is extremely important for the perspectives of
on-chip optical data processing devices.

5. CONCLUSION

We have presented a comprehensive analysis of surface waves propagating along hyperbolic graphene
surface. We have analysed dispersion of such waves in the most general form, not specifying a
specific design of the metasurface and describing its properties using the effective conductivity
approach. Within this approach, the problem does not acquire a specific scale and, therefore, the
results can be applied to different frequencies ranging from microwaves to ultraviolet band.

We have shown that the spectrum of waves supported by hyperbolic metasurfaces consists of
two branches of hybrid TE-TM polarized modes, that can be classified as quasi-TE and quasi-
TM plasmons. Dispersion properties of these waves are strongly anisotropic, and they have some
similar features with Dyakonov surface states, magnetoplasmons and two-dimensional TE and TM
plasmons. Directivity of these plane waves can be controlled with the external voltage which can
be used for the creation of graphene-based photonic integrated circuits.
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Abstract— We present an efficient finite element formulation for the eigenmode analysis of
graphene-based plasmonic waveguides with switching functionalities. The formulation is full-
vectorial and addresses graphene as a surface conductivity, as opposed to bulky material consid-
erations, thus eliminating the need for fine discretizations inside thin graphene models. Based on
this technique technique, a graphene-enhanced plasmonic CGS waveguide with good extinction
ratio and insertion loss is proposed.

1. INTRODUCTION

Graphene is a ground-breaking material, with a multitude of significant properties and effects, in-
cluding the ability to support surface plasmon propagating modes and switching functionalities [1].
Optical conductivity of graphene has been shown to consist of a Drude intraband term and an inter-
band contribution. These properties may result in either plasmonic modes in THz [2] or enhanced
switching in photonic waveguides for the optical communications regime [3]. In particular, for the
case of the THz regime, where the Drude term is dominant, graphene surface plasmons offer the
possibility of waveguiding with strong confinement, while in the optical communications spectrum
where the interband contribution is substantial, the tunability of graphene’s conductivity through
electrostatic gating shows great potential for the design of switching components.

Regarding FEM simulations of such structures, the general trend is often to approach graphene
as a bulky material, thus requiring very fine descritizations inside thin graphene models but also
in the surrounding space. We present here an efficient formulation for the eigenmode analysis
of graphene-based plasmonic waveguides with switching functionalities which is full-vectorial and
addresses graphene as a thin sheet with a surface conductivity. Based on this analysis, we propose
a graphene-enhanced plasmonic CGS waveguide with an extinction ratio of 8.6dB and a 2.15dB
insertion loss for a 10 wm length, which can be considered highly satisfactory and a firm basis for
further study towards the development of switched plasmonic components in the photonics regime.

2. FINITE ELEMENT FORMULATION

The proposed finite element eigenmode formulation follows the general framework that has been
proposed in [4], where the electric field is used as a working variable. The formulation uses mixed
finite elements for the discretization of the waveguide cross section, with tangentially continuous
(H-curl) vector finite elements in the transverse plane and scalar (nodal) finite elements for the
axial component. Using the Galerkin formulation for the Helmholtz equation, the form

//E’.<V><M;1V><E—kgarE>ds—0 (1)
S

expresses the projected problem, reducing its solution to a finite-dimensional vector subspace. The
electric field can be written in the form E = (E; 4+ zE,)e 7*, where E; = E;(x,y) represents
the transverse component and E, = FE,(x,y) represents the axial component. The adjoint field
E' = (E'; — zE)) 7% is selected as the test function in the Galerkin equation and the final eigenmode



Progress In Electromagnetics Research Symposium Proceedings 2353

formulation expressed as a function of the effective refractive index ney = —jv/ko is as follows:

//VXE/t /LTzZVXEtdS—/ VE XZ) ,urtt(VE XZ)dS—ko//Et SrttEtdS

—}—k‘o//E’ ez B.ds+ney jk‘o// txz VE XZ)ds— jk:o/ VE’ Xz) MMt (Etxz)d
+ng kg//(E'txz).u;gt(Etxz)ds —fE'-ﬁxVxEdSZO (2)
S oS

The domain is terminated by perfectly matched layers. Following the discretization of the 2D-
space, and assuming for the moment that the line integral vanishes, (2) can be easily written as
the sum of the same surface integral quantities calculated for each element of the grid, leading to
the expanded form of Galerkin formulation,

St = SP™ = kgT! + kgT7 + negg (—jhoPe — jko@Qe) + nlg (RgTP™) =0 (3)

where

//VxE’t 12,V x Eyds, S = // (VE. x 2) - urtt(VE X ) ds,

//Et Er, ttEtdS TZ // E/ 57‘,zzEzdSa Té’m = // (E/t X i) . M;,tlt (Et X i) dS, (4)
S’Vl

// Ey x 2) - i, (VE. x ) ds, Qe—/ (VEL x 2) - i, (By x 2) ds

The matrix formulation of the problem can be derived by substituting fields by their corresponding
discrete expressions using basis functions and the degrees of freedom (nodal or edge-based, according
to the field component) for the electric field quantities and ultimately takes the form

St — k2T 0 0  —jkP o | KETE™ 0 E |
{[ 00 —stmggr: | TP | g 0 | TR | Vo o |f|E.| 00

following an assembly process for the element quantities, where the matrices in (5) correspond to
Galerkin terms in (4). Given that the eigenmode problem is mathematically interpreted as an
eigenvalue calculation problem for the system of (5), the aim is to solve for n.g. However, this
eigenvalue problem is quadratic, so we use first companion linearization to reduce it to

0 0 I 0 E, 10 0 0][ E
0 0 0 I E. | lo1 o o|]| E

St 4 k2T 0 0 jkoP | |negEe | =" [0 0 &2T 0| |negE, | ©
0 S*m — K2T* jkoQ 0 negE. 00 0 0] LngE.

which is a sparse form with a positive semidefinite matrix at the right hand side, suitable for sparse
eigensolvers.

As far as the graphene implementation is concerned, its extremely small thickness (one-atom
thick) dictates its consideration as an ideal two-dimensional surface with a corresponding surface
conductivity o, (measured in S). Therefore, any graphene surfaces in the waveguide eigenmode
analysis are basically represented by one-dimensional lines in the 2D cross-section of the structures.
A first route to incorporate graphene sheets in FEM simulations is to start from a bulky material
approach and consider the limit of its thickness to zero. In thic case graphene’s contribution would
be apparent through its conductivity, thus affecting the 3rd and 4th term of (2) which include
permittivity quantities. In these integrals, separating a finite surface of thickness § corresponding
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to the bulky graphene area, we derive the additional terms

I, = —k} / / E'; - & .uEids + k] / / E. & .. E.ds (7)
Si

S1

where we replace the permittivity with the complex permittivity of graphene e = &, — joy,/weg, and
op describes an equivalent conductivity of bulk graphene (in S/m). Assuming that o} consists of
non-zero real and imaginary parts, we can omit €, as being included in o}, and have ¢ = —jop,/wey.
Therefore (7) becomes

I, = jkono // E'; - opEds — jkono // E. - oyE.ds (8)
Sl Sl

Assuming an infinitesimal graphene thickness, variations are negligible in this dimension, giving

Iy = jkOnO/E/t,p ~ 0By pdl — jk?o??O/E,/z rogE.dl (9)
oS oS

where doy, equals the surface conductivity o, (in S). It has to be particularly noted that the electric
field component E;;, involved in the first integral is not the full transverse component but only its
tangential projection on the one-dimensional graphene line.

An equivalent and more elegant way to arrive at the same expression is to consider graphene as
a zero thickness sheet in the first place. In this case, the line integral term in (2) cannot be ignored,
as the graphene current sheet introduces a discontinuity in the magnetic field, thus affecting the
line integral term. In particular, the interface condition on the graphene sheet is written in the
form )

—#ﬁo(“ngxE*—ﬁngxE_):Js:ag(Et,p—i—iEz) (10)
where i, is the unit vector normal to the graphene sheet. However, to substitute (10) in the line
integral term of (2) we need to consider a fictitious surface that surrounds the graphene sheet from
both sides and being infinitely close to it. Therefore, the line integral is split into two parts, one
for the upper surface, where the outward-pointing unit normal vector is it = fiy and one for the

lower one, where i~ = —ii; and the line integral takes the form

I, = /E’-ﬁ+><v><E+ds+/E’.ﬁ—xvxE—ds

a5+ oS-
= / E'-fiyx (VxEY =V xE7)ds = jkono / E' - o,E,ds (11)
95— 95—

which easily results in (9) as well.
Therefore, graphene’s contribution can be implemented by adding two line integral terms in the
initial formulation, expressed as

Tg’g = /E/t,p cogBepdl, T7Y9 = /E; ogEdl (12)
C C

and by considering the corresponding matrices, it results in the linear eigenvalue problem of the
form

0 0 I 0 E,
0 0 0 I E.
—S! + k2Tt — jkonoTH9 0 0  jkoP neg By
0 S*m — k2T? + jkonoT*9 jkoQ 0 neg B,
I 0 0 0 E;
- 0 I 0 0 E.
=nef | g 0 k2T 0 | | negE (13)

00 0 0] L[ ngE.

which is easily discretized by the same kind of mixed vector-nodal finite elements.
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3. PLASMONIC AND SWITCHING COMPONENTS

The proposed formulation is able to analyze both plasmon graphene ribbon waveguides in the THz
regime and a switching-capable waveguide structure for telecom applications, based on the CGS
waveguide [5], which is properly enhanced by graphene.

3.1. Graphene Microribbon Waveguide

To fully test the functionality of our formulation, we analyzed a plasmon graphene microribbon
waveguide in the THz regime proposed by Nikitin etal. [2]. This is a waveguiding structure for
frequencies between 1 and 12 THz (as opposed to the telecommunications wavelength regime) taking
advantage of the surface conductivity of a graphene microribbon. The analysis was conducted
for ribbon widths of 5 um and 20 um and the electric field intensity plots for the two transverse
components, vertical (upper plots) and horizontal (lower plots) are shown, for the three first modes
of the 5 um ribbon, in Fig. 1.

The dispersion diagrams for the real part of the effective refractive index along with the propa-
gation length are shown in Fig. 2 for the 5 um case and are consistent with those in [2].

G e m s 5 O & B

Figure 1: Mode profiles for the first three modes of a 5 um graphere ribbon waveguide: vertical E-field
component (upper plots) and horizontal E-field component (lower plots).
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Figure 2: Dispersion diagrams: real part of the effective refractive index and propagation length for the 5 um
case.

3.2. Graphene Waveguide with High-index Dielectric Ridge

The next structure simulated was the graphene waveguide proposed in [3]. Its concept takes
advantage of a high-index dielectric ridge to achieve strong field confinement without using a finite
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Figure 3: Real part of the effective refractive index with respect to gap thickness and chemical potetntial.

Figure 4: Graphene-enhanced CGS waveguide (dominant mode).

width graphene ribbon which is harder to fabricate. Placing a wide graphene sheet over a dielectric
ridge of appropriate size, the geometry of the structure facilitates waveguiding. The relation of the
complex effective refractive index to the thickness of gap the graphene sheet and the dielectric ridge,
as well as to the chemical potential are shown in Fig. 3, being in very good agreement with [3].

3.3. Graphene Switching Component

Based on the analysis, we propose a switching capability for the classic plasmonic CGS waveg-
uide [5, 6] by adding graphene layers on all interfaces between waveguide materials, including both
sides of the oxide layer, and also the two vertical ridges of the waveguide (Fig. 4). The ON and
OFF states of the waveguide correspond to chemical potential values 1eV and 0.1eV. Selecting a
structure length of 10 um, the insertion loss can be as low as 2.15dB, almost entirely due to metal

(not graphene) losses and the achieved extinction ratio is 8.6 dB, which is highly promising for
further study.
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Abstract— A compact of a reconfigurable rectangular microstrip slot patch antenna of operat-
ing frequencies in the range of (2-6) GHz is proposed for Wireless Local Area Network (WLAN)
applications. It has one port excited with microstrip line feed mechanism. The proposed antenna
consists of a single layer patch antenna with two parallel slots designed that can be controlled via
two switches. Two parallel slots are incorporated to perturb the surface current path, introduc-
ing local inductive effect that is responsible for the excitation of the second resonant mode. By
adjusting the status of the switches state either on or off mode in simultaneously, the resonance
frequencies can be varied, thus achieving frequency reconfigurable.

I represent a fully information and design for reconfigurable antenna to use it in a new hybrid
device known Cognitive Radio CR. A cognitive radio CR is a wireless transponder that can sense
the environment in which it wishes to operate and can adapt itself to optimize its operation.
Sensing the environment may involve the measurement of the communications traffic and inter-
ference across a large part of the electromagnetic spectrum. The radio will also have knowledge
of the intentions of its user, to enable it to match its searches to the needs of the user. In simple
words the operations consist of Sensing and Reconfigurability called a Cognitive Radio CR.

1. INTRODUCTION

There is a developmental trend in wireless communication system that demands the use of antennas
capable of accessing services in various frequency bands [1], sometimes with the use of a single
antenna [2]. The increasing demand for modern mobile, satellite and wireless communication
systems in the world make many researchers worked hard in order to improve the performances
and enhance the application of the Microstrip Patch Antenna (MSA). Reconfigurable antenna will
be an attractive feature in the modern wireless communication system because it enables to provide
a single antenna to be used for multiple systems [3]. Moreover, it also has great attention in wireless
communication systems due to their capability to vary their operating frequency, radiation pattern
and polarization [4]. In this case, we want a reconfigurable antenna that maintains its radiation
pattern at different frequencies.

1.1. Antenna Design Procedure

The geometry of an antenna developed for Reconfigurable antenna is shown in Figure 1. In order
to design this type of antenna, it is necessary to know the exact value of dielectric constant of
the substrate material chosen. The permittivity of the fabric is easily extracted from the measured
resonant frequency of a patch radiator designed using an assumed approximate value of the substrate

» ¥

Weg=58mm

- W=4fmm -

S

— 4mm -—
Spaang: 4 Imm Spaang: 4. 3mm
3mme f=f mm L4

Figure 1: Antenna prototype: (a) Reconfigurable Figure 2: The structure of reconfigurable rectangu-
antenna with switches is in OFF mode. (b) Recon- lar microstrip slots patch antenna with inset feed.
figurable antenna with switches is in ON mode.
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dielectric constant. The permittivity is determined as 4.7, from the knowledge of shift in measured
frequency from design frequency.

Initially we designed a single Reconfigurable rectangular Microstrip patch antenna to understand
the effect of its parameters.

o In determining the operating dimensions and parameters, for the single patch antenna.

o Dielectric Constant of the Substrate e,.
The dielectric material that used here in my design of this Microstrip Patch Antenna is
Polyester with &, = 4.7. The permittivity variation is 40.020.

e The frequency of the operation (fy):
The operating frequencies in the range of (2-6) GHz are proposed for Wireless Local Area
Network (WLAN) applications.

e Height of the dielectric substrate (h):
Microstrip Patch antenna has been designed in order to rule out the conventional antenna as

the patch antennas are used in most of the compact devices [5]. Therefore, the height of the
antenna has been decided as 1.6 mm.

The parameters that decided by default in order to con-tinue to the design process are:

Table 1: The initial parameters.

Ep 4.7
H 1.6 mm
fo | 2.4GHz, 5.8 GHz

In this design, we use two feeding technique to simulate and compare between two method Inset
feed, we start simulate with Inset feed.

1.1.1. Design Procedure

The inset feed models will be used to design the antenna [6]. Table 2 contains the specification
structure of a Reconfigurable Rectangular Microstrip Slots Patch Antenna Using Inset Feed.

Table 2: The specification structure of a reconfigurable rectangular microstrip slots patch antenna using
inset feed.

Parameters Calculated Optimized

Dimensions Dimensions
(mm) (mm)
Patch Width, W 37.02 45.0
Patch Length, L 28.4 28.0
Substrate Width, Wg 46.6 55.0
Substrate Length, Lg 38.0 50.0
Feeder length, Lf 4.8 8.0
Feeder width, Wr 2.88 3.0
Xo 0.5 2.0
Vo 4.0 4.0
slot1=slot2 (width) 1.0 1.0
Length of slotl (sll) Optimization 16.0
Length of slot2 (sl2) Optimization 9.0
Switch:S1=82 (width) 1.0 1.0
Switch:S1=82 (length) 0.5 0.5

2. RESULTS ON PERFORMANCE CHARACTERISTIC OF ANTENNA

2.1. Antenna Design with Two Slots (ON Mode)

When both switches are in ON mode (slots and switches), where S; and Sy are located at the
center of the slots, the antenna will produces multiband or single band frequency which is dropped
at 2.4GHz. The current position of the switch at the centre is chosen while its controlled the
Reconfigurability frequency as shown in Figure 3.
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Figure 3: Antenna design with two slots (ON mode).  Figure 4: S11 parameter of single patch antenna with
inset feed.
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Figure 5: Antenna 3D radiation pattern for inset Figure 6: 2D radiation power with inset feed.

feed.

Table 3: Designed values of dimensions of various antennas developed at resonant frequency.

Length (L) in mm | Width (W) in mm | AL in mm Ereff
0.7 4.6
87 5

28 45

2.2. Return Loss Characteristics
The inset feed used is designed to have an inset depth of 4 mm, feed line width of 3 mm, and feed
path length of 12mm. A frequency range of (2-6) GHz is selected and 201 frequency points are
selected over this range to obtain accurate results.

By using inset depth of 4 mm, I get return loss of —20 dB which considered good result as shown
in Figure 4.

2.3. Far-field Radiation Pattern Characteristics
Since a microstrip patch antenna radiates normal to its patch surface, the elevation pattern for
i =0 and ¢ = 90 degrees would be important.

Figure 5 is shown the radiation pattern of inset feed.

The maximum gain is obtained in the broadside and this measured to be 2.66 dBi.

2.4. Antenna Design with Two Slots (OFF Mode)

When both switches are in OFF mode (slots and switches), where S; and Sy are disappeared from
the center of the slots, the antenna will produces multiband frequency which is dropped at 2.4 and
5.8 GHz, as shown in Figure 7.
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2.5. Return Loss Characteristics
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The inset feed used is designed to have an inset depth of 4 mm, feed line width of 3mm, and feed
path length of 12mm. A frequency range of (2-6) GHz is selected and 201 frequency points are
selected over this range to obtain accurate results.

Figure 7: Antenna design with two slots (Off mode).

Eabd i)

]

Figure 9: Antenna 3D radiation pattern for inset
feed at 2.4 GHz.
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Figure 8: S1; parameter of single patch antenna with
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Figure 10: Antenna 3D radiation pattern for inset
feed at 5.8 GHz.
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Figure 12: 2D radiation power with Inset feed at
5.8 GHz.
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Table 4: Summary of simulation results.

Parameter Reconfigurable Reconfigurable
antenna with OFF antenna with ON
switches condition switches condition

Simulation Simulation
Resonant fl=58 _
frequency P=24 fl=24
(GHz)
Return Sll.1=
Loss, S11 -18.02 Sl,f
(dB) Si1.2= -

3512

. 3 dB Beam- Width= 96.5
Beamwidth 3 dB Beam- Width= 50.99
3 dB Beam- Width= 60.24

Gain gl=2.66 gl=26
dB B

g2=21

dB

By using inset depth of 4mm, I get return loss of —18dB at 2.4 GHz and —35dB at 5.8 GHz
which considered accepted result as seen in Figure 8.

2.6. Far-field Radiation Pattern Characteristics

Since a microstrip patch antenna radiates normal to its patch surface, the elevation pattern for
» =0 and ¢ = 90 degrees would be important.

Figures 9, 10 are shown the radiation pattern of inset feed for 2.4 and 5.8 GHz.

The maximum gain is obtained in the broadside and this measured to be 2.66 dBi at 2.44 GHz
and 2.12dBi at 5.8 GHz, see Figures 11 and 12.

3. CONCLUSION

A new reconfigurable of rectangular slots patch antenna with operating frequencies in range (2—
6) GHz was designed, built and measured. It has been demonstrated with IE3D simulation and
experimental results that the antenna is useful in Wireless Local Area Network (WLAN) [7]. The
purpose antenna can handle and control the frequency band either to a single band or multi-band
frequency in one time. A comprehensive parametric study has been carried out by optimizing
the various dimensional parameters (slots and switches). Slots are added to a rectangular patch
antenna (switches are in OFF mode) in order to obtain multiband resonance frequencies at 2.4 GHz
and 5.8 GHz with return loss less than —10dB. Two switches are added, which is the switch are
in ON mode to control the Reconfigurability of the antenna designed only at 2.4 GHz frequency.
By adjusting the status of switches that optimally fixed along the slots, we can vary the resonance
frequencies, thus achieving the frequency reconfigurable. More work in the future will be focused
since the result of 5.8 GHz is not really good in the antenna performance where the gain is very
smaller compare to 2.4 GHz [8]. Besides that, in the advance of technology era, all electronic related
devices are reducing in size. Therefore it is important for the sizes of these antennas to be reduced.
The preferred substrate also needs to be wisely selected. The permittivity of the substrate affects
the size and performances of the antenna.
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Abstract— This work takes a nonlinear utility optimization based approach to allocate band-
width channel resources among interfering interfaces both in presence of balanced and unbalanced
traffic. A new algorithm is proposed to leverage channel related access information in dynamic
network scenario for optimal performance. Preliminary results from implementation of nonlinear
utility maximization based on data rate and tested indoor IEEE WLAN 802.11n+s on ns-3 simu-
lation are presented. Implication of economic perspective of resource allocation and technological
efficiency of WLAN is demonstrated. Experimental software developed under this work, natu-
rally leads to a programmable interface for management and control of physical layer resources
in an optimal fashion.

1. INTRODUCTION

With the advent of multiple interfaces unbalanced traffic in network is created in a systematic
fashion. Generally speaking, in unbalanced traffic there is a requirement for an efficient scheduling
mechanism that should restrict the data rates of all the interfaces to the maximum achievable data
rate for the corresponding end-to-end flow. This reduces the packet overflows at the intermediate
mesh station (MS), as well as maximizes the network capacity and the spatial reuse. First, a sub-
flow should not transmit in a data rate which is more than the maximum achievable data rate for
the corresponding flow, and second, channel bandwidth should be proportional to its traffic load
so that sub-flows can pass through it.

This work proposes a joint channel access and forwarding protocol, which extend the standard
EDCA and HWMP in IEEE 802.11s, to solve the unbalanced traffic allocation problem among the
end-to-end flows. Major points of discussion are:

1) The balanced and unbalanced traffic aware resource allocation among the contention in a
multi-interface directional Wireless Mesh Network (WMN) as a convex optimization problem.

2) The link metric used for path establishment in HWMP is augmented based on the channel
access information, to support the optimality of the solution obtained for the balanced traffic
allocation, in a dynamic spectrum scenario where new traffic flows are introduced, or existing
traffic flows are terminated randomly, and.

3) The augmented EDCA and HWMP protocols are implemented in a practical indoor IEEE
802.11n+s multi-interface mesh test bed at ns-3 to evaluate the performance in real-life sce-
narios.

The rest of this paper is organized as follows. Section 2 describes the related work. Section 3
presents the proposed solution for balanced and unbalanced traffic and implements a preliminary
version of nonlinear utility maximization based on data rate. Section 4, describe basic ns-3 test bed
for indoor IEEE WLAN 802.11n+s. Section 5 reports performance evaluation results and Section 6
concludes with future directions.

2. RELATED WORK

TDMA and probabilistic scheduling as access protocol techniques are used in multi-directional
antenna for efficient and unbalanced traffic. An exponential linear programming formulation for
joint routing and scheduling in multi-hop wireless networks with directional antenna [1] is based
on TDMA/FDMA scheduling and centralized in nature and improves the performance. In [2],
authors propose a mixed integer linear programming solution to minimize interference among dif-
ferent interfaces in multi-interface directional antenna based wireless networks. In [3] a linear
programming formulation for maximizing network throughput subject to fairness constraint and
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directional antenna based channel interference constraint has been provided. Based on the opti-
mization formulation, they propose a heuristic for joint link scheduling and routing scheme which
aims at approximately optimal solution. Nonlinearity have been included in the routing and spec-
tral assignment algorithms by including a nonlinear constraint [4] and through a power optimized
reach constraint [5]. In particular, results presented in [6] are advantageous where correct routing
and spectral assignment can lead to improved SNR and throughput. A nonlinear weight has been
introduced by design in the optimization objective function to initially group highly interfering
channels so that they can be subsequently given well separated spectral assignments. Finally in-
dividual transmission powers were optimized to maximize the reach [7] while in [8] an altruistic
minimization of transmitted power was found to benefit the wider network. Here, we take a global
view of the network and adjust individual transmitter powers to equally distribute the available
SNR margin above error free transmission.

3. RELATED WORK

Network model describes IEEE 802.11s EDCA and HWMP protocols, the interference character-
istics for a multi-interface directional mesh network. IEEE 802.11s standard defines EDCA as
the mandatory and MCCA optional MAC layer channel access protocol. The standard provides
HWMP as the forwarding protocol. The existing IEEE 802.11 distributed coordination function
(DCF) is extended through Enhanced Distributed Channel Access (EDCA), which incorporates a
number of mechanisms to provide differentiated QoS service by giving different access priorities
to different access categories (AC). Hybrid Wireless Mesh Protocol (HWMP) IEEE 802.11s uses
HWMP for MAC layer data forwarding. As a hybrid protocol, HWMP aims at merging advantages
of both proactive and reactive routing mechanisms. It can be configured to operate in two modes
— on demand reactive mode and tree-based proactive mode.
Architectural & Usage Models in 802.11s

e Mesh Portal: Interface between external Internet and others node, works as gateway.
e Mesh STA: Works as Relay frames in a router-like hop-by-hop fashion.
e Mesh AP: provide services to clients and work as Mesh relaying function as given in Figure 2.

This example indicates that the load should be weighted according to the number of hops to
the destination. We call this new metric the weighted-load metric.

T
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Figure 1. Network model. Figure 2. Network model 802.11s.

3.1. Proposed Utility Maximization Approach and Channel Assignment Protocol

BGP controlled Traffic with Unequal Bandwidth Allocated to the Paths: The multipath option
removes the tiebreakers from the active route decision process, thereby allowing otherwise equal cost
BGP routes learned from multiple sources to be installed into the forwarding table. However, when
the available paths are not equal cost, you may wish to load balance the traffic asymmetrically. Once
multiple next hops are installed in the forwarding table, a specific forwarding next hop is selected
by the load-balancing algorithm. This process hashes against a packet’s source and destination
addresses to deterministically map the prefix pairing onto one of the available next hops. Per-
prefix mapping works best when the hash function is presented with a large number of prefixes,
such as might occur on an Internet peering exchange, and it serves to prevent packet reordering
among pairs of communicating nodes.
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An enterprise network normally wants to alter the default behavior to evoke a per-packet load-
balancing algorithm. Per-packet is emphasized here because its use is a misnomer that stems from
the historic behavior of the original Internet Processor ASIC. In reality, Networks routers support
per-prefix (default) and per-flow load balancing. The latter involves hashing against various Layer
3 and Layer 4 headers, including portions of the source address, destination address, transport pro-
tocol, incoming interface, and application ports. The effect is that now individual flows are hashed
to a specific next hop, resulting in a more even distribution across available next hops, especially
when routing between fewer source and destination pairs. With per-packet load balancing, packets
comprising a communication stream between two endpoints might be re-sequenced, but packets
within individual flows maintain correct sequencing. Whether you opt for per-prefix or per-packet
load balancing, asymmetry of access links can present a technical challenge. Either way, the pre-
fixes or flows that are mapped to, for example, a T1 link will exhibit degraded performance when
compared to those flows that map to, for example, a Fast Ethernet access link. Worse yet, with
heavy traffic loads, any attempt at equal load balancing is likely to result in total saturation of
the T1 link and session disruption stemming from packet loss. Networking community encodes the
bandwidth of a given next hop, and when combined with multipath, the load-balancing algorithm
distributes flows across the set of next hops proportional to their relative bandwidths. Put another
way, if you have a 10-Mbps and a 1-Mbps next hop, on average nine flows will map to the high-speed
next hop for every one that uses the low speed. Use of BGP bandwidth community is supported
only with per-packet load balancing. The configuration task has two parts:

e Configure the external BGP (EBGP) peering sessions, enable multipath, and define an import
policy to tag routes with a bandwidth community that reflects link speed.

e Enable per-packet (really per-flow) load balancing for optimal distribution of traffic.

3.2. Utility Maximization Approach: Data Forwarding Based on Interface Scheduling

As per HWMP routing policy, ALM is calculated based on frame error rate and corresponding
physical transmission rate. This suffers suboptimal routing due to following reasons — 1st, the
observed frame error rate changes with new flow due to the changes in interference characteristics,
and 2nd is physical transmission rate does not reflect the actual data rate that a newly admitted sub-
flow in a link can achieve based on balanced traffic allocation. As a consequence, a newly admitted
sub-flow may choose a link that result in low end-to-end data rate as well as high interference.
The utility maximization approach based on balanced and unbalanced traffic allocation returns the
actual data rate that a flow can achieve. Therefore, Utility maximization approach extends the
HWMP routing policy based on the actual achievable data rate of a flow. A change in routing
decision results in a new communication graph. However, in a mesh network, scheduling and
routing decisions are recomputed after a timeout interval. The scheduling decision adjusted at
every DTIM interval, while routing decision is reexamined after every routing timeout interval.
The routing paths do not change significantly unless there is an event generation or change in the
network graph or in the end-to-end flow parameters. The scheduling decision can safely use the
communication graph based on the previous routing decision, and once the routing paths change
(implies corresponding change in the communication graph) due to the change in network graph.
The proposed augmentation in HWMP based on scheduling information, termed as maximum
utilization approach-HWMP, works as follows. After the routing timeout at a source mesh STA for
an end-to-end flow (it can be noted that an end-to-end flow is determined by a pair of source mesh
STA and destination mesh STA), the mesh STA needs to re-compute the path to the destination
mesh STA. For this purpose, it broadcast a PREQ message through all its interfaces that contains
the routing metric and the destination mesh STA. In the proposed, the PREQ message also contains
a third parameter, termed as ‘Effective Data Rate’ (EDR), that denotes the actual data rate that a
flow can achieve, based on the scheduling policy, when it traverse through a link. Rather than using
a fixed transmission rate, EDR is used to compute the augmented ALM, termed as ‘Scheduling
based ALM’ (S-ALM). The calculation of EDR is based on a special characteristic of a link, called
“maximally loaded”. Two types of flows are randomly distributed in the network — flows from
the mesh STAs to the mesh gateway, and intercommunication among the mesh STAs. Proposed
protocol is implemented as loadable kernel modules (LKM) in the IEEE 802.11s protocol stack.
This LKM is triggered when a mesh STA is in operation (either transmit or receive) to find out
the balanced traffic allocation and tune the EDCA parameters for effective channel access. The
HWMP protocol is also augmented with the proposed S-HWMP. The mesh STAs are configured to
operate in 300 Mbps data rate with MIMO dual streaming, along with the standard mesh channel
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access and peer selection protocols. The gateway is connected with the Internet through a Gigabit
Ethernet LAN, and we assure that the wired network has sufficient bandwidth available so that it
does not affect the mesh performance. The settings for IEEE 802.11s parameters are given below
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in Table 1.
Table 1.
Proactive Route Timeout 3000 TUs
Reactive Route Timeout 200 TUs
DTIM Interval 60 TUs
Beacon Interval 2 TUs
HWMP Maximum PREQ Retry 3
Mesh TTL 16
Mesh Holding Timeout 500 ms
Table 2. Simulation results.
Node | interf Tx Tx Tx Tx Rx Rx Rx Rx Time
No ace packets | Bytes | Pkt/ls bit/1s packets | Bytes | Pkt/ls | bit/ls Second
0 1 109 12468 0 0 107 11540 0 0 26.198
16543 | 10.3359 | 87648.5
0 2 158 2 173 7881 1 28 0 0 26.198
16331 | 10.3359 | 87648.5
1 1 156 2 173 7881 1 28 0 0 26.198
16543 | 10.3359 | 87648.5
1 2 158 2 173 7881 1 28 0 0 26.198
11458
2 1 111 8 0 0 1 28 0 0 26.198
11246
2 2 109 8 0 0 1 28 0 0 26.198
16546 | 10.3359 | 87648.5 16414 | 10.335 | 87648
3 1 159 8 173 7881 157 0 92 0.58 26.198
11250
3 2 110 4 0 0 0 0 0 0 26.198
23224 | 10.3359 | 87648.5 22346 | 10.335 | 86987
0 1 222 8 173 7881 221 8 92 0.08 54.008
33291
0 2 316 2 0 0 1 28 0 0 54.008
28733 | 10.3359 | 87648.5
1 1 273 2 173 7881 1 28 0 0 54.008
39651 | 10.3359 | 87648.5
1 2 376 2 173 7881 1 28 0 0 54.008
22376
2 1 214 8 0 0 1 28 0 0 54.008
22270
2 2 213 8 0 0 1 28 0 0 54.008
27676 27565
3 1 264 8 0 0 263 2 0 0 54.008
28846 | 10.3359 | 87648.5
3 2 276 4 173 7881 0 0 0 0 54.008

4. PERFORMANCE EVALUATION

We have performed simulations using the ns-3 simulator to evaluate the performance of the proposed
protocol. A simulation area of 1000 * 1000 m? is divided into 4 quadrants, and APs are placed at
the center of each quadrant. All AP are assigned different channels. 1 nodes were randomly placed
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in each quadrant, making a total of 4 nodes. To create an unbalanced traffic pattern, the 1 node
in the northeast quadrant was selected as destinations that receive traffic from the AP. Then we
simulated balanced traffic that each quadrant selected as destinations. Under this scenario, we have
compared two protocols. The first one which we call “MCP” assigns channels randomly and selects
routes based on number of hops, without any consideration of traffic load is running on interface 2.
The second one is the proposed protocol UMA (utility maximization approach) which is running
on interface 1.

Figure 3. Simulation. Figure 4. Simulation flow chart in NS3.

5. CONCLUSION OF WORK

In this proposed work each mesh node has multiple interfaces used to get maximum data rate in
distributed environment. Based on data rate and data traffic at channels we selected mesh access
point which connect to external network. Finally based on balanced and unbalanced traffic demand
we selected interfaces of every mesh node to improve the performance of IEEE 802.11s EDCA and
HWMP supported wireless mesh networks.
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Abstract— A new meta-material based bowtie antenna is proposed in this paper. Multi band
response is observed in the simulated result of return loss for different frequencies (i.e., 1-12 GHz).
Apart from this it is seen that the return loss is improved in the case of metamaterial antenna
in comparison to the conventional antenna. Simulated results of £ and u versus frequency are
shown and it is observed that negative £ and negative u are obtained in different frequency bands
respectively.

1. INTRODUCTION

Next generation wireless communication systems demand an antenna to exhibit multiple bands
that are not harmonically related. A bowtie antenna is made from a bi-triangular sheet of metal
with the feed at its vertex and is used due to its light weight and broadband properties. Many
methods have been employed to increase the bandwidth of the planar bowtie antenna such as use
of tapered slot, bowtie arms, double side and different feed structures [1]. In order to increase
bandwidth Meta-materials can also be incorporated as substrates. They are worth candidates as
antenna substrates for miniaturizations, bandwidth enhancement and for controlling direction of
radiation [2]. Metamaterial substrates can be designed to act as a very high dielectric constant
substrate at a particular frequency and as a result it can be used to miniaturize the antenna size.
The property of exhibiting negative permittivity and permeability (hence negative refractive index)
by the metamaterial is often used by the antenna designer to achieve desired results as they are
artificial engineered materials. The negative refractive index supports the backward waves [3,4].

In this paper, a bowtie antenna is simulated on the metamaterial substrate which results in
multi band resonating frequencies. The band obtained shows that the simulated antenna can be
used for wireless applications. The results are simulated using Ansoft HFSS software.

The paper is organized as follows. In Section 2 the antenna specifications and design issues are
discussed. In Section 3 the equivalent circuit of unit cell is presented. The results are presented in
Section 4 and their features are analyzed and discussed. The conclusion is made in the Section 5.

2. ANTENNA DESIGN

Figure 1 shows the basic bowtie antenna which is a complimentary antenna. The dimensions of the
substrate are x = 45mm, y = 69 mm. The thickness of the substrate is h = 1.6 mm. FR4 is taken
as substrate having permittivity of 4.4. The ground plane consists of 77 unit cells with 7 cells in
rows and 11 cells in column. The dimension of each unit cells is 3 x 3mm?. The unit cells are made
periodic by keeping a uniform distance in z-axis as well as y-axis as 3mm. The lumped port feed
is provided to the bowtie antenna. These parameters are optimized so that the return loss of the
basic bowtie antenna is less than —10dB.

Figure 2 shows the metamaterial ground which is placed below the bowtie antenna. Figure 3
represents the metamaterial unit cell. Figure 4 represents the negative permittivity, negative perme-
ability and negative refractive index. The electromagnetic properties such as complex permeability
and permittivity can be evaluated either by Drude-Lorentz method or by retrieval of S-parameters
methods. The S-parameters have been extracted from HFSS, which is commercially available
Finite-Element Method (FEM)-based Full wave simulator [5].

The real part of refractive index [3] is given by re(n) = 2 cosfl[ﬁlm(l — 8% + 5%,)] and the

wave impedance is z = % Further n and z are related to p and £ [4] by the relations
21

E=12 and p = nz.

z
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Figure 1: Bowtie antenna. Figure 2: Meta-material ground.

Figure 3: Meta-material unit cell. Figure 4: Real part of permittivity, permeability and
refractive index.

3. EQUIVALENT CIRCUIT OF META-MATERIAL UNIT STRUCTURE

The equivalent circuit of the meta-material unit structure is shown in the Figure 5. The resonant
frequency of the metamaterial unit structure is given by [6]

1
- - 1
f'f’es 27]'\/LTCT ( )
The gap capacitance is given by [7]
C, = ereAtw ()
g

where A is modification factor (A = 60), ¢ is thickness of metal (copper) strip, e, is the relative
permittivity of the substrate. The self inductance produced by sheet is given by [8]

pon® [In2 + 0.5+ 0.178p + 01462 4 2500 4 017805 Ly (0
Lp— . 3)

where, p = w and n, w, L & S are the numbers of turns, metal width, length of the ring

& the space between inner and outer rings respectively.

L

Cgl HH Cg3

Cg2

Figure 5: Equivalent circuit of the meta-material unit structure.

4. RESULTS AND DISCUSSION

Figure 6 shows that the return loss of -10dB or better is achieved within the band of 6.2 GHz—7 GHz
and 9.8 GHz-10.9 GHz which has relative bandwidth of 0.9057 GHz and 1.1434 GHz. It is seen that
when the antenna is used without the metamaterial unit cell, only two resonant frequencies are
present specifically at 6.6 GHz and 10.3 GHz.

Figure 7 shows the return loss of —10dB or better that is achieved in the band approxi-
mately from 3.6 GHz—4.4 GHz, 5.5 GHz—6.1 GHz, 7.3 GHz-8.0 GHz, 8.9 GHz—9.7 GHz and 11.4 GHz—
11.7 GHz which has relative bandwidth of 0.8378 GHz, 0.6 GHz, 0.7699 GHz, 0.8181 GHz and 0.2943
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Figure 6: Return loss vs frequency without meta- Figure 7: Return loss vs frequency with metama-
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Figure 8: Radiation pattern at 4.0 GHz. Figure 9: Radiation pattern at 7.7 GHz.

GHz respectively. It is seen that with the metamaterial substrate, the bowtie antenna has shown
more numbers of resonant frequencies. In this case 6 distinct resonating frequencies have been
obtained such as 4.0 GHz, 5.8 GHz, 7.7 GHz, 9.1 GHz, 9.5 GHz and 11.6 GHz. This shows the
multi-band behavior of the metamaterial based bowtie antenna.

Figure 8 shows the radiation pattern at resonating frequency of 4.0 GHz. The shape of the
radiation pattern seems like number “8” which is a property of a bowtie antenna. However figure 9
represents the radiation pattern at resonating frequency of 7.7 GHz which shows inverted pattern
with respect to the 4.0 GHz frequency.

5. CONCLUSION

A new multiband metamaterial based bowtie antenna is demonstrated in this paper which over-
comes the disadvantages of a basic bowtie antenna (which has poor bandwidth property) and
displays multi-band characteristics. This can be used for different wireless applications. Radiation
pattern shows the characteristics nearer to the Omni-directional antenna. The results show that the
proposed antenna can be used as a compact multi-frequency antenna in microwave band (C-band,
X-band).
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Abstract— The split ring resonator (SRR) is the key element to obtain left handedness at
microwave frequencies The orientation of the SRR relative to the electromagnetic field is decisive
for achieving lefthandedness. We investigate by simulations how the lefthandedness is affected
by rotational disorder of the SRRs in an array of 2 x 11 SRRs. Rotational disorder of the inner
ring has a minor effect on the lefthandedness. Combined rotational disorder of inner and outer
ring has a similar effect as rotational disorder of the outer ring only. Rotational disorder causes
a shift in the frequency range of lefthandedness.

1. INTRODUCTION

The split ring resonator (SRR) combined with a conducting wire is the most commonly used
elements for achieving left handedness (real part of refractive index n < 0) at microwave frequen-
cies [1]. The orientation of the SRR — or more precisely the gaps of the SRR — relative the wire
and electromagnetic field is decisive for lefthandedness [2].

It has been suggested that lefthandedness is sensitive to disorder and that breakdown of left-
handedness may occur [3]. The effect on the resonance in the S-parameters of the dimension of
arrays of SRRs was investigated in [4]. It was found that larger arrays have wider stop bands around
their reference frequency. In [5] arrays of SRRs with different orientations were investigated. The
resonance in the transmission spectra of SRRs was affected by the orientation and the interaction
of the SRRs. Papasimakis etal. [6] showed that in an ensemble of SRRs the resonance became
broader and eventually disappeared with disorder. In [4,5], and [6] the effect of disorder or SRR
orientation on lefhandednesss was not investigated.

The effect of disorder on lefthandedness would be of importance in applications of metamateri-
als. In manufacturing of microwave components there are always some deviations from the desired
geometry and material properties; such deviations become more pronounced in low cost manufac-
turing techniques. When striving for lefthanded materials at THz or optical frequencies, the effect
from disorder — caused by manufacturing imperfections — will be of higher importance than at
microwave frequencies.

In this paper we investigate by simulations the effect on lefthandedness of arrays of SRRs and
wires from rotational disorder.

2. THEORY AND SIMULATIONS

The refractive index, n, of a material is given by n = /g, i, where ¢, is the relative permittivity
and p, is the relative permeability. In lefthanded material Re(n) < 0 and this is achieved if €, and
iy simultaneously are negative [1]. We investigate the effective refractive index of slabs with SRRs
in a waveguide. We determine the real and imaginary part of the complex refractive index, n, from
the scattering parameters using the method in [7]

1
= Togd

n

Re(y) + 2mmn) — ilm(v)} (1)

where

vy=X+iv1— X2

1
255, (1— 5% +55)

and kg is the wave number in vacuum and d is the physical thickness of the slab. The sign is
determined from the requirement that Im(n) > 0. The integer m is related to the branch of Re(n).

. @
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For the imaginary part there is a unique solution but for the real part there are multiple solutions
given by m. Equation (1) was derived for the case the S1; = So2 and Si2 = So1.

The investigated structure is shown in Fig. 1. There are two rows with 11 SRRs in each row.
There are also 11 wires. The dielectric substrate was FR4 (¢ = 4.4, tand = 0.02) with thickness
0.9mm. The wires and SRR are Cu of thickness 0.035mm. The width of the strip is 0.2mm. The
inner diameter of the SRR is 0.3 and 1.3 mm, respectively. The width of the SRR strips is 0.25 mm.
The total slab thickness is 5 mm and the size of the slab’s cross section with the waveguide is given
by the X-band waveguide (22.86 mm x 10.16 mm). The SRRs were rotated in the simulations with
angles ¢2 nd ¢ as shown in Fig. 2. In Table 1 the simulated structures are summarized. Case I is
the reference case, which is an ordered array with all SRR oriented the same way. In case II the
SRRs are randomly oriented with ¢ = ¢1. The inner ring was rotated and the outer was not in
case III. In case IV the outer was rotated and the inner was not. The positions of the SRR and
wires were not changed.

Figure 1: The simulated structure. Figure 2: The different rotation cases of the SRR.

Table 1: The angles of the inner, ¢, and outer, ¢o, rings used in the simulations. The angles ¢, and ¢5 ere
varied randomly in the given intervals.

Case o1 b2

I 0 0

I | [L15° +15°] | ¢ = 6
111 [—15°, +15°] 0

v 0 [~15°, +15°]

Simulation were made in Ansoft’s HFSS (High Frequency Structure Simulator). The scattering
parameters were simulated in the frequency range 9-11 GHz (i.e., in the X-band).

3. RESULTS

The S-parameters for the reference structure are shown in Fig. 3. There is a clear structure around
10.5 GHz in the magnitude and phase. In Fig. 3(c) the refractive index for the reference structure
is shown. There is a clear frequency range, 10.2-10.6 GHz, where Re(n) < 0, i.e., the material has
lefthanded properties. The S-parameters and refractive index resemble those e.g., in [8].

In Fig. 4 the real and imaginary part of the refractive index is shown for different types of
rotational disorder. For the case with the inner ring being rotated and the outer ring fixed (¢ =
+15°, ¢2 = 0) the difference from the ordered array is small. The cases with both rings rotated
the same angles (¢ = ¢ = +15°) and the case with only the outer ring being rotated (¢; = 0,
¢o = £15°) give similar results and larger deviations from the ordered array. The rotational
disorder of the outer ring seems to have a larger effect on the lefthandedness than the inner ring.
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Figure 3: (a) The magnitude, and (b) the phase of the S-parameters of the reference structure (no SRR
rotations). (c) The refractive index for the reference structure.
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maximum rotation.

In Fig. 5, the real and imaginary parts of the refractive index are shown for the cases with

¢1 =
Re(n

¢2 = ¢ for increasing rotational disorder. The frequency range of the left-handedness,
) < 0), is shifted, but the lefthandedness does not disappear.
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Abstract— In this paper, a new design of metafractal antenna is proposed. The dimension
of the patch is 44 x 44mm? and the FR4 substrate is used for this. The fractal antenna with
metamaterial ground plane is used for different iterations. The results show that with the increase
of the number of iterations the bandwidth is increased. In the case of higher iterations for some
frequency bands return loss results are improved but for other frequency bands these are degraded.

1. INTRODUCTION

Today’s world is the world of compactness where all communication systems need to be of smaller
sizes. The antenna size decreases as the compactness comes into play which reduces its radiation
efficiency. However, radiation efficiency should be kept high, so a mid way solution is to use the
fractal antenna which will reduce the size as well as will increase the radiation efficiency [1,2]. The
benefit of using fractal antenna is that it has large effective length and contours of its shape can
generate a capacitance or inductance that can help to match the antenna to the circuit. With respect
to the geometry, fractals have geometrical shapes which are self-similar and repeating themselves
at different scales [3].

Metamaterials are artificially engineered materials that could enhance the radiated power of the
antenna. The property of exhibiting negative permittivity and negative permeability can be utilized
for making electrically small antenna with highly directive and reconfigurable characteristics [4, 5].
When it is used as a substrate for fractal patch antenna, a new antenna called metafractal antenna
can be designed and this would increase the return loss and also the desired bandwidth of the
antenna.

The paper is organized as follows. In Section 2 the metafractal antenna design and specifications
are discussed. The results and discussion is done in section 3. The conclusion is outlined in the
Section 4.

2. ANTENNA DESIGN

The challenge in designing an antenna is to simulate an antenna having proper return loss, linear
phase and constant radiation pattern in the frequency band of operation. Also if the antenna is
practically used in wireless communication systems it should satisfy the condition of light weight,
planar structure and Omni-directional radiation pattern [6]. To obtain the desired characteristics
the dimensions of the patch is taken as 44 x 44 mm?. The metamaterial ground [7] is 70 x 70 mm?;
out of which the unit cell is 3 x 3mm? size. There are 11 rows and 11 columns of unit cells which
justify the dimensions of the ground. Triangle type iteration is done on the patch and a 50
co-axial feed is used.

Figure 1(a) shows the metamaterial ground plane of the proposed antenna. In this case three
iterations are performed on the basic patch (as shown in Figure 1(b)). The first iteration is per-
formed with and without the metamaterial ground plane. Other iterations are performed with
metamaterial structures. Ansoft HFSS software is used for this design and simulations.

Figure 1(c) represents the metamaterial unit cell. Figure 1(d) shows the graph of the negative
permittivity, negative permeability and negative refractive index [8] at different frequencies. The
electromagnetic properties such as complex permeability and permittivity can be evaluated either
by Drude-Lorentz method or by retrieval of S-parameters methods. The S-parameters have been
extracted from HFSS, which is commercially available Finite-Element Method (FEM)-based Full
wave simulator.

The real part [5,8] of refractive index is given by re(n) = % cosfl[ﬁ(l — 52, + 52)] and the

. . 1 2_g2
wave impedance is z = %
21

n

Further n and z are related to p and § by the relations £ = 7 and pu = nz.
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Figure 1: (a) Metamaterial unit structure as ground. (b) Basic patch. (c¢) Meta-material unit cell. (d)
Real part of permittivity, permeability and refractive index. (e) Return loss of the Zeroth iteration without
Meta-material ground.

3. RESULTS AND DISCUSSION

The disadvantage of the patch antenna includes the narrow bandwidth and low gain [9]. The use of
metamaterial technology improves the bandwidth [10,11]. To show the effect of the metamaterial
structure on the conventional patch antenna, the array of metamaterial unit cells is designed on the
ground plane of the antenna. The return loss vs. frequency without and with metamaterial ground
plane is shown in Figures 1(e) and 2(a). In Figure 1(e) it is seen that the antenna resonates at
2.2211 GHz, 4.4372 GHz, 5.0251 GHz, 6.3367 GHz, 6.6533 GHz and 6.9698 GHz with return loss of
—11.4184dB, —11.2281dB, —11.2423dB, —12.5619 dB, —12.0840 dB and —17.0917 dB respectively.
Moreover, it is observed that the bandwidths at these frequencies are 0.0188 GHz, 0.0726 GHz,
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Figure 2: (a) Return loss of Oth iteration with meta-material unit structure. (b) Radiation pattern of Oth
iteration with Metamaterial unit structure.
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Figure 4: (a) 2nd iteration with meta-material material unit structure. (b) Return loss of the 2nd iteration
with meta-unit structure. (c) Radiation pattern of 2nd iteration.

0.0582 GHz, 0.064 GHz, 0.1675 GHz and 0.1122 GHz respectively. The graph shows 6 resonant
frequencies with highest return loss of —17.0917 dB.

Figure 2 shows the zeroth iteration with metamaterial. In this case, the antenna resonates at
2.2180 GHz, 4.4511 GHz, 5.0150 GHz, 6.3684 GHz, 6.6617 GHz, 7.0 GHz and 9.5263 GHz with re-
turn loss of —19.1638dB, —11.3149dB, —21.9155dB, —12.7089dB, —12.4178 dB, —18.2945 dB and
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—15.3294 dB respectively. Also, the bandwidths are observed as 0.04 GHz, 0.0773 GHz, 0.0554 GHz,
0.054 GHz, 0.1675GHz, 0.1088 GHz and 0.105 GHz respectively. The numbers of bands are in-
creased from 6 to 7 in comparison to the case of without metamaterial. Moreover, as high as
—21.9155dB return loss is obtained from band 3.

Figure 3(a) shows the first iteration with metamaterial unit structure. Figure 3(b) shows the
plot of return loss vs. frequency. It is seen that there are four resonant frequencies with maxi-
mum return loss of —28.8863 dB. The resonant frequencies are 2.1815 GHz, 5.0353 GHz, 6.4891 GHz
and 6.9077 GHz with return loss of —28.8863dB, —16.2234dB, —22.1569dB and —17.9469 dB re-
spectively. The bandwidths are observed as 0.0331 GHz, 0.0461 GHz, 0.1975 GHz and 0.0488 GHz
respectively at these frequencies.

Figures 4(a) and (b) represent the second iteration and plot of return losses vs. frequency re-
spectively. In this case, the antenna resonates at 2.1955 GHz, 5.0150 GHz, 6.2782 GHz, 6.5940 GHz,
6.9549 GHz and 9.5038 GHz with return loss of —28.6480 dB, —15.9505dB, —13.3883 dB, —10.5996 dB,
—22.8821 dB and —13.5734 dB respectively. Whereas, bandwidths are seen as 0.0411 GHz, 0.0525 GHz,
0.0439 GHz, 0.0867 GHz, 0.1052 GHz and 0.0917 GHz respectively.

Figure 5(a) shows the final iteration done on the patch antenna. Figure 5(b) represents the
plot of return loss vs. frequency. In this case, the antenna resonates at 2.1928 GHz, 5.0240 GHz,
6.2798 GHz, 6.5994 GHz, 6.9595 GHz and 9.5184 GHz with return loss of —42.4674dB, —18.1013 dB,
—13.3032dB, —10.5421dB, —22.9956 dB, and —14.1920dB respectively. But the bandwidths are
seen as 0.0345 GHz, 0.0482 GHz, 0.042 GHz, 0.0866 GHz, 0.1027 GHz and 0.0995 GHz at these fre-
quencies.
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Figure 5: (a) 3rd iteration with meta-material unit structure. (b) Return loss of the 3rd iteration with
meta-material unit structure. (c¢) Radiation pattern of 3rd iteration.

4. CONCLUSION

In the proposed design of the metafractal antenna, the metamaterial unit cell shows negative re-
fractive index at multiple frequencies. Due to this metamaterial property the antenna shows the
remarkable characteristics around 2 GHz band. Applying fractals to the patch, antenna shows
miniaturization with multi-band properties. The maximum return loss is achieved at higher itera-
tion. The results show the application of the proposed antenna in different wireless applications.
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Abstract— Bangalore is state capital of Karnataka, India and also knows as IT capital of
India. In 1975, total number of lakes in Bangalore was 51 which had reduced down to 17 now
because of population growth, land encroachment and water pollution. Earlier they were a good
source of daily use water but now due to extensive pollution, it cannot be used. A new system is
proposed based on Low power WSN clubbed with cloud infrastructure to monitor water quality
in the lakes in real time during different seasons in a year and see the variation of water quality in
different region i.e., close to human infra, in middle of lake, during rainy season etc.. Basic plan
is to conduct this experiment simultaneously across the 17 lakes in Bangalore. With the data
collected, suitable measures can be suggested to government to take effective actions in order
to save the exiting bio-diversity across the lakes. Cloud infrastructure can be useful to see and
analyze real time data from anywhere and even archive data which can be further downloaded
to see variation in last few years. Similar approach can be implemented to measure real time air
quality in Bangalore and some of other major polluted cities like Delhi.

1. INTRODUCTION

Bangalore being the I'T capital and hub of India attract people from all over the nation. Population
of Bangalore [1,2] had increased drastically. With increased population, these lakes have been
abused by government and public at large. This kind of systematic encroachment has caused either
extreme pollution in the lakes or even total extinction. As population comes close to the water
bodies, without any proper passage of sewage and waste water from homes, waste water is piped in
the lakes which further exacerbate the problem. As per the current study by Bangalore authority,
Lakes in Bangalore have been a major place for birds like Weaver birds that migrate to Bangalore
in the months of August and spend their autumn here. With lake water being polluted and lakes
disappearing, these birds have stopped coming to Bangalore altogether. This again affects the bio-
diversity and natural settings which Bangalore once used to take pride in. These degradations in
environmental entities motivate the measurement of water quality of lakes at different places during
different time of year using solar powered wireless sensor network (WSN) and cloud infrastructure
pushing government to take effective measures to halt these degradations and rejuvenate local water
bodies.

This paper is organized in five sections. Section 2 discusses basic experimental set up. Section 3
outlines connections with Internet of Things (IoT) and related technologies. Section 4 provides
a table of attributes and detailed description and in Section 5 we conclude and outline further
research agenda.

2. PROJECT SET-UP

This project of remote water quality monitoring include some of the major parts which are (A) End
Sensor Node (B) Central Data acquisition unit and (C) Cloud infrastructure. End sensor nodes
are the first most important part of any wireless sensor network which play the role of gathering
information from the environment and in which sensors are directly interfaced. For placing end
sensor nodes in a remote area where there will be no availability of electricity. End sensor nodes
need to posses certain specific properties like 1. Low power consumption 2. Non-conventional source
of energy for elongated life time. While discussing about low power consumption of the end sensor
nodes, those controllers have to be considered which consume minimum amount of power operating
at 3.3 volts. From this perspective best possible option is Atmega2560 which has 4 serial ports
and a lot of other sensor ports which other controllers cannot provide. Tiny-AVR micro-controllers
are also one of the best among other choices. Along with low power consumption, controllers have
to operate in low power mode while sleeping. Assume that we have to send data to central data
acquisition unit every 20 seconds which includes t1(sensing time) and t2(sending time). Sensing
time is the time taken by the controller to measure the sensor value and sending time is the time
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taken to send data to central data acquisition unit. As per AVR2560, it samples ADV values at
76.9kSPS, means one sample at 0.000013 seconds. Also if our transmitter use 9600 bits/second,
assuming in one transmission it is sending maximum of 128 bits, then at 9600 baud rate it take
0.0131 seconds. So total time taken will be ¢t = t1 + ¢2 = 0.000013 + 0.0131 = 0.013113s.

So after sampling and sending data in 0.013113 seconds, if controller goes to deep sleep mode,
it consumes less power. Sleep mode will transition to wake up mode by using sleep mode control
register in AVR2560 V3. Below is the small description of SMCR registers which provides key to
time triggered architecture towards environment monitoring.

SMCR - Sleep mode control
register
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Figure 2: Solar powered WSN water sensor node.

Figure 3: New PCB for end sensor node. Figure 4: Present water quality sensor node.

(A) Solar WSN: WSN proves to be very useful in the case scenario when you need to put up a
lot of sensors in a specific area and also want to push data to some remote location from where it
can be monitored easily. A WSN can be described as a group of spatially distributed autonomous
sensor to monitor different environmental variables [3, 4] and send the data to a main location. Solar
powered WSN proves to be very useful when these sensor nodes are deployed to remote location
difficult to access frequently and don’t have a stable electric power supply. Using solar powered
WSN let users to let end sensor nodes run on solar as primary source and battery as secondary
source. Below is diagram representing solar power WSN end sensor node. Proposed WSN end
sensor node consist of 3 major parts, 1. Control unit 2. Wireless unit 3. Sensor suite.

1. Control Unit: Proposed WSN control unit use AVR 2560 V3 [5] micro-controller which uses 3.3
volt supply and is a 100 pin chip with multiple GPIO’s, ADC, UART, SPI and 12C peripherals
in which multiple sensor can be added. Below is PCB for our WSN end sensor node control
unit which is in active phase of development and testing.

2. Wireless unit: Wireless unit in WSN plays the most important role of transferring data from
end sensor node to coordinator. In this set up Digi Sub-Ghz 865LP xbee module [6] which
work in the spectrum of 860 to 873 MHz is used. Working Non-LOS range of 865LP while
testing it in field with 2.1dB antenna was found to be 100 meter while with 14 dBi patch
antenna it was found to be 400 meter. End sensor nodes to be used in our project will be
placed in open lakes, so they will fulfill given requirements. Proprietary build of AVR-UART
library for communicating with Xbee module is deployed. Yuktix AVR-UART library is ISR
based, so consumes less processing power and does not hog unnecessary controller time. For
testing the range and data transfer, we used simple transparent mode available with Digi
865LP module but for more effective and efficient data transfer, so that not even single data
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packet is lost, we will used API mode [8] available with Xbee. While performing testing, we
used our laptop running MySQL. Below is the snapshot of received data.

3. Sensor suite: We are considering various available analog as well as digital sensors to be
interfaced with our sensor nodes. As of now we have decided to go with rshydro sensor with
multiple variables in one sensor.

(B) CDAU — Central Data Acquisition unit In our present work, we are using RPI as a CDAU.
RPI is an ultra-low-cost (20-35) credit-card sized Linux computer which was conceived with the
primary goal of teaching computer programming to children but now days is used for different
other purpose due to its low power consumption as compare to conventional computers which run
LINUX, its small size and its processing power which is sufficient enough to run multiple parallel
processing computations and MySql storage to store data received from different end sensor nodes.
Below is the pic of our present CDAU which we are running with AC converted to DC power and
plan to run it with solar power accompanied by battery as a back-up in night and cloud conditions
in future.

A USB GPRS dongle would be plugged to the CDAU which will keep on sending the data
received from end sensor nodes to Yuktix cloud just to make sure that GPRS data is used efficiently
and at the same time, data can be viewed in real time with least latency. Cloud Infrastructure
Cloud infrastructure is one of the most important part of this project, as that give us the power
to see sensor data in real time in a visual manner i.e., both using graphs and tables. We are using
Yuktix cloud which is already in use in one of the project in Bangalore for measuring real time
weather data in the manner similar to [7]. Yuktix runs the provisioning services and time series
database on top of Azure Table service (a NOSQL data service) and traditional RDBMS. A device
is provisioned with a unique serial number. The stored data is then distributed via a set of REST
services. Our web interface is built on top of our REST services. Yuktix cloud infrastructure can
be used to manage multiple devices deployed over a region using groups, sites and single devices.
Below is the picture of Yuktix cloud application running in real time and displaying real time
weather data received from different weather stations.

Figure 5: System running MYSQL database, simu-
lating SDAU.

Figure 7: CDAU — Central Data Acquisition unit Figure 8: Yuktix web-application.
prototype and set-up.

Yuktix cloud application is capable of sending data to any server using web-hook script. With
Yuktix cloud you can run multiple models to analyze and predict water quality data. Yuktix also
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provide data archiving option with which you can store water quality data with a frequency of 3
minutes for year which can be used further in future for in-depth analysis and research. Yuktix
cloud infrastructure also consist of smart-phone application (at present only for Android, future
app will be on tizen) with which you can see real time data on the go.

Figure 9: Yuktix web-app, data display in real time. Figure 10: Yuktix Android app with different de-
vices data in real time.

3. CONNECTION WITH LARGER TECHNICAL SCENARIO

Future prospects of this project include getting more high resolution water quality data from
end sensor nodes and do further analysis of water quality data based on which suggestions and
preventive measures can be given to government and local decision making bodies to save the
ecological habitat existing around lakes and make lakes water potable. Same IOT (Internet of
Things) infrastructure can be used for different case scenario’s like 1. Air quality monitoring, 2.
Sound pollution monitoring 3. Weather prediction 4. Correlating environmental data with disease
propagation 5. Agriculture related information system design etc..

4. SYSTEM EVALUATION TABLE

A basic summary table of different attributes of this system is provided below.

Table 1: A basic summary table of different attributes of this system is provided below.

S. No | Propoerty Valuation
1 ifetime 5 years
2 Cost and Ease of Deployment | Plug and power end sensor node and CDAU and start getting
3 Coverage Wherever cell-phone Network is available
4 Sensor Polling Every 10 second, can be reduced further to 5 seconds
5 Wireless range Non-LOS — 100 meter, LOS — 400 meter can be extended to 1500
6 Security 128 bit Advanced Encryption Standard
7 End sensor Node Low power, multiple sensor, solar powered

5. CONCLUSION AND FUTURE DIRECTION

A low cost solar powered solution can be deployed all across Bangalore in order to measure water
quality of lakes in different locations during different time of the year and preventive measures
can be taken in order to maintain the water quality apart from saving bio-diversity of ecological
system living nearby. Same data can be used by various other organization and NGO’s along
with Bangalore Citizen Weather network data in order to form their plan for the incoming year.
Also sleep mode feature of the WSN nodes elongates their operational lifetime for longer duration
without any need of any external power supply.
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Abstract— The reduction in device dimensions due to lateral scaling, increase in circuit com-
plexity, and saturation of Moore’s law motivated researchers to explore novel concepts of planar
nanoelectronic devices including Self-Switching Device and Ballistic rectifier. To implement these
technologies for futuristic applications coplanar interconnects integrated with planar antennas are
required. Here, we report the design and fabrication of coplanar waveguide fed coplanar patch
antenna to integrate such devices at Unlicensed Industrial, Scientific and Medical band frequency
of 2.45 GHz for radio frequency identification systems.

1. INTRODUCTION

The recent developments in semiconductor industry have demonstrated the pervasive use of digital
broadband communication handling a huge data to be processed and transmitted at the faster speed.
In order to increase the operating speed, the device dimensions have been scaled down following
the Moore’s Law and reached at the verge of saturation [1]. Therefore, researchers have proposed
a wide variety of novel nanoelectronic devices such as Self-Switching Device (SSD) [2] and Ballistic
rectifier [3] which can be fabricated in two-dimensional electron gas (2-DEG) heterostructures by
using standard nanolithography followed by a wet chemical or dry etching. The SSD is a two
terminal device and it consists of two L-shaped trenches that ensures the flow of current only
through the channel. The surface states accumulated around the etched channel trenches allow the
device to conduct only in a particular direction similar to a diode. On the other hand, ballistic
rectifier is four terminal (source, drain, lower and upper) device and behaves like a bridge rectifier.
The device geometry consists of two cross junctions with or without an antidot located at the centre
enabling the flow of charge carriers in the desired direction. The AC and/or DC current is applied
between source and drain terminals, and the rectified output is measured simultaneously across the
lower and upper terminals. Both the devices can be used as a rectifier to convert microwave signals
into DC signals, however, they don’t require any pn and/or Schottky barrier when compared to
conventional multi-layered rectifiers. Due to their planar device architecture, they have shown very
small internal capacitance meaning that their frequency response doesn’t have RC charging time
limitations as convention electronic devices and can be used for various applications starting from
radio frequency (RF) to terahertz (THz) frequencies [4-6]. Such devices can easily be integrated
to outside macroscopic world using coplanar transmission lines and planar antennas demonstrating
very low parasitic capacitances.

Here, we report the design and fabrication of coplanar waveguide (CPW) fed coplanar patch
antenna (CPA) to integrate with SSD and ballistic rectifier at Unlicensed Industrial, Scientific and
Medical (ISM) band frequency of 2.45 GHz for radio frequency identification (RFID) systems.

2. DESIGN AND SIMULATION

Coplanar patch antenna consisting of a patch surrounded by a closely spaced ground conductor
on the same side of substrate was first introduced by Greiser [7]. It has been demonstrated that
this structure of antenna behaves more like a patch antenna rather than a loop slot antenna. Less
radiation loss, less dispersion, wide bandwidth, lower cross polarization, uniplanar configuration,
and ease of integration are few of the advantages of CPAs [8-10]. In addition, they can easily be
fed using coplanar lines. The patch length of about half wavelength, i.e., L = ¢/(2f.\/€;), instead
of total loop size determines the resonating frequency (f,) of the antenna, here ¢ and &, represents
the speed of light and dielectric constant of substrate, respectively. On the other hand, width of
the patch, W = ¢/(2fr+/(er + 1)/2), determines the impedance of antenna. The equivalent width
and length of the slot at the outer side is designed to be around 1.6)g/,/€, (more than one and half
wavelength) and 0.52)¢//, (close to half wavelength), respectively, where Ay is the wavelength
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at 2.45 GHz [10]. The conventional design of CPAs generally has a back ground conductor to
achieve unidirectional radiation pattern. However, here we designed and introduced a new concept
of CPA without a back ground conductor exhibiting a unidirectional radiation pattern. In order to
avoid the impedance mismatch between designed antenna and commercially available measurement
systems, a CPW feed line with an impedance of 50 €) is connected at the edge of patch to feed the
antenna. The dimensions of CPW feed lines are calculated theoretically by considering closed loop
empirical relations. The gap between center patch and surrounded ground plane is taken 1 mm to
match the impedance of antenna to CPW. The detailed device dimensions of the designed antenna
as discussed above are shown in Fig. 1(a). The method of moments based Agilent’s Advanced
Design Systems (ADS) software is used to simulate the electrical and radiation properties of CPA.
The full wave electromagnetic simulations based on Maxwell’s equations including substrate and
space wave radiation effects have been carried out for the complete analysis. These results are later
validated by performing the measurements as discussed in the following section.

(@) S

Figure 1: (a) CPW fed coplanar Patch Antenna with optimized dimensions. (b) Fabricated antenna with a
SMA connector.

3. RESULTS AND DISCUSSION

The CPW fed coplanar patch antenna is fabricated using a wet chemical etching process considering
less than 50 um tolerance in dimensions as shown in Fig. 1(b). A low material loss dielectric called
glass epoxy (FR4) with dielectric constant &, = 4.4, loss tangent (tand) = 0.0002, thickness
(h) = 1.2mm is used for these experiments. The dielectric constant of material was kept small
to keep the fringing fields loosely bound from the edge of microstrip patch for radiation from
an antenna. The increase in thickness of substrate results a better surface wave propagation
improving the bandwidth of antenna. However, surface waves propagating along the substrate
cause a reduction in gain, increase in end fire radiating and cross-polar levels, therefore, it puts an
upper limit on the thickness of substrate h/A. < 0.3/(2m/2,) [11].
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Figure 2: The return loss of 37.24 dB was measured using Agilent’s network analyser (model: E 5061B ENA
Series) which is in well accordance with the simulated results obtained using ADS software as shown in the
inset.

The simulated return loss of 47.4 dB is achieved at the resonating frequency of 2.45 GHz as shown
in the inset of Fig. 2. The smith chart (not shown here) demonstrates the impedance matching of
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(a) (b)

Figure 3: (a) Current distribution, and (b) 3D radiation pattern of designed antenna at the resonant fre-
quency of 2.45 GHz.

feed with the patch with a VSWR of almost 1. The antenna demonstrated a gain of 3.82dB. The
current distribution and three dimensional radiation pattern of designed antenna at 2.45 GHz is
given in Figs. 3(a) and (b), respectively. The S-parameter of fabricated antenna as shown in Fig. 2
is measured in the lab using Agilent’s vector network analyser The measured return loss of about
37.24dB is in reasonable accordance with the simulated values of 47.4 dB.
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\l/ _ |_ DC Ssb DC
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Figure 4: Schematic illustration of setup to integrate CPW fed coplanar patch antenna with nanoelectronic
devices ballistic rectifier (a) and SSD (b) in rectenna configuration for various RFID applications.

The designed CPW fed coplanar patch antenna can easily be utilised in a rectenna configuration
in which it can be coupled with a rectifier to convert microwave signals into DC voltages [12].
Figs. 4(a) and (b) demonstrates the schematic illustrations of such rectenna configurations with
ballistic rectifier and SSD, respectively for various applications such as RFID systems, energy
harvesting, microwave imaging, etc..

4. CONCLUSION

Here we have presented a novel design of CPW fed CPA without having a ground at another side
of substrate making it more suitable to integrate with futuristic novel nenaoelectronic devices for
various applications at 2.45 GHz. The planar architecture of antenna and such devices make it easy
to fabricate both on the same side of substrate in single step nanolithography for very high speed
applications when compared with conventional vertical and multi-layered rectifiers.
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Abstract— This paper presents an UWB antenna with optically controlled frequency notches.
Behavior of the photoconductive optical switches under light illumination and in the dark are
modeled. The optical signal in turn alters the radiation properties of the antenna structure
and consequently changes the notched frequency bands. This antenna achieves reconfigurable
frequency pass bands with high gain and controlled rejected bands with low radiation efficiency.

1. INTRODUCTION

In recent years, reconfigurable antennas have received a great attention for wireless communication
system. Antenna parameters as frequency, radiation pattern and polarization are reconfigured. Fre-
quency reconfigurable antenna supports multiple functions at multiple frequency bands and reduces
the hardware size and cost [1]. Switches such as RF pin diodes or varactor diodes are commonly
used to achieve frequency reconfigurability [2]. Several design on reconfigurable antenna have been
reported in [3-7]. In the proposed UWB antenna, there is an inverted U-slot with four switches
on the patch side. Frequency-band reconfigurable capability is achieved by using a switchable slot-
ted structure on the inverted U-slot. Photoconductive switches are used because of their superior
performance as compared to MEMS, p-i-n diodes, and lumped elements. The photoconductive
approach does not require the use of bias lines, which typically lie in the plane of the antenna and
can interfere with the electromagnetic performance of the antenna. Also photoconductive switches
exhibit extremely fast switching speeds on the order of nanoseconds [4]. Such a construction allows
for easy integration of such antenna designs into conformal packaging for wireless devices [4, 8].

Figure 1: The original UWBA. Figure 2: Four optical switches are inserted at the
corner of inverted U-slot.

Table 1: Dimensions of the proposed antenna.

Parameters | Wy | Wy | Wy | Wy | Ly | Ly | Ly | Ly | Ly
Value (mm) | 13 | 4 3 | 38 | 16| 2 |47 ] 26.5 | 27

Table 2: Parameters of inverted U-slot and parasitic element.

Parameters | Ly | W | tg | Lpo | T d
Value (mm) | 10 | 19 | 0.5 | 19 | 0.5 | 0.25
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Table 3: The states of the switches.

States Radiation Maximum Notched
efficiency % Gain (dBi) frequency (GHz)
3:4) and
State 1, S; ON 96.17% 6.49 (3:4) an
(5.02: 5.8)
2.93:4.24 d
State 2, So ON 98.47% 6.42 ( ) an
(5.02: 5.7)
12 :4.44 d
State 3, S; & S; ON 98.69% 6.65 8 ) an
(4.74 : 5.88)
Stated, So, S3 & S4 are ON 98.50% 6.63 (4.32: 6.06)
State 5, S1, S3 & S, are ON 98.68% 6.46 (4.62: 6.18)
2.28 : 2. d
State 6, all are OFF 97.22% 6.11 (2.28:: 2.98) an
(5.06 : 5.8)
State 7, all are ON 98.61% 6.55 (4.47: 6.18)

2. STRUCTURE OF THE PROPOSED ANTENNA

The ultra wide band antenna that consists of rectangular patch fed by a microstrip line with a partial
ground is shown in Figure 1. The antenna is design on FR-4 substrate (¢, = 4.4, h = 1.6 mm,
tand = 0.025) and the dimensions are listed in Table 1. Parameters of inverted U-slot and parasitic
elements are listed in Table 2. As shown in Figure 2 four switches S1, So, S3 and S; are inserted
and optically controlled. The photoconductive switches are activated by laser light that is coupled
through an optical fiber which extends from the ground plane to just underneath the silicon element
(silicon filled gaps) placed on the radiating face of the antenna structure. The equivalent circuit
of the gap with laser and in the absence of laser (dynamic gap resistance) are calculated using the
equations in reference [9)].

o T T T T T T T T o

R
8 8 &
‘ ,

Return loss (511)
o d
S

Return loss {511}
~
=)

l
]
L

Frequency (GHz) Frequency (GHz)

€) (b)

Figure 3: Simulated return loss for different states of the switches.

3. ANTENNA RESULT
3.1. Return Loss

The simulated return loss in different cases of the optical switches are shown in Figures 3 and 3(b)
and are listed in Table 3.

3.2. Radiation Pattern

Radiation pattern at the center frequency of the rejected bands for different states of switches are
shown in Figure 4.

3.3. Current Distribution

Figures 5 and 6 represent the surface current distribution for states 6 and 7 at resonant and at
notched frequencies. Figure 5 shows the surface current distribution of the proposed antenna at the
resonant frequency (7.7 GHz) and center frequencies of the rejected bands (2.4 GHz and 5.6 GHz).
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Figure 4: Simulated return loss for different states of the switches.

Figure 6: Current distribution for State 7: (a) (at 4.2 GHz) and (b) (at 5.6 GHz).

Figure 6(a) illustrates a continuous path of the feeder current at (7.7 GHz) and a rejected band at
(at 5.6 GHz).

4. SIMULATED AND MEASURED RESULT

The fabricated UWBA having inverted U-slot with gaps and parasitic elements is shown in Figure 7.
The return loss and VSWR were compared with the simulated results in case of state 6 as shown
in Figures 8(a) and 8(b). Experimentally measured RF performance of the antenna is in good
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Figure 7: Photograph of the fabricated antenna. (a) Top view. (b) Bake view.
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Figure 8: Simulated and measured results for state 6: (a) return loss and (b) VSWR.

agreement with the simulations results.

5. CONCLUSIONS

An UWBA with reconfigurable frequency notch is presented. The antenna operates at multi-bands
to support several wireless communication systems. Frequency reconfigurablility of this antenna is
achieved using optically controlled switches. The antenna provides high gain during the pass band
frequencies and low gain through the rejected bands. Experimental measured performance well
agree with the simulations results. Such a construction of optically controlled antenna can be easy
integrated into conformal packaging for wireless communication devices.
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Abstract— We demonstrate efficient coupling to the optical whispering gallery modes of a
spherical resonator consisting of a liquid droplet embedded in another liquid medium. Whis-
pering gallery mode particle sensing experiment is commonly performed with solid resonators,
whereby the sensing volume is limited to the weak evanescent tail of the mode near the resonator
surface. In this work, we demonstrate efficient coupling to the optical whispering gallery modes
by introducing a portable, all liquid emulsion microdroplet resonator held in a single beam optical
trap. We have observed coupling to the fundamental whispering gallery modes of 10 to 60 pm
diameter emulsion droplets at 1550 nm. The experimental challenges towards making, stabilizing
and coupling to the droplet resonators are also addressed in this paper.

1. INTRODUCTION

Light inside a microspherical cavity is confined by total internal reflections (TIRs) at the interface
between the microsphere and the surrounding medium. The electromagnetic waves coupled into the
cavity or emitted from a gain medium inside the cavity, that meet the requirements for constructive
interference form cavity resonances are called whispering gallery modes (WGMs) [1-5]. The energy
stored in the cavity at these frequencies increases, due to large quality factors of these resonances.
We and others have demonstrated enhancement of light and lasing in WGMs from droplet micro-
cavities [6-13]. Microdroplets are effective optical microcavities due to their surfaces made spherical
and smoothed by surface tension and their small sizes. These droplet based resonators have the
potential to be useful in combination with other microfluidic components for on-chip spectroscopy
applications. Optofluidic sources of laser light, that can be integrated into lab-on-a-chip systems,
enable dynamic control of the laser resonator geometry and the gain medium and, thus, open up
new paradigms in sensing.

With their unique features, liquid droplets stand out among various optical resonators for de-
veloping optofluidic lasers. Thanks to their spherical geometry and smooth surface, droplet-based
cavities host high quality WGMs. These low-loss resonant modes allow droplet lasers to operate at
low threshold pump powers. Liquid droplets are easy to produce using aerosol generators in air or
in a microfluidic chip. Upon generation, droplets can be captured and manipulated using optical
micromanipulation techniques such as optical tweezing. There are various studies employing op-
tical tweezing to localize liquid aerosols over long periods of time for applications in atmospheric
chemistry and physics, health science, and laser applcations [14-16]. However, in this experiment
resonance scattering from an emulsion droplet embedded in liquid medium is demonstrated by
manipulation using optical tweezers. In addition, water-based droplet cavities are also biologically
compatible, permitting the use of aqueous solutions of biologically relevant molecules as laser gain
media.

The self-organized and molecularly smooth surface of liquid droplets makes them attractive as
optical cavities with very high quality factors (@Q). This research aims to explore these optical cavi-
ties for various applications. We formed the drops using two liquids: benzyl benzoate for the drops
and 2% sodium dodecyl sulfate (SDS) mixed water for the carrier fluid. The surfactant stabilizes
droplets in liquid-liquid systems; these drops do not coalesce under close-packed conditions and
can be stored, and reused. We introduced these droplets in a flow focusing T-junction geometries
in a microfluidic chip, and then confined them in an optical trap. We showed that, it is possible to
observe WGMs in immersion oil/water droplets localized using optical tweezers and excited with
a continuous wave (CW) laser beam. Our results may lead to new ways of sensitive chemical and
biological analysis, exploiting the high sensitivity of stimulated emission to small perturbations in
the shape, size, and composition of the droplet cavity.
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Figure 1: Schematics of the experimental setup.

2. EXPERIMENT

The experimental setup for the observation of WGMs from optically trapped emulsion microdroplets
is shown in Figure 1. The light is coupled into the microdroplet by using a multimode optical fibre.
The oil-in-water emulsion droplets were contained within home-made polydimethylsiloxane (PDMS)
microfluidic chip featuring a single channel with a diameter of 160 um. The chip supported a
multimode optical fiber with 50 um core and 125 pwm cladding diameters, placed perpendicular to the
walls of the channel. The microfluidic channel had one inlet and one outlet with a syringe connected
to the inlet via tubing to inject previously prepared microdroplet emulsions and washing solutions.
Detailed manufacturing process for the chips is given in the next subsection. In order to observe,
excite and collect the scattering signals from the droplets, and implement single beam optical trap,
the PDMS chips were mounted on an XY Z stage of an inverted optical microscope equipped with
a water immersion objective (NA = 1.2, 60x; Nikon). The immersion oil (benzyl benzoate, Sigma
Aldrich) droplets are prepared by mixing it in a 2% SDS solution. Droplets were prepared using
a typical flow focusing microfluidic chip. The chip was prepared using soft lithography methods.
The channel height was around 25 pm and the flow rates used in syringe pumps were in the range
of 10-25 ul/hr for benzyl benzoate and 10-25 ul/hr for water+SDS solution. The droplets were
collected at the outlet of the microfluidics chip and stored in plastic vials. The droplets used
in the experiments were slightly denser than water and, thus, the oil droplet tends to sit at the
bottom of the microchannel. To overcome these issues and fix the position of the droplet in
axial and transversal directions during the droplet excitation, the droplet was optically trapped.
Consequently, a droplet confined in the optical trap could be moved in all three directions with
respect to the focal point. This was also helpful in placing the droplet at right place to get maximum
scattering. Laser light source to create an independent single beam trap was a 1070 nm Ytterbium
fiber laser (YLM-10-LP-SC; IPG Photonics) with 10 W maximum output power. This laser beam
was sent through a 3X beam expander and passed through a polarizing beam splitter (PBS), before
being focused into the sample chamber by the water immersion microscope objective. By adjusting
the XY Z stage of the inverted microscope attached to the single beam trap, the studied droplet
could be manipulated conveniently in the vicinity of the tip of optical fiber used for the excitation
of the droplet. Furthermore, in order to change the position of the trapping plane of the trap in the
objective focal plane and move the droplet in Z direction, both the lenses of the beam expander
were mounted in a cage system, such that it could be steered in X direction (perpendicular to
the beam axis). The droplets with a radius up to 30 pm could be easily trapped by adjusting the
distance between two expander lenses.

3. MICROFLUIDIC CHIP FABRICATION

Microfluidic chips for single beam optical trapping were fabricated from PDMS elastomer by casting
liquid PDMS precursor into a home-made reusable mold (master). The chip master was prepared
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in the following manner: first, a piece of optical fiber stripped of the plastic jacket with a diameter
of 125 um was glued onto a cleaned glass substrate with a ultraviolet (UV) activated adhesive
(Loctite 3922 or 3494). This fiber fragment served to form insertion ports for the dual-beam trap
fibers in the chip. In the middle of the fiber length, two square capillary tubes (external width of
160 um) were aligned coaxially with each other and perpendicularly to the fiber, one from each side
of the fiber, and glued to the substrate. These capillary tubes defined the liquid channel in the
chip. Central openings of the capillary tubes adjacent to the fiber were connected by UV activated
adhesive. Resultant cross-like structure with a stalk formed by the capillary tubes and arms in the
middle formed by the stripped optical fiber was placed into a plexiglass casting frame, that was filled
with liquid PDMS precursor and cured at the temperature of 85°C for 2 hours. After solidification,
the resulting PDMS block was peeled off the mold, and the PDMS surface was activated together
with a 150 um thick microscope cover slip in oxygen-argon microwave-excited plasma (oxygen-argon
1: 1, total pressure 500 mTorr, microwave power 50 W). Subsequently, the activated PDMS chip
was pressed against the activated cover slip, thus sealing the chip permanently. The resulting chip
featured one straight channel with a square cross-section of 160 x 160 um? and two perfectly aligned
cylindrical slots for the optical fibre in the middle. The liquid inlet and outlet of the channel were
realized during PDMS casting with a wire inserted into the mold or after PDMS solidification by
a hole-punch.

4. EMULSION SYSTEM AND COUPLING

The emulsion system selected for our study consisted of microdroplets of benzyl benzoate immersion
oil (refractive index (n) = 1.568, density (p) = 1.118 g/cm?, Sigma Aldrich) dispersed in deionized
water (n = 1.334, p = 1.00g/cm?). This emulsion system of virtually immiscible liquids provides
a high refractive index contrast together with a low density contrast between the droplet and the
surrounding medium. This implies a good confinement of WGMs inside the trapped microdroplet.
Our experimental scheme is based on the liquid medium coupling of a laser beam to individual
droplets of 10-60 pm diameter. We excited WGMs inside the oil microdroplet cavity (n = 1.568)
by coupling with a multimode optical fiber.

Excitation (coupling) of WGMs of the microdroplet is achieved using a tunable laser (Santec,
TSL-510-C, tuning range: 1500-1630 nm, wavelength resolution: 1pm), that was coupled from an
optical fiber to individual optically trapped droplets in the microchannel. A Thorlabs 3-paddle
polarization controller is used to control the polarization by creating stress-induced birefringence
to alter the polarization of the input coupling fiber. The scattered intensity is detected by a
photodetector placed perpendicular to the coupling optical fibre. The scattered light was collected
by recording the scattered optical power using an InGaAs detector (Thorlabs, FGA10) and a
current amplifer (Stanford Research Systems, SR570), while the laser wavelength was swept over
the wavelength range of interest (1550 to 1560 nm).

5. OBSERVATION OF WGM IN OPTICALLY TRAPPED MICRODROPLET

Experiment with the optically trapped microdroplet was carried out using a multimode fiber with
parameters described in the above section. In order to excite different WGMs in the trapped
droplet, the droplet was moved along the Z direction by changing the focus of the trapping beam.
To find the right position of coupling, the droplet was also moved in X, Y direction, i.e., the
distance between the pumping laser and the trapped droplet was adjusted with the help of optical
tweezers. In case of coupling with an external beam from a multimode fiber, we observe a glare spot
on the far side of the droplet. This far side glare is observed only when the incident wavelength is
on resonance, where the coupling is enhanced. The scattering spectra were recorded at 90° from
the optically trapped droplet, when excited by a pump laser. The scattering spectrum exhibited
multiple modes or peaks in intensity from 1550 nm to 1560 nm. Figure 2(b) shows the slow scan
scattering spectra from an optically trapped drop (Figure 2(a)) obtained using a polariser. The
transverse electric (TE) type resonances were enhanced by using the polariser. The shown scattering
modes were corresponding to a droplet of diameter 60 pum. The droplet resonators in our experiment
is an oil and the cladding liquid surrounding the droplet is water. This oil is nearly insoluble in
water and has very low optical loss within our working optical spectral (A = 1550-1600 nm) range.
However, the cladding liquid, water is very lossy around A = 1550 nm. Due to the radiation loss,
the magnitude of the index contrast can be a limiting factor for the usable droplet size.

We tried to observe scattering from a range of droplets with diameters varying from 10 to 60 pm.
Small size droplets were easy to trap as compared to the bigger ones, but observing the scattering
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Figure 2: Scattering from the Benzyle Benzoate droplet — Figure 3: Variation of @) factor with respect to
immersed in water, corresponding to the image in (a). droplet size.

was easier in case of bigger size droplets. The highest observed @ factor was @ = 1.5 x 10% in
case of a 60 um droplet. Figure 3 shows the calculated quality factor (@) at A = 1550 nm for the
emulsion droplets with perfect spherical shape embedded in a medium yielding an index contrast
of 0.23.

6. CONCLUSION

We have demonstrated a novel technique for efficient optical coupling to the WGMSs of a droplet
resonator immersed in a liquid environment and immobilized by using optical tweezers. The optical
tweezers not only stabilize the droplet, but also enable the use of a simple trapping mechanisms to
facilitate coupling. This scattering enhancement is due to constructive interference with geometrical
resonances of rays at the boundary region and could lead to the development of highly sensitive
optical sensors.
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Abstract— We propose to employ a passive single microring resonator (MRR) for extending the
modulation speed of semiconductor optical amplifiers (SOAs), which are configured as external
modulators. The MRR efficiently acts as notch filter and compensates for the pattern-dependent
distortion at the output of the electrically modulated SOA. By conducting numerical simulation,
we specify a combination of feasible MRR radius and detuning which allows to achieve significant
improvements on the performance of the SOA, at a data rate well beyond its limited modulation
bandwidth.

1. INTRODUCTION

Semiconductor optical amplifiers (SOAs) have recently been receiving intense research interest for
use as external modulators. This possibility, which is being explored in various applications [1],
is spurred by SOAs attractive properties of low power consumption, broad gain bandwidth and
compactness. The ultimate goal is to have SOAs provide both data amplification and modulation,
thus overcoming the limitations encountered by other optical modulators [2].

Despite theoretical predictions that SOAs could be employed as fast external modulators [3],
yet the practically achievable data speeds are not sufficient for supporting the diverse application
needs. In fact a serious constrain is imposed by the SOA modulation bandwidth, which is below
1 GHz due to the SOA finite differential carrier lifetime [4]. This limitation impairs the quality of
the modulated optical signal at the SOA output, thus obstructing the use of this active element
beyond pure amplification. In order to overcome this difficulty, a widely adopted option exploits
optical filtering to manipulate the instantaneous frequency deviation components that are incurred
together with the waveform distortion [5]. These components are induced by changes of the re-
fractive index of the active medium, which accompany those of the carrier density by the direct
modulating current [2]. For this purpose various filter technologies have been employed [1], and
references 11-14 therein]. In this paper we propose to apply a passive single microring resonator
(MRR) as notch filter [6] for extending the modulation speed of directly modulated SOAs. This
scheme features structural simplicity, ultra compact and small size, compatibility with microelec-
tronic fabrication processes, periodic comb-like transmission profile, better wavelength selectivity,
enhanced fine tuning capability, high contrast ratio, improved operational stability and availability
of different material systems. These attractive operating and practical characteristics render it an
appealing solution for allowing conventional SOAs to be used as external modulators at enhanced
data rates.
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Figure 1: Configuration of directly modulated SOA and MRR-based notch filter.

2. CONCEPT

Figure 1 depicts the block diagram of the setup under consideration, which comprises of a SOA
followed by a MRR of radius R, field transmission coefficient r, round-trip amplitude attenuation
factor 7 and material effective refractive index n.yy. The SOA is biased at a constant current,
I, which has an offset of £, induced by an applied RF data signal of repetition rate B;.p,. This
means that the SOA total driving current varies between I;. — I,, which must be over the SOA
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current at transparency, Iy, and I4. + I,, which must not exceed the maximum current allowed
to drive the SOA without damaging it. Then the SOA current modulation is imprinted on an
optical signal of constant power over time, which is launched from a continuous wave (CW) laser
source. This process would normally produce a replica of the applied electrical signal at the SOA
output. However this is not achieved when the SOA modulation bandwidth, B,,.4, is smaller than
the bandwidth that corresponds to the rate of the applied excitation, which in case of NRZ data
format is Bege = Brep/2 [7]. The negative by-product of this mismatch is the occurrence of pattern
effects and subsequently of performance defaults, namely the lack of uniformity between pulses
of the same binary content and the poor distinction between pulses of different binary content.
Nevertheless, these impairments can be mitigated in the time domain by taking advantage of those
that concurrently manifest in the spectral domain. More specifically, the encoded pulses acquire
an instantaneous frequency deviation (IFD) across them, which is negative at the leading edge of
the marks, positive at the trailing edge of the marks and levels-off across the spaces. Therefore the
key for lessening the pattern-dependent consequences associated with the SOA direct modulation
is to properly compensate for these components. This can be achieved by exploiting the notch
filtering behavior that a single MRR can exhibit under properly defined and applied operating
conditions [6]. These conditions involve and link the spectral characteristics of the input and
encoded optical signal and the comb-like transfer function (TF) of the MRR, which is shown in
Fig. 1 at the bottom of the dashed-dotted box. Now in order to restore the quality of the encoded
signal we must make the components with negative IFD to lie in the right-hand falling slope against
the peak of the MRR TF. Additionally we must force those being stronger in magnitude to fall
closer to the MRR notch, which occurs at resonance, than those being weaker in magnitude. In
this manner the former components will be less transmitted than the latter. Moreover, we must
confine the components with positive IFD around the flat portion of the MRR TF so that they
experience almost the same transmittance. Finally, we must preserve the original carrier which
bears the modulated information. Then the notch filtering action transforms these adjustments
into opposite amplitude changes that those after the SOA [1], and thus the MRR alleviates the
performance degradations due to the SOA direct modulation.

3. SIMULATION

The operation of the setup in Fig. 1 is modeled by taking into account the responses of the SOA
and MRR. For the SOA this is done through the following differential Equation [3]

I(t)

FO&NtT —1|L— ]’L(t)
dh tr Pzn

= { S ] ~ Bt Lo (0] =1 o

where h(t) is the SOA power gain integrated over its length, L = 2mm, I' = 0.25 is the SOA
confinement factor, o = 3.3 x 1072°m? is the SOA differential gain, N;, = 0.15 x 10**m—3 is
the SOA carrier density required for transparency, I, = 75 mA is the SOA current required for
transparency, Teqer = 312 psec is the SOA carrier lifetime, P, = 10dBm is the SOA saturation
power and P, cw = —5dBm is the power of the input CW optical signal. Using these values for
the SOA parameters, Equation (1) is numerically solved as in [6] for the time-varying bias current,
I(t), which is assumed to be a pseudo-random sequence of NRZ pulses having duration 200 ps and
equal rise and fall time of 35 ps. This allows to calculate h(t) and subsequently the electric field at

the SOA output
Bs0a(t) = v/Prcw exp [ (1/2(1 — jo)h(1)] @

where o = 10 is the SOA linewidth enhancement factor. Note that (2) is normalized so that its
squared modulus represents power, i.e., Psoa(t) = |Esoa(t)|? [7]. On the other hand the MRR
response is conveniently described by the compact mathematical form [6]

r — Texp [jneff47r2R( (A= AN) /)\2)]

Tavrr(N) =

(3)
1 —rrexp |:]neff47T2R( A— AN /)\2)}

where r = 7 = 0.95, in accordance to the condition of critical coupling, which must be satisfied
in order for the MRR to efficiently act as notch filter [6], and n.rs = 1.41. Now since the SOA
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response is time-dependent whilst the MRR response is wavelength-dependent, finding the electric
field at the MRR output requires to apply on (2) the Fast Fourier Transform (FFT), F{-}, in
Matlab software and convolve it with (3). Finally, the convolution product is converted back into
the time domain using inverse FFT, F~!'{.}. Hence Eygrr(t) = F"YF[Esoa(t)Tvrr(\)} and
accordingly Payrr(t) = [Exrr(t)[.

4. RESULTS

Tailoring the MRR as described in Section 2 critically requires to properly select its radius for
the following reasons [6]. First, this parameter determines the wavelength distance, or free spectral
range (FSR), between adjacent maxima in the MRR transfer function, as expressed through F'SR =
)‘gata / (27neprR), where Agqrq = 1540nm is the reference wavelength. Second, it determines the
exact notch wavelength position, A,oich, through the condition of resonance, 2rRncrr = mApes,
where m is a non-zero integer and Apes = Apoteh- At the same time it determines the range,
FSR/2, within which the MRR is allowed to be detuned. This detuning, A\, must be such that
the MRR transmission peak is offset at a shorter wavelength than that of the optical carrier, i.e.,
blue-shifted. Thus in order to find an appropriate combination of R and A\ we investigated, based
on the model formulated in the previous section, their impact on three important performance
metrics. These include the maximum amplitude difference between marks (ADj max), between
spaces (ADgmax) and between marks and spaces (AD /g max), Which must be as small as possible
in the two first cases and as high as possible in the third. The obtained results are shown in Figs. 2
and 3.

More specifically, from Fig. 2(a) we notice that ADj max is reduced at the output of the MRR
provided that the radius of the latter is an integer multiple of 4 um, while it is hardly affected by
the other scanned values of this parameter. Furthermore, for fixed R values which comply with the
aforementioned condition, AD1 max is reduced with the increase of the detuning and reaches a mini-
mum when AN is confined around 0.55nm. A similar variation is observed in Fig. 2(b) for ADg max,
while the opposite happens in Fig. 2(c) for AD; /g max- Then according to this evidence it is possible
to properly select R and A\ so that their effect is favorable on all considered performance factors
simultaneously. In fact the combination R = 4 pm and AX = 0.6 nm drastically reduces AD1 max,
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ADg max, and increases AD) g max, by 2.3dB, 2.38dB and 2.65dB, respectively, compared to the
SOA only. Thus the MRR-based notch filter strongly suppresses the peak amplitude fluctuations
between marks, between spaces, as well as the level of the spaces. This improvement is monitored
in the lower trace of Fig. 3, in contrast to the severely distorted pattern waveform right after the
SOA shown in the upper trace of the same figure. From the lower trace it is also apparent that the
profile of the encoded data stream is restored and resembles that of the electrically applied signal.

5. CONCLUSION

We have presented preliminary simulation results, which provide a first confirmation that a pas-
sive single MRR configured as notch filter can be used to compensate for the pattern-dependent
degradation in a SOA of limited modulation bandwidth. Further work is underway in order to fully
characterize the capability of the proposed scheme to extend the data rate at which the SOA can
operate as external modulator with improved performance.
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Abstract— In recent years there has been considerable interest in exploiting the temperature
dependence of sapphire whispering gallery mode frequency to develop a mechanically stable,
high accuracy temperature sensor. Disk-resonator-based devices have been demonstrated to
measure temperature with accuracies of 10 mK or better in the temperature range of 273K to
373 K. Here we have utilized automated data acquisition and processing to rapidly evaluate a
mechanically-stabilized sapphire whispering gallery mode resonator based on a hollow cylinder
configuration. Our results indicate the metal support structure contributes to increased loses of
the resonator which results in significant reduction in resonator mode’s quality factors and lowers
the temperature dependent sensor response by ~ 40%.

1. INTRODUCTION

Since the seminal work of Callender [1] detailing the workings of a platinum resistance thermometer,
modern industrial temperature sensing technology has relied on resistance measurement of a thin
metal film or wire whose resistance varies with temperature [1,2]. Though resistance thermome-
ters such as the platinum resistance thermometers (PRT) can routinely measure temperature with
uncertainties of 10 mK, sufficient accuracy for most industrial application, they are sensitive to me-
chanical shock and moisture which causes the sensor resistance to drift over time requiring frequent
off-line, expensive and time-consuming calibrations [2, 3]. It is therefore of little surprise that there
has been considerable interest in the development of alternatives to resistance thermometry such
as photonic temperature sensors [4-6].

In recent years we have focused on the development of sapphire whispering gallery mode res-
onators (WGMR) for accurate temperature measurement [4,7]. Although WGMRs have been
fabricated with a wide variety of materials including fused quartz and glass spheres, monocrys-
talline sapphire has emerged as a material of choice as it supports modes with Q-factors of a
million [8]. Due to the thermo-optic effect and material thermal expansion, the resonance fre-
quency of sapphire’s whispering gallery modes varies with temperature [4]. Considerable effort has
been expended in developing a thermally insensitive WGMR for the express purpose of providing
a stable frequency source. Realizing that the large temperature dependence of WGM'’s frequency
could be exploited to develop a highly sensitive and accurate temperature sensor, we developed a
sapphire WGMR thermometer and demonstrated temperature measurement uncertainty of 10 mK
between 273.15°C and 373°C. The WGMR prototype device developed was based on a simple disk
shaped resonator [4]. In recent years, spherical and cylindrical resonator geometries have been
tested and demonstrated to provide similar measurement capabilities.

Previous experiments have indicated that the WGMR spectrum is sensitive to axial and rota-
tional displacement of the sapphire resonator, highlighting the need for mechanical stabilization
of the resonator to enable reproducible measurements. In this study, we evaluate sapphire hollow
cylindrical resonators that accommodate a simple two-piece metallic support structure inside the
sapphire resonator. Our results indicate the presence of the supporting mechanism suppresses mode
quality factors (Q-factors) by a factor of ten and device’s temperature sensitivity by ~ 40%.

2. EXPERIMENTAL

2.1. Sapphire Resonators

Three hollow cylindrical resonators were fabricated for this study. Resonator 1 is 30.0mm long
with outer diameter (OD) of 6.0 mm and inner diameter (ID) of 3.0 mm and the crystal c-axis was
aligned to the laboratory z-axis with £0.1° and its surfaces polished to a mirror finish. Resonator 2
has the same specifications as Resonator 1 except on one end (side B) a 5.0 mm deep counter-bore
of OD 4.0mm was made. Resonator 2 was tested with side B facing the antennas. Resonator 3
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Figure 1: Three hallow cylindrical sapphire resonator and the metal support structure used in this study are
show above.

differs from resonator 1 in that its surface has two 1 mm deep, 5 mm wide, periodic grooves (50%
duty cycle) etched on; the third groove is only 3 mm wide.

2.2. Cavity

The resonator cavity fabricated from high conductivity copper consists of a central cylindrical
volume (OD 30.0mm, ID 16.0mm and length 40 mm) and two circular lids (30.0 mm diameter).
All internal surfaces were polished to a mirror finish and gold coated to prevent surface oxidation.
The tube resonator geometry was chosen to allow for the development of a support structure
that would enable reproducible re-assembly of the WGMR, thermometer. Design consideration is
constrained by the need to minimize interference from any conducting parts. Previous experiments
suggest that embedding metal parts inside the sapphire resonator can minimize interference, limit-
ing spectral artifacts [4,9]. As such we designed a rod-collar mechanism for localizing the resonator;
this mechanism is entirely contained inside the sapphire tube. The support rod, screwed into the
bottom plate is a 15mm long stainless steel metal rod with a 6.25 mm deep grooved recess for
accepting a metal screw. The metal collar, 2.85 mm in diameter and 3.75 mm long, is mated to
the support rod using a small screw. Tightening of the screw causes the collar to expand against
the inner surface of the sapphire tube. The friction exerted by the collar against the sapphire tube
is sufficient to localize it and prevent the resonator from rotating or translating randomly inside
the cavity. A 5mm tall Teflon spacer is placed between the sapphire resonator and the bottom lid
to optimize spectral intensity. At 25°C, upon resonator re-assembly, the center frequency of the
highest frequency mode changes by ~ 5% (AT ~ 35°C) while the Q-factors change by 75%. The
temperature response (6v/6T") however, is well reproduced (AT ~ 0.2°C). The observed offset in
mode frequency likely derives from differing levels of strain imposed by the metallic collar onto the
sapphire resonator during re-assembly and needs to standardized in future design iterations.

2.3. Measurement Apparatus

The sapphire WGMR cavity is thermally cycled in an Isotech! drywell. The sapphire WGMR modes
are probed using an Agilent N5230A network analyzer'. The experiment is computer controlled
using an automated LabView? program that is used to cycle the temperature between 25°C and
75°C in 5°C increments. At each temperature the program allows the drywell to reach equilibrium
(temperature remains stable to within 0.01°C for minimum of two minutes at the set point, followed
by a 90 min wait time). After the equilibration period, the network analyzer is prompted to record
the microwave transmission spectra (S12) of the cavity over the range of 10 MHz to 20 GHz with
25 kHz resolution. During the course of measurement, the temperature of the drywell is continuously
monitored using a calibrated PRT. Our results indicate the temperature is maintained to better
than +0.01°C during spectral acquisition. Following acquisition of spectra, the drywell is prompted
to move to the next temperature set point; this pattern is repeated until temperature cycling is
completed.

1Disclaimer: Certain equipment or materials are identified in this paper in order to specify the experimental procedure
adequately. Such identification is not intended to imply endorsement by the National Institute of Standards and Technology,
nor is it intended to imply that the materials or equipment identified are necessarily the best available.

2Standards and Technology, nor is it intended to imply that the materials or equipment identified are necessarily the best
available.
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2.4. Data Processing

The observed spectra are fitted to a spline function which is utilized to identify cavity modes and
extract their peak center, width and amplitude at each temperature. Since increase in temperature
results in decreased permittivity, the WGMR mode frequency will show a negative temperature
dependence, as given by Equation (1).

1 1{1}08&1 81}0% dv, OL avo&z}

— =4 1
gl orT 8&“” oT oL 0T Oa 0T ( )

Vo Vo

where v, is the mode frequency, a is the resonator diameter, L is the axial direction, 7T is tem-
perature, ¢|| is the permittivity in the axial direction, while £, is permittivity in radial direaction.
We filter out all modes that show a temperature dependence greater than (—350kHz/°C). The
dv /6T value observed for the empty cavity is only —313kHz/°C. Thus, choosing a value below this
threshold ensures spectral artifacts or cavity modes whose frequency dependence derives chiefly
from thermal expansion do not interfere with our spectral interpretation. The resulting list of
modes is then scrutinized for identification of WGMR modes and their suitability for applications
in thermometry.

3. RESULTS AND DISCUSSION

For resonator 1, with metal supporting structure we observe three cavity resonances located at
17.317 GHz, 15.68 GHz and 12.405 GHz. Over the temperature range of 25°C to 75°C the shift in
resonant mode frequency (dv/d6T") shows a linear dependence on temperature (Figure 2(a)) that
varies from —358kHz/°C for 12.4 GHz mode to —704.6kHz/°C for the 17.3 GHz mode. The ob-
served mode frequency temperature dependence is &~ 40% smaller than values observed in previous
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Figure 2: Q-factors and temperature induced frequency shift of resonator 1 modes in the presence of (a) metal
support structure are depressed relative to when Teflon support structure (b) is used. (c) Q-factors and
temperature induced frequency shift of resonator 2 modes with Teflon support structure are shown. (d) @-
factors and temperature induced frequency shift of resonator 3 show a general overall increase in mode
density and their Q-factors.
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experiments. Furthermore, the Q-factors are at least a factor of 10 smaller than the previously
reported cylindrical resonators [2,7,9]. The observed decrease in sensor performance likely arises
due to coupling of electromagnetic energy between the sapphire resonator and the metal support
structure.

The role of metal support structure in degrading the mode @)’s is confirmed by replacing the
metal support structure with Teflon pieces (collar and support rod). For resonator 1 with Teflon
support mechanism we observe five cavity modes located between 15 GHz and 20 GHz. As shown in
Figure 2(b) the mode temperature dependence (dv/0T") varies from —509kHz/°C to —1217kHz/°C
while the Q-values vary from 350 to 9322. The fact that we observe év /0T on-par with previously
reported disk and rod resonators that were up to three times larger in size [4] bodes well for our
future efforts in further reducing the photonic thermometer’s size.

We utilized resonator 2 to test the impact of wall thickness on spectral profile. As shown in
Figure 2(d), the resonant modes in resonator 2 show a decrease of up to 25% in their temperature
dependent response. This result suggests that shrinking WGMR thermometers to a size compa-
rable to SPRTs (outer diameter 7.5mm) while providing similar temperature sensitivity, though
possible, will require the developemnt of innovative non-metallic support structures. The expected
decrease in mode Q-factors with shrinking resonator size could potentially be compensated by the
use of Bragg resonators [10]. Our preliminary efforts with Bragg structures (resonator 3) show
introduction of Bragg features results in increased mode density and a small increase in overall
Q-factors of all resonant modes. The temperature dependence is not significantly impacted by the
introduction of Bragg features (Figure 2(d)).

4. SUMMARY

We have utilized an automated data acquisition and processing platform to demonstrate the fea-
sibility of using a simple two-piece metal support structure to stabilize sapphire resonator in a
microwave cavity. Our results indicate the metal support structure increases the resonator skin
losses, resulting in significantly lower Q-factors and temperature dependence. While there is a sig-
nificant Q)-factor penalty for using metallic support structures and reducing the size of the sapphire
resonator, our results here demonstrate the feasibility of this strategy and suggest the sapphire
resonator can be further reduced without significantly compromising the WGMR, temperature re-
sponse. Critical to the development of WGMR thermometry will be the development innovative
support structures that can enable reproducible re-assembly of the resonator without significant
perturbation of the resonant modes.
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Abstract— The high-frequency properties of a composite resonator comprised of a microwave
dielectric and a weak ferromagnet were investigated in the X-band. It was shown that inclusion
of the weak ferromagnetic phase leads to possibility of magnetic field control over the resonator
frequency, Q-factor and transmission characteristics that are in qualitative accordance with the
predictions of perturbation theory. Magnetic field tunable change in insertion losses up to 16 dB
and resonance frequency tuning up to 85 MHz have been observed. Such resonators are of interest
for application in frequency agile devices with electronically tunable electrodynamic characteris-
tics for the mm and sub-mm wave bands.

1. INTRODUCTION

Current trends in mobile communications, wireless technologies and radiolocation require improve-
ment of the existing UHF components. Stripline and dielectric resonator based UHF filters, which
are the key elements of the modern transceiver equipment [1-3] lack the possibility of dynamical
tuning of their characteristics. Since utilization of electronically tunable components can greatly
increase the functionality of microwave devices (resonators with controlled electrodynamic char-
acteristics can find application in reconfigurable matched filters [4], that dynamically adjust their
properties in accordance to the spectrum of an incoming signal), development of frequency agile
devices on the basis of high-Q dielectric resonators (DR) is an important and urgent task.

It is known, that electronically reconfigurable devices could be realized by inclusion of ferroelec-
tric [5], semiconductor [6] or ferrite [7] constituent with tunable dielectric constant, capacitance, or
magnetic permeability. Other tuning techniques, with the assistance of electromechanical actuators
or MEMS [6, 8] also had been demonstrated.

In this report, we present a concept for magnetic field tunable devices based on electrodynam-
ically coupled bulk dielectric resonator and a weak ferromagnet. In such structures unperturbed
resonance frequency of bulk DR determines the operating frequency of device, whereas weak fer-
romagnet component facilitates required electronic tunabilty. Weak ferromagnets are of special
interest for applications, due to the strong effect of relativistic Dzyaloshinsky-Moriya field [9] on
the frequencies of their magnetic eigen-excitations. Thus, composite resonator, containing weak
ferromagnet component, is potentially suitable for reconfigurable microwave devices, operating at
frequencies of few tens gigahertz (if quasi-FMR mode is utilized) or even at few hundreds of giga-
hertz (where quasi-AFMR mode comes into play) with very moderate and easily attainable external
bias field [10].

2. EXPERIMENTAL RESULTS

We investigated composite resonator, which consisted from two components: 1) disk-shaped dielec-
tric resonator from commercial grade microwave ceramics and 2) thin platelet of single-crystal iron
borate (FeBO3) with lateral dimensions 2.1 x 2.3 mm? and 100 um thickness. Iron borate is a well-
known two-sublattice weak ferromagnet [10,11], with a spontaneous moment 47 M = 115-120 G at
room temperature (Neel temperature is equal to 348 K) and and is transparent in the visible region
of the EM spectrum. The material demonstrates an uniaxial magnetocrystalline “easy plane” type
anisotropy (“easy plane” is orthogonal to the rhombohedral (111) direction) with negligible in-plane
hexagonal anisotropy. For this work, high-quality single-crystal FeBOs3 platelets were grown by us
from solution in melt [12]. They have had a hexagonal shape with trigonal crystallographic axis
C5 pointed perpendicularly to the developed faces.
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2.1. Weak Ferromagnet Characterization

As a first step, a frequency vs. field dependence for FeBOs was measured, in order to extract
crucial magnetic parameters of the material. For the measurements a custom made 50 Ohm copla-
nar transmission line was manufactured on 0.04inch thick RT Duroid 5880 substrate. Then the
specimen was placed atop of coplanar transmission line and put inside the solenoid coil, which
could produce longitudinal magnetic field up to 450 Oe. A set of transmission characteristics of
experimental measuring cell for in-plane bias magnetic field in the range from 10 to 415 Oe were
recorded using Agilent N5230 vector network analyzer. Quasi-FMR frequency vs. field dependence
for investigated sample, extracted from network analyzer data, is presented in Fig. 1 with squared
dots According to the results of [10], frequency of the uniform quasi-FMR mode in weak ferro-
magnet, for the case when an external magnetic field is in basal plane, is given by the following
expression:

w% = 72 ((HO +4nM(N, — N)) (Hy +4rM(Ny, — N.) + Hpar) + Hi) (1)

where Hy — bias fields, Hpys — Dzyaloshinsky-Moriya effective field term, « is the gyromagnetic
ratio, N; — are the demagnetizing factors, Hi is an energy gap due to the magnetoelastic inter-
action [11]. Since Hpjs is always large compared to the magnetization, and for a given thin-plate
geometry N,, N, ~ 0, Equation (1) can be simplified to

wp = > (Ho (Ho + Hpn) + HR) (2)

Solid line on Fig. 1 is a theoretical curve, drawn using model Equation (2). From the best fit between
theory and experiment a magnetic parameters of FeBO3 were determined to be Hpyr = 49.9kOe,
Ha = 2.1kOe, which are close to previously published values [10, 11].
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Figure 1: Frequency vs. field dependence for quasi-FMR mode in FeBO3 sample. Dots — experiment, solid
line — theoretical calculations using Eq. (2).

2.2. Investigations of Hybrid Oscillations in Composite Resonator Dielectric-weak Ferromag-
net

Next, this FeBO3 sample was epoxy bonded to the cylinder-shape dielectric resonator (diameter
D = 5.1mm and thickness S = 3.1 mm), and put inside the rectangular metallic X-band waveguide
with 23 x 10mm? cross-section. Composite resonator was positioned on the waveguide wide wall,
with FeBOj3 in direct contact with metal and secured in place using slab of foam. External bias
magnetic field from solenoid coil was applied in sample’s plane, and directed along the waveguide
axis. Microwave measurements in transmission mode were done using X-band scalar network ana-
lyzer. During the experiment, dielectric resonator was excited on two lower-order H F/y115 modes.
These modes are circularly polarized and have opposite senses of rotation of their rf electric and
magnetic field vectors (clockwise and counterclockwise). Due to the lack of cylindrical symmetry of
waveguide section metal walls, the frequency degeneracy is removed and modes are well separated.
Also, it is worth to note, that actual frequency splitting between modes under consideration would
depend on the symmetry of the metal surrounding, i.e., position of resonator inside the waveguide.
As follows from the above discussion, our composite resonator consists of two parts, each of which
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is a microwave resonator of their own. Dielectric resonator is characterized by a discrete set of
eigenmodes, with their resonant frequencies and Q-factors depend on dielectric constant, resonator
dimensions and position, but do not depend on the external magnetic field. On the contrary, weak
ferromagnet constituent has a single resonant frequency, which is nearly independent of sample
dimension, but strongly depends on magnetic bias (see Fig. 1). When combined together, large
area of contact between ferrite and dielectric in such heterostructure favors substantial penetration
of DR high-frequency electromagnetic field into ferrite platelet, resulting in strong interaction and
hybridization between both oscillations even for marginal relative volume V of the ferrite compo-
nent. We would treat dielectric resonator modes as the dominant ones, whereas FMR oscillation in
iron borate will be considered as a perturbation. Hereafter we assumed that permeability tensor for
quasi-FMR mode is the same that for uniformly magnetized ferrimagnet with proper magnitude
of saturation magnetization. Then, if the perturbation object is located in a region where the
microwave magnetic field is circularly polarized, according to the general perturbation theory, one
can expect both resonance frequency shift and quality factor deterioration [13, 14]:

Af, wWtpu,—1 Vg 1 p' £ pul Vi
— | « , Al — ) oc——t— (3)
Ir )4 2 Vbr 2Q) . 2 Vbr

where p and p, are the diagonal and off-diagonal elements of the ferrite rf permeability ten-
sor [13,15] and the + sign refers to rf fields sense of rotation (right-hand and left-hand, corre-
spondently). The coefficient of proportionality is related to the DR microwave magnetic field
configuration.

Next, since at the given frequency real and imaginary parts of high-frequency right hand scalar
magnetic permeability (u + pg) reach their maximum values at, correspondently, magnetic field
near to and equal to FMR field [15], we can expect the largest impact of ferrite constituent on the
hybrid oscillations, when external bias magnetic field is close to the value H,.s, for which FMR
frequency would coincide with the dielectric mode unperturbed frequency: wp(Hpes) = WHE,114-
Experimental results on the transmission characteristics modification with external in-plane bias
magnetic field for composite resonator was positioned at the middle of the wide wall are shown in

0
W@W}W@
34
6
¥ o ‘g— ;’.
S 121
s, $
~ 15 4
@ ] {1 24408
15 —+—910e 187 i [ —+—2740e
211 —s—162 OB 214 ¥ 1| —«—3050e
244 (a) —+—213 Oe 244 (b) ¥ +— 366 Oe
9400 9600 9800 10000 9400 | 9600 9800 10000
f(MHz) f(MHz)
9840 . I
P s H-m
9810 e o—s—* .
] +118
9780 S
] .
< 9750
s
S 9720 .
T eeg0]" " \
] 9660 \ o
241 (0) 9630 (d) w4
0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350
H(Qe) H(Oe)

Figure 2: Transmission characteristics of composite resonator at different bias fields.
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Fig. 2. Frames a) and b) show evolution of transmission characteristics with increasing bias, frame
c) shows dependence of transmission at resonance Sa;1(f,) vs. magnetic field, and on d) resonance
frequency f, vs. magnetic field is depicted. Solid lines on frames c¢) and d) are drawn by the eye.

3. DISCUSSION

Figure 2 demonstrates the impact of FMR in weak ferromagnet on the properties of hybrid oscilla-
tions. In full accordance with perturbation theory, we observe changes in both eigenfrequency and
Q-factor. The latter one is visible not only in the increasing of the resonance curve width, but also
in the of transmission losses decreasing. Indeed, transmission coefficient at resonance frequency is
inversely proportional to the coupling coefficient K, which, in turn, is directly proportional to the
resonator unloaded @Q-factor. Therefore, decreasing of @ lead to increasing of Sa1(f,). Hence, we
can draw conclusions on @Q-factor changes directly from the frame c). Also, from the above figures
one can observe, that the H-field dependence on frames c) and d) have the rather specific shape,
very akin to the shape of, correspondently, (1’ + pl)) and (u’ + pl,) vs. Hp profiles [13,15]. Thus,
these results agree qualitatively with perturbation theory. Numerical characteristics of coupling
strength between quasi-ferromagnetic and dielectric modes are the following: maximum change in
transmission coefficient at resonance frequency amounted to 16 and 15dB respectively (here and
below first number corresponds to HE_115 mode and the second one — to HFE,115), whereas the
frequency jump in the vicinity of Hy = OF MR was found to be 85 and 70 MHz. These results allowed
as to conclude that in given position an almost equal coupling to both DR modes is provided.

4. CONCLUSION

In this paper, we have investigated the high-frequency properties of composite resonator dielectric-
weak ferromagnet in the X-band. Transmission characteristics for different bias magnetic field
in range from 10 to 370 Oe were recorder and analyzed. It was demonstrated that inclusion of
weak ferromagnet constituent leads to possibility of electronic control over a composite resonator
frequency and Q-factor. As far as we used the scalar network analyzer, only magnitude of transmis-
sion characteristic was investigated. However, it is known that phase transmission characteristics
of any resonator strongly depend on its f, and Q-factor, one can expect a profound impact of bias
field on the phase properties of such composite resonator. It was shown, that profiles of f,. vs. Hy
and 1/Q vs. Hy curves are in qualitative accordance with the predictions of perturbation theory,
with maximum impact observed when magnetic field related FMR frequency coincided with unper-
turbed frequency of corresponding DR mode. Magnetic field tunable change in insertion losses up
to 16 dB and DR resonance frequency tuning up to 85 MHz (=~ 1% of central frequency) have been
observed. The magnetic field required for demonstrated here tunability does not exceed 400 Oe and
can be conventionally obtained using relatively small and light-weight electromagnets. Therefore we
can conclude, that such composite resonators, comprised from high-quality dielectric resonator and
H-field tunable weak ferromagnetic constituents, provide a flexible tool for use in agile microwave
devices with controlled electrodynamic characteristics and have a potential for both K-band and
(in perspective) sub-mm wave applications.
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Abstract— Surface nanostructuring is one of the most important laser application. Single
shot laser action produces fancy three dimensional (3D) patterns on an illuminated boundary.
Initially a target is absolutely flat — it possesses a translational two-dimensional symmetry
along a boundary. In the paper two sources of the three dimensionality and their interplay
are considered. One of them is melting and a nucleation of voids in molten condensed matter
as a result of development of random thermal fluctuations, while the another is a tangential
gradient of fluence V| F' along a boundary. The mechanisms which transfer those sources into
the final structures are described below. They start with spallation of a thin pellicle due to
a thermomechanical rupture, continue with a capillary interaction inside a foam like transient
volume structures mechanically connected with a pellicle, and finish with freezing of those 3D
liquid structures back into solid.

1. INTRODUCTION

Laser structuring gives us a variety of useful products such as colorized metals, waterproof surfaces
(both obtained first by Vorobyev and Guo), or bio-printing technologies developed by Chichkov
and others. There are two limiting examples in the above mentioned applications. In the first
of them a laser beam is wide (many optical wavelengths X in a cross-section), a gradient V| F' is
negligible, and a random fluctuating nucleation defines structuring. While in the second example
a laser spot is close to the diffraction limit and the large gradient V F' ~ F/\ dominates the
nanobumping and nanojet ejecting. In the second case the gradient suppresses the inevitable (in
the spallation process) even smaller (than A) scale nucleation. In the paper the both examples and
their interaction through the gradient modulated nucleation (see Figure 2) are considered.

There are many papers devoted to consideration of an illumination of an initially geometrically
3D objects like the nanoparticles. Or there are papers devoted to analysis of a 3D illumination,
e.g., an optical breakdown in transparent media around the waist of a laser beam. Our example
with V F' ~ F/\ belongs to the cases of the 3D illumination (ablation near a waist). To be
geometrically 3D, a radius of surface curvature of an object should be less than or a skin depth,
or thermal depth dr, or A, here dr is a thickness of a heated layer created by laser. Those many
papers are mentioned because we want better designate our problem with initially absolutely flat
target.

A flat boundary excludes the surface plasmone mediated processes connected with interference
coupling between an incident plane electromagnetic wave and a boundary perturbation (because
perturbations are absent). But influence of plasmons should be included for description of the
next laser shots. Below we consider the case of an ultrashort pulse when a nucleation is caused
by melting and creation of large tensile stresses in liquid. A thermomechanical stage after such
pulse action includes formation of a tensile field and nucleation. It lasts during an acoustic time
scale ty = dr/cs ~ 100 [nm]/4[km/s| = 25ps for the bulk targets or ty = ds/cs for the thin
(dy < dr) films, here ¢, is speed of sound. Motion may be described in the one-dimensional
(1D) approximation during this stage, because even in the case V| F' ~ F/\ a thermal thickness
dr ~ 100nm is an order of magnitude less than a wavelength A ~ 1000 nm. The 1D approximation
means that ablation velocities are directed normally at this stage relative to a surface.

The undersurface nucleation creates a spallation layer, a pellicle, and a foam connecting the
pellicle and remnants of a target [1-3]. The transverse velocities comparable with the normal
velocities appear in a foam layer during the stage of a 3D nucleation and the stage of the bubble
expansion/merging processes in a two-phase mixture. Motions connected with a 3D two-phase
capillary turbulence in the bottom of a liquid layer survive for a long (many nanoseconds) times in
the case of large fluences when the pellicle disappears and there is a thick hot molten layer. Duration
of recrystallization of a thick molten layer increases with its thickness. The bottom velocities at this
late stage drop down to the low values ~ 10m/s. Thus a long lasting 3D stage follows the short,
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fast (10-100 ps) thermomechanical 1D expansion. Similar situation with conversion from 1D to 3D
and conversion from the fast motions to the capillary decelerated slow motions takes place in the
case of a small heated spot V| F' ~ F/\ in the regimes when a frozen nanobump is created [4, 5].
This large difference in the time scales allows to simplify problem of nanobump formation, see
Section 3.

2. LARGE SPOT AND WEAK MODULATION OF NUCLEATION ACROSS A SPOT

Bulk targets were considered before [1-3]. Here we present new results concerning a gold films on a
fused silica substrate. In the simulations a real acoustic impedance of silica is used. For gold a EAM
(embedded atom method) potential [6] is employed for molecular dynamics (MD) simulations. MD
simulations was supported by the 1D two-temperature hydrodynamics (2T-HD) simulations. A
laser pulse has duration 100 fs. We neglect a weak heat conduction of a silica substrate. Thickness
of a film is 100nm. Thickness of a heated layer in a bulk gold is dr ~ 140nm [7]. Therefore
dynamics of our films and the threshold values significantly differ from the case of a thick target.

Simulations describe formation of a cupola and a cavity under the external surface of the cupola
(this is the boundary with vacuum) as a result of a thermomechanical expansion of gold after action
of a laser beam. The full scale MD simulation with, e.g., 50 microns diameter of a heated spot
is outside of the today computer resources, because a corresponding circle of a 100 nm thick film
contains 10'0 atoms. Therefore we have used two approaches. In the first of them we run the
1D MD simulations for a series of absorbed fluences Fj;s like this was done in papers [1,2] but
for the bulk targets. Results are shown in Figure 1. In the particular simulation box the fluence
has been distributed homogeneously along the horizontal lines (one-dimensionality inside the box).
But on the horizontal axis of fluences F;s in Figure 1 the boxes are arranged in accordance with
their particular value of Fi;s. Hence we can follow the instant positions of the cupola and cavity
boundaries together with the gold/glass contact as functions of the value of local absorbed fluence
Faps-

height (nm)

height (nm)

50 I . I 50
0.8 1 12 14 16 0.8 1 12 14 1.6

absorbed fluence relative to F,=46.5 mJcm?2 absorbed fluence relative to F, = 46.5 mJcm?

Figure 1: Formation and evolution of a cupola and an internal cavity shown in the approach with a series of
the six 1D MD runs. One of those runs is not shown as a particular box, because two runs are too close to
each other. Two yellow points inside the second box from the left side correspond to those two runs. It is
important to follow the shapes of the four boundaries: a vacuum boundary, an upper boundary of a cavity,
a bottom boundary of a cavity, and a contact boundary between gold (green) and glass (red). Molten gold
is shown by less dark green. Dark green corresponds to solid. The six yellow points follows instant positions
of a vacuum boundary and a contact for the particular values of the relative absorbed fluence plotted at the
horizontal axis. The relative fluence is F,ps/Fy, where F, is an ablation threshold. The six runs cover a
range 0.78-1.63 of the relative fluences. There are z, y, z axes in the box. The z and y axes correspond to
the vertical (normal to target) and horizontal directions. The z axis is perpendicular to the plane of figure.
The y-size of the box is 65.4nm, while the z-size is 16.3nm. The horizontal three lines mark the initial
boundaries and the middle of the gold film. We see that the flow is appreciably asymmetric relative to the
middle line, because the glass resists to an expansion of gold, while the vacuum side does not.
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Figure 2: Formation and evolution of a cupola and an internal cavity in the approach with the inhomoge-

neous illumination F,ps/F, = 1.4exp(—y?/600 [nm]z). At the threshold we have y = 600v/In 1.4 = 348 nm.
Interesting, we see that the early nucleation disk is significantly wider in the horizontal direction. This
corresponds to the difference between the nucleation and spallation thresholds. The x, y, z axes are defined
in previous figure. The y-size of the box is 1000 nm, while the z-size is 8.2 nm.

In the second approach the fluence inside the simulation box has been distributed inhomoge-
neously Fups/F, = 1.4exp(—y?/R%) along the horizontal lines, here F, is an ablation threshold
relative to an absorbed fluence, Ry, is a radius of a laser spot. The Gaussian function describes
well the experimental illumination conditions. Evolution of ablation flow in the second approach is
shown in Figure 2. Simulation in Figure 2 corresponds to the value Ry = 0.6 um. The simulation
box in Figure 2 is very wide (1000 nm) for the typical today computer run. Initial thickness of a
gold film in Figures 1 and 2 is 100 nm. The glass substrate in Figures 1 and 2 is thick enough to
exclude influence of the wave reflected from the bottom boundary of the substrate.

3. SMALL SPOT. FORMATION OF NANOBUMP AND NANOJET

It is very important to develop a true physical picture for the processes taking place during formation
of the nanobump under action of the laser beam tightly focused onto thin film, because it is the
basis of the LIFT/LIBT technologies (Laser Induced Forward, Backward, Transfer) [4,5,8-16].
Those technologies allow precisely manipulate with the nanodroplets made from material of the
film. The nanodroplets separate from the jet grown in the apex of the cupola, see Figure 3.

Papers [4,5] describe how the jet is grown. Dynamic interaction of the laser heated film with
substrate repulse the film from substrate. Local velocity v of the film separated from substrate is
proportional to the local value of absorbed fluence v[F,ps(y, z)]. Therefore a fluence distribution
defines the shape of the curved surface of the separated thin film. Very different shapes may be
produced varying the distributions. Here we consider a Gaussian distribution. It has a maximum
in the center. Thus the cupola like (or dome like) shapes appear, see Figure 3.

Inertial mass of matter forming the cupola shell flies away from the substrate. Therefore height
of the cupola increases (cupola inflates). Capillary forces decelerate the shell, then the cupola height
achieves its maximum and begins to decrease back to substrate [4,5]. Significant mass concentrates
in the axial region due to focusing action of the convex cupola and deceleration. The ratio of
surface tension stress per mass is low in the axial region. Therefore capillary force can decelerate
the shell but not the axial mass. Thus the axial mass keeps part of its momentum and the axial
jet begin to grow, see Figure 3. This physical picture has been developed in papers [4,5]. The new
development presented here corresponds to freezing. Figure 3 shows how the liquid is cooled and
how it recrystallizes during its flight.

Paper [17] argue that there are different regimes of motion of the film/substrate system. Transi-
tions between them mainly depend on absorbed fluence Fy;s, cohesion strength p.,, between metal
and glass at the contact, and on relative thickness dy/dr of a film. There are three regimes divided
by two thresholds 0 < Fionset < Fp in the case of a weak contact cohesion. Film oscillates and
remains on the substrate in the regime of weak illumination F' < F ot The film separates as
whole from substrate in the case of moderate fluences Fionies < F' < Ffpyy,. The evolution shown in
Figure 3 corresponds namely to this case. In the high fluence regime Fl,, < I a film breaks inside
a film. The part of the film adjoining to the contact remains at the contact. The threshold corre-
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432,00 ps

2721.62 ps

Figure 3: Formation and evolution of the cupola and the internal cavity after separation of the gold film
from the silica substrate is shown. Cooling of gold along the film is very significant. Namely this process
leads to freezing of liquid gold. Solid is green, liquid is red. The solidified shell is “woven” from a multitude
of nanocrystallites. They are transiently deformed during oscillations of the solidifying shell. The liquid is
significantly overcooled. Therefore the solidification proceeds not only with crystallization front, but also in
the volume of liquid and at the free surface. The side of the computational square shown in the left column
is 140nm. The series of the frames explains how the nanobump with the jet above is formed.

sponding to separation of a film as whole from substrate disappears in the case of strong cohesion.
Cohesion of gold to silica is weak, but it becomes much stronger if there is a chromium layer at the
contact. Evolution of a film strongly attached to the glass is shown in Figures 1 and 2.

4. CONCLUSION

Above the spallation and 3D foaming in the case when thickness of a film d is smaller than a heated
depth dr is considered. Previously foaming in case of a bulk target has been studied [1,2]. Here we
have analyzed how the limited thickness d; and presence of a substrate influence foaming. We have
to emphasize that if the non-conducting substrate works as a thermal wall strongly enlarging time
needed for solidification, then the foaming itself will not leads to formation of surface nanostructures
after a single shot, because a surface tension will have time to smooth out the roughness created by
the foaming together with the decay of foam. Thus cooling properties of the substrate is essential
for the thermomechanical surface structuring of metal films (e.g., change glass to crystallin silicon).
This is said for the case of large illuminated spot.

In Section 3 the logical picture of physical phenomena leading to formation of the nanobump
with jet is presented. Effect of solidification in flight is described.
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Abstract— It is shown that one should take into account rather small radiation penetration
length in metal (Al) to describe properly nanosecond laser induced explosive (volume) boiling
process. The result is obtained in the framework of molecular dynamic simulations combined
with continual description of metal electron subsystem.

Absorption of intense electromagnetic pulses gives rise to various nonequilibrium processes in
condensed matter which result in ablation of irradiated materials. These processes are investigated
theoretically and experimentally for many decades (see, e.g., [1-9] and references therein). However,
some of the problems in laser ablation are not yet completely resolved.

Laser-matter interaction depends on laser pulse intensity and duration as well as on electromag-
netic properties of irradiated samples. For metals optical radiation penetration length is usually
rather small. For this reason and because of high values of metal thermal conductivity appearance
of explosive (volume) boiling in metals irradiated with intense electromagnetic pulses is not evident
beforehand in usual continual description of laser-metal interaction which is briefly depicted be-
low. Steady state equation for temperature distribution 7'(z) in evaporated sample (Al) (halfspace
z > 0) has a form [1]:

or =~ 0°T ol
V—4+x55+ (;—C exp(—az) =0

0z 022
cx or =LV, (1)
0z |
T(t,00) = Teo

where the density p, heat capacity ¢, thermal diffusivity y and absorption coefficient a are assumed
to be constant. From (1) it follows:

Ty =T + AT [A exp(—az) + Bexp (Vz>} ,
X

A=V (AT + L) | (cAT (V = ax)), 2)
B=1-A, AT=Ty—Ty

I =pV(L+cAT) (3)

Vaporization velocity V and heat of evaporation L depend on surface temperature T:

P m
V=08~ —)
oo\ 27k,

p(Ts) = py - exp (115 - (1 = Tp/T5)) (4)
where p — saturation pressure at surface temperature 7, T = 2792 K is normal boiling tempera-
ture, p, = 1bar, m — mass of the evaporated particles, k is Boltzmann constant

Figure 1 shows temperature distributions 7'(z) for two different intensities and a = 0.7-10% cm 1.
The distributions demonstrate that the surface temperature 7T is somewhat lower then the max-
imum temperature T,,. For metals with high values of « and x relation (T, — Ts)/Tm < 1 is
rather small even at high temperatures where V' approaches its maximum value. For this reason in
some papers [2, 3] it is argued that this difference can be neglected. However, our recent investiga-
tions [4-6] show that it is this temperature difference which gives rise to explosive (volume) boiling
in the subsurface region where additional subsurface superheating occurs.
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Figure 1: Temperature distributions T'(z) for two  Figure 2: Comparison of temperature distributions

intensities: I = 19.5MW/cm? (gray curve), I = from MD calculations (fluctuating curve) just before
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Figure 3: 1D particle density distribution at ¢ = 1650 ps after the radiation pulse with constant intensity
I = 38.5MW /cm? is switched on.

Using molecular dynamic (MD) simulations combined with continual description of metal elec-
tron subsystem we analyze nanosecond laser pulse action on metal (Al) film targets with 48 and
430 nm thickness which are initially in liquid states with temperature 6400 K. For this model critical
parameters are 7600 K, 0.48 g/cm® and 1.4 kbar.

Four different ablation regimes are observed depending on electromagnetic pulses intensities:
surface evaporation which can be described in the framework of Stefan-like model (1), explosive
(volume) boiling, spinodal decomposition and supercritical fluid expansion [4-6]. At shorter (pi-
cosecond) pulses spallation effect (see, e.g., [7,8]) due to negative pressure values generated in the
thin film is also observed.

Temperature distributions obtained from MD and from Stefan-like analytical model are shown
in Figure 2 with the same value of Ty = 6900 K and others parameters as in Figure 2 at I =
38.5 MW /cm?. Right-side temperature deviation is due to finite thickness of the film as compared
with halfspace analytical model (1) while at the left side there is a satisfactory agreement between
MD and analytical modeling. However in Stefan-like (1) description of laser ablation there is no
information on fluctuation behavior which becomes unstable at the superheating limit and initiates
explosive boiling process.

As it was already mentioned above appearance of explosive (volume) boiling in metals irradiated
with intense electromagnetic pulses is not evident beforehand because of high values of thermal
conductivity and small radiation penetration length. Nevertheless, the explosive boiling process at
absorbed radiation intensities I = 38.5 and 44 MW /cm? is clearly visible in 1D (Figure 3) and 2D
(Figure 4(a)) particle density distributions, respectively (in Figures 3-5 the film is irradiated from
the right, z-axis is normal to the film surface).

Explosive boiling process at the considered intensities repeats itself several times. At I =
38.5 MW /cm? 5 explosion are observed during 2.4 ns pulse duration. Figure 3 shows 1D particle
density distribution at t = 1650 ps just after the third explosion (at 1640ps). The result of the
second explosion is also visible in Figure 3 as a smaller density peak.

Figure 4(a) shows several flying away target fragments formed after explosions at earlier moments
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Figure 4: 2D snapshots of particle density, (a) at t = 1.82ns after the radiation pulse with constant intensity
I = 44MW /cm? is switched on, and (b) at ¢t = 0.73ns with I = 88 MW /cm?.
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Figure 5: 1D particle density distributions at (a) ¢ = 715 and (b) 405 ps after the radiation pulse with
constant intensities I = 88 and 154 MW /cm? are switched on, respectively.

1.16ns, 1.5ns and 1.79ns. Remnants of the first fragment which was formed due to the first
explosion at 0.71 ns are not visible here.

The fragments with initially well defined boundaries then become thinner and disintegrate due
to surface evaporation process. Figure 4(b) and Figure 5(a) show spinodal decomposition regime
where density fluctuations have no such distinct boundaries as in the explosive boiling case. In
contrast to the explosive boiling and spinodal decomposition regimes which occur at subcritical
pressure and temperature values with considerable fluctuations, in supercritical expansion regime
(Figure 5(b)) the fluctuation are not so prominent.

Initial thickness of the explosive boiling fragment is of the order of radiation penetration length
(about 10nm). This result means, in particular, that in theoretical description of the explosive
boiling process in irradiated metals [2,3] it is necessary to take properly into account finite value
radiation penetration length.

Pressure pulses with about two hundreds bar amplitude and two hundreds ps duration generated
during explosive boiling [5] can be used as markers of critical region approaching as it was suggested
four decades ago [9].

ACKNOWLEDGMENT
the present studies were supported by RFBR grants #13-02-01129, #13-07-00597, #15-07-05025.

REFERENCES

1. Samokhin, A. A., “First-order phase transitions induced by laser radiation in absorbing con-
densed matter,” Proceedings of the Institute of General Physics Academy of Science of the
USSR, Vol. 13, 1-161, Commack, New York, 1990.



Progress In Electromagnetics Research Symposium Proceedings 2421

2. Miotello, A. and R. Kelly, “Critical assessment of thermal models for laser sputtering at high
fluences,” Appl. Phys. Lett., Vol. 67, No. 24, 3535-3537, 1995.

3. Jiang, M. Q., Y. P. Wei, G. Wilde, and L. H. Dai, “Explosive boiling of a metallic glass
superheated by nanosecond pulse laser ablation,” Appl. Phys. Lett., Vol. 106, 021904(1-6),
2015.

4. Maghukin, V. I., A. A. Samokhin, M. M. Demin, and A. V. Shapranov, “Explosive boiling of
metals upon irradiation by a nanosecond laser pulse,” Quantum FElectronics, Vol. 44, No. 4,
283-285, 2014.

5. Mazhukin, V. I.; A. A. Samokhin, M. M. Demin, and A. V. Shapranov, “Modeling of nanosec-
ond laser vaporization and explosive boiling of metals,” Mathem. Montisnigri., Vol. 29, 68-90,
2014.

6. Mazhukin, V. I., A. A. Samokhin, A. V. Shapranov, and M. M. Demin, “Modeling of thin
film explosive boiling — Surface evaporation and electron thermal conductivity effect,” Mater.
Res. Ezpress, Vol. 2, No. 1, 016402(1-9), 2015.

7. Wu, C. and L. V. Zhigilei, “Microscopic mechanisms of laser spallation and ablation of metal
targets from large-scale molecular dynamics simulations,” Appl. Phys. A, Vol. 114, 11-32, 2014.

8. Tonin, A. A., S. I. Kudryashov, and L. V. Seleznev, “Thermal melting and ablation of silicon
by femtosecond laser radiation,” J. Ezp. Theor. Phys., Vol. 116, No. 3, 347-362, 2013.

9. Samokhin, A. A., “Some aspects of the intense evaporation of condensed media by laser radi-
ation,” Sov. J. Quantum Electron. Vol. 4, 1144, 1975.



2422 PIERS Proceedings, Prague, Czech Republic, July 6-9, 2015

Femtosecond Laser Ablation of Thin Films on Substrate

N. A. Inogamov!, V. A. Khokhlov!, V. V. Zhakhovsky?,
Yu. V. Petrov'?, K. V. Khishchenko?, and S. I. Anisimov'

IL.D. Landau Institute for Theoretical Physics of Russian Academy of Sciences, Russian Federation
2Joint Institute for High Temperatures of Russian Academy of Sciences, Russian Federation
3Moscow Institute of Physics and Technology, Russian Federation

Abstract— Our targets are thin (60-100 nm thick) plane metal films (here gold is considered)
on a dielectric substrate (fused silica below). We consider laser action onto such targets. A
femtosecond laser pulse with durations 30-300fs is used. Thermal and mechanical behavior of
those targets qualitatively differs from behavior of bulk targets and from freestanding films. A
weakly conductive substrate works as a heat insulating wall if we compare the bulk target and
the film/silica target, thus slowing down cooling of metal due to the heat conduction loses into
bulk. While hydromechanical interaction of the film with the silica changes the situation in
comparison with the freestanding case when both sides of a film are vacuum boundaries. From
the one hand, the silica counteracts against an expansion of metal into the glass. From the other
hand, a cohesion force between the metal and silica resists to separation of film from substrate.
Situations with the bulk targets and freestanding films were studied before. In the paper for the
first time we present descriptions of possible regimes of film/silica dynamics. They depend on
absorbed fluence, two-temperature physics, and a value of a cohesion force. Electrons are much
hotter than ions at a two-temperature stage. Two-temperature effects are dynamically significant
because in case of gold with its delayed electron-ion relaxation the electron pressure contributes
into momentum of a film while an electron conductivity (enhanced at a two-temperature stage)
together with a rate of electron energy transfer into ion subsystem define energy redistribution
across a thickness of a film.

1. INTRODUCTION

In many applications an ultrashort laser pulse irradiates thin films deposited onto a dielectric sub-
strate. E.g., microbumping and lifting phenomena caused by blistering and ejection of the irradiated
film are important for laser bio-printing and LIFT (Laser Induced Forward or Backward Transfer)
technologies [1-3], for formation of arrays of nanoholes [4], and for nanophotonics/nanoplasmonics
applications (e.g., creation of nanoantennas [5]). The case with a film on substrate is interesting
and, as it was said, important. Indeed, a system with a thin film between a substrate from the
one side and vacuum from the other side is very different from a case of bulk targets [6-10] and
from a case of a freestanding (both boundaries are free) thin film [9,11-14] studied previously.
There are papers devoted to an analysis of phenomena connected with a contact boundary between
two media both having finite inertia (not the vacuum — condensed phase contact). The items
considered in those papers are: dynamics of an aluminum-glass boundary irradiated through glass
[15,16]; impact of metal onto a dielectric producing a shock in substrate, rarefaction in a metal,
and a sharp deceleration of an expansion of hot metal [17,18]; and motion of a metal-liquid surface
heated by a femtosecond laser pulse through liquid [19, 20].

But the ablation regimes when the both contact boundaries of a thin film are strongly dynamically
interacting (like in the freestanding thin film) and one of the boundaries is a contact with medium
with a finite acoustic impedance were not described. In the paper below the systems named a
“film on substrate” are considered in details. Interplay of rarefaction waves in a film and dynamic
interaction between the film and the substrate define motion after irradiation. It is shown below
that there are three regimes of behavior depending mainly on absorbed energy F;s, a cohesion
stress peon, and thickness of film dy, where the stress p.,, defines a cohesion between two media
at a contact. Under weak illumination F' < Fyy the whole (i.e., uncut) film remains at substrate
(the regime 1). In this case the film loses its momentum and a small part of accumulated thermal
energy oscillating on a substrate and radiating a chain of decaying acoustic waves into a thick
substrate. The larger part of the thermal energy is lost as a result of slow cooling due to weak heat
conductivity of a substrate and due to radiative loses from a free surface. Those oscillations have
been observed experimentally [21].

We consider the case of a large ratio of acoustic impedances of contacting media (gold on fused
silica [3]) and rather weak cohesion. Then there is an interval of fluences Fyp < F' < Fg, where
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a film separates (delaminates) as a whole from a substrate (the regime 2). The third regime
exists if a fluence is above the spallation threshold F,. Then a film breaks in its internal part.
Both thresholds Fi;; and Fy;, are connected with mechanical breaking under action of tensile stress
and therefore both maybe called spallation (e.g., contact spallation and internal spallation). The
both thresholds are higher than a melting threshold (if p.,p is not too small). Let us clarify that
sometimes peoples connect spallation only with breaking of solids while breaking of liquid is called
cavitation. The schemes of the three regimes are presented in Fig. 1.
4
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Figure 1: From left to right: regimes 1, 2, and 3. The film is “1”, the substrate is “2”. Regime 1: the
film exhibits gradually decaying oscillations on the substrate; a chain of acoustic waves, caused by those
oscillations, propagates into the bulk of the substrate. Regime 2: the film delaminates from the substrate,
the growing gap appears between them, velocity v of the film increases with fluence [3]. Regime 3: the
breaking takes place inside the film. A solitary acoustic wave is emitted into substrate in the regimes 2 and
3.

2. OSCILLATIONS OF FILM

Modern model of two-temperature physics [22-24] is used in our simulations presented below. It
includes one-temperature equations of thermodynamical states for gold and silica taken from [25].
Two-temperature system of hydrodynamic equations used here is described, e.g., in [22]. It combines
thermal and dynamic equations and thus differs from the classical two-temperature thermal system
(developed first in [26]) involving only heat equations for an electron and ion subsystems. We show
that for the dy = 60-100nm thick gold films the electron-ion temperature relaxation time scale
teq ~ 7ps and the acoustic time scale ts = df/cs ~ 20-30 ps are comparable. Here df and ¢, are film
thickness and speed of sound. Electrons become much hotter than ions (T, — 7;)/T; > 1 during a
laser pulse. Temperature difference (T, —T;)/T; gradually decreases due to an electron-ion thermal
coupling. The two-temperature stage finishes when the difference becomes small |T, — T;|/T; < 1.
Duration of a two-temperature stage defines a scale t.,. An electron-ion coupling parameter [23],
conductivity [23,24], and a two-temperature equation of state [22] are dynamically important for
the flow evolution.

Figure 2 presents results of simulation for F,;, = 30 mJ/cm?, d ¢ = 100nm, duration of a pulse
is 77, = 100fs. A laser pulse has illuminated the vacuum boundary. This value of F,ps for 100 nm
film is 5% below the lower boundary of the melting interval on the axis F,,. For both cases
considered in Figs. 2 and 3 a film remains solid. The interval of melting appears as a result of
(i) approximately homogeneous ion temperature distribution established after a two-temperature
stage across a film, (ii) a finite difference in the enthalpy between the solid and liquid states of
metal. The cohesion stress p.o; taken for those simulations overcomes maximum tensile stress at
a contact. For simulation presented in Figs. 2 and 3(a) this means that p., > 1.24 GPa, and
Peon, > 0.68 GPa for the case shown in Figs. 3(b) and 3(c). A tensile stress inside a film does not
achieve a strength limit for gold for those temperatures and those deformation rates therefore a
film remains intact.

Figure 2 demonstrates an evolution caused by the counter propagation of the vacuum rarefaction
wave (RW) and the contact RW. In Fig. 2(a) the vacuum RW moves from left to right and the
contact RW moves from right to left. Fig. 2(b) shows the hydrodynamic situation after reflections
of RWs from the boundary with vacuum (contact RW) and from the contact (vacuum RW). In
Fig. 2(b) the RWs change directions: the vacuum RW moves from right to left, while the contact
RW moves from left to right. In Fig. 2(a) pressure inside a film decreases from plus to minus, while
in Fig. 2(b) pressure gradually increases.

It is curious that a similar growth of pressure (around a breaking layer) follows the breaking,
when also the compression waves (spallation pulses) begin to propagate from the breaking point.



2424 PIERS Proceedings, Prague, Czech Republic, July 6-9, 2015

L -_r-"{" N\ = 4 f__(
8 h\.lr__ ,1“..- y 1\. 3 2: | =
|' g — PN oA
| \ i AEE
A O
4 . L " \ 2 iV
|| 0 1o 200 0 ke \ A ;
. distance {nm) - 1 0 200 400
£ 4 a, distance {nm)
P c.b. 30 ps o o
3 | R 5
0 . A/ 5
N ¥
Pe|
4
i d. = 100 nm
_4 1 —— 1 1
0 40 80 0 40 80
distance from initial vacuum boundary (nm) distance from initial vacuum boundary (nm)
(a) (b)

Figure 2: (a) Convergence of the rarefaction waves (RWs) and their passing through each other inside the
film. Initial positions of vacuum and glass boundaries correspond to the points x = 0 and = 100 nm. The
head characteristics of the RW starting from the vacuum boundary is “hv” (head vacuum), “Pe” is the trace
of a sharp peak in electron pressure traveling along characteristics after creation of the peak at the boundary
with vacuum. In time this peak of electron pressure is lasting few hundreds femtoseconds covering a duration
of a laser pulse. The head characteristics of a rarefaction wave propagating from the contact with glass is
“hg” (head glass). Every RW drops pressure down. In this figure pressure mainly decreases with time. At
the instant t = 15ps the “hv” and “hg” heads are near their first intersection. After the intersection the
both amplitudes add together and therefore a drop of pressure to the negative values begins. At the instant
30ps the heads “hv” and “hg” are near the boundaries of a film. Soon a reflections of the RWs from the
boundaries will begin. Position of the contact at 30 ps is marked as “c.b. 30 ps”. (b) Propagation of the
reflected RWs: 60 ps is an instant just before the second intersection of the heads “hv” and “hg”. After
reflection from the boundaries the RWs change their polarity. Therefore after the second intersection, the
summation of the RWs increases pressure from negative to positive values (in this figure pressure increases
with time). In this connection, please pay attention to the reverse relation between the pressure profiles for
instants 15 and 60 ps. Comparing the traveling durations, we see that stretching decreases speed of sound.
Therefore the duration between the first and second intersections is not =~ 30 ps but ~ 45ps. We also see,
how a compression wave becomes steeper during propagation as result of nonlinearity. The insets show
propagation of the wave irradiated from the film into the glass.

But in the case of breaking the growth of pressure is limited by the zero value, while in the case
shown in Fig. 2(b) the pressure continues to grow to the high positive values.The breaking case takes
place at the stage of stretching (Fig. 2(a)) when two rarefactions add each other, while Fig. 2(b)
corresponds to the stage of compression when two compression waves add each other. The stage
of stretching is the first quarter of the whole period of oscillation, the stage of compression is the
next quarter.

3. BREAKING OR CONTACT, OR FILM BUT USUALLY NOT BOTH

Breaking is connected to a finite strength of material to resist to its stretching. Condensed matter
breaks if a tensile stress overcomes the finite value of its strength pg,.. This finite value defines a
threshold because an amplitude of a tensile stress increases with fluence Fj;,. Situation with the
thermomechanical breaking in case of a bulk target is well understood [6-10]. Breaking of a thin
film quickly (supersonically) homogeneously heated is also studied well [9, 11-14]. Situation is more
complicated if a depth dr heated by ultrashort pulse is thinner than a film dr < df [9].

Let’s consider the case named a “film on substrate” when a film covers a substrate. We suppose
that the strength of a contact p.., cannot be larger than a strength of a substrate. Then there
are two possibilities: at the lowest threshold Fjp,. a system “film on substrate” breaks or at the
contact, or inside the film.

The internal tensile stress is always (here we restrict ourself to the case of the large ratio of the
impedances) higher than the contact tensile stress, see Fig. 3(a). This means that if the contact
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Figure 3: (a) Comparison of temporal dependencies of pressures at a contact and inside a film is shown. To
plot the extreme value of an internal pressure, we take the maximum value of pressure inside a film when the
whole pressure profile inside a film is positive, see Fig. 2. And we take the minimum value of pressure when
the negative values appear at the pressure profile, see Fig. 2. We conclude that, firstly, absolute values of the
internal pressures are always higher than pressures at a contact. This is consequence of a large impedance
difference between gold and silica. Therefore stress field in a film is higher than stresses outside, see also
Fig. 3(c¢). Secondly, the strongest internal tensile stresses are always achieved before the instants when the
strongest contact tensile stresses are achieved. All this have important consequences for the cases above
the thresholds Fg or Fp, see next Chapters. In acoustic approximation a wave propagating into glass is
p(x — cst). Therefore the temporal behavior at a contact © = Zconter in Fig. 3(a) is similar to the spatial
profile of pressure in glass in the inset in Fig. 2(b) for the instant 80 ps. (b) Fups = 10mJ/cm?, df = 60 nm.
Gradual decay of oscillations of pressure at a contact. Oscillations decay as result of irradiation of acoustic
energy into substrate, see next figure. (c) Propagation into glass of a chain of acoustic signals irradiated
by an oscillating film. Amplitude of oscillation inside a film is always higher than the irradiated amplitude
because at the contact the main part of acoustic energy is reflected back into a film.

Deor, and internal pg,. strengths are comparable (or peop, > pstr) then contact never will be ruptured.

Gold is weakly connected to a fused silica, thus at the lowest threshold Fip, the system breaks at
the contact. Above two thresholds have been introduced. One (Fyp;) corresponds to a contact, and
may be called also Feontet, while the other (Fj,) corresponds to a film and may be called Fgp,. We
have Foy = Feontet < Fsp = Frim in the case with a weak cohesion between a film and a substrate.

Why the second (higher) threshold Fy, = Fpin, appears in the case with a weak cohesion? Indeed,
the delamination of the film varies the hydrodynamic flow in comparison with the unbroken case.
But we should remember that the maximum stretching inside a film is created prior to the maximum
stretching of a contact, see Fig. 3(a). Therefore above the second threshold Fy, = Fgy, the internal
breaking takes place in advance to the instant when the maximum stretching at a contact will be
achieved.

The event of the internal breaking qualitatively changes the hydrodynamic situation. It cuts
short the oscillation behavior inside the first quarter of the oscillation, then irradiation of a chain
of acoustic waves shown in Fig. 3(c) stops. But the main consequence of the internal rupture is
that it reverse the direction of momentum acting onto a contact. Without the rupture the vacuum
RW pulls a contact producing a tensile stress at a contact. While after the internal breaking a film
is divided to two part. The external (i.e., adjoined to vacuum) part gains momentum directed to
vacuum, while the internal part gains momentum directed to silica. It may be shown that in this
case the tensile stress at a contact cannot be created. The internal part of a gold film gradually
loses its momentum as a result of deceleration by a low density silica substrate. The deceleration
lasts few acoustic time scales t; = dy/cs. It is longer if the ratio of impedances is larger.

Thus in the case of the large ratio of impedances and the weak cohesion p.,, there are three
regimes changing each other (see Fig. 1) as fluence grows.
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Abstract— We demonstrate new simple methods of all-laser fabrication of nanoantenna (nano-
jet) with an additional elements for coupling/focusing of surface plasmon-polaritons (SPPs).
The first method is realized by using an aluminum (Al) plasmonic lens irradiated by a linearly
polarized femtosecond laser pulse at fluences higher than the ablation threshold of aluminum.
The resulting plasmonic lenses contain single nanojets in their centers owing to focusing of intense
surface plasmon-polaritons and melt expulsion in the locally heated area. Such surface structure
resembles a parabolic antenna, which has a receiver and focusing reflector. The second method is
based on double-shot femtosecond laser nanoablation of thin supported metallic (Au) film. The
first fs-laser pulse produces nanojet, standing on bump of microscale diameter. Irradiation by
spatially shifted (on several microns) second laser pulse results in the bump removing, transition
of nanojet into nanosphere and formation of concentric periodical semi-rings. Resulted surface
structure represents nanoantenna (gold nanospere), surrounded by plasmonic lens, delivering
more incident energy to the nanoantenna.

1. INTRODUCTION

Optical nanoantennas (ONAs), representing metal nanoparticles or nanorods of various shapes,
demonstrate high localization and manipulation of optical radiation at nanoscale. Formation of
such localized “hot spots” can significantly improve performance of molecular sensors [1] and solar
cells [2]. For these applications, it is often necessary to fabricate sufficiently large ordered ONA
arrays, which are now realized by a number of relatively expensive or time-consuming techniques.
Hence, high-performance, low-cost techniques based on pulsed laser nanoablation of thin films to
imprint various ONA types (nanojets [3-5], nanoholes [6, 7], and nanoparticles [8]), are needed to be
developed. Preferences are given to femtosecond laser pulses, which initiate a multi-scale sequence
of electrodynamic, thermal, and hydrodynamic processes, yielding inablation at timescales ~ 1—
10ns. These processes are currently the subject of a broad fundamental research [9, 10]. Previously,
laser-assisted fabrication of such nanoantennas on thin films was carried out with single-pulse
irradiation; however, controllable fabrication of ONA arrays containing a central nanotip and an
annular micropit was recently demonstrated via consecutive double-pulse irradiation of bulk Al
surface [11,12]. We demonstrate that capabilities of single-pulse nanostructuring techniques can
be significantly expanded for advanced ONA fabrication, applying a second laser pulse. In this
approach, the first pulse produces the primary nanostructure, while the second one imprints nearby
an excited SPPs.

2. NANOANTENNA FABRICATION DUE TO FLASH-IMPRINT OF INTENSE SPP

In our experiments, 200-fs (FWHM), second-harmonic (515 nm) linearly-polarized pulses of an Yb-
doped fiber laser with the maximum pulse energy of 4 uJ in the TEMO00-mode (M? ~ 1.05) were
focused by an aspherical lens (NA = 0.5) onto a sample surface (110-nm-thick Au film on a bulk
Si substrate). The laser energy was varied by means of an output acousto-optical modulator and a
reflective attenuator. The sample was arranged on a PC-controlled 3D-motorized micropositioning
platform with a minimal translation step of 150nm. The Au film was deposited onto the Si sub-
strate by e-beam evaporation process (Ferrotec EV M-6) at a pressure of 5-10~% bar and constant
deposition rate = 4A/ s. To increase adhesion of the deposited material to the substrate, the lat-
ter was pre-cleaned with a built-in ion source (KRI EH200). The film thickness was preliminary
measured, using a calibrated piezoelectric resonator (Sycon STC-2002) mounted inside the vacuum
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chamber, and an atomic force microscope (AFM, NanoDST Pacific Nanotechnology). The result-
ing surface topology was characterized by scanning electron (SEM, JEOL 7001F) and the AFM
microscopes.

According to numerous previous studies [3,4,9,10], single fs-pulse impact leads to formation
of two main features on a thin Au film: either a submicron through hole surrounded by a rim of
solidified melt (high fluences), or a nanojet with a mesoparticle atop on a nanobump with 10-nm-
thick walls, as a hemispherical cupola of the thinned film (lower fluences). Such nanojets with
mesoparticles atop can be fabricated only by laser-assisted techniques. In this case, the fluence of
the first laser pulse can be used to control diameters of such nanobump and microhole. Each type of
the fabricated nanostructures corresponds to a specific range of the peak fluence: Foe > 0.3.J/cm?
for microhole and Fiymp ~ 0.2-0.3 J /cm? for nanobump [15]. These two main types of laser-induced
nanofeatures are considered here as efficient scatterers for the second spatially shifted fs-laser pulse,
providing excitation of converging or diverging SPP waves (SPP focusing or defocusing) on the film
surface.

Figure 1(a) shows double-pulse ablation region on the Au film surface: the first series of pulses
fabricated the nanojets with the surrounding nanobump at F = 0.25J/cm?, while the second
series spatially shifted along x at ~ 2 pum imprinted the diffraction gratings, resulting from the
interference of the second incident pulses and SPPs excited from the nanobump edges. As in the
previous cases, the grating periods are approximately A ~ 0.50 +0.01 um. Importantly, the second
pulse does not only imprint the grating, but also destructs the Au nanobump, leaving the resulting
nanojet to stand alone on the Si substrate. Apparently, such grating formation with the surface
height modulation ~ 30nm is caused by the Au film delamination from the silicon surface in the
interference maxima, rather than film ablation.

In the second case, numerical simulation of the interference field on the Au film surface around
the nanobump irradiated by the Gaussian beam shifted by ~ 2 um along z-axis from the nanojet
center (Fig. 1(b)) demonstrates at least 6 pronounced interference maxima with the period of
0.48 um (Fig. 1(c)). As seen, in these maxima, the peak fluence exceeds the nanobump formation
threshold Fiymp ~ 0.2J /cm?. Therefore, such interference model for the grating formation is in
excellent agreement with observed experiment results and allows to control its main parameters
(height and the number of ridges) [16].

X (um)

Figure 1: (a) SEM image of the Au film irradiated by the first femtosecond pulses at the peak fluence
F =~ 0.3J/cm? along the direction marked by the arrow (I) and then by the second pulses at F' ~ 0.25J/cm?,
spatially shifted along x-axis by the distance of 2 um (direction II). All SEM images were obtained at 45°-
tilt. The white arrows indicate the polarization direction; (b) two-dimensional intensity maps calculated at
normal incidence of the Gaussian beam near the edge of the nanobumps surrounding the nanojet; (c) fluence
distribution near the Au film surface calculated for the second-pulse spatial shift 2 um (black curve) from
the center of the nanobump surrounded the nanojet and in the case of smooth Au surface irradiation in the
absence of the nanobump (red curve).



Progress In Electromagnetics Research Symposium Proceedings 2429

3. NANOANTENNA FABRICATION DUE TO FLASH-IMPRINT OF INTENSE
FOCUSED SPP

100fs, 744 nm linearly polarized Ti:sapphire laser pulses with a maximum pulse energy of 6 mJ
in the TEMO0O-mode were focused by a silica lens (focal distance of 11cm) onto a 4 mm-thick
aluminum sample mounted vertically on an motorized translation stage. The mechanically polished
and ultrasonically cleaned sample was located several mm above the focal plane to obtain a large
spot diameter D/, ~ 180 pm. The nanostructured sample surfaces were characterized using field-
emission scanning electron microscopy (FE-SEM).

Nanoantenna fabrication on an aluminum surface was performed by two fs-laser pulses at
the same peak fluence F' ~ 0.85J/ cm? (slightly below the spallative ablation threshold Fip, ~
0.7J/cm? [17]), following with a delay of a few seconds between them [11,12]. After the first laser
pulse an irregular array of round spallative pits with a surface density ~ 107 cm™2 appeared on the
surface (Figure 1(a)) at local fluences F' > Fy,,1 along an outer border of a macroscopic spallation
crater. Their edges have widths of about A ~ 100 nm, their bottom is semispherical appearing, in
average, 100 nm below the initial surfacelevel (Figure 2). The average diameter of the pits depends
on local laser fluence, but usually amounts to 1.3 pm. They result from intense sub-surface nanovoid
generation (homogeneous nucleation) in the melted surface layer [18] at fs-laser fluences slightly
lower than the spallation threshold Fs. Such pits with prominent edges respond to EM fields in the
optical range as plasmonicnanolenses [19], providing excitation and sub-diffraction focusing of SPPs
in their centers. The focusing in plasmonic lenses exposed by fs-laser pulses at F ~ 0.85.J/cm?
results within each pit in the formation of a single nanojet (Figure 1), related to material expulsion
and its ultrafast cooling [11, 12] expected for much higher fs-laser fluences, exceeding the threshold
Flrag ~ 1.4J /em ™2 for supercritical hydrodynamic (fragmentation) ablation [17].

Figure 2: SEM image of aluminim surface with nanojet within microcrater formed under two femtosecond
laser pulses irradiation.

4. CONCLUSION

The proposed new principle of all-laser nanoantenna fabrication is very simple and high-productive,
but the physics beyond them is quite interesting and complicated. Both of the proposed methods
induce a sequence of electrodynamic (surface plasmon-polariton [SPP] excitation and interference),
thermal (melting, cavitation, ablation and ultrafast cooling), and hydrodynamic processes. In
particular, SPP excitation leads to local energy deposition into a single sub-diffractive spot or into
sub-wavelength periodical lines, while the thermal and hydrodynamic processes are important for
nanoantenna formation.
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Abstract— Heat transfer by electrons has a significant influence on the heating of the metal
target under the action of ultrashort laser pulses. Therefore, in problems of laser ablation of
metals it is important to know the value of the electronic thermal conductivity. We made cal-
culations and present analytical expressions of the electronic thermal conductivity of solid and
liquid gold in the important for the interaction of femtosecond laser pulses with metals state with
unequal electron and ion temperatures in a wide range of temperatures and densities.

1. INTRODUCTION

When considering the problem of interaction of femtosecond laser pulses with metals we often use
the system of equations describing the hydrodynamical motion of metal target under the laser
pulse action. These equations take into account heat transfer by electrons. Thus electron thermal
conductivity becomes a very important kinetic coefficient governing the dynamics of heating of a
target, temperature and pressure distribution in a heating layer of a target. The pecullar feature
of the interaction of femtosecond laser pulses with metals is the occurrence of nonequilibrium
state with large difference between electron (7,) and ion (7;) temperatures. Therefore we need
the knowledge of electron thermal conductivity in such two-temperature states [1-5]. Difference
between electron and ion temperatures can achieve several electron Volts. Furthermore, when
considering ablation under the laser irradiation, we have a strong expansion of matter and thermal
conductivity therefore must be calculated at differing values of density. In addition laser ablation
is accompanied by phase transitions of a target matter which also must be taken into account. We
calculate electron thermal conductivity of gold in a wide range of electron and ion temperatures
in the absence of equilibrium between them and in dependence on the density with taking into
account phase transition between solid and liquid state.

2. CONTRIBUTION OF ELECTRON-ELECTRON COLLISIONS INTO THE THERMAL
CONDUCTIVITY

As we consider electron temperatures up to several eV, electron-electron collisions contribute to a
significant extent to the electron relaxation time at large electron temperatures. In a noble metal
such as gold we are interesting in the scattering of conduction electrons (s-electrons) by the same
s-electrons and d-electrons. According to the Matthiessen’s rule the thermal conductivity kse, due
to the scattering of s-electrons by other electrons satisfies the condition given by k! = k. + Kog s
where kg5 and kg present contributions of s-s and s-d collisions. By solving the kinetic equation for
the electron-electron scattering by the method of [3,6] we have calculated the thermal resistivity
kse due to e-e collisions. The two-parabolic model of the electron spectrum [3, 6] with the Thomas-
Fermi screening was used. Parameters of parabolic electron bands — the bottom of the s-band
E, = —9.2¢eV, the bottom of the d-band E1 = —6.8eV and the top of the d-band Fy = —1.7€V,
measured from the Fermi level, were found by using the density functional theory in the VASP
package [7]. Our band structure calculations [8] carried out using the VASP package [7] show that
in gold Fermi energy is proportional to the compression x = p/pg to the first degree: Er = zEpy,
and is not proportional to 22/3. Here po = 19.5g/cm? is the density at zero temperature and
pressure, Epq is the Fermi energy at x = 1.

kse(Ty, ) = 1.076 - 10524/ (1/t +bo/VE+ by + bgf) (1)

(in units of W/(m- K)), where by = 0.03, b1 = —0.2688, ba = 0.9722 and the normalized temperature
t = 6kpT./Ep(x) = 6kpT./(xErg), where kp is the Boltzmann constant, Ep — Fermi energy, is
used. We neglect the dependence of k4. (T¢, x) on the ion temperature 7;, since in noble metals it is
weak [6,9,10]. At a fixed concentration of ions electronic spectrum rather weakly depends on the
phase (solid or liquid) of the metal. Therefore, we use the approximation (1) in solid and liquid
phases alike.
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3. THERMAL CONDUCTIVITY OF GOLD IN THE SOLID PHASE

Thermal conductivity k, associated with the electron-phonon interaction in the solid phase can be
written as kg = cevAg;/3 with the electronic heat capacity per unit volume c., average speed of
electrons v and the mean free path length A\s; = 1/(nXy;), where n is the concentration of atoms and
Y is the effective cross section of the electron-phonon interaction. For the effective cross section we
have X oc u3(T;/0), uo < h/(Mkg8)'/2, where ug is the amplitude of zero-point vibrations of the
atom with mass M, 6 = hcskp/kp is the Debye temperature, ¢, — sound velocity, kp = (67r2n)1/3
— Debye wave number. Then )y o< 62/(nT;). Thus, when calculating the mean free path and
transport characteristics the dependence of the Debye temperature 6 on the dimensionless density
x, defined above becomes important.

To analytically describe the effect of tension and compression, we need a cold-pressure depen-
dence on the density. We represent it as the sum of the attractive and repulsive parts

pe = Angz (:Ua — :L‘b) , (2)

where ng is a concentration of atoms in equilibrium at 7" = 0, p = 0. Parameters in the ex-
pression (2) A = 14.6eV/atom, a = 3.92, b = 1.95 are defined to reproduce reference value of
the bulk modulus of gold K = 220 GPa (Wikipedia) under normal conditions, cohesive energy
3.78 eV /atom [11] and the reference value 14.2-10~% K~! of the thermal expansion coefficient under
normal conditions [12]. For these values of the parameters (A, a, b) minimal pressure on the cold
curve (2) is equal to pmin = —26.0 GPa. at the expanding ratio zpi, = 0.77. Present values are
consistent with the commonly used data (pyin = 0.74, pmin = —21 GPa) [13,14]. When making a
binomial formula (2) for cold pressure the expression for the Debye temperature has the form

0(x) = (h/kp)csokpor Py ?(x),  y(x) = [(a+ Da® — (b+1)z"| /(a—b), (3)

where y o« K = pdp./dp, K — bulk modulus, and cold pressure p. is given by (2); the speed of sound
¢cs0 1s averaged over directions by using the relation 3/ C‘;’O =1/ C?O +2/ C?o with longitudinal ¢;g and
transverse ¢y sound velocities taken at x = 1 as well as the Debye wave number kpg = kp(x = 1).
To avoid the difficulties associated with the negative values of y(z) at small z and to describe
moderate (tens of percent) density variations around the equilibrium value, we use the function

§) = (1 + can)a®/(1 + cat®), a=2a+1, B=a+1, cp=(a—b)/b+1) (4

instead of the function y(z). Parameters of the function gy(x) (4) are chosen so that the functions
y and y are close to each other near the equilibrium density x = 1. As it can be seen, when x — 0,
the function g(x) (4) remains positive. The thermal conductivity in the solid phase can be written
as Kgol = ﬂseﬁgg’l (Kse + m‘;;’l) with the electron-electron contribution to the thermal conductivity
kse given by (1). Index “se” denotes the s-electron scattering on the s- and d-electrons.

Coefficient of thermal conductivity due to electron-phonon collisions in a solid phase mzfl is
calculated by the formula

k3 = (1/3)covdsi = (1/3)nkpC(t)vEAsi, (5)

In the formula (5) a dimensionless factor C(t), t = 6kpT./(xEFo) comprises the dependence
of heat capacity and average speed of s-electrons v = vp((1 + SkBTe/(2xEF0))1/2 on the electron
temperature 7, (and z). Fermi velocity vp = vpox?/3, when Ep = Epgz. Other multipliers in (5)
don’t depend upon T,. The heat capacity of the s-electrons is calculated in the framework of the
two-parabolic approximation of the electron spectrum [3] and significantly differs from the total
electron heat capacity of gold.

Replacing y(z) by 7(x) in (3), we obtain 62(z) = 62(1)2%/3j(z). Then Ay o< [g(x)/2'/3)(1/T;).
Entering the value ro(t) = (1 /3)n§/ 3kBC(t)vF0, having the thermal conductivity dimension, we
get from (5) k5% oc ko(t)2*/35(2)/T;. The function ko(t) was calculated for solid gold at = = 1.

st
Results can be approximated by the expression

t(1+3.07t%)

£) =131 - o)
ro(t) = 131 7 gz
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(in units of W/(m-K)). We denote z,; = 19.3/19.5 relative density of gold on the sublimation
curve at room T;.; = 0.293 kK temperature. Together with the experimental value of the thermal
conductivity under these conditions 318 W/(m-K), we obtain

/3
x >4 3 g(x) Tt ko(t) (©)

sol
Ko (Te, Ti,x) =318 [ — - — ,
Ze: T, ) ( 5w T, molte)

Lt
in units of W/(m-K), where t,; = 6kgT,/(zrEro).

4. THERMAL CONDUCTIVITY OF GOLD IN THE LIQUID PHASE

Electron-electron contribution into the thermal conductivity of molten gold is still given by (1).
Assuming that in the liquid phase electron mean free path A; due to the electron-ion scattering can

be, as in the solid phase, written in factorized form A\; = n,, 1 3W(Ti)xf3 , and again using the value
ko(t(Te, x)), we have for the coefficient of thermal conductivity

KU(TL, Ty x) = Ro(t) - 2®PW (T;)aP.
Drude formula for resistivity gives

Pr_ _ o
ne?\,  W(T;)xP+2/3

r(T;,x) =

Here ro = (372)'/3Ry/(21)ny /3 — 3254nOhm-m. According to quantum molecular dynamics
calculations [15] we take § = 4/3. Function W (T') can be found by the use of known experimental
dependence r(T) of the resistivity of gold [12] on the temperature on the boiling curve x;(T") of
phase diagram, so that
7o
2/3
n(T)e) ()

Boiling curve [16] for the temperature 7" in kK can be approximated as z;(T") = 0.8872—0.03283 (7 —
1.337) — 0.003098(7T" — 1.337)2 — 0.0001649(T — 1.337)% with a resistivity in the units of nOhm-m
on it r(T) = 148.5 4+ 119.3 « T' % 15.337/(14 + T'), which coincides with the known experimental
data and tends to the minimum metallic conductivity in strongly disordered ion system at high ion
temperatures.

Then we obtain the coefficient of thermal conductivity in the liquid phase due to electron-ion
collisions in the form

W(T) =

lig | B To - B+2/3
Koi (Te, Ti, x) = Ko(t) Tl(Ti)m <$l(Tz)) . (7)

The thermal conductivity coefficient in liquid phase is entirely calculated with taking into account
Kse, S0 that the thermal conductivity is ki, = Fogohi (Kse + th)

el el /*

In Fig. 1 the electron thermal conductivity of gold in dependence on the temperature for single-
temperature situation in the thermal equilibrium state on the binodal curve including the subli-
mation and boiling curve, as well as on the normal density isochore is presented. Phase transition
between solid and liquid states is manifested in a jump in the thermal conductivity on the binodal
and slightly more smooth transfer from its value in the solid state to the value in the molten state
on the isochore. Fig. 2 presents results of calculation of thermal conductivity in dependence on
the relative density x at three values of equilibrium temperature 7" = 1000 K, 1337 K and 1800 K.
Influence of liquid-solid phase transition onto the thermal conductivity can be seen.

In Fig. 3 electronic thermal conductivity in the nonequilibrium two-temperature case, interesting
for the interaction of ultrashort laser pulses with metals, is shown in dependence on the electron
temperature for several values of the ion temperature in both the solid and liquid phases for the
density p = 19.5g/cm? (density at 7' = 0, p = 0). The nonmonotonic behaviour of the coefficient
of thermal conductivity in the solid phase at relatively low ion temperatures is due to significantly
weaker increase of the electron-electron collisions as the electron temperature increases above 10 kK,
than at lower temperatures of the electrons, whereas the continuing increase in the heat capacity
s-electrons and their average velocity takes place.
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Figure 1: Dependence of the electron thermal con-
ductivity of gold on the temperature T', the same
for ions and electrons. 1 — on the isochore of
19.3g/cm? density; 2 — on the binodal curve con-
sisting of sublimation and boiling curve. S1L1 and
S2LL2 segments contain liquid-solid phase transition
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Figure 2: Electron thermal conductivity coefficient
of gold in dependence on the relative density x at
three values of temperature T', equal both for elec-
trons and ions. 1 — 7T = 1000K; 2 — T = 1337K;
3 — T = 1800 K. SL segments indicate the regions
of liquid-solid phase transition.
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Figure 3: Electron thermal conductivity coefficient of gold in dependence on the electron temperature 7T, in
the 2T-case. Curves 1, 2, 3 refer to the solid phase (1 — at ion temperature T; = 0.293kK, 2 — at T; = 1kK|
3 — at T; = 1.8kK), curves 4 and 5 refer to the liquid phase (4 — at T; = 2.2kK, 5 — at T; = 4.5kK).
Relative density x = x,+ = 1.

5. CONCLUSION

We present analytical expressions of electron thermal conductivity coefficient of gold in dependence
on the electron and ion temperatures and density within the range, characteristic for the interaction
of femtosecond laser pulses with metals. In calculations the electron-electron as well as electron-ion
scattering is taken into account with s- and d-electrons of gold under consideration as well as in
the solid phase and in the melt, with taking into account the jump at the phase transition. These
analytical expressions can be used in two-temperature hydrodynamic and molecular dynamics codes
to study problems of laser ablation of metals.
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Dissipative Magnetorotational Instability: Wavelength Asymptotic
Saturation
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Abstract— When a plasma, which rotates differentially about a fixed center, is subjected
to a magnetic field, perpendicular to the plane of rotation of the fluid, the coupling of the
current with the field (the Lorentz force density) may be disruptive if the angular velocity of
the gas decreases with the increase of the radial coordinate. This phenomenon is commonly
referred to as the magnetorotational instability (MRI). For a perfectly conducting, inviscid plasma
(ideal approximation), the problem can be treated analytically. Such an approach is particularly
useful for the description of the dynamic evolution of accretion disks, astrophysical structures
consisting of ionized gases which rotate about compact objects (black holes, neutron stars). In
this case, the flow is assumed to exhibit a Keplerian profile, thereby leading to a dispersion
relation which is biquadratic in the growth rate of the MRI. However, the associated instability
condition implies the perturbative wavelength increases with the increase of the radial coordinate.
This means that, as the radial coordinate decreases, the perturbative frequency increases with
no limit. Recently, there has been some progress towards an analytical formulation of the MRI
by including dissipative effects for the rotating plasma. In this work, by introducing both finite
resistivity and viscosity for a Keplerian accretion disk, it is found that the growth rate of the
instability may satisfy a quadratic equation and become suppressed by a term which depends
on the magnetic Prandtl number. It is also shown that, when resistive effects dominate, the
perturbative wavelength saturates asymptotically to a minimum value which does not depend on
the radial coordinate.

1. INTRODUCTION

When a plasma rotates differentially about a fixed center, on a plane perpendicular to a magnetic
field, the coupling of the current density flowing in the fluid with the field (the Lorentz force density)
may be disruptive. Such a process is commonly referred to as the magnetorotational instability
(MRI) [1,2]. This phenomenon has been intensively studied in recent years, in connection with
the description of the dynamic evolution of accretion disks [3,4]. These systems are astrophysical
structures which consist of ionized gases that orbit massive compact objects like black holes and
neutron stars. Perhaps, the simplest approach to the problem is to consider an ideal plasma
(dissipative effects are negligible) subjected to a small perturbation parallel to the equilibrium
magnetic field. In this case, it is widely known that the condition for the MRI to occur in the
neighborhood of a given point over the disk depends on the distance of the point from the central
object [5,6]. However, it can be shown that such a result implies the characteristic wavelength of
the unstable modes is unbounded. In this work, we derive the condition for the MRI to occur in a
plasma with both finite resistivity and viscosity. As a consequence, we find that the characteristic
wavelength of the unstable modes saturates asymptotically to a finite value which does not depend
on the distance from the central object.

2. BASIC EQUATIONS

Let us start by considering an incompressible fluid with (constant and uniform) mass density po.
In this case, the principle of matter conservation (the continuity equation) implies the velocity field
Vis divergenceless,

V-V=0. (1)
Next, by supposing that the fluid is a (electrically neutral) viscous plasma, subjected to a magnetic
field B , the time evolution of V will be governed by the Navier-Stokes equation,

VP V X g X é .
+ (v 5) + V2P, (2)
Po HopPo Po

L
ot

(V-v)x?:—

where P denotes the hydrodynamic pressure, v represents the (dynamic) shear viscosity, po stands
for the vacuum magnetic permeability (a diamagnetic medium is assumed), and use has been made
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of Ampere’s law (in the hydromagnetic approximation: the displacement current is negligible with
respect to the conduction current in the Ampere-Maxwell law). Further, the absence of magnetic
monopoles implies

V-B=0. (3)
Finally, the time evolution of B obeys Faraday’s law,
0B S ) NTo2p
o =V x (VxB)+-LvE, 4
at X % ) + Mo ( )

where use has been made of the standard form of Ohm’s law for a plasma with finite resistivity 7.
Egs. (1) to (4) are the basic equations for the considerations to follow.

3. EQUILIBRIUM CONFIGURATION

We suppose now that the plasma rotates differentially about a fixed center, on a plane which
is perpendicular to a constant and uniform magnetic field. By adoptmg cyhndrlcal coordinates
(r,0,z), such hypotheses may be expressed through the relations V =0rQ and B = 2By, where
Q = Q(r) and By = constant. In this case, we see at once that Eqs. (1), (3), and (4) are
automatically satisfied, and that Eq. (2) implies

1 oP 10P
QZ il Q, 2Q”
0o Or - v 00 =3 ’ (5)

where the prime denotes a first order total derivative with respect to r. Egs. (5) describe an
equilibrium configuration (actually, a stationary state) of the fluid, for which cylindrical isobaric
surfaces are supported radially by a centrifugal force and azimuthally by a viscous torque.

4. PERTURBATIVE ANALYSIS

Let us consider small perturbations f ~ exp (vt + 2kz) (expressed in terms of pure Fourier mode
decompositions) for the equilibrium quantities F, I — F + f, such that O ( f2) , O ( f /7“2) ~ 0.
This means that we regard linearized disturbances for the equilibrium configuration (5) in the
neighborhood of a given radial coordinate, to the first order in 1/r (only first order curvature terms
are kept). In this case, Eq. (1) leads to

Oy kv, =0, (6)
,

it follows from Eq. (2) that

k2 kB
<’y + V) v —20ug = Z—Obr,
Po

HopPo
k? kB
(’y+y> U9+(2Q—|—7“Q/) v = 1 Obg,
0 Hopo
k2 k
(1425 e = it ™
Po Po
Eq. (3) leads to
by
7 + Zk’bz = 0, (8)

and it follows from Eq. (4) that
k?
<7 + 77) b, = 1kBovy,
Ho

k2
(’y + ”) by — rUb, = 1kBovp,
Ho

k‘2
<’y + 7’7“0) b, = 1kByv,. (9)
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Egs. (6) to (9) seem to show that we have eight equations for seven unknowns. However, with the
help of Egs. (6) and (8), it can be easily checked that the first and third of Eqgs. (9) are linearly
dependent. This means that, actually, we have seven linearly independent equations for seven
unknows. By choosing the third of Egs. (9) to be a spurious equation, we may determine p in terms
of v, from the third of Egs. (7), v, in terms of v, from Eq. (6), and b, in terms of b, from Eq. (8).
As a result, we are left with the determination of the subset of four unknowns v,, vg, b,, and by
from the first two of both Egs. (7) and (9) to fix the whole set of seven perturbative quantities.

5. DISPERSION RELATION

From the physical perspective, the relevant quantities are the non-trivial solutions for the whole
set (6)—(9), which are obtained by requiring that the determinant of the coefficient matrix for the
subset — as mentioned above, first two of both Egs. (7) and (9) — vanishes. In this case, the
(in principle, complex) time rate v and (definitely, real) wavenumber k must satisfy the dispersion
relation

2 2
(’y + wf\T) (’y + meiT) + [H2 (7 + wf\T) + Qwi (’y + meiTﬂ (’y + wiT)Jr(wi — ZqQQ) wi =0,
(10)
where we have introduced the usual epicyclic frequency &, shear parameter g, Alfvén frequency wa,
magnetic Prandtl number P, and decay time T of the flow perpendicular to the magnetic field,
which are defined through the formulae

KBS _ vino

K2 =2002Q+r), ¢Q=-rQ, wi= and T =129 (11)

wpo” " n/po’ B2
When dissipative effects are negligible, Eq. (10) approaches
v+ (K24 2w3) 7* + (Wi —2¢9%) Wi =0. (12)
We see that Eq. (12) has a root v > 0 if the condition
Wi < 2¢0° (13)

is satisfied, provided that ¢ > 0. Result (13) is nothing but the usual condition for the ideal (the
plasma resistivity and fluid viscosity are negligible) MRI to occur and «y denotes its standard growth
rate.

6. KEPLERIAN DISK

An important application of result (13) in astrophysics concerns the 