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Abstract— In this paper, we proposed a type of all-dielectric metamaterial(ADM) with quasi-
continuous structure, which can inspire quasi-continuous electric and magnetic responses to ac-
quire left-handed properties in free space. The proposed model utilizing dielectric rods and cubes
as sub-wavelength inclusions. A two dimensional polarization independent left-handedness can
be achieved with the frequencies at C band. The rods resonant under characteristic modes can
generate negative permittivity and permeability, whereas the cubes are used in the non-resonant
modes to assure the continuity of the displacement currents in dielectric inclusions. The simulta-
neously double negative properties can be interpreted by electric and magnetic fields distributions
of the dielectric inclusions near 7.6 GHz under normal incidence with polarization angle 45◦. The
further study on transmission spectra and effective refractive indexes of the model with different
polarization angles shows that the left-handed property is insensitive to different polarization
angles due to the π/2 rotation symmetry of the ADM. The proposed ADM can be easily realized
at infrared and optical frequencies with dielectric inclusions.

1. INTRODUCTION

The realization of isotropic negative refractive index in two- or three-dimensional left-handed meta-
materials has attracted much attention [1–5] due to the demands of realizing perfect lens [6] and
other applications. Shelby et al. [1] investigated a two-dimensional isotropic left-handed meta-
material by placing SRR/wire in a square lattice. This LHM is insensitive to incident angles,
but sensitive to polarization angles. Koschny et al. [2] proposed a three-dimensional left-handed
metamaterials which is insensitive to incident angles, as well as insensitive to polarization angles.
However, the conducting wires using in these models should have a contact on the side-walls of
the waveguide or should be continuous. These features bring about difficulties in fabricating, and
limit their applications in free space. On the other hand, the Ohmic losses in metallic inclusions
are increased with frequency notably at the optical frequencies, where the left-handed properties
will be eliminated [7].

The similarity of the conduction currents and displacement currents indicated that dielectric
structures can replace metallic patterns to realize left-handed properties. Thus, an alternative way
to fabricate isotropic metamaterial is proposed by using dielectric materials with high permittivity
and low loss. A number of authors proposed new types of LHMs by employing dielectric materi-
als [8–15]. Zhao et al. [9] reported that the combination of dielectric cubes and metallic wires can
produce a left-handed transmission. Peng et al. [10] reported that dielectric rods contacting side-
walls of a waveguide can generate negative permittivity and negative permeability simultaneously.

In this paper, we proposed a quasi-continuous structure, which can inspire quasi-continuous elec-
tric and magnetic responses to acquire left-handed properties in free space. Numerical simulations
were carried out to verify the polarization insensitivity properties of the all-dielectric left-handed
metamaterial (ADM) with a normal incidence of the TE wave.

2. MODEL AND SIMULATION

The proposed model is shown in Figure 1. Figure 1(a) shows the schematic of the two-dimensional
polarization-free all-dielectric left-handed metamaterial (ADM). The ADM consists of a matrix
(ε = 2.65, tan δ = 0.0015) with composite cubes/rods regularly embedded within it to form a
quasi-continuous network structure. The cubes and rods are made of BST ceramic, which has a
permittivity of 110 and a loss of 0.0011. Figure 1(b) shows the unit cell of the ADM. The scale
of the unit cell is 10 mm. The thickness of the ADM is 5mm. The gap between the cube and rod
is 0.25 mm. The numerical study of the ADM is carried out by a full-wave finite-element method
simulator (Ansoft HFSS). Floquet ports and master-slave boundaries are employed to simulate free
space.
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Figure 1: (a) Two-dimensional polarization-free ADM. (b) Unit cell of the 2D ADM. a is 2.5mm, b is 7mm,
g is 0.25mm, and S is 10 mm.

3. RESULTS AND ANALYSIS

Figure 2 shows the simulated transmission spectra and effective refractive indexes of the model
subject to normal incidences with different polarization angles. The simulated transmission spectra
and effective refractive indexes are stable when polarization angle changes. Note that the model
has π/2 rotation symmetry; the ADM we proposed is polarization insensitive at any incident
polarization angle. Figure 3(a) shows that there are three transmission peaks at 7.6, 8, and 9.5 GHz,
which demonstrate three pass-bands. The investigations are focused on these three pass-bands.

The simulated scattering parameters and the retrieved effective electromagnetic parameters of
the ADM are shown in Figure 3. The polarization angle of the incident TE wave is 45◦. Figure 3(a)
shows that there are three transmission peaks at 7.6, 8, and 9.5GHz. Figures 3(c) and 3(d) show
that negative effective permittivity and permeability are simultaneously realized at 7.6, 8, and
9.5GHz, which demonstrate that the three pass-bands are left-handed pass-bands. The FOM (figure
of merit) at 7.62 GHz is calculated to be 85.41. At this frequency, the real part of refractive index
n is −3.16, with the imaginary part 0.037. The FOM at 8 GHz is 36.27, with the refractive index
n = −2.539 − 0.07i. The FOM at 9.5 GHz is 19.23, with the refractive index n = −1.538 − 0.08i.
The left-handed bands are in the range of 7.56∼7.76, 7.96∼8.08, and 9.46∼9.62GHz, respectively.
Both the magnetic resonance and electric resonance in these bands are Lorentz-type, which indicate
Lorentz resonances. These resonances are generated by the rod-type dielectric resonators.

Figure 4 shows the electric and magnetic fields distributions for dielectric inclusions at 7.6GHz.
Figure 4(a) shows the distributions of the electric vector fields on the front side of the dielectric
inclusions. Figure 4(b) shows the distributions of the electric vector fields on the back side of the
dielectric inclusions. The resonant mode of the y-axis aligned rods is TEx

δ11 mode, while the resonant
mode of the x-axis aligned rods is TEy

1δ1 mode. Note that the displacement current distributions for
dielectric inclusions are similar to the electric field distributions. The displacement currents on the
front side of the dielectric inclusions are in the same direction to the applied electric field, whereas
the displacement currents on the back side of the dielectric inclusions are in the opposite direction
to the applied electric field. The displacement currents in the dielectric inclusions are composed
to a quasi-continuous contra-directional current pair, which can yield negative permittivity via

(a) (b)

Figure 2: The simulated transmission spectra and effective refractive indexes of the model with different
polarization angles. (a) Magnitude of the simulated S21. (b) Real part of the retrieved refractive index.
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Figure 3: The simulated transmission spectra and effective parameters for the proposed model (polarization
angle 45◦). (a) Magnitude of the simulated S parameters. (b) Retrieved refractive index. (c) Effective
permittivity. (d) Effective permeability.

(a) (b) (c)

Figure 4: Electric and magnetic fields distributions of the dielectric inclusions at 7.6GHz under normal
incidence (polarization angle 45◦). (a) Surface electric field distribution on the front side. (b) Surface
electric field distribution on the back side. (c) Volumetric magnetic field distribution.

resonant behavior. Figure 4(c) shows the distributions of magnetic vector field of the dielectric
inclusions. The combined magnetic fields, joint by the magnetic fields emerged in each rods, are
equivalent to a magnetic dipole, which is oriented to the direction of the applied magnetic field.
The resonant magnetic dipole can generate negative permeability. Thus, the left-handed properties
can be achieved by combining a quasi-continuous contra-directional current pair and a resonant
magnetic dipole.

4. CONCLUSIONS

In summary, we have proposed a method to realize 2D polarization-independent all-dielectric left-
handed metamaterial in free space. The model we introduced possess π/2 rotation symmetry, which
made the left-handed properties of the ADM insensitive to different polarization angles. Three left-
handed pass-bands were achieved in the vicinity of 7.6, 8, and 9.5 GHz, respectively. The resonant
displacement currents emerged in the high dielectric inclusions can generate negative permittivity
and permeability simultaneously. The proposed ADM can be easily realized at infrared and optical
frequencies with proper dielectric inclusions.
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Abstract— We propose a novel Mach-Zehnder interferometer (MZI) type thermo-optic switch
based on SU8-silica hybrid waveguide structures. The switch consists of a 1 × 2 power splitter,
two transmission arms and a 2×1 power combiner. The input/output waveguides and the power
splitter/combiner are realized by the conventional silica waveguides, while the two arms for the
MZI consist of SU8 strip waveguides. Such hybrid SU8-Silica waveguide strucutures combines
the advantages of the low propagation loss of the silica waveguides and the large thermo-optic
coefficient of SU8. Due to the high thermo-optic coefficient of SU8, the length of the transmission
arm can be dramatically reduced.

1. INTRODUCTION

Optical switch is one of the key devices for optical communication system. Optical switches based
on planar lightwave circuits (PLCs) have attracted extensive research interests due to compact
structure, being integrated easily with other devices and large-scale production. Various material
systems such as silica, silicon, and polymer have been employed to realize optical switches. Among
them, silica-on-silicon [1] is considered to be one of the most attractive platforms for PLCs due
to its low propagation loss and high coupling efficiency to optical fibers. However, the thermo-
optic coefficient of silica is very small resulting in large dimension and high power consumption.
A silicon-silica hybrid waveguide structure that utilizes a silicon waveguide as a TO phase shifter
has been demonstrated [2]. It exhibits an extremely low power consumption but the fabrication
processes are quite complicated.

Polymer based PLCs [3, 4] have a simple fabrication technology and the merits of low cost and
high thermo-optica coefficient. Therefore, it is an important branch in modern integrated optics.
In this paper, we propose a novel Mach-Zehnder interferometer (MZI) type thermo-optic switch
based on SU8-silica hybrid waveguide structures. Small dimension and low power consumption can
be achieved since then.

2. DESIGN AND ANALYSIS

The schematic of the SU8-silica thermo-optic switch is depicted in Fig. 1. Fig. 1(a) shows the top
view of the device, which consists of a 1 × 2 power splitter, two transmission arms, and a 2 × 1
power combiner. Figs. 1(b) and (c) illustrate the cross section of the silica waveguide region (AA’
cross-sction) and the SU8-silica hybrid waveguide region (BB’ cross-section), respectively. Both the
splitter and the combiner are based on multimode interference (MMI) coupler. The two transmission
arms are designed to be asymmetric so that the function of switching can be realized while the
two arms are heated. Buried silica waveguides which is the most popular platform for PLCs are
considered in this paper. The refractive index of the substrate, core and upper-cladding are 1.45,
1.46, and 1, respectively. To be compatible with standard SMF-28 optical fiber and commercial
laser diodes and photodetectors and minimize the polarization dependence, buried silica waveguides
with a core size of 6× 6µm2 has been considered in this work.

For the purpose of reducing the coupling loss between the silica waveguide and SU8 waveguide,
we have to optimize the SU8 waveguide dimension parameters, H, W , and hsub (as shown in
Fig. 1(c)). Mode solution is utilized to calculate the mode distributions for the silica waveguide
and the SU8-silica hybrid waveguide. Overlap integral is then used to determine the coupling
efficiency. Fig. 2(a) shows the coupling efficiency for waveguide with different H and W (at each H
and W , hsub is optimized to obtain a highest coupling efficiency). From Fig. 2(a), we can find that
the coupling efficiency decreases while the W/H increases. Besides the couping efficiency between
the silica waveguide and the SU8-silica hybrid waveguides, the ratio of the power confined in the
SU8 region must be taken into account. If this ratio is very low, it will lead to a low effective
thermo-optic coefficient, which causes large device dimension and high power consumption. Thus,
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Figure 1: (a) The shematic of the SU8-silica hybrid thermo-optic switch; (b) the cross section of the silica
waveguide region (AA’); (c) the cross section of the SU8-silica hybrid region (BB’).

(a) (b)

Figure 2: (a) The coupling efficiency between the buried silica waveguide and SU8-silica hybrid waveguide;
(b) the ratio of the power confied in the SU8 region for the SU8-hybrid waveguides.

we also calculate the ratio of the power confined in the SU8 region for different waveguide structures.
Fig. 2(b) shows the power ratios vary as the waveguide width for hybrid waveguides with different
H.

From Fig. 2(b), it is obviously that the ratio of the power confined in SU8 region increases
with the height of SU8. By comparing Fig. 2(a) and Fig. 2(b), we can find that it is difficult
to find a waveguide structure which can provide high coupling efficiency and large power ratio
simultaneously. Thus, a taper structure can be introduced. Taking into account the fabrication
feasibility, width taper is preferred. According to Fig. 2(a), the height and width are determined
to be H = 1.1µm and W = 1.4µm. The SU8-silica hybrid waveguides are tapered from 1.4µm
to 2.3µm to achieve a high switching efficiency. At the other side, the 2.3µm wide waveguide is
tapered linearly to 1.4µm.Three dimensional beam propagation method (3D-BPM) is utilized to
verify the design. Fig. 3(a) shows the simulation light propagation from of a 1.4µm wide and 1.1µm
high SU8-silica hybrid waveguide (hsub is 4.2µm) connected with buried silica waveguide on both
sides. As Fig. 3(a) indicated, the coupling efficiency is approximately 0.81 which is quite agree with
the one obtained by using the overlap integral (∼ 0.828). However, the ratio of the power confined
in such a SU8-silica waveguide is quite low. Fig. 3(b) shows light propagation in the waveguides
with tapered structures as described above. We can see that large ratio of the propagation light
couples into SU8 waveguide through taper while a high coupling efficiency can be maintained.
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(a) (b)

Figure 3: 3D BPM simulation shows the light propagates in (a) a 1.4µm wide and 1.1 µm high SU8-silica
hybrid waveguide (hsub is 4.2 µm) with buried silica waveguide on both sides; (b) 1.4µm wide SU8-silica
hybrid waveguide tapared to 2.3µm wide.
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Figure 4: Simulated switching characteristics of the proposed SU8-silica hybrid waveguide switch.

Figure 4 shows the simulated switching characteristics of the proposed SU8-silica hybrid thermo-
optic switch. Only 30 degree temperature change is required for a switching function.

3. CONCLUTIONS

In this paper, we propose a novel Mach–Zehnder interferometer (MZI) type thermo-optic switch
based on SU8-silica hybrid waveguide structures. It combines the advantages of the low propagation
loss of the silica waveguides and the large thermo-optic coefficient of the SU8. Although the design
is based on the TO effect of SU8, the concept can be applied to the other type of polymers (e.g.,
EO polymers) to achieve high performance switches based on silica platform.
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Abstract— Some studies about the accuracy and efficiency of the Propagation-Inside-Layer-
Expansion (PILE) combined with the (Generalized) Forward-Backward Method ((G)FBM) hy-
brid scheme for electromagnetic scattering from targets and rough surface are carried out. The
Relative Residual Error (RRE), that is set as the important evaluation criterion of algorithm ac-
curacy is evaluated. The computational complexity and CPU time, acting as two key criterions
for judging the efficiency are investigated. Numerical results demonstrate that, for multi-targets
and rough surface cases, only needing a few iteration, the PILE and FBM hybrid scheme can reach
enough accuracy, and also improve the efficiency, compared with some other classical numerical
methods.

1. INTRODUCTION

Recently, scattering of electromagnetic wave in target and rough surface has been becoming an
interesting topic as its important applications in electromagnetics, remote sensing, antennas theory
and design, marine science, and electronic countermeasures, etc. Many analytical and numeri-
cal algorithms have been presented for this domain [1–6], such as the SPM, the KA, the MOM,
the FMM, the FEM, the FDTD, etc., within which, lately, a fast and efficient numerical scheme
named as the Propagation-Inside-Layer-Expansion (PILE) has been presented by N. Déchamps
et al. [4]. In this paper, the accuracy and efficiency of the Propagation-Inside-Layer-Expansion
(PILE) combined with the (Generalized) Forward-Backward Method ((G)FBM) hybrid scheme for
electromagnetic scattering from targets and rough surface are investigated. The theory, formula-
tions, and numerical results are given and corresponding discussions are addressed in each section.

2. BRIEF THEORY AND FORMULATIONS

When the PILE combined with (G)FBM hybrid scheme [5, 6] is applied to study the electro-
magnetic scattering from targets and rough surface, two important factors is needed to investigate:
the accuracy and the efficiency. To validate the accuracy of EPILE+(G)FBM, the Relative Residual
Error are necessarily investigated. The Relative Residual Error of using the EPILE+FBM and
comparing with the MOM(LU/CGM) [5] is defined as the norm of the following form

RRE =

∑90
−90 |σ(EPILE+(G)FBM) − σ(MOM(LU/CGM)|2∑90

−90 |σMOM(LU/CGM)|2
(1)

where, σ is the scattering coefficient. To confirm the efficiency of the EPILE+(G)FBM, the com-
putational complexity o( ) and CPU time are necessarily investigated. Take the targets both above
and below rough surface case for example (be suitable for the EPILE+FBM hybrid scheme), the
complexities per iteration of the terms Y(p)

1,2, Y(p)
r [5, 6] are given below,

Mr ·Y(p−1)
r = (<̄1)−1 ·

o(2N1N3+2N2N3) (c)︷ ︸︸ ︷

<̄2 · (<̄3)−1 ·
o(2N1N3+2N2N3) (a)︷ ︸︸ ︷

<̄4 ·Y(p−1)
r︸ ︷︷ ︸

o(Miter12(N1 + N2)2)
or o(4(N1/3 + N2/3)3) (b)︸ ︷︷ ︸

o(4(N3)2) (d)

, (2)
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M1,2 ·Y(p−1)
1,2 = (<̄3)−1 ·

o(2N1N3+2N2N3) (g)︷ ︸︸ ︷

<̄4 · (<̄1)−1 ·
o((2N1N3)×(+2N2N3)) (e)︷ ︸︸ ︷

<̄2 ·Y(p−1)
(t1,t2)︸ ︷︷ ︸

o((2N3)2) (f)︸ ︷︷ ︸
o(Miter12(N1+N2)2) or o(4(N1/3+N2/3)3) (h)

(3)

where, Mr, M1,2 is the corresponding characteristic matrix on rough surface, and on targets above/
below, N1, N2, N3 denotes the number of sampling points for targets above/below, and rough sur-
face, <̄1, <̄2, <̄3, <̄4 corresponds to the local interactions on the rough surface, the targets→rough
surface coupling, the local interactions on the rough surface, and the rough surface→targets cou-
pling, respectively. The CPU time refers to the computer computational time for each scattering
solving. Often, considering the possible instability, the averaged CPU time that is an average value
of plenty of CPU time for each computation is a more useful information for evaluating the effi-
ciency of algorithm. Obviously, if the average CPU time is less, the efficiency of algorithm is more
efficient (i.e., computationally faster), otherwise, its efficiency is lower.

3. NUMERICAL RESULTS AND DISCUSSIONS

In formulas (2) and (3), operations (a), (c), (e), and (g) are matrix-vector multiplications: their
computational complexities are o(2N1N3 + 2N2N3). Operations (d), (f) are the FBM iterative
inversions, their complexities are o(4(N3)2). Operations (b) and (h) are the MOM (CGM or LU
scheme), whose complexities are o(Miter12(N1 + N2)2) or o((4N1/3 + 4N2/3)3), where Miter is
the number of iterations in the CGM scheme. Therefore, the total computational complexity is
o(p(4N1N3 +4N2N3 +Miter12(N1 +N2)2 +4(N3)2)) or o(p(4N1N3 +4N2N3 +(4N1/3+4N2/3)3 +
4(N3)2)) for both the calculation, where p is the number of iterations in the EPILE scheme, for
N3 À N1 and N3 À N2, i.e., the number of samples for the rough surface is much more than those
of the targets, or the size of the rough surface is far larger than that of the targets, the complexity
is about o(p(4N3 + 4(N3)2)) ≈ o(p(4(N3)2)) (for N3 is large enough), p is generally less than 10,
so this method is much faster than the direct LU inversion, of order o((4N3/3)3) and the CGM, of
order o(Miter12(N3)2). for examples, when N3 = 100, the complexity of EPILE+FBM is 4× 104,
of LU is 2.25×106, of CGM is > 1.2×106; when N3 = 1000, the complexity of EPILE+FBM is
4×106, of LU is 2.25×109, of CGM is > 1.2×109, obviously, when the N3 is larger, the complexity
gap between the EPILE+FBM and the MOM(LU/CGM) is more evident.

Table 1: Comparison of different order EPILE combined with different iteration number of FBM in RRE
and averaged CPU time for 100 rough surface realizations (HH polarization).

EPILE()
+FBM()

(2)+(2) (2)+(3) (2)+(4) (2)+(5) (2)+(6)

RRE 8.2×10−3 7.103×10−4 6.645×10−5 1.615×10−5 1.504×10−5

CPU time ≈ 35 S ≈ 40 S ≈ 45 S ≈ 50 S ≈ 55 S
EPILE()
+FBM()

(3)+(2) (3)+(3) (3)+(4) (3)+(5) (3)+(6)

RRE 7.850×10−3 6.814×10−4 6.231×10−5 1.453×10−5 1.098×10−5

CPU time ≈ 40 S ≈ 46 S ≈ 50 S ≈ 55 S ≈ 60 S

The 2, 3 order EPILE combined with 2, 3, 4, 5, 6 iteration number of FBM for both HH and
V V polarizations of 100 rough surface realizations have also been calculated. The corresponding
RRE and averaged CPU time are listed in Tables 1, 2, respectively. Comparing the data in row
indicates that, for a given EPILE iteration number, the Relative Residual Error decreases as the
FBM iteration number increases, and all the RRE trends to be less than 10−3 order of magnitudes
even through the averaged CPU time increases slightly, the FBM increases one iteration step, the
averaged CPU time increases about 5 seconds (S). Comparing the data in column suggests that, for
a given FBM order, the RRE also decreases and trends to be less than 10−3 order of magnitudes as
the EPILE order increases, the EPILE increases one order, the averaged CPU time also increases
about 5 seconds, while the averaged CPU time of MOM is about 5 minutes, hence, it can be
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Table 2: Comparison of different order EPILE combined with different iteration number of FBM in RRE
and averaged CPU time for 100 rough surface realizations (V V polarization).

EPILE()
+FBM()

(2)+(2) (2)+(3) (2)+(4) (2)+(5) (2)+(6)

RRE 1.386×10−4 2.001×10−5 1.162×10−5 1.130×10−5 1.115×10−5

CPU time ≈ 32 S ≈ 37 S ≈ 42 S ≈ 47 S ≈ 52 S
EPILE()
+FBM()

(3)+(2) (3)+(3) (3)+(4) (3)+(5) (3)+(6)

RRE 1.324×10−4 1.813×10−5 1.135×10−5 1.086×10−5 1.018×10−5

CPU time ≈ 37 S ≈ 42 S ≈ 47 S ≈ 52 S ≈ 58 S

summarized that, the EPILF+FBM is efficient in a whole, increasing the order of either EPILE
or FBM, the RRE decreases and is in 10−3 or less order of magnitudes, in fact under which, an
essentially exact result have be obtained, and a slightly increased CPU time is the only cost.

4. CONCLUSIONS

In this paper, the accuracy and efficiency of the Propagation-Inside-Layer-Expansion (PILE) com-
bined with the (Generalized) Forward-Backward Method ((G)FBM) hybrid scheme for electromag-
netic scattering from targets and rough surface are studied. The numerical results demonstrate
that, the EPILE+FBM hybrid scheme can provide accurate results under the premise of enough
efficiency. The accuracy can be further improved by increasing the order of EPILE or the iteration
step of FBM, although a rather slightly increased time is needed.
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Abstract— In this study, propagation prediction models based on ray tracing in coverage esti-
mation for broadcasting systems are compared with respect to computation time and accuracy.
Uniform Theory of Diffraction (UTD), Slope Diffraction (S-UTD) and Slope UTD with Convex
Hull (S-UTD-CH) models are compared for computation time and propagation path loss. More-
over in this study, effects of transmitter height to relative path loss at the receiver are analyzed.
S-UTD-CH model is optimum model with respect to computation time and relative path loss.

1. INTRODUCTION

It is vital to calculate relative path loss of electromagnetic wave reaching to the receiver in multiple
diffraction scenarios for more reliable digital broadcasting. A lot of electromagnetic wave propa-
gation models based on ray tracing technique have been developed for a long time. Base station
location is vital for efficiency of field strength on receiver and computational time. For reaching
to all users, predicting the coverage field accurately and quickly is most significant. Radio propa-
gation models run for calculating electromagnetic wave strength in radio planning tools predicting
coverage and field strength on the receiver. In radio planning tools, Uniform Theory of Diffraction
(UTD), based on ray tracing technique, model is used due to less computation time [1]. In urban
regions there are multiple diffractions and due to that the height of buildings are close to each other
buildings are in the transition region of the previous one. In that case UTD model fails to calculate
the electric field strength at the receiver accurately. This model can be used in rural areas not
having multiple diffractions with less computation time. To remove the continuity problem on the
transition region, Slope Uniform Theory of Diffraction (S-UTD) model is proposed. This model
based on adding of derivative of incoming fields [2, 3]. S-UTD model gives inaccurate prediction
results and require great computation time in scenarios having diffraction larger than 10. Accord-
ing to accuracy of predicted field and computation time, Slope UTD with Convex Hull model is
optimum model [4, 5]. In this study, UTD, S-UTD and S-UTD-CH propagation models being used
in broadcasting are compared with respect to accuracy and computation time. Moreover effects of
transmitter height to relative path loss are discussed.

2. UTD BASED MODELS

UTD based models have been used for a long time in terrestrial broadcasting. UTD model gives
inaccurate results on predicting field strength in application of multiple diffractions. UTD model
can be used prediction in two cases. The first one is single diffraction case. The other one is that
buildings are not in the transition zone of the previous buildings in multiple diffractions. Otherwise,
UTD model fails predicting the field strength at the receiver. To remove the failure of UTD model
in the transition zone, derivatives of the incoming fields are taken and added to total field. S-UTD
model has large computation time and lose the accuracy due to more than 10 diffractions. To
remove the failure of S-UTD model, S-UTD-CH model is proposed. In fact proposed model is
not new. It is only combination of two previously proposed models. This model is combination
of Convex Hull [6] and S-UTD model. In this model firstly the obstacles not having contribution
to total field is excluded according to Fresnel zone concept and then convex hull constructed via
remaining obstacles [7]. Next, ray tracing algorithm runs for determining all ray paths ending
at the receiver. Finally, S-UTD model runs for all ray paths [8]. In this model, because of the
obstacles having so little contributions are excluded from scenario, accuracy of predicted field is
not compromised. Moreover, thank to less obstacle computation time reduced. Remarkably, even
if only one obstacle is excluded, computation time reduce to one fifth [9].
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3. COMPARISON OF UTD BASED MODELS

In the case of multiple diffraction scenario including less than 11 diffractions, S-UTD model is
reference model with higher accuracy. To compare the model the scenario given in Fig. 1 is used.
In this scenario, transmitting antenna height is selected as 25, 20, 15, 10 and 5 m respectively.
Operational frequency assigned to 900 MHz. Average height of building 10 m and buildings’ heights
are randomly distributed between 10± 4 m. Distance between the buildings is 20m and distances
between the buildings are randomly distributed between 20±5m. Finally receiving antenna height
is 1.5 m.

 20 

10 

m 

Tx 

1.5 m 

25 m 

  

d 
Rx 

d

Figure 1: Scenario of comparison of UTD based models.

For given scenario, there made 20 simulations for UTD, S-UTD and S-UTD-CH models respec-
tively. Firstly, transmitter antenna height is selected 25 m (highly elevated) and simulation results
are given in Tables 1 and 2.

Table 1: Computation times for highly elevated receiver height (25 m).

UTD (s) S-UTD (s) S-UTD-CH (s)
1.143 223.252 0.011
0.418 73.240 0.017

As can be seen from the Table 1, leftmost column gives computation times for UTD, the second
column is for S-UTD and the last column is for S-UTD-CH models, respectively. The first and
second row gives the mean and standard deviations of simulations. Moreover, S-UTD model require
the highest computation time. As the diffraction number increases, computation time increases,
too. Because of excluding not effective buildings, computation time of S-UTD-CH model is very
lower. In spite of that S-UTD and S-UTD-CH model gives almost the same results (only 0.254 dB
difference); computation time of S-UTD-CH model is 0.011 s whereas computation time of S-UTD
model is 223.256 s.

Table 2: Path loss for highly elevated receiver height (25 m).

UTD vs S-UTD (dB) S-UTD-CH vs S-UTD (dB) ELECTED
0.360 0.254 7.650
0.537 0.252 0.988

As illustrated in Table 2 leftmost column gives contribution of slope diffraction model to classical
UTD model. The second column gives the difference of two slope diffraction models and the last
column gives the number of elected buildings in S-UTD-CH model. Moreover, contribution of
S-UTD model to UTD model is 0.360 dB resulting from adding of derivatives of incoming fields.
Furthermore averagely 7.65 buildings excluded from the scenario caused by not having contribution.
Secondly, transmitting antenna height is selected as 20 m (elevated) with all the same parameters
and results are given in Tables 3 and 4.

As can be seen from the Table 3, leftmost column gives computation times for UTD, the second
column is for S-UTD and the last column is for S-UTD-CH models, respectively. The first and
second row gives the mean and standard deviations of simulations. Moreover, S-UTD model require
the highest computation time. As the diffraction number increases, computation time increases,
too. Because of excluding not effective buildings, computation time of S-UTD-CH model is very
lower. In spite of that S-UTD and S-UTD-CH model gives almost the same results (only 0.366 dB
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Table 3: Computation times for elevated receiver height (20m).

UTD (s) S-UTD (s) S-UTD-CH (s)
1.539 309.089 0.024
0.587 111.851 0.049

Table 4: Path loss for elevated receiver height (20 m).

UTD vs S-UTD (dB) S-UTD-CH vs S-UTD (dB) ELECTED
0.267 0.366 7.050
0.470 0.249 0.999

difference); computation time of S-UTD-CH model is 0.024 s whereas computation time of S-UTD
model is 309.089 s.

As illustrated in Table 4 leftmost column gives contribution of slope diffraction model to clas-
sical UTD model. The second column gives the difference of two slope diffraction models and the
last column gives the number of elected buildings in S-UTD-CH model. Moreover, contribution of
S-UTD model to UTD model is 0.276 dB resulting from adding of derivatives of incoming fields.
Furthermore averagely 7.050 buildings excluded from the scenario caused by not having contribu-
tion. Thirdly, transmitting antenna height is selected as 15 m (same) with all the same parameters
and results are given in the Tables 5 and 6.

Table 5: Computation times for same receiver height (15 m).

UTD (s) S-UTD (s) S-UTD-CH (s)
1.462 319.442 0.695
0.582 122.972 1.192

Table 6: Path loss for elevated receiver height (15 m).

UTD vs S-UTD (dB) S-UTD-CH vs S-UTD (dB) ELECTED
0.626 0.153 4.950
0.904 0.205 0.999

As can be seen from the Table 5, S-UTD model require the highest computation time. As the
diffraction number increases, computation time increases, too. Because of excluding not effective
buildings, computation time of S-UTD-CH model is very lower. In spite of that S-UTD and S-UTD-
CH model gives almost the same results (only 0.153 dB difference); computation time of S-UTD-CH
model is 0.695 s whereas computation time of S-UTD model is 319.442 s.

As illustrated in Table 6, contribution of S-UTD model to UTD model is 0.626 dB resulting
from adding of derivatives of incoming fields. Furthermore averagely 4.95 buildings excluded from
the scenario caused by not having contribution. Fourthly, transmitting antenna height is selected
as 10 m (lower) with all the same parameters and results are given in the Tables 7 and 8.

Table 7: Computation times for lower receiver height (10 m).

UTD (s) S-UTD (s) S-UTD-CH (s)
1.351 317.003 9.667
0.428 94.830 23.921

As can be seen from the Table 7, S-UTD model require the highest computation time. As the
diffraction number increases, computation time increases, too. Because of excluding not effective
buildings, computation time of S-UTD-CH model is very lower. In spite of that S-UTD and S-UTD-
CH model gives almost the same results (only 0.119 dB difference); computation time of S-UTD-CH
model is 9.667 s whereas computation time of S-UTD model is 317.003 s.
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Table 8: Path loss for elevated receiver height (10 m).

UTD vs S-UTD (dB) S-UTD-CH vs S-UTD (dB) ELECTED
2.780 0.119 3.550
2.628 0.124 1.317

As illustrated in Table 8, contribution of S-UTD model to UTD model is 2.780 dB resulting
from adding of derivatives of incoming fields. Furthermore averagely 3.55 buildings excluded from
the scenario caused by not having contribution. Finally, transmitting antenna height is selected as
5m (lower) with all the same parameters and results are given in the Tables 9 and 10.

Table 9: Computation times for lower receiver height (5 m).

UTD (s) S-UTD (s) S-UTD-CH (s)
0.935 231.956 10.713
0.346 83.781 23.938

As can be seen from the Table 9, S-UTD model require the highest computation time. As the
diffraction number increases, computation time increases, too. Because of excluding not effective
buildings, computation time of S-UTD-CH model is very lower. In spite of that S-UTD and S-UTD-
CH model gives almost the same results (only 0.141 dB difference); computation time of S-UTD-CH
model is 10.713 s whereas computation time of S-UTD model is 231.956 s.

Table 10: Path loss for elevated receiver height (5 m).

UTD vs S-UTD (dB) S-UTD-CH vs S-UTD (dB) ELECTED
1.933 0.141 3.6
1.503 0.151 1.353

As illustrated in Table 10, contribution of S-UTD model to UTD model is 1.933 dB resulting
from adding of derivatives of incoming fields. Furthermore averagely 3.60 buildings excluded from
the scenario caused by not having contribution.

4. CONCLUSIONS

In general, UTD model is the fastest model to predict the field strength in radio propagation. If
the scenario includes less than 11 buildings, S-UTD model gives the ultimate accuracy. Despite
that S-UTD model gives accurate results, this model has large computation time. With decreasing
eliminated building number, S-UTD and S-UTD-CH model gives almost the same results. In the
case of not eliminating buildings, these two models predict the relative path loss at the receiver
similarly. As the difference between the building heights decreases, building heights close to each
other. Therefore S-UTD model have the most contribution to UTD model resulted from adding
derivatives of the incoming fields. In the cases of elevated and highly elevated transmitting antenna,
direct fields are dominant and so contribution of derivative terms are very small and can be ignored.
In these cases, UTD model can be used with higher accuracy and less computation time. As a
conclusion, S-UTD-CH model is optimum model for accuracy of predicted field and relatively less
computation time in multiple diffraction scenarios.
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Abstract— Powerline communication (PLC) has emerged as an alternative solution for con-
nectivity at home and offices in recent times [1]. Its development for multimedia broadband
applications thus requires an extensive knowledge of the major peculiarities which influences
communication over this channel. PLC channels are susceptible to noise inherent in power net-
works, leading to performance degradation. In this work, we have set-up a measurement system
designed to capture the noise both in frequency and time domain for real power networks. The
main observable components of the indoor PLC noise are: background noise, impulsive noise,
and narrowband interferences. The impulsive components of PLC noise are observed to be time
variant, random in nature, have high power spectral density (PSD) and lasts for very small time
durations. A greater portion of the impulsive noise has cyclostationary behaviour, though with
different amplitudes and widths. The repetition rates of these impulses are synchronous with
the mains harmonics of 50 Hz and 100 Hz, the supply frequency in South Africa. Others have
irregular occurrences and much higher repetition rates; hence they are unpredictable in nature.
This noise is referred to as asynchronous impulsive noise [2].
These noise terms are key design parameters for modulation schemes in broadband PLC, popu-
larly orthogonal frequency division multiplexing (OFDM), with its conventional receivers assum-
ing additive white Gaussian noise (AWGN) [3]. The time variability of PLC noise is presented
alongside its statistical analysis based on a series of measurements performed on numerous power-
line scenarios. The relevance of this time variance is evaluated in actual channels. The significant
difference in amplitudes of the impulsive noise is observed and characterized statistically. The
PSD for both the background and impulsive noise is presented. Finally, we present the results
of the noise PSD captured with a parametric model and compare our results with findings from
other parts of the world.

1. INTRODUCTION

The universal existence of power-line networks in buildings and residential areas present a con-
venient and inexpensive communication media. However, developing PLC systems turns out to
be a massive challenge for the communication engineer having to deal with harsh channels [4].
The difference between power line network and other conventional media such as twisted pair and
coaxial is significant in terms of topology, structure and physical properties. The transfer char-
acteristics of PLC channels are time-varying and frequency dependent with deep fades as high as
60 dB [5]. Additionally, PLC noise cannot be described as additive white Gaussian noise (AWGN)
as is the case for conventional communication Channels. With high data rates (∼1Gbps) in de-
mand nowadays, the PLC band is expanded [6]. These goals can be achieved by improving the
resource allocation efficiency [7], with regards to the transfer function [8, 9] and the stochastic noise
detail [10]. Thus, obtaining realistic power line channel noise models remain a key goal for the PLC
community worldwide. Practical modems’ performance fluctuates widely and these variations are a
consequence of the presence of different appliances connected to the network [11], electromagnetic
interference (EMI) [12], power supplies and switching loads [13].

2. NOISE MEASUREMENTS

In this section we describe the measurement procedure and instrumentation employed throughout
the measurement process. PLC noise from actual indoor channels was measured both in time and
frequency domain using Tektronix TDS 2024B digital oscilloscope and Rhode & Schwartz spectrum
analyser respectively. A coupling circuit is used as an interface between the PLC channel and
measurement devices. The broadband coupler not only facilitates reception of the noise signals,
but also provides galvanic isolation between mains and measurement equipment. The coupler
as shown in Figure 1 employs a broadband 1 : 1 transformer in combination with a capacitor
yielding a high pass (LC) filter. On either side of the transformer are placed transient voltage surge
suppressors (TVSS) with a metal oxide varistor (MOV) on the primary and back-to-back zeners on
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Figure 1: Coupling circuit.

the secondary. Their purpose is to suppress any voltage spikes large enough to damage the sensitive
measuring equipment. The coupler transfer characteristics exhibit a reasonably flat response in the
1–30MHz band, with the worst case loss of 1.59 dB within this band. Nonetheless, a calibration is
performed prior to measurements.

PLC network noise as reported in [14] is very complex. It is resultant from electrical appliances
connected to the network and external noise coupled to the network either by radiation or conduc-
tion. This noise can be classified in terms of its periodicity, randomness and cyclic nature [15].

3. IMPULSIVE NOISE

Impulsive noise can be either synchronous or asynchronous with the mains frequency. It is usually
a result of switching transients peculiar with some electrical appliances in the electrical distribution
network. Typical durations of impulses range from some microseconds up to a few milliseconds [16].
Typical synchronous impulsive noise is as shown in Figure 2(a) while Figure 2(b) depicts asyn-
chronous impulsive noise. These are samples from a multitude of measurements performed in our
University premises. In either case, the amplitude variability of the impulsive noise is observable.
In actual PLC channels, components of both cases are present most of the time, hence in this paper;
we present the behavioural statistics of impulsive noise in terms of its amplitude, duration of occur-
rence and time-interval between impulses. We compare our results to that of E. Liu et al. [16] which
considered only the asynchronous impulsive noise. In our work, we have considered impulsive noise
as that which has magnitude above a certain threshold (background noise) without cyclic classifi-
cation. The results are presented in Table 1. Similar work has been done by T. Esmailian et al. [17]
which presented their parameters in terms of their probability distributions.

In comparison, the disparity concerning the inter-arrival times is quite significant. This can be
attributed to varied environments under study. From Table 1, the average inter-arrival time of
0.667ms correspond to 15 impulses per half-cycle of 50Hz mains. In our measurements, roughly
180 impulses are recorded on average every half-cycle of the mains. This is expected considering
that most of our measurements are taken in laboratories running numerous electrical equipments
such as electrical machines, drills, measuring equipment etc..

(a) (b)

Figure 2: (a) Synchronous impulsive noise and (b) asynchronous impulsive noise.
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Table 1: Statistical parameters of impulsive noise.

Mean Standard Deviation

Amplitude (mV)
Our Measurements 391 198
E. Liu et al. [16] 229 121

Duration (µs)
Our Measurements 152 139
E. Liu et al. [16] 205 157

Interval time (ms)
Our measurements 0.0558 0.0458
E. Liu et al. [16] 0.667 0.445

4. BACKGROUND NOISE

A power spectral density (PSD) model has been proposed by Esmalian et al. [17] for background
noise as shown below:

PSDnoise(f) = A + B · fC [dBm/Hz] (1)

Based on the results of [17], the background noise has variability in frequency and colored. The
parameter C, being less than zero, results in the background noise heavily present in lower frequen-
cies than in higher frequencies. Guillet et al. [18] applied the same model to their measurements
and obtained parameters in the same order of magnitude as that of [17]. However, [18] proposed a
different approach aimed at modifying the actual description of background noise to accommodate
the fact that the noise decreases as the frequency goes higher. The motivation comes from the fact
that the estimated parameters are influenced by narrowband interferences and frequency located
jammers inherent with the unshielded and unscreened indoor power lines [18]. They proposed an
algorithm that performs a frequency sweep from low to high in order to find the minimum noise
spectrum. Since their PSD is estimated from time domain data, this algorithm is embedded in their
post-processing of the data. In this paper, though we still use the model of [17] to describe the
PSD of background noise, we consider the proposal in [18] by tracking the minimum noise spectrum
during measurements in the frequency domain. In our measurements, the new spectral magnitudes
are compared to the previous data and if the new data is smaller, the new data is stored. The
minimum spectral noise recorded is shown in Figure 3(b) with its mathematical model. Clearly the
influence of narrowband interference and other effects are minimised, thus the background noise is
not overestimated.

It is also equally important to describe the worst case scenario of the PLC channel noise. In-band
spurious signals are unlikely to be intercepted even with spectrum analyzers of highest dynamic
range and fast sweep capability. We apply the same algorithm to determine the minimum spectral
noise, only this time the result is updated only when the new data is larger than the previous
data. The maximum spectral noise recorded is shown in Figure 3(a) with its mathematical model.
The model is not in good agreement with the measured results but rather presents a macroscopic
capture of the measured data. The results are compared with those of Esmalian et al. [17] in Table 2
which also consider both the best and the worst case noise scenario.

(a) (b)

Figure 3: (a) Maximum spectral noise. (b) Minimum spectral noise.
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Table 2: Parameters estimated for background noise.

Background Parameters
Statistics A B C

Best Case
Our Measurement −135 30.71 −0.721
Esmailian et al. −140 38.75 −0.72

Worst case
Our Measurement −140 45.26 −0.341
Esmailian et al. −145 53.23 −0.337

5. CONCLUSIONS

In this paper, based on the measurements carried out in real indoor power line channels, the noise
characteristics were investigated. The noise studies were summarised by finding the parameters of
the noise statistics in terms of its amplitude, duration and interval time in time domain. Further
studies were carried out in the frequency domain with a simple three parameter model used to
capture its behaviour. The parameters of this model are presented. For both time and frequency
domain, the parameters are compared with those of other campaigns elsewhere, a general agreement
is observable, thus this statistical information can be used to aid the on-going efforts for PLC modem
design and optimisation.

REFERENCES

1. Al Mawali, K. S., “Techniques for broadband power line communications: Impulse noise miti-
gation and adaptive modulation,” Doctoral Thesis, RMIT University, Jul. 2011.

2. Cortes, J. A., L. Diez, F. J. Canete, and J. J. Sanchez-Matinez, “Analysis of the indoor
broadband power-line noise scenario,” IEEE Transections on Electromagnetic Compatibility,
Vol. 52, No. 4, Nov. 2010.

3. Lin, J. and B. L. Evans, “Cyclostationary noise mitigation in narrowband powerline commu-
nications,” Proc. APSIPA Annual Summit and Conference, Dec. 2012.

4. Di Bert, L., P. Caldera, D. Schwingshack, and A. M. Tonello, “On noise modeling for power
line communications,” Proceedings of the IEEE ISPLC 2011, 283–288, 2011.

5. Dai, H. and H. V. Poor, “Advanced signal processing for power line communications,” IEEE
Communications Magazine, Vol. 41, No. 5, 100–107, 2004.

6. Maiga, A., J. Y. Baudais, and J. F. Herald, “Very high bit rate power line communications for
home networks,” Proceedings of the IEEE ISPLC 2009, 313–318, Dresden, Germany, 2009.

7. Sawada, N., T. Yamazato, and M. katayama, “Bit and power allocation for power-line com-
munications under nonwhite and cyclostationery noise environment,” Proceedings of the IEEE
ISPLC 2009, 307–312, Dresden, Germany, 2009.

8. Tlich, M., A. Zeddam, F. Moulin, and F. Gauthier, “Indoor powerline communications channel
characterisation up to 100 MHz — Part I: One-parameter deterministic model,” IEEE Trans.
Power Delivery, Vol. 23, No. 3, 1392–1401, 2008.

9. Tlich, M., A. Zeddam, F. Moulin, and F. Gauthier, “Indoor powerline communications channel
characterisation up to 100MHz — Part II: Time-fequency analysis,” IEEE Trans. on Power
Delivery, Vol. 23, No. 3, 1402–1409, 2008.

10. Tlich, M., H. Chaouche, A. Zeddam, and P. Pagani, “Novel approach for PLC impulse noise
modeling,” Proceedings of the IEEE ISPLC 2009, 20–25, Dresden, Germany, 2009.

11. Umehara, D., S. Denno, and M. Morikura, “The influence of compact AC adapter on PLC
equipment,” IEICE 2008, 55–60, 2008.

12. Zimmermann, M., “An analysis of the broadband noise scenario in power-line networks,” Pro-
ceedings of the IEEE ISPLC 2000, 131–138, Limerick, Ireland, 2000.

13. Gulliet, V., G. Lamarque, P. Ravier, and C. Leger, “Improving the power line communica-
tion signal-to-noise ratio during a resistive load commutation,” Journal of Communication
Magazine, Vol. 4, No. 2, 126–132, 2009.

14. Cortes, J. A., L. Diez, F. J. Canete, and J. J. Sanchez-Martinez, “Analysis of the indoor
broadband power-line noise scenario,” IEEE Trans. on Electromagn. Compat., Vol. 52, No. 4,
Nov. 2010.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 723

15. Zimmermann, M. and K. Dostert, “Analysis and modelling of impulse noise in broadband
powerline communications,” IEEE Trans. on Electromagn. Compat., Vol. 44, No. 1, 249–258,
Feb. 2002.

16. Liu, E., Y. Gao, O. Bilal, and T. Korhonen, “Broadband characterization of indoor powerline
channel,” Proceedings of the IEEE ISPLC 2004, 5, Zaragoza, Spain, 2004.

17. Esmailian, T., F. R. Kschischang, and P. G. Gulak, “Characteristics of in-building power lines
st high frequencies and their channel capacity,” Proceedings of the IEEE ISPLC 2000, 52–59,
Limerick, Ireland, 2000.

18. Guillet, V. and G. Lamarque, “Unified background noise model for power line communica-
tions,” Proceedings of the IEEE ISPLC 2010, 131–136, Rio de Janeiro, Brazil, 2010.



724 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

Design of All-fiber Coupled Electro-optic Sensors for High Power
Microwave

Lili Song, Juntao He, Junpu Ling, Tao Jiang, and Danni Zhu
College of Optoelectronic Science and Engineering

National University of Defense Technology, Changsha, Hunan 410073, China

Abstract— A novel design of all-fiber coupled Electro-Optic (EO) sensors is introduced. Special
fiber apparatus is used instead of free-space-coupling using bulk optics such as conventional lenses.
The reflectance dependence on some parameters of the sensor is analyzed, such as the incident
angle, the thickness of the crystal, the space between collimator and crystal, the under tested
E-field, etc.. According to the analysis, the exact thickness of the LiTaO3 crystal is calculated
when attached to the collimator, which can make the reflectance and sensitivity to maximum.

1. INTRODUCTION

In the 1980s, A. Yariv gives the formula of the EO tensor coefficients. Since then, EO sensing tech-
nology has gained considerable attention due to its lower destruction [1], higher resolution [2] and
broader frequency band [3] in both near-field and far-field in microwave measurement. Comparing
to antenna based sensors, EO sensors present a flat response over a much broader frequency band-
width (∼ 8 decades) [2], a much higher spatial resolution on the order of the size of the laser-beam
diameter or even less [4], and much less interference to the field under tested as no metal is used.
Additionally, measurement in the terahertz (THz) region can be achieved when the thickness of EO
crystal is on the order of 1 ∼ 10µm and the optic source is ultra-short pulse laser [4–6]. Moreover,
EO sensors are independent of the mode of the microwave while antenna based sensors can only be
available to special modes as the distribution of the antenna array is restricted.

Most researchers use polarizer, Wollaston prism, half-wave plates or quarter-wave plates for E-
field measurement [1–7], which needs complex modulation and is immovable. Besides, the working
condition is rigorous. Hence, building a sensing system with stable performance and straightforward
operation is essential. This paper will show an all-fiber coupled EO sensing system which will make
up these disadvantages aforementioned.

It’s apparent that the design and optimization of EO sensors are crucial to achieving high-
quality microwave sensing. Different sensitivities can be achieved with different structures and the
enhancement of the interaction length of the crystal can improve the sensitivity [5, 8]. Fabry-Perot
(F-P) cavity is efficient to improve the sensitivity, fortunately, without reduction of the spatial
resolution as the volume of the crystal does not increase [5, 8, 9]. This paper displays detailed
analysis and design progress of an F-P cavity based EO sensor with the application of LiTaO3

crystal.

2. DESIGN OF ALL FIBER-COUPLED EO SENSOR SYSTEM

Instead of lens and plates, a polarization maintaining optical circulator (PMOC) and a polarization
beam splitter (PBS) are used. The experimental schematic is composed of a laser, a PMOC, a
PBS, an EO sensor and two photodiodes as shown in Figure 1. The laser comes out through Port
ii (reflective port) after getting through the PMOC from Port i (import), and then sends to the EO
crystal. The beam is reflected to Port ii by the crystal, then comes out from Port iii (export) and
arrives at the PBS. The laser will be divided into 2 parts of different polarizations by the splitter,
the ordinary beam and the extraordinary beam, detected by two photodiodes PD1 and PD2.

The thickness of the crystal in use should be negligible comparing to the wavelength of the
E-field under tested, while it should be much larger than the wavelength of the detective laser.
Figure 2 is a schematic of EO sensor whose structure is similar to an F-P cavity as the adjacent
areas in both sides of the crystal are air. The EO sensor is composed of polarization maintaining
fiber, a collimator (1/4 GRIN Lens), EO crystal and glass ferrule that makes the structure stable.
The quasi F-P cavity configuration has drawn a lot of attention because of the following benefits.
Firstly, the sensitivity is higher thanks to the enhancement of interference components [5, 8]. What’s
more, the Signal-to-Noise Ratio is larger [9]. Next, we take such a quasi F-P cavity structure into
consideration.
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Figure 1: Schematic of all fiber-coupled EO probing
system.

Figure 2: Schematic of EO sensor.

Suppose that the wavelength of the detective laser is λ, the thickness of the crystal is h, the
thickness of the air layer between the collimator and the crystal is d, and no and ne are the refractive
indexes of the ordinary beam and the extraordinary beam of the crystal in the absence of E-filed,
respectively. r13 and r33 are EO coefficients, Ez is the Z-component of the E-field under tested,
δ0 and δe are the phase retardations of the ordinary beam and the extraordinary beam in the
appearance of E-field, respectively. The reflected beam of the F-P cavity can be expressed as in
Figure 3. If θ1 = 0, we get the reflectance as Equation (1).

r =
∞∑

n=1

rn =
r1 + r2e

iδ

1 + r1r2eiδ

R = r · r∗ =
r2
1 + r2

2 + 2r1r2 cos δ

1 + r2
1r

2
2 + 2r1r2 cos δ

(1)

where r is the amplitude reflectance and R is the reflectance of the detective laser.

Figure 3: Schematic of reflected
light in F-P cavity.

(a) (b)

(c) (d)

Figure 4: Reflectance dependence on incident angles with different
thicknesses of crystal while d = 0.

3. ANALYSIS OF THE ALL FIBER-COUPLED EO SENSOR

To choose a suitable laser wavelength λ (incident wavelength), the optical communication window
λ = 1550 nm is taken into consideration, where the attenuation is rather small. The principles of
choosing the EO crystal are as following. Firstly, from Equation (1), it is obvious that the response
of Ez is in proportion to either r13 or r33. Therefore, the EO coefficients of the crystal should
be large enough in the purpose of achieving higher sensitivity. Secondly, the absorption of the
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crystal to the detective laser beam should be small enough. In addition, the crystal should be with
low temperature effect, high optical damage threshold, good optical uniformity as well as easy to
manufacture. In general, the available crystals series are mainly 3m, 4mm, 6mm, 6 m−2 and 4 m−3.
We choose LiTaO3 for analysis as r13 and r33 can get to 6.95×10−12 m/V and 27.4×10−12 m/V [10]
respectively at λ = 1550 nm. Besides, the optical damage threshold reaches 1550 GW/m2 [11]. The
refractive indexes of the crystal are no = 2.1186 and ne = 2.1224. Furthermore, n1 = 1.457 and
n3 = 1, representing refractive indexes of fiber and the air, respectively [10].

3.1. Reflectance Dependence on the Incident Angle of the Laser

In general, the dominate parameters affecting the reflectance are the incident angle, the thickness of
the crystal h, the space between collimator and crystal d, the under tested E-field, etc.. First, the
relationship between the incident angle and reflectance is analyzed in Figure 4. For simplification,
only the extraordinary beam is considered, which can be realized when the fiber is coupled to the
ordinary axis, and the thickness of the air between the collimator and the crystal d is assumed to
be 0. The thickness of the EO crystal h is set at four different values, 30µm, 50µm, 100µm, and
200µm, to simulate the relationship between the reflective efficiency and the incident angle of the
laser ranging from 0◦ to 50◦, as is shown in Figures 4(a)–(d). Black curves are the reflectance of
the S-polarized beam and red curves are the reflectance of the P -polarized beam.

According to Figure 4, reflectance of the S-polarized beam fluctuates in localities and the max-
imum values rise overall. Reflectance of the P -polarized beam fluctuates in localities and the
maximum values decrease at first and then increase. For all the curves, reflectance approaches
100% when the incident angle is close to 43.34◦ as a result of total reflectance, while the numerical
value solved with the Refractive Law is 43.3385◦. When the thickness of the crystal become thicker
as shown in Figures 4(a) to (d), the curves fluctuate in a shorter period, which is due to the F-P
effect. When the optical length of the incident wave induced by the crystal is the even multiples
of half wavelength, a reflective beam in a given order is enhanced by the one in the next order,
As a result, reflectance reaches maximum values in several incident angles. The minimum values
appear when the optical length of the incident wave induced by the crystal is the odd multiples of
half wavelength.

3.2. Reflectance Dependence on the Thickness of Crystal

The next analyzed parameter in this study is the thickness of crystal h. Figure 5 shows the
reflectance dependence on the thickness of the crystal at normal incidence. The thickness of the air
layer between collimator and crystal d is assumed to be 0. From the figure we can see the curves
vary owing to the F-P effect. The following paragraph will give a more detailed explanation of this
phenomenon. To get a maximum value, R′ = 0, R′′ 6 0, that is,

R′(h) = 8πn/λ
r1r2(1− r2

1)(1− r2
2) sin δ

(1 + r2
1r

2
2 + 2r2

1r
2
2 cos δ)2
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To satisfy these two conditions, we can get Equation (4),

n0h/λ =
k1

2
, k1 = 1, 2, 3, . . . (4)

Equation (4) is in consistent with Figure 5. Sensitivity can be maximized in the condition of
R′′ = 0, then we can get Equation (7),
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According to Equation (4) and Equation (5), suitable thickness of the crystal can be chosen
to realize high quality measurement, and the reflectance can reach the maximal values when h =
365.807k1 (µm), k1 = 1, 2, 3, . . . when the crystal is attached to the collimator. The sensitivity can
be maximized when h = 0.1227 + 0.3658k2 (µm), k2 = 1, 2, 3, . . . in the same structure.
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Figure 5: Reflectance dependence on the thickness
of crystal at normal incidence.

Figure 6: Reflectance dependence on d at normal
incidence with h = 100 µm.

3.3. Reflectance Dependence on the Space between the Crystal and the Collimator
The reflectance dependence on the thickness of the air layer between the collimator and the crystal
d is similar to that on the thickness of the EO crystal h as both are correlative to the optical length.
Figure 6 is the reflectance dependence on the thickness of the air layer between collimator and the
crystal at normal incidence with h = 100µm. The reflectance increases comparing to Figure 5 in
the appearance of the air between the collimator and the crystal.
3.4. Reflectance Dependence on E-field under Test
Figure 7 shows the reflectance dependence on Ez under tested with h = 200µm and d = 0. The
maximum Ez is 100 MV/m in Figure 7(a) while 1MV/m in Figure 7(b) as the damage level of the
EO sensor is known to be in the order of 1MV/m [13]. The red curves and black curves are the
reflectance of the ordinary beam and the extraordinary beam, respectively.

According to Figure 7(a), the extraordinary beam has a higher sensitivity to Ez as the EO
coefficient r33 is almost four times of r13. In Figure 7(b), no repeated value occurs of the either the
ordinary beam or the extraordinary beam when the E-field is smaller than 1MV/m, which makes
the operation easier in practical measurement.

(a) (b)

Figure 7: Reflectance dependence on EZ of ordinary beam (red) and extraordinary (black) beam in FAC
structure.

4. CONCLUSION

We introduced a novel all-fiber coupled EO sensor, and analyzed the parameters which may influence
the reflectance, such as the incident angle, the thickness of the crystal, the thickness of the air layer
between the collimator and the crystal and the E-field under test. Based on the analysis using
LiTaO3 as the EO crystal, total reflectance appears when the incident angle is close to 43.34◦.
Reflectance increases in the appearance of the air between the collimator and the EO crystal.
Reflectance can get the maximum value when h = 365.807k1 (µm), k1 = 1, 2, 3, . . . when the crystal
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is attached to the collimator. The sensitivity can be maximum when h = 0.1227 + 0.3658k2 (µm),
k2 = 1, 2, 3, . . . in the same structure.
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Abstract— High-power phase shifter that can on-line adjust the transmit phase of high-power
microwave (HPM) is of great interest. The traditional phase shifters can not satisfy the power
capacity requirement. There is a pressing need to come up with new alternative phase shifters.
In this paper, two kinds of waveguide phase shifters are investigated. To increase the power
capacity, no dielectric is introduced, and they are all mechanical phase shifters. Both the phase
shifters are with high transmission efficiency over 99% and high power capacity over 300 MW in
the vacuum.

1. INTRODUCTION

High-power phase shifter that can on-line adjust the transmit phase of high-power microwave
(HPM) is of great interest [1, 2]. It has an extensive application in mode converter, high power
array antenna and others [3–6]. Ferrite phase shifter [7] and PIN diode phase shifter [8] are the
two well developed phase shifters that can be applied in above mentioned fields. However, they can
not be applied directly for high-power applications because ferrite and semiconductor has limited
power handling capacity [9, 10]. In view of such limitation, it is a pressing need to come up with
novel phase shifters for high-power applications.

In this paper, two kinds of waveguide phase shifters are investigated. To increase the power
capacity, no dielectric is introduced, and they are all mechanical phase shifters. The first one
named waveguide-inserting-fin phase shifter. The inserting-fin changes the transmission constant
of the microwave. 360 degree phase shift can be obtained by adjusting the length of the inserting
metal fin. The advantage of this phase shifter is that the microwave propagation keeps on the same
direction but with longer longitudinal length. The second one named narrow side slot-waveguide
phase shifter. It is designed based on 3 dB power divider of waveguide Slot Bridge. The difference
is using adjustable metal choke piston at the terminal position of the power divider. Then, it can
realize 360 degree phase shift by adjusting the choke piston position. Both the phase shifters are
with high transmission efficiency over 99% and high power capacity over 300 MW in the vacuum.

2. WAVEGUIDE-INSERTING-FIN PHASE SHIFTER

Figure 1 is the scheme of the waveguide-inserting-fin phase shifter. The rectangular waveguide is
divided to four regions by metal fin 1 and fin 2 in the middle of the waveguide perpendicular to the
broad wall, the input TE10 mode microwave in region 1 then changes to two TE10 mode in region
2 and region 3, respectively. And the two TE10 modes finally combined again to TE10 mode in
region 4. It is known that the transmission constant in region 2 and region 3 is different from that
in region 1 and region 4 [11]. Fin 1 is fixed to the waveguide, and fin 2 can be sliding in and out
into fin 1 to change the transmission length L of the two TE10 modes, resulting in the phase shift
of the microwave. The convex 1 and 2 are used to diminish the reflections.

As an example, a phase shift operates at frequency 9.5GHz is designed. The wide side dimension
a is 40 mm, the narrow side dimension b is 20mm; thickness of fin 1 and 2 is 5 mm and 1 mm,
respectively. The dimensions of the convex 1 and 2 are optimized.

Figure 1: Scheme of the waveguide-inserting-fin phase shifter.
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Figure 2 displays the electric field distribution inside the waveguide-inserting-fin phase shifter.
It shows the microwave propagation process. Besides, it can be seen that there is no obvious electric
field enhancement during the adjustment of the position of fin 2, the maximum field is 3.226 kV/m
during the adjustment when the inject power is 1 W. It is known that the breakdown electric field
is about 30 kV/cm in the normal condition, however, according to Kilpatrick criterion [12] in the
vacuum condition f = 1.643E2e−8.5/E , where f is the frequency (MHz); E is the corresponding
breakdown electric field (MV/m), so the breakdown electric field is about 80.178 MV/m for mi-
crowave at 9.5 GHz in the vacuum. Then it can be obtained that a waveguide-inserting-fin phase
shifter has a power capacity larger than 864.8 kW and 617.8 MW in the atmosphere and vacuum,
respectively.

Figure 2: Electric field distribution inside the waveguide-inserting-fin phase shifter.

Figure 3 presents the phase shift and transmission coefficient versus the transmission length L
changed by sliding fin 2. From the simulation results by electromagnetism software, the transmission
efficiency keeps over 99% when the phase shift reaches 360 deg. The phase shift reaches 4.1 deg per
millimeter. The fin 2 need to slide about 87.8 mm to achieve 360 deg phase shift, and the whole
length of this phase shift structure need about 200mm. The advantage of this phase shifter is that
the microwave propagation keeps on the same direction but with longer longitudinal length.

3. NARROW SIDE SLOT-WAVEGUIDE PHASE SHIFTER

Figure 4 is the structure of the narrow side slot-waveguide phase shifter. The structure is similar
to the 3 dB power divider of the waveguide slot bridge and the operate mechanism is also similar.
The microwave is in TE10 mode in port 1, and transforms to TE20 mode in the region of narrow
side slot. By designing the length L of the narrow side slot and the wide side dimension of the slot
region a, the power can be equally divided to port 2 and port 3. Different from the power divider,
here we use the choke piston at the terminal position of the power divider. Then, the microwaves in
port 2 and 3 are reflected to port 4. Optimizing the dimension L and a can obtain high transmission
efficiency in port 4. Moreover, the output phase in port 4 can be changed by adjusting the length
∆L. It can realize 360 degree phase shift by adjusting the choke piston position.

Taking 14.25 GHz microwave as an example, a narrow side slot-waveguide phase shifter is de-
signed. The wide side dimension and narrow side dimension of port 1, port 2, port 3 and port 4 is
15.8mm and 10.16 mm, respectively. The length L of the slot is 24.14 mm, the wide side dimension
a′ is 30.6 mm, the wall thickness h is 2mm.

Figure 5 displays the electric field distribution inside the narrow side slot-waveguide phase
shifter. It also shows the microwave propagation process. The maximum field is 5.501 kV/m

Figure 3: Phase shift and transmission efficiency ver-
sus the transmission length L.

Figure 4: Scheme of the narrow side slot-waveguide
phase shifter.
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during the adjustment of ∆L when the inject power is 1W. As calculated above in Section 2, it can
be obtained that the breakdown threshold for Ku band 14.25 GHz in the vacuum is 97.3 MV/m.
Then, such a narrow side slot-waveguide phase shifter has a power capacity larger than 297.4 kW
and 312.8 MW in the atmosphere and vacuum, respectively.

Figure 6 presents the phase shift and transmission coefficient versus the length ∆L adjusted
by the choke piston. From the simulation results by electromagnetism software, the transmission
efficiency keeps over 99% when the phase shift reaches 360 deg. The phase shift reaches 23.12 deg
per millimeter. The choke piston need to slide about 15.6mm to achieve 360 deg phase shift, and
the whole length of this phase shift structure need about 70mm. The advantage of this phase
shifter is that this kind phase shifter has high power handling capacity with relatively small size.
And it is easy to be realized in engineering. The choke piston can be drive by stepper motor.

Figure 5: Electric field distribution inside the nar-
row side slot-waveguide phase shifter.

Figure 6: Phase shift and transmission efficiency ver-
sus the transmission length L.

4. CONCLUSIONS

Phase shifter, as a key device of array antenna used to adjust the output phase of HPM, is urgently
needed to be investigated since the common phase shifter can not satisfy the HPM applications.
In this paper, two kinds of phase shifters that adjust the output phase of HPM are put forward.
Both the phase shifters are with high transmission efficiency over 99% and high power capacity over
300MW in the vacuum. Researchers can choose a phase shifter according to their applications.
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Abstract— Microstrip patch antennas are becoming popular day by day because of the various
advantage offered by them such as low cost, less weight, low profile and ease of fabrication [1].
Popularity of patch antenna can be known from the fact that they found their application in var-
ious fields like aircraft, space technology [2, 3], mobile communication, biomedical, broadcasting
etc.. However narrow bandwidth of patch antenna is one of the major limitation, that researcher
around the world have been trying to overcome. Many techniques have been suggested in the
past in order to overcome this problem [4]. One such technique is employed in this paper in
which parasitic elements are used along with driven patch excited with the help of coax feed for
X & Ku band. An equivalent circuit of the proposed antenna is also developed and analyzed.
The antenna is designed on FR4 substrate with permittivity 4.4 and having dimension of ground
plane 17× 19 mm2. The patch has a dimension of 6× 6mm2 which is loaded with parasitic ele-
ments. The proposed antenna is able to achieve impedance bandwidth of 1.8 GHz from 10.8 GHz
to 12.6GHz thus, covering Ku band as well and has a maximum gain of 3.9 dBi. Comparison
between simulated and fabricated results would be presented. The return loss, electric field dis-
tribution, radiation pattern of the proposed antenna is presented in this paper. All simulations
are done by using HFSS software.

1. RESULTS AND DISCUSSIONS

Figure 1 shows the configuration of the proposed patch antenna consisting of square patch loaded
with parasitic elements with a ground plane. The complete description about parameters of pro-
posed antenna structure is given in Table 1. The dimensions of proposed antenna are obtained by
using HFSS.

Figure 1. Configuration of the proposed antenna.

Figure 2 shows our proposed antenna from circuit point of view. When the patch antenna
is loaded with parasitic elements, they gets coupled with driven patch, i.e., there will be mutual
coupling M between parasitic elements and patch as a result of which there will be a mutual
inductance. Apart from this, patch and parasitic elements being conducting elements will possess
self inductance as well. Beside inductance, there will be a mutual capacitance between the patch and
parasitic elements and also between patch and ground plane that need to be taken into consideration
while doing complete calculations. As the structure is being excited by coax pin so an additional
inductance could be added if pin is long. However, it could be neglected if it is small.
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Table 1.

Lsub 17mm
Wsub 19mm
Lp 6mm
Wp 6mm
L1 1mm
W1 3mm
L2 1mm
W2 6mm
g1 0.5mm
g2 0.5mm

Figure 2. Showing inductive coupling in the pro-
posed antenna.

Figure 3. E field distribution.

Equations [5] given below could be used to find mutual inductance & self inductance

M = − µl

2π

[
ln

(
1 +

√
2
)

+ 1−
√

2 + w2
√

2/24l2
]

(1)

S =
µl

2π
[
ln

(
2l
w

)
+ 0.5 + w

3l − w2

24l2

] (2)

The mutual inductance between parasitic elements is calculated using above Eq. (1) and is found
as m1 = m2 = m3 = m4 = 0.295 nH and m5 = m6 = m7 = m8 = 0.656 nH. The self inductance

(a) (b)

Figure 4. (a) Return loss of the proposed antenna. (b) 3D polar plot.
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is also being calculated and is given as: S1 = 1.88 nH, S2 = 3.5 nH, S3 = 1.43 nH. The simulated
return loss and polar plot of the proposed antenna are depicted in Figures 4(a) & 4(b) respectively
which clearly indicates that the impedance bandwidth of antenna is 1.8GHz for return loss less
than −10 dBi.

Radiation pattern of the proposed antenna is also studied and is shown in Figures 5(a) & 5(b).
It is clear from the figure that a maximum gain of 3.9 dBi is achieved at resonant frequency in
elevation plane and 3.2 dBi in azimuth plane.

(a) (b)

Figure 5. (a) Elevation plane. (b) Azimuth plane.

2. CONCLUSION

A compact Microstrip patch antenna for X and Ku band is successfully designed, simulated and
analyzed. It has been found that the antenna achieved an impedance bandwidth of 1.8 GHz and was
able to provide a maximum gain of 3.9 dBi in elevation plane and 3.28 dBi in azimuth plane. Good
matching is obtained at desired frequency without any use of external tuning circuit. Further the
structure can be tuned to operate at various frequencies by varying gap between parasitic elements
and thus provides flexibility to our structure.
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Abstract— Solving volume integral equations (VIEs) with anisotropic media usually relies
on the method of moments (MoM) with the divergence-conforming Schaubert-Wilton-Glisson
(SWG) basis function or curl-conforming edge basis function. However, the basis functions may
not be suitable to represent unknown functions when the anisotropy of media is strong. In this
work, we replace the MoM with a point-matching method to solve such problems and the method
characterizes the unknown functions at discrete points with directional components and more
degrees of freedoms. Also, the method allows the use of JM-formulation which does not explicitly
include material property in the integral kernels. A typical numerical example is presented to
demonstrate the approach.

1. INTRODUCTION

Electromagnetic (EM) analysis for anisotropic structures relies on the accurate solution of volume
integral equations (VIEs) in the integral equation approach [1]. Traditionally, the VIEs are solved by
the method of moments (MoM) with the divergence-conforming Schaubert-Wilton-Glisson (SWG)
basis function [2] or curl-conforming edge basis function [3]. These basis functions are defined over a
pair of tetrahedral elements with a common face or common edge and require conforming meshes in
geometric discretization, resulting in a higher preprocessing cost. Also, the basis functions have to
assume a homogeneous material in each tetrahedron and disregard the possible directional difference
of material, so they may not be suitable for strongly anisotropic materials [4]. In this work, we
present a point-matching method which may be more appropriate to solve such problems because of
its different features. The method uses a collocation procedure to transform integral equations into
matrix equations and possesses several merits, i.e., the simple mechanism of implementation, use
of nonconforming meshes, and removal of basis and testing functions [5]. The method represents
unknown functions at discrete points with directional components and usually includes more degrees
of freedoms than the MoM. Furthermore, the method allows the use of JM-formulation which does
not explicitly include material property in the integral kernels in the VIEs [6]. These characteristics
indicate that it is very suitable for solving anisotropic problems and also very friendly to the
incorporation of fast algorithms like multilevel fast multipole algorithm (MLFMA) [7]. Although
the method has to handle the hypersingular kernels resulting from the dyadic Green’s function, the
robust treatment techniques developed in recent years [8, 9] make it become a good alternative to
the MoM, especially for highly anisotropic problems. A typical numerical example is presented to
demonstrate the method and good performance can be observed.

2. VOLUME INTEGRAL EQUATIONS

Consider the EM scattering by an anisotropic object embedded in the free space whose permittivity
and permeability are ε0 and µ0, respectively, the VIEs for governing the problem can be written
as [1]

Einc(r) = E(r) +
∫

V
∇g(r, r′)×MV (r′)dr′ − iωµ0

∫

V
Ḡ(r, r′) · JV (r′)dr′, r ∈ V (1)

Hinc(r) = H(r)−
∫

V
∇g(r, r′)× JV (r′)dr′ − iωε0

∫

V
Ḡ(r, r′) ·MV (r′)dr′, r ∈ V (2)

where Einc(r) and Hinc(r) are the incident electric field and magnetic field, respectively, while E(r)
and H(r) are the total electric field and total magnetic field inside the object, respectively. Also,
Ḡ(r, r′) is the three-dimensional (3D) dyadic Green’s function defined by

Ḡ(r, r′) =
(
Ī +

∇∇
k2

0

)
g(r, r′) (3)
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where Ī is the identity dyad and g(r, r′) = eik0R/(4πR) is the scalar Green’s function in which
k0 = ω

√
µ0ε0 is the free-space wavenumber and R = |r− r′| is the distance between an observation

point r and a source point r′. In addition,

JV (r′) = iω
[
ε0Ī− ε̄(r′)

] ·E(r′) (4)

MV (r′) = iω
[
µ0Ī− µ̄(r′)

] ·H(r′) (5)

are the induced volumetric electric current density and magnetic current density inside the object,
respectively, and µ̄r(r′) = µ̄(r′)/µ0 and ε̄r(r′) = ε̄(r′)/ε0 are the relative permeability tensor and
relative permittivity tensor, respectively.

3. POINT-MATCHING DISCRETIZATION

The above VIEs can be solved with the point-matching method. We choose the current densities
JV (r′) and MV (r′) inside the anisotropic media as unknowns to be solved, leading to the use of
JM-formulation. The choice is more suitable than the other two choices, i.e., the DB-formulation
using D(r′) and B(r′) as unknowns and EH-formulation using E(r′) and H(r′) as unknowns, for
anisotropic problems [6], especially when the anisotropy is strong. Another advantage for such a
choice is that we can avoid the involvement of material property, i.e., the permittivity tensor and
permeability tensor inside the integrands as can be seen from Eqs. (1) and (2) since the current
densities have accounted for the material property as shown in Eqs. (4) and (5), leading to much
convenience in numerical implementation for anisotropic media. The material property will appear
in the total fields when they are expressed in terms of current densities through Eqs. (4) and (5),
namely,

[
Ex

Ey

Ez

]
=E(r′) =

1
iω

[
ε0Ī− ε̄(r′)

]−1 · JV (r′) =
1
iω

[
ε0 − ε11 −ε12 −ε13

−ε21 ε0 − ε22 −ε23

−ε31 −ε32 ε0 − ε33

]−1

·
[

Jx
V

Jy
V

Jz
V

]
(6)

[
Hx

Hy

Hz

]
=H(r′) =

1
iω

[
µ0Ī− µ̄(r′)

]−1 ·MV (r′)

=
1
iω

[
µ0 − µ11 −µ12 −µ13

−µ21 µ0 − µ22 −µ23

−µ31 −µ32 µ0 − µ33

]−1

·
[

Mx
V

My
V

M z
V

]
. (7)

Note that the VIEs are changed into a scalar or component form in the point-matching method.
Although the permittivity tensor and permeability tensor appears in the VIEs, they are outside the
integrals and only related to self-interaction terms or diagonal elements in the impedance matrix.
This can greatly facilitate the implementation of fast algorithms like the MLFMA since the fast
algorithms are usually designed for far-interaction terms and the self-interaction terms will be
handled in a traditional way [7].

4. NUMERICAL EXAMPLE

To demonstrate the point-matching method, we consider the EM scattering by a uniaxially anisotropic
sphere with a radius a as shown in Figure 1. The uniaxially anisotropic material is characterized
by the following permittivity tensor and permeability tensor

ε̄ = ε0

[
εr 0 0
0 εt 0
0 0 εt

]
· Ī (8)

µ̄ = µ0

[
µr 0 0
0 µt 0
0 0 µt

]
· Ī (9)

with Ī = r̂r̂ + θ̂θ̂ + φ̂φ̂ in a spherical coordinate system. It is assumed that the incident wave is a
plane wave with a frequency f = 300 MHz and is propagating along +z direction in free space. We
select a = 0.5λ, εr = 2.0, εt = 10.0, µr = 9.0, and µt = 3.0, respectively, for the object, resulting
in εt/εr = 5.0 and µr/µt = 3.0. We calculate the bistatic radar cross section (RCS) observed along
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Figure 1: Geometry of a highly anisotropic object
with a radius a.
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Figure 2: Bistatic RCS solutions for EM scattering
by a strongly anisotropic object with a radius a =
0.5λ.

the principal cut (φ = 0◦ and θ = 0◦ − 180◦) for the scatterer in both vertical polarization (V V )
and horizontal polarization (HH). Figure 2 plots the bistatic RCS solutions and they are in good
agreement with the corresponding analytical solutions which can be obtained using the formulas
in [10].

5. CONCLUSION

The traditional MoM based on the divergence-conforming SWG basis function or curl-conforming
edge basis function may not be suitable for solving the EM problems with highly anisotropic media
because of the features of the basis functions. In this work, we present a point-matching method to
replace the MoM for resolving such problems and the method is more flexible in implementation.
In addition to its well-known merits, the method can better characterize the unknown functions at
discrete points with directional components and more degrees of freedom. Furthermore, the method
allows the use of the JM-formulation which can avoid the involvement of material parameters in the
integral kernels. The typical numerical example has been presented to demonstrate the robustness
of the method.
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Abstract— In this paper we demonstrate the peculiarities of the Aharonov-Bohm effect using
the theory of generalized functions. We show that the presence of the Aharonov-Bohm effect
violates the Poincaré lemma (in other words the Poincaré lemma does not apply to the Aharonov-
Bohm spatial geometry), moreover, such a violation is a necessary condition for the Aharonov-
Bohm effect observation. The unexpected form of the Schrödinger equation for the Aharonov-
Bohm effect which contains a singularity in explicit form is also obtained. These results allow to
take a fresh look on the Aharonov-Bohm problem.

1. INTRODUCTION

The Aharonov-Bohm (AB) effect [1] is of more than fifty years history and remains relevant even in
the present days (see, e.g., [2–7] and related references). Main object in the AB effect is an infinitely
thin solenoid with the finite magnetic flux (AB flux). While the force field is absent the vector
potential of the magnetic field confined in the solenoid is non-zero and can produce observable
effects because the relative phase of the electron wave function depends on the AB flux. In other
words, the AB flux affects the quantum state of an electron. Such an affection leads eventually to
the observable effects [8, 9].

As is known, there is a close “relationship” between the AB effect and the topology of the two-
dimensional space (see, e.g., [10]). One of the most important result in this field is the Poincaré
lemma [11, 12] which claims that on a contractible manifold, all closed forms are exact. In other
words ddω = 0 for any closed form ω. In this paper we show by straightforward calculations
that in the presence of the AB effect the Poincaré lemma violates (the Poincaré lemma can not
be applied to the AB problem due to the fact that the space is not simply-connected). Such a
violation connected with the fact that the 1-form dω (see details below in Eq. (11)) is not exact.

The paper is organized as follows. In the first section we demonstrate (using the theory of
generalized functions) the significant difference between the gauges of the homogeneous magnetic
field and AB field. The second section is dedicated to the problem of Poincaré lemma violation.
We show by the straightforward calculations that the presence of the AB solenoid leads to Poincaré
lemma violation. In conclusion the main results of this paper are summarized.

2. AHARONOV-BOHM GAUGE AND MULTI-VALUED FUNCTION

In this section we would like to show the specific difference between the gauge of the vector potential
in the case of the AB flux and homogeneous magnetic field. As is well known we can use the various
form of the gauge for the vector potential. The most convenient is the following expression for the
vector potential of a uniform magnetic field:

AH =
Hr

2
eθ. (1)

Formally, we can write

AH =
ΦH

2πr
eθ, (2)

where ΦH = πr2H is the magnetic flux through the area of the ring with radius r.
For the vector potential of the AB solenoid (with the AB flux ΦAB) we have [1]:

AAB =
ΦAB

2πr
eθ. (3)
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Let us note that the AB vector potential (3) is singular at origin r = 0. At the same time the
vector potential of the homogeneous magnetic field (see the formal expression (2)) is zero at origin
due to the fact that the magnetic flux ΦH is a quadratic function of r.

Now we can pose the following question: Does the gauge transformation (non-singular) which
connects (3) and (2) exist? The answer is: no, it does not. Further calculations confirm this
response.

First, we write a well known expression for the operator ∇ in cylindrical coordinates:

∇ =
∂

∂r
er +

1
r

∂

∂θ
eθ +

∂

∂z
ez. (4)

Next, for the homogeneous magnetic field (1) we have

[∇×AH ] =
1
r

∂

∂r
[r (AH)θ] ez = Hez. (5)

The situation dramatically changes when we consider the case of the AB flux. Using (4) we can
rewrite (3) as [13]:

AAB =
ΦAB

2π
∇θ. (6)

Then, we have

[∇×AAB] =
ΦAB

2π
[∇×∇θ].

Now we show that the expression [∇×∇θ] is nonzero and reduces to a Dirac δ-function (this occurs
because θ is a multi-valued function). In the 2D case we can write:

[∇×∇θ] =
(

∂2θ

∂x∂y
− ∂2θ

∂y∂x

)
ez.

For the azimuthal angle we know:
θ = arctan

(y

x

)
,

and
∂θ

∂x
= − y

x2 + y2
,

∂θ

∂y
=

x

x2 + y2
.

Note, that the functions ∂θ
∂x and ∂θ

∂y are functions with the homogeneity parameter λ = −1.
Now, let us recall some properties of the homogeneous functions. The homogeneity parameter

λ is defined as follows:
f(ξx1, ξx2, . . . , ξxn) = ξλf(x1, x2, . . . , xn)

for all ξ > 0. In our case λ = −n + 1 = −1 (here n = 2 is a space dimension of the system
under consideration). Thus, for such a function we need to use the following expression for the
derivative [14]:

∂f

∂xi
=

(
∂f

∂xi

)∣∣∣∣
G

+ (−1)i−1δ (x1, x2, . . . , xn)×
∫

Γ

f dx1dx2 . . . dxi−1dxi+1 . . . dxn. (7)

Here ∂f
∂xi

is a derivative in terms of generalized functions, and ∂f
∂xi

|G is a generalized function,
built on the usual derivative of f in the region G, Γ is the boundary of G, δ (x1, x2, . . . , xn) is a
multidimensional Dirac δ-function. Next, in our case using (7) we obtain

∂2θ

∂x∂y
=

∂2θ

∂x∂y

∣∣∣∣
G

+ δ(x, y)
∫

Γ

xdy

x2 + y2
,

∂2θ

∂y∂x
=

∂2θ

∂y∂x

∣∣∣∣
G

+ δ(x, y)
∫

Γ

ydx

x2 + y2
.

(8)
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Of course, ∂2θ
∂x∂y

∣∣∣
G

= ∂2θ
∂y∂x

∣∣∣
G
, then using (8) we find

[∇×∇θ] = ~ezδ(x, y)
∫

Γ

xdy − ydx

x2 + y2
,

and
[∇×AAB] = ez

ΦABδ(x, y)
2π

∫

Γ

xdy − ydx

x2 + y2
.

Note, that in the present case Γ can be chosen (in full analogy with an example considered in [14]),
e.g., as a circle, so the contour integral can be easily calculated (in the polar coordinates) and the
result is ∫

Γ

xdy − ydx

x2 + y2
= 2π.

Finally
[∇×AAB] = ΦABezδ(x, y). (9)

The expressions (5) and (9) demonstrate a significant difference between the uniform magnetic field
and the AB flux placed at origin (one of them is regular while another is singular)1. Thereby, the
definition of the gauge invariance of the electromagnetic potentials should be clarified, namely:

A → A +∇f,

ϕ → ϕ− ∂f

∂t
,

where f is an arbitrary single-valued function of the spatial coordinates and time.

3. POINCARÉ LEMMA VIOLATION

Let us recall the Poincaré lemma: On a contractible manifold all closed forms are exact. In other
words ddω = 0 for any closed form ω2. In this section we show that the Poincaré lemma violation
takes place in the presence of the AB effect. In order to do this let us consider the 0-form ω =
arctan(y/x) that exactly corresponds to the AB gauge of the vector potential (see Eq. (6)). It
should be noted one more time that the considered 0-form ω is a multi-valued function.

Let us expand the 1-form dω on the basis of dx and dy in the standard way [11]:

dω =
∂ω

∂x
dx +

∂ω

∂y
dy,

and let us find the exterior derivative for this one. The result is:

ddω =
∂2ω

∂x2
dx ∧ dx +

∂2ω

∂y∂x
dx ∧ dy +

∂2ω

∂x∂y
dy ∧ dx +

∂2ω

∂y2
dy ∧ dy.

Using the general properties of the exterior derivative [12] we can write:

dx ∧ dx = dy ∧ dy = 0, dx ∧ dy = −dy ∧ dx.

These properties lead to the following expression for the 2-form ddω:

ddω =
(

∂2ω

∂y∂x
− ∂2ω

∂x∂y

)
dx ∧ dy. (10)

1It should be noted here that the numerical solution of the Newton equation (the Lorentz force) together with the field
strength (9) does not lead to some observable peculiarities. This result exactly correlates with the statement on the absence of
the AB effect in classical physics.

2Here we would like to give a simple interpretation of the Poincaré lemma, namely, the last one is equivalent to the statement
that the mixed second derivatives are equal. For the vast majority of functions that are used in physics (single-valued functions),
this statement is certainly true. However, in the case of multi-valued functions (e.g., in the AB effect) this statement can be
violated. The violation of this statement is presented in this section.
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The expression in the brackets in (10) is nonzero because the 0-form ω is multi-valued. As a
result the second derivatives in (10) should be calculated in the frame of the theory of generalized
functions [14]. Using the expression (7), we obtain the following result:

ddω = −2πδ(x, y)dx ∧ dy (11)

We see that the Poincaré lemma violation takes place. Such a violation follows from the fact that
the considered 0-form ω is a multi-valued function. In mathematical language this means that the
1-form dω is not exact. Physically this means that the singularity in the form of AB solenoid takes
place (the space of the AB problem is multi-connected) and such a singularity affects the quantum
state of an electron. Moreover, using the generalized functions technique such a singularity can be
identified in the Schrödinger equation in explicit form.

4. CONCLUSIONS

In this paper we have considered the peculiarities of the AB effect in the frame of the theory of
generalized functions. In particular, we have shown the significant difference between the gauges for
the homogeneous magnetic field and AB field. As a result, we have pointed out that the definition
of a gauge invariance should be formulated taking into account an information on the “nature” of
a gauge function. Also, we have demonstrated that the Poincaré lemma violation takes place due
to the presence of the AB flux. Such a violation follows from the fact that the space of the AB
problem is multi-connected and the corresponding 0-form that determines the gauge of the AB field
is not exact.
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Analysis of Arrangement Structure for Metal Fiber in Blended
Electromagnetic Shielding Fabric

Zhe Liu, Xing Rong, Qianxue Zheng, Ruili Sun, Yuna Chen, and Xiuchen Wang
Zhongyuan University of Technology, China

Abstract— In order to study shielding characteristics of electromagnetic shielding fabric, a
method based on computer image analysis is proposed to build an arrangement model of metal
fiber. At firstly, some important parameters about shielding effect are summarized, and then
a new algorithm based on threshold segmentation for fabric texture extracting is put forward.
By ascertaining an optimization threshold, the fabric image is divided and a feature cluster gray
image is established. Furthermore, the feature matrix of metal fiber comprising only two gray
values which are threshold value and feature value is founded by using normalized method. At
last, calculation formulas about metal fiber content per unit area and equivalent thickness are
established and the arrangement model of metal fiber is built. Experiments and analysis show
that the method given in this paper is able to describe accurately the arrangement of metal fiber
in fabric and it will provide a reference for studying properties of electromagnetic shielding fabric.

1. INTRODUCTION

Electromagnetic shielding fabric is an important electromagnetic shielding material. One important
way in the electromagnetic shielding fabric production is using metal fiber blending with ordinary
fiber, and the key factor to its shielding properties is the arrangement structure of metal fiber. So
far the relationship between fabric structure and shielding properties of blended electromagnetic
shielding fabric is not clear and definite, one reason is lackin g of the effective description of
arrangement structure of metal fiber.

The literatures about arrangement structure of metal fiber in blended electromagnetic shielding
fabric are few. Most literatures briefly talked about the fabric structure during their research on
model [1], properties [2], measurement [3] and related products [4] of electromagnetic shielding
fabric, and not involved the specific research on arrangement structure of metal fiber. However,
the metal fiber arrangement is of critical importance to the shielding effectiveness. Only when it is
reasonably described, can the shielding properties be exactly analyzed.

There are many ways to analysis the structure of ordinary fabric, among them, the automatic
distinguish of computer is gradually become a hot research point, which mainly includes Spatial
domain method and Frequency domain method [5], and has been widely used in the distinguish of
many parameters such as flaws, density, texture and so on. But the application in the arrangement
of metal fiber in electromagnetic shielding fabric has not been reported.

In this condition, the structure of blended electromagnetic shielding fabric is analyzed by the
method of computer image analysis in this paper. On the basis of the electromagnetic shielding
theory and the method of image threshold segmentation, we build a structure model of metal
fiber which is suitable for the analysis of shielding effect, and extract some important parameters,
providing a reference for the subsequent analysis of shielding mechanism and properties.

2. THEORETICAL ANALYSIS

Research on the arrangement structure of metal fiber in electromagnetic shielding fabric is deter-
mined by the electromagnetic shielding theory. The ideal metal shield completes its shielding effect
mainly through reflection, multiple reflection and absorption, and a big part is through reflection [6].
The shielding effectiveness SE is decided by the following formula [7]:

SE = 168.16− 10 lg
urf

σr
+ 1.31t

√
furσr (dB) (1)

where t represents the thickness of the fabric, µr represents the relative permeability, σr represents
the electrical conductivity, f represents the frequency.

Formula (1) shows that when the frequency is constant, the shielding effectiveness of electro-
magnetic shielding fabric relates to its relative permeability, electrical conductivity and thickness.
According to the electromagnetic shielding theory, the three parameters essentially are determined
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by the arrangement structure of metal fiber per unit area. Therefore, research on the arrangement
structure of metal fiber in electromagnetic shielding fabric is of great significance, providing basis
for the subsequent analysis of characteristics on electromagnetic shielding fabric.

3. RECOGNITION OF THE STRUCTURE ON ELECTROMAGNETIC SHIELDING
FABRIC

3.1. Threshold Segmentation for Fabric Texture
In order to build an arrangement model of mental fiber, a new algorithm based on threshold
segmentation for fabric texture feature cluster is put forward. The steps are as follows: 1) Build an
image digitization matrix; 2) Determine the threshold segmentation for fabric texture; 3) Feature
cluster normalization; 4) Build the feature matrix; 5) Build the arrangement model of mental fiber.

Suppose that the fabric image is composed of N × M the lower-left corner vertex o is set as
the origin, the horizontal axis labeled the x axis, the vertical axis labeled the y axis and the gray
value of pixels is set as the z axis, establish a three-dimensional space coordinate system. Where
the values of x, y axis are natural number, the range of z axis is [0, 255]. Suppose the coordinate
of any pixel is (x, y), gray value is g(x, y), then the gray matrix GM of the image can be built:

GM = |g(x, y)|N×M (2)

According to knowledge of image processing, the threshold of fabric gray scale can be decided
when the average value of the maximum and minimum is worked out. But the result is unreasonable
because of the sporadic abnormal high or low gray level points, so the number of the pixels should
be considered. This paper uses weighting method to work out the average of gray scale based on
the number of all level gray pixels, so the threshold value is determined. Suppose that there are
n levels of gray scale, the value of any gray scale is gn, the number of pixels is Pn, the threshold
value is Gt, then:

Gt =
n∑

i=1

(
gi

Pi

N ×M

)
(3)

3.2. The Feature Matrix Describing the Basic Arrangement of Metal Fiber
After the segmentation, the formed feature clusters describing the characteristics of fabric structure
should be handled with normalized method. As shown in Figure 1, analysis area is ∆x×∆y, pixels
are p1, p2, . . . , pc, the corresponding gray scales are g1, g2, . . . , gc, if {g1, g2, . . . , gc} > Ga, then
p1, p2, . . . , pc are the point set of the feature cluster. Classify the pixels which meet formula (5) as
well as adjacent to each other into k clusters and there are m(x) pixels in the x cluster, then every
feature cluster can be normalized as follow:

F (x) =
m(x)∑

i=1

g(x,i) (4)

where in the x cluster, F (x) is the normalized value, g(x, i) is an arbitrary point i. The average
value Ga of feature cluster can be obtained from the formula below:

Ga =
k∑

i=1

F (i) (5)

Figure 1: Diagram of texture segmentation and feature cluster.
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After the normalization, the basic arrangement structure of metal fiber in electromagnetic shield-
ing fabric can be described by the feature matrix FM . The matrix contains two elements Ga and
Gt, as described below:

FM =

∣∣∣∣∣∣∣

Ga Gt . . . Ga

Gt Ga . . . Gt

. . . . . . . . . . . .
Ga Gt . . . Ga

∣∣∣∣∣∣∣
Nf×Mf

(6)

where Nf ×Mf are row and column number of the feature matrix.

4. THE BUILT OF ARRANGEMENT MODEL OF METAL FIBER

According to the electromagnetic shielding theory, there are two parameters influencing the elec-
tromagnetic parameters in fabric, which are the metal fiber content per unit area and the thickness.
The two parameters can be extracted by the method given by the feature matrix (6).

Suppose Tm (g/m2) is the metal content per unit area, then:

Tm =
(Dw + Dv)× tex× P

100
(7)

where Dw and Dv are weft and warp densities (yarns/10 cm) recognized by the computer, tex is
the fiber fineness unit, P is the metal fiber content (%) in the yarn. For the density analysis, we
can consult the autocorrelation method in the literature [8].

Equivalent thickness te is converted by the metal fiber content computed by formula (7) and
the normal metal volume density. The parameter has an important influence on the skin effect of
the electromagnetic wave. If ρ respects the volume density of metal fiber, then:

te =
Tm

ρ
(8)

5. RESULTS AND ANALYSIS

5.1. Experimental Method
Choose the 60 tex cotton/stainless steel blended yarn with 15% metal content, weave twill, plain
and satin electromagnetic shielding fabrics of different densities with the small loom, and then
make 15 kinds of rectangular samples each with an area of 25 cm×20 cm. Obtain the images of the
samples with Canon LiDE210 scanner. Write programs based on the method given in the paper
with MATLAB7.0, we can get the gray images and arrangement model figures of metal fiber in the
output, and then calculate the metal content per unit area of each sample. Take all the kinds of
fabric samples, after fully burning, repeated washing and drying, the cotton ashes are filtered out,
the residue is the metal fiber. Then we can work out the metal fiber content per unit area based
on the weight of the metal fiber and the area of the fabric sample.
5.2. Results
Through the above experiment, we get two metal fiber contents per unit area, one is T ′m obtained
by computer analysis and the other is T ′′m obtained by burning test. Suppose the error is δ, then:

δ =
|T ′m − T ′′m|

T ′′m
× 100% (9)

Experiment show that error rates of all the results are less than 3%, due to the length limitation
of this paper, only 3 representative samples are listed in the Table 1, in which we take the volume
density ρ of the stainless-steel fiber as 7.93× 103 kg/m3.

Figure 2 shows the local image of twill 1. Figure 3, processed in MATLAB7.0 based on the
method given in this paper, shows the arrangement structure of metal fiber of Figure 2. In the
Figure 3, we can see the texture structure and the thickness of the metal fiber clearly.
5.3. The Application of the Model
The established model in this paper is to analyze the shielding properties of electromagnetic shield-
ing fabric. Due to the diversity of the fabric structure and complexity of the metal fiber arrange-
ment, we can’t calculate the shielding effectiveness directly with formula (1), but can analyze the
shielding effectiveness by the method of FDTD in virtue of the method of dividing Yee grid. In



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 747

Table 1: Comparison results of metal fiber content per unit area with different methods and equivalent
thickness of each fabric sample.

actual warp density actual weft density T ′m T ′′m te δ

unit yarns/10 cm g/m2 g/m2 10−6 m %
twill 1 210 182 35.53 36.07 4.45 1.5
plain 1 220 189 36.51 36.11 4.64 1.1
satin 1 198 165 32.66 33.55 4.12 2.7

Figure 2: Local image of twill. Figure 3: Arrangement structure of metal fiber in
Fig. 2.

order to divide Yee grid, it is necessary to describe the geometric structure of the fabric effectively,
and obtain fabric structure features related to the arrangement of metal fiber, the model is just
built for the task. It extracts the fabric feature cluster, and divided them into different types
according to the arrangement of metal fiber, ultimately transform the fabric into the geometric
grids constituted by pore area, single yarn area and overlapping area. Based on the electromag-
netic parameters of the geometric grid, build the electromagnetic shielding fabric physical model,
and finally lay the foundation for analyzing the shielding effectiveness of electromagnetic shielding
fabric with the method of FDTD.

6. CONCLUSION

1) The arrangement model of metal fiber, constituted by the threshold values Gt, Ga and equivalent
thickness te, is able to describe the arrangement structure of metal fiber in electromagnetic shielding
fabric better. 2) The new algorithm based on threshold segmentation for fabric texture extracting
can distinguish for the plain, twill, and stain weave structure fabrics, and then build a feature
matrix of metal fiber arrangement. 3) The given formula to calculate the metal content per unit
area and the equivalent thickness of fabric can standardly describe the electromagnetic shielding
fabric more accurately.
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Shielding Effectiveness Fitting of Local Electromagnetic Shielding
Clothing Based on Human Figure

Xiuchen Wang, Xing Rong, Qianxue Zheng, Ruili Sun, Yuna Chen, and Zhe Liu
Zhongyuan University of Technology, China

Abstract— This study proposes a new method of shielding effectiveness (SE) based on NURBS
curve, which aim is to address current non-effective method to describe the SE distribution of
electromagnetic shielding (EMS) clothing. Moreover, the SE of local clothing can be fitted with
the curve to observe the distribution. A testing method of key points is introduced to test the SE
of the local clothing. Some concrete functions and program steps of curve fitting are listed. And
then a distribution image of the SE on arm position is drawn. Results show that the proposed
algorithm can accurately draw a 3D image of the SE of the local clothing and can reveal the
distribution of electromagnetic wave on the local human body.

1. INTRODUCTION

All kinds of electromagnetic radiation exist in our modern life. Many researchers have proved
that the electromagnetic radiation can produce adverse reaction, and even does harm to people’s
health [1]. The electromagnetic radiation has been listed as pollution and must be controlled by
Human Environment Conference of Unite Nations, and many national governments have warned
people against electromagnetic radiation [2]. Therefore, the study on electromagnetic shielding is
becoming an urgent hotspot.

Most of the research of electromagnetic shielding clothing focuses on the development and appli-
cation of the fiber and fabric. These materials include metal fiber, conductive fiber, metal coating
fiber, multi-ion fabric, microwave-absorbing fabric and etc. [3, 4]. Report for describing the shield-
ing effectiveness (SE) of clothing is almost inexistent, only research about SE of fabric was found
in some literatures. These studies [5, 6] mostly focus the SE of fabric on a local plane, it cannot
reveal the SE rule of electromagnetic clothing. Some scholars have been aware of this problem and
present some testing methods for electromagnetic shielding clothing [7], but the SE description of
local body has not been reported in detail.

It is also our viewpoint that SE research between clothing and fabric is very different. Surface
shape must be considered when studying the SE of clothing. At present, universal method of
describing 3D shape is NURBS curve which has been applied in some fields of electromagnetic [8].
Additionally, study of EM distribution considering human figure [9] has also been reported in some
electromagnetic field problems. But, these researches have not discussed SE distribution of local
clothing thoroughly.

Therefore, this paper explores the laws of the SE on the local clothing. At first, fitting formulas
of the SE of key points on local clothing are deduced by analyzing electromagnetic and NURBS
theories. Then, an example is demonstrated to verify the curve fitting method of the SE on the local
body. At last, the distribution image of the SE is drawn to reveal the SE law of electromagnetic
wave. Results show that this method is effective and can express the law of SE distribution on
local clothing.

2. CONCRETE METHOD

2.1. SE Acquisition

We test the SE using shielding box. The shielding box is calibrated carefully to ensure it is leakproof.
The antenna is calibrated in free space. The distant between antenna and local body model reaches
the regular value. Signal receivers of the body model are connected with computer data receiving
system. The electromagnetic shielding clothing is coated on the local model. We can obtain the
testing results of the SE by computer. The local model is shown in Figure 1.

2.2. SE Calculation for Fitting

Suppose the impedance of electromagnetic wave in the air is Z1 (Ω), the characteristic impendence
of shielding clothing is Z2 (Ω), the radiation field intensity of incident wave are E0(N/C) and
H0(N/C). The incident wave produces the reflection when it arrives at the interface of the clothing,
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and the impedance of electromagnetic wave Z1 is equal to impedance of a free space medium Z0,
then [10]

Z1 = Z0 = 377Ω (1)

Z2 =
√

2πfµ0µr

σ0σr
= 3.68× 10−7

√
µrf

σr
(2)

RHN = 20Lg
Z1

4Z2
= −119.07 + 10Lg

fr2σr

µr
(dB) (3)

A = 20Lg
E0

E1
= 20Lg

H0

H1
= 15.4t

√
fµrσr (dB) (4)

B = 20Lg(1− e2t/δ) = 20Lg(1− e3.54t
√

fµrσr) (dB) (5)

Therefore, the theoretical model of the SE in near-field can be calculated as:

SEHN1 = RHN + A + B = 14.6 + 10Lg
fr2σr

µr
+ 1.31t

√
fµrσr + 20Lg(1− e3.54t

√
fµrσr) (dB) (6)

where, t denotes the thickness of idea shield, µr denotes the relative magnetic permeability, σr

denotes the relative conductivity, f denotes the frequency (Hz).

2.3. Computer Fitting
The SE of electromagnetic shielding clothing is changed with the change of the distance of signal
recourse. Therefore, all SE data of clothing can be recorded by computer. The SE of each testing
point is different because the position of the testing point is space distribution. We use NURBS
algorithm to construct the 3D curve for the SE of key points to extract the distribution functions of
the SE on the body surface. NURBS curve is described the curve and spline on the object surface
using a mathematic method. It can be expressed as [11]:

S(u, v) =
i=m∑

i=0

j=n∑

j=0

WijPijNSE, p(u)Nj , u, v ∈ [0, 1] (7)

where, Pij is the low of key point of the local body model, Wij is the weight factor of key point,
NSE, pu, Nj and q(v) are the basis function of the spline B in the order p and the order q. Here,
NSE is defined as:

NSE = 14.6 + 10
pq(v)2Nj

uij
+ 1.31

√
puijNj + 20

(
1− e3.54t

√
puijNj

)
(dB) (8)

where, uij is the permeability of the electromagnetic shielding fabric on the sequence point p(i, j).
According to above Formulas, 3D NURBS curve fitting of the SE of the local body model is

made using computer analysis software. The steps are as follows:

1) Class the key points according to the position of testing point and the SE and determine the
sequence point with same classification.

2) Test SE of key points.

3) Iterate the sequence point with same classification and determine the fitting point.

4) Determine the values i and j of sequence point according to the fitting point.

5) Calculate the SE of other points not including key points by the Formula (6) according to the
position of points.

6) Determine the basis function of B spline.

7) Fitting curves of SE distribution on the local clothing.

8) Draw a 3D sketch demonstrating distribution laws of SE on the local clothing.
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Figure 1: Local body model of SE testing. Figure 2: Experiment system for testing SE of key
points in local body.

3. RESULTS AND ANALYSIS

3.1. Experimental Method

In order to test Computer Fitting method in this paper, an experiment is designed to get SE of
key points in local arm. The emission frequency of signal is set as 500 MHz and the distance is set
as 1 m. The testing points on the local body model are divided into six columns, three in the face
of the arm, and three in the back. There are seven testing points in each column. We select ESFs
with 38 dB manufactured by Shanghai Angel Textile Company as experimental samples, it were
made of stainless metal fibers and cotton fibers. The experiment system is shown in Figure 2.

3.2. Results

The testing results of the SE when f = 500MHz are listed in Table 1.

Table 1: The SE of each testing point on the local body model (500MHz).

Column No. of local body
Shielding effectiveness (dB) of each key point

A B C D E F G
1 37.16 36.99 35.27 34.34 35.59 36.89 37.27
2 36.23 35.74 34.90 34.47 35.06 36.23 36.82
3 35.89 35.06 34.51 33.91 34.89 35.33 35.97
4 36.18 35.48 34.44 33.86 34.53 35.26 36.16
5 36.79 35.82 35.07 34.43 34.98 35.72 36.38
6 37.20 36.89 35.32 34.89 35.67 36.78 37.21

4. COMPUTER CURVE FITTING

4.1. Fitting According to SE of Key Points

According to Formula (7) and Formula (8), we use the MATLAB7.0 to compile a program and
classify and schedule the data in Table 1. Figure 3 and Figure 5 are SE of key points according
to different directions of array in Table 1. Then, we fit their SE curves by computer, as shown in
Figure 4 and Figure 6.

4.2. Analysis

After the experimental verification and data analysis, we find that the SE changes have some
regular changes. The SE shows linear changing along the arm axial direction. The initial value of
increasing is the point of the arm model that is the nearest the radiation recourse. Otherwise, the
distance from key point to emission source influences the SE distribution of the arm model. The
bigger the distance is, the weaker the SE is. With the NURBS curve fitting, the farther part in the
arm model is the strong SE area.
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Figure 3: SE of key points with same identifier in
the columns.

Figure 4: Fitting result of Figure 3.

Figure 5: SE of key points in each column. Figure 6: Fitting result of Figure 5.

5. CONCLUSION

A SE fitting analysis method on NURBS curve is proposed in this paper. With this method, the
local testing points of electromagnetic shielding clothing can be classified and scheduled. A curve
fitting is made by the SE of each testing point, and the 3D SE distribution of the local clothing
is drawn. This image can show directly the distribution of electromagnetic wave on the body, and
can provide the theoretical basis of the SE of local electromagnetic shielding clothing.
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Abstract— In the meshless scheme for solving volume integral equations (VIEs), one needs to
evaluate hypersingular integrals over a small cylindrical domain excluded from the whole domain
for the sake of regularizing integrands. Those integrals can be evaluated semi-numerically but the
implementation may not be convenient. In this work, we present some new formulas which are
purely analytical for those integrals so that their evaluation can be greatly simplified. A numerical
example for electromagnetic (EM) scattering is presented to demonstrate the new formulas.

1. INTRODUCTION

Volume integral equations are indispensable for solving electromagnetic (EM) problems with inho-
mogeneous or anisotropic media by an integral equation approach [1]. The VIEs are usually solved
by the method of moments with the divergence-conforming Schaubert-Wilton-Glisson (SWG) basis
function [2] or curl-conforming edge basis function [3]. These basis functions require conforming
meshes for geometrical discretization, resulting in a high cost for preprocessing. Aiming to reduce
the cost of meshing or remeshing geometries, point-matching methods like Nyström method and
meshless methods were proposed and have been widely used in practice [4–12]. In these methods,
we need to accurately evaluate singular volume integrals involving derivatives of the Green’s func-
tion. Although many techniques have been developed for evaluating weakly and strongly singular
integrals, the techniques for evaluating hypersingular integrals which come from the double gradient
of the dyadic Green’s function are very limited. Previously, we developed a treatment technique
which uses a numerical integration for line integrals based on the analytical formulas of surface
integrals [12]. The treatment is valid but it may not be convenient in implementation. In this
work, we present new formulas for evaluating the hypersingular volume integrals over a cylindrical
domain so that the implementation can be greatly simplified. We demonstrate the new formulas
by solving an EM scattering problem and good results have been observed.

2. VOLUME INTEGRAL EQUATIONS

Consider the EM scattering by a dielectric (nonmagnetic) object which has a relative permittivity
εr and is embedded in the free space with a permittivity ε0 and a permeability µ0. The VIE for
describing the problem can be written as [1]

E(r) = Einc(r) + iωµ0

∫

V
Ḡ

(
r, r′

) · JV

(
r′

)
dr′, r ∈ V (1)

where Einc(r) and E(r) are the incident electric field and the total electric field inside the object,
respectively, and JV (r′) = iωε0(1 − εr)E(r′) is the volumetric current density inside the object.
Also, the integral kernel is the dyadic Green’s function defined by

Ḡ
(
r, r′

)
=

(
Ī +

∇∇
k2

0

)
g

(
r, r′

)
(2)

where Ī is the identity dyad, k0 = ω
√

µ0ε0 is the free-space wavenumber, and g(r, r′) = eik0R/(4πR)
is the scalar Green’s function with R = |r − r′| being the distance between an observation point
r and a source point r′. The above VIE can be solved by a meshless method as described in [12].
The method transforms the volume integral into a boundary or surface integral based on the
Green-Gauss theorem so that discretizing the volume domain can be avoided, leading to a truly
meshless scheme. However, this transformation is only valid for a regular integrand while the
integral kernel of the VIE is hypersingular. We need to regularize the integral kernel by excluding
a small cylindrical domain V0 enclosing an observation node and the volume integral over the small
cylindrical domain must be specially treated.
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3. EVALUATION OF HYPERSINGULAR VOLUME INTEGRALS

The hypersingular volume integrals result from the double gradient of the dyadic Green’s function
and take the following form after performing a singularity subtraction

I1 =
∫

V0

(
3u2

R5
− 1

R3

)
dV, I2 =

∫

V0

(
3v2

R5
− 1

R3

)
dV (3)

I3 =
∫

V0

(
3w2

R5
− 1

R3

)
dV, I4 =

∫

V0

uv

R5
dV (4)

I5 =
∫

V0

w(−u)
R5

dV, I6 =
∫

V0

w(−v)
R5

dV (5)

where we have established a local coordinate system (u, v, w) as shown in Figure 1 for the integrals
and the observation node is located at the origin or the center of the cylindrical domain with a
radius a and a height 2h while the source point is located at (u, v, w). The evaluation of those
hypersingular integrals requires a numerical integration for line integrals in our original work [12]
and this may not be very convenient in applications. Now we present new formulas which are purely
closed-form for those integrals so as to facilitate the implementation of the meshless method. In the
cylindrical domain, we also establish a polar coordinate system (ρ, φ) over its cross section, thus
we have ρ2 = u2 + v2 and R2 = ρ2 + w2. The differential of cylindrical volume domain is ρdρdφdw
but the integration over φ is just 2π because there is no dependence upon φ in the integrands. The
above hypersingular integrals can be evaluated by the following integrals for which we have derived
closed-form expressions.

∫

V0

dV

4πR3
=

∫ h

0

∫ a

0

ρdρdw

(ρ2 + w2)3/2
= − ln

[
1
w

(
w +

√
w2 + a2

)]∣∣∣∣
h

0

(6)

∫

V0

u2dV

4πR3
=

∫ h

0

∫ a

0

ρ3dρdw

2(ρ2 + w2)3/2
=

h

2

[√
a2 + h2 − h

]
(7)

∫

V0

w2dV

4πR3
=

∫ h

0

∫ a

0

ρw2dρdw

2(ρ2 + w2)3/2
=

1
2

{
h2 − h

√
a2 + h2 + a2 ln

[
h

a
+

√
1 +

h2

a2

]}
(8)

∫

V0

u2dV

4πR4
=

∫ h

0

∫ a

0

ρ3dρdw

2(ρ2 + w2)2
=

1
4

[
h ln

(
1 +

a2

h2

)
+ a tan−1

(
h

a

)]
(9)

∫

V0

w2dV

4πR4
=

∫ h

0

∫ a

0

ρw2dρdw

(ρ2 + w2)2
=

a

2
tan−1

(
h

a

)
(10)

∫

V0

u2dV

4πR5
=

∫ h

0

∫ a

0

ρ3dρdw

2(ρ2 + w2)5/2
= −1

6

{
2 ln

[
1 +

√
1 +

a2

w2

]
+

w√
a2 + w2

}∣∣∣∣∣
h

0

(11)
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Figure 1: Cylindrical volume domain for evaluating hypersingular integrals.
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∫

V0

w2dV

4πR5
=

∫ h

0

∫ a

0

ρw2dρdw

(ρ2 + w2)5/2
=

1
3

{
w√

a2 + w2
− ln

[
1 +

√
1 +

a2

w2

]}∣∣∣∣∣
h

0

. (12)

Some integrals in the above are individually divergent when w → 0, but their combination will
cancel the divergent terms, leading to convergent expressions, i.e.,

∫

V0

3u2 −R2

4πR5
dV = − h

2
√

a2 + h2
(13)

∫

V0

3w2 −R2

4πR5
dV =

h√
a2 + h2

. (14)

We have omitted some integrals duo to their similarity and the above integrals are representative.
We have also incorporated the results of integration over φ and reduced the integral interval over
w due to its symmetry.

4. NUMERICAL EXAMPLE

We demonstrate the new formulas by solving an EM scattering problem in which the scatterer is
a homogeneous dielectric sphere with a radius r and a relative permittivity εr. It is assumed that
the incident wave is a plane wave with a frequency f = 300 MHz and is propagating along the
+z direction. We calculate the bistatic radar cross section (RCS) observed along the principal cut
(φ = 0◦ and θ = 0◦ − 180◦) for the scatterer in both vertical polarization (V V ) and horizontal
polarization (HH). Figure 2 shows the solutions when r = 0.5λ and εr = 4.0 and we can see that
the solutions agree with the exact Mie-series solutions very well.
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Figure 2: Bistatic RCS solutions for EM scattering by a dielectric sphere with a radius r = 0.5λ and relative
permittivity εr = 4.0.

5. CONCLUSION

The accurate evaluation of hypersingular integrals is essential for using meshless methods to solve
EM problems. Though they can be evaluated by performing a line integral numerically based on the
analytical formulas of surface integrals, the implementation may not be convenient. In this work,
we present purely analytical formulas as an alternative for evaluating those integrals and they can
be easily used. A numerical example for solving EM scattering problems has been presented to
verify the formulas.
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Abstract— Parallelized finite-difference time-domain (FDTD) method for simulating the near-
fields of flat-plate bounded wave electromagnetic pulse (EMP) simulator with distributed termi-
nator and plane source is presented. The effect of some simulator’s model-parameters to the
vertical electric fields of the test points at the half-height in the simulator is simulated and
analyzed.

1. INTRODUCTION

Bounded wave electromagnetic pulse (EMP) simulators, which can produce transverse electromag-
netic (TEM) waves, have been widely applied to effect experiments of electromagnetic compatibility,
interference and damage of complicated electronic systems. Flat-plate bounded wave EMP sim-
ulator with distributed terminator has been widely adopted because it can afford EMP with fast
rise-time [1–4]. On the other hand, the size of the simulator becomes larger and larger in order to
satisfy the need of general systematic experiments. So it’s necessary to simulate the time-domain
fields of the medium-sized or large flat-plate bounded wave EMP simulator with distributed termi-
nator.

Parallelized finite-difference time-domain (FDTD) method has been used for simulating the
near-fields of flat-plate bounded wave EMP simulator (whose height is 22 m) with distributed
terminator and some different model-parameters as the simulator is fed by coaxial transmission
line [5]. Considering the near-fields of the simulator fed by plane source are different with those of
the simulator fed by coaxial transmission line, the effects of some simulator’s model-parameters to
the fields of the simulator with distributed terminator and plane source, which got by parallelized
FDTD method, are presented and analyzed in this paper.

2. MODEL AND METHOD

The model of a flat-plate bounded wave EMP simulator with distributed terminator is shown in
Fig. 1. The simulator includes transitional line, below perfect electric conductor(PEC) plate and
distributed load. The working volume of the simulator is under the transmission line.

h

x

L2 z

b

O PEC Plate

transitional line

Working  volume

Pulser
Distributed Load

w x

L2

y

a

(a) front view (b) top view

Figure 1: Configuration of flat-plate bounded wave EMP simulator with distributed terminator.

The near fields of the simulator are computed by Parallelized FDTD [6, 7]. The uniaxial perfectly
matched layer (UPML) absorbing boundary is used in FDTD computing in this paper. Considering
the distributed terminator at the simulator’s end is used to absorb the electromagnetic waves for
assuring no reflected waves returning to the working volume, the simulator’s end is truncated
(replaced) by UPML absorbing boundary in FDTD method, as shown in Fig. 2. On the other
hand, the source pulse also propagates toward to opposite direction (the left side in Fig. 2) as it
does to the direction towards working volume. Thus UPML absorbing boundary is also used in the
front of the simulator, as shown in Fig. 2.
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Figure 2: Division of FDTD computing domain in xOz plane.

According to Fig. 2, there are some interfaces between UPML and the simulator’s PEC plates.
The FDTD expressions of electric field in y direction in UPML for lossy media are [8]

P1n+1
y (i, j + 1/2, k)

= Du (i, j + 1/2, k) /Cu (i, j + 1/2, k)P1n
y (i, j + 1/2, k) + ERX(i, j + 1/2, k)/Cu(i, j + 1/2, k)

×
{[

Hn+1/2
x (i, j + 1/2, k + 1/2)−Hn+1/2

x (i, j1/2, k − 1/2)
]
/δz

−
[
Hn+1/2

z (i + 1/2, j + 1/2, k)−Hn+1/2
z (i− 1/2, j + 1/2, k)

]
/δx

}
(1)

Pn+1
y (i, j + 1/2, k) = Bz (k)/Az (k)Pn

y (i, j + 1/2, k)

+1/(Az (k) ·∆t)× [
P1n+1

y (i, j + 1/2, k)− P1n
y (i, j + 1/2, k)

]
(2)

En+1
y (i, j + 1/2, k) = Bx (i)/Ax (i)En

y (i, j + 1/2, k) + 1/Ax (i)

× [
Ay (j + 1/2) Pn+1

y (i, j + 1/2, k)−By (j + 1/2) Pn
y (i, j + 1/2, k)

]
(3)

where




Cu (i, j, k) = 1/∆t + σ (i, j, k)/(2ε0), Du (i, j, k) = 1/∆t− σ (i, j, k)/(2ε0)
Ax (i) = κx (i)/∆t + σx (i)/(2ε0), Bx (i) = κx (i)/∆t− σx (i)/(2ε0)
Ay (j) = κy (j)/∆t + σy (j)/(2ε0), By (j) = κy (j)/∆t− σy (j)/(2ε0)
Az (k) = κz (k)/∆t + σz (k)/(2ε0), Bz (k) = κz (k)/∆t− σz (k)/(2ε0)
ERX (i, j, k) = 1/ε0

(4)

and kv = 1+(kmax− 1) (lv/d)4, σv = (lv/d)4
/

(30πδv), v = x, y, z, kmax is the maximum number of
the layers of the interface about UPML absorbing boundary and perfect electric conductor (PEC),
lv is the distance between the PML and FDTD domain in vdirection, d = 4δv is the depth of
PML media; δv(v = x, y, z) is the FDTD girds’ size in three directions, ∆t is the time-step, and
ε0 is the dielectric parameter in vacuum. If the UPML contacts the PEC medium, εr = 1 and the
conductivity σ = 3.75×107 S/m. The FDTD expressions of the other two electric-field components
are similar to the above. The FDTD expressions for magnetic fields are as same as the unlossy
media.

The simulator’s plane source is set at the cross section of the simulator’s front-end, as shown in
Fig. 2. And each electric field component in z direction (Ez) on the source plane is equal to the
excited electric field at each FDTD time-step [9].

3. RESULTS AND ANALYSIS

As shown in Fig. 1 and Fig. 2, L2 = 80 m, h = 22 m, b = 0.4m and the ratio of the maximum
width (w) to h is 1, 2 and 5 respectively. The width of the below PEC plate (wd) is w or 2w. The
excited source of the simulator is

Ez (t) = E0 (exp (−αt)− exp (−βt)) (5)
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where E0 = 2.31× 106 V/m, α = 3.46× 106 s−1, β = 5× 108 s−1. The rise-time of the source (tr) is
about 4 ns and the FWHM is about 221 ns. All FDTD cell sizes in three directions are 0.1 m and
the time-step is dt = δ/(2c), c is the light’s speed in vacuum. The total number of FDTD grids is
636 million. All test points are chosen on y = 0 plane and at the half-height in the simulator as
shown in Fig. 2. The distance along x-axis from the test point to the source is L.

The rise-time, FWHM and peak-value of Ez changed with L at several test points in the simu-
lator with different wd and different w/h are shown in Figs. 3(a), (b) and (c) respectively. We can
get from Fig. 3(a) that (1) when wd = w and w/h = 1, the rise-time of Ez increases greatly as L
increases from 70m to 80m; (2) when w/h = 2, the rise-time of Ez at each test point can reach
the minimum value; (3) when w/h = 2 (or 5), the rise-times of Ez at test points in the simulator
with wd = w is almost equal to that in the simulator with wd = 2w.

As shown in Fig. 3(b), when wd = w and w/h = 2, FWHM of Ez at each test point reaches the
maximum value, while wd = 2w and w/h = 5, FWHM reaches the minimum value.

As shown in Fig. 3(c), we can obtain that (1) the peak-value of Ez at each test point increases
with the distance from the test point to the source along x direction decreases; (2) when w/h = 2(or
w/h = 5), the peak-value of Ez at each test point in the simulator with wd = w is almost same to
that in the simulator with wd = 2w; (3) the peak-value of Ez at each test point as w/h = 1 reaches
the maximum value, while that as w/h = 5 reaches the minimum value.
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Figure 3: Rise-time, FWHM and peak-value of Ez at several points for various below PEC plate’s width and
various ratio of the transitional line’s maximum width (w) to its maximum height (h).

From above we can get that if the ratio of the transitional line’s maximum width to the maximum
height (that is the simulator’s ratio of width to height) is 2, the smallest rise-times of Ez at test
points can be got. Let w/h = 2 and the width of below PEC plate is equal to w, 2w and infinity
respectively. The rise-time, FWHM and peak-value of Ez changed with the distance from the point
to the source along x-axis are shown in Figs. 4(a), (b) and (c) respectively. As shown in Fig. 4,
the rise-time and peak-value of Ez at each test point are unchanged with the width of below PEC
plate, that is, the width of below PEC plate has little effect on the rise-time and peak-value of Ez

at each test point when w/h = 2, and the design of the width of below PEC plate is decided by
the need of FWHM of Ez. The rise-time of Ez at the test point increases with L increased, while
the peak-value decreases with L increased. When wd = w, FWHM of Ez at each test point reaches
the maximum value.
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Figure 4: Rise-time, FWHM and peak-value of Ez at several points for various below PEC plate’s width as
the ratio of the transitional line’s maximum width to its maximum height (w/h) is 2.

The electric fields changed with time at several points in the simulator with w/h = 2 are shown



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 761

in Fig. 5. As shown in Fig. 5, the results got by Parallelized FDTD with 80 processors (np = 80)
are same with those by serial FDTD (np = 1). From Fig. 5, we also can get that there’s some
difference at the rear of the electric field’s waveform at the same point in the simulator with wd = w
or wd = 2w. And the more difference, the farther the test point from the source along x-axis. That
is due to the accumulation of the effect of the below PEC plate’s edge become great as the distance
between the point and the source increases.
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Figure 5: EMP of Ez at several points for various below PEC’s width as w/h is 2.

4. CONCLUSIONS

Parallelized finite-difference time-domain (FDTD) method for flat-plate bounded wave EMP simula-
tor with distributed terminator and plane source is shown in this paper. The distributed terminator
is replaced by UPML absorbing boundary at the end of the simulator. The effect of some simula-
tor’s model parameters to the fields of several points is analyzed by the method. And the results
in this paper can also be used in the design of other large simulators with distributed terminator
and plane source.
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Abstract— This work deals with the time domain diffraction phenomenon originated by a
penetrable acute-angled dielectric wedge when illuminated by a plane wave at normal incidence.
In particular, the H-polarization case is here considered. The diffraction coefficients are deter-
mined in closed form via an inverse Laplace transform by taking advantage of the formulation
of the frequency domain coefficients in terms of the transition function of the Uniform Theory
of Diffraction. Then the transient diffracted field originated by an arbitrary function plane wave
can be evaluated via a convolution integral.

1. INTRODUCTION

Electromagnetic wave diffraction by a penetrable wedge is an exciting canonical problem with po-
tential applications. Moreover, time domain (TD) diffraction problems are receiving great attention
from both the research community and industry interested to ultra wide band (UWB) communi-
cation and radar systems. Because of the large bandwidth of the UWB signals, the analysis of the
wave propagation mechanisms in the TD framework is preferable to the frequency domain (FD)
data processing. Furthermore, the analysis of transient scattering phenomena is of importance for
predicting the effects of electromagnetic pulses (EMPs) on civil and military structures.

Numerical discretization techniques represent useful tools to support the research activity, but
they become rapidly intractable when considering excitation pulses with high frequency content.
Analytical TD solutions are not available in literature for penetrable wedges apart from those
reported in [1, 2], where the TD counterparts of the frequency domain Uniform Asymptotic Physical
Optics (FD-UAPO) solutions [3, 4] for the diffraction coefficients related to right- and obtuse-angled
dielectric wedges were obtained.

FD-UAPO solutions for evaluating the diffracted field in the dielectric region and the surround-
ing free-space were recently derived in the case of a lossless acute-angled wedge illuminated by
H-polarized plane waves at normal incidence [5]. They were expressed in closed form and given in
terms of the Geometrical Optics (GO) response of the structure and the transition function of the
Uniform Theory of Diffraction (UTD) [6].

2. GEOMETRY OF THE PROBLEM

The considered problem and the related geometric parameters are shown in Fig. 1. The wedge-
shaped dielectric region and its surfaces are denoted by Ωd, S0 and Sn, respectively. It has internal
apex angle α < π/2 and is filled by a lossless non-magnetic (µr = 1) material having relative per-
mittivity εr. The symbol Ω0 indicates the free-space region surrounding the wedge. The incidence
direction is assumed perpendicular to the edge and defined by the angle φ′, which is here considered
in the range from π/2 to π − α, so that only S0 is illuminated by an incident H-polarized plane
wave having the magnetic field along the z-axis. The observation point is P (ρ, φ).

 

Figure 1: Geometry of the problem. Figure 2: GO propagation mechanisms.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 763

If θi = φ′−π/2 is the incidence angle, the wave penetrates into Ωd according to the transmission
angle θt

0 = sin−1(sin θi/
√

εr), and undergoes multiple reflections (see Fig. 2) until the reflection
angle θr

p = θi
p = pα + θt

0 is greater than π/2− α. The number of total internal reflections is given
by M = Int[(π/2− θt

0)/α], where Int [·] denotes the integer part of the argument.
Waves transmitted through S0 and Sn define shadow boundaries in Ω0 and exist until θi

p < θc =
sin−1(1/

√
εr), with p = 1, . . . , M∗ = Int[(θc − θt

0)/α] ≤ M .

3. TD-UAPO DIFFRACTED FIELD

According to [1, 2, 5], two separate problems relevant to Ωd and Ω0 are considered for the evaluation
of the TD diffracted field

ed (P, t) =
1√
ρ

t−ρ/c∫

t0

d
(
t− ρ

c
− τ

)
ei (Q, τ) dτ if t− ρ

c
> t0 (1)

where in ei is the incident field (forcing function), t = t0 is the time at the diffraction point Q when
the forcing function is turned on, d is TD diffraction coefficient and c is the speed of light in the
considered observation region. In the hypothesis that the material parameters are assumed inde-
pendent on the frequency, the following expressions result for the TD-UAPO diffraction coefficient.
3.1. Internal Region Ωd

dΩd
= (dS0)Ωd

+ (dSn
)Ωd

(2)

(dS0)Ωd
=
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√
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(
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2

)
, t
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m
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(
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(
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(
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)

2
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)}
(3)

(dSn
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=
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2
√
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m=1
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)
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(4)

3.2. External Region Ω0

dΩ0 = (dS0)Ω0
+ (dSn

)Ω0
(5)
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Figure 3: Magnetic field amplitude: (a) P (2m, 10◦); (b) P (2m, 310◦).

Note that the sign + (−) must be used in (6) when 0 < φ < π (π < φ < 2π − α), and in (7) when
0 < φ < π − α (π − α < φ < 2π − α). If θt

p = sin−1(
√

εr sin θi
p), the reflection and transmission

coefficients used in (3)–(4) and (6)–(7) are so defined:

T0 =
2 cos θi

√
εr cos θi + cos θt

0

; R0 =
√

εr cos θi − cos θt
0√

εr cos θi + cos θt
0

(8)

Tp =
2
√

εr cos θi
p

cos θi
p +

√
εr cos θt

p

; Rp =
cos θi

p −
√

εr cos θt
p

cos θi
p +

√
εr cos θt

p

(9)

Moreover,

g(X, t) =
X√

πct (t + X/c)
(10)

4. NUMERICAL TESTS

The reported examples refer to a lossless wedge characterized by εr = 2 and α = 15◦ in the case of
H-polarized plane wave impinging at φ′ = 110◦. Fig. 3(a) shows the field contributions arriving at
P (2m, 10◦). In order of arrival, it is possible to identify the Geometrical Optics (GO) contributions
(incident, specular reflection, and transmission-reflection-transmission waveforms in solid line),
and the diffraction one (dashed line). Note that P is very close to the shadow boundary (10.73
degrees) for the transmission-reflection-transmission waveform. The field contributions arriving at
P (2m, 310◦) are plotted in Fig. 3(b). Only the transmission-transmission waveform contributes to
the GO field.
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by Plane Wave Spectrum Algorithm
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Abstract— In this paper, a fast method for calculating full vectorial reflection and transmission
near-fields of arbitrary finite sized beams through multilayer uniaxial anisotropic media is pro-
posed. The method combines Transfer Matrix method and optical fast-Fourier-transform based
angular spectrum (FFT-AS) method. This calculation method can be used in the radome design
and optical design which including multilayer anisotropic media.

1. INTRODUCTION

Calculation of electromagnetic waves through layered anisotropic media has been a problem encoun-
tered in many cases, such as radome design, optical design and ferromagnetic materials. Existing
research have discussed infinite plane waves through layered anisotropic media, such as the general
transmitting matrix and the Green’s function method [1–3]. However, in case of finite sized beam
or different orientation structured beam through layered anisotropic media, such as laser beam or
antenna radiation limited in size, the calculation of reflection and transmission fields has been a
problem encountered. In this case, a fast calculation method is required, especially for the design
process which including large amount of parameter adjustment. For layered isotropic media, there
is fast calculation method accelerated by plane wave spectrum algorithm [4]. When it comes to lay-
ered anisotropic media, this is usually performed by numerical ways, such as the Finite-Difference
Time-Domain (FDTD) method [5] and the method of moment (MoM) [6], which can be time and
memory consuming.

This paper proposed a method for calculating arbitrary oriented finite beams through layered
uniaxial anisotropic media, as shown in Figure 1. The method combines Transfer Matrix method
and optical fast-Fourier-transform based angular spectrum (FFT-AS) method. It can calculate full
vectorial reflection and transmission near-fields of arbitrary finite sized beams through multilayer
uniaxial anisotropic media within seconds, fully taking advantage of the FFT process.

There has been discussion on the FFT-AS method before [7], which is briefly illustrated in
Section 2. The angular spectrum method also converts arbitrary oriented finite beams into super-
position of plane waves with different directions. Thus the Transfer Matrix method can be used
to calculate the result of every single plane wave through layered anisotropic media. Finally the
transmitted plane waves and the reflected plane waves can be combined at target plane. With
this method, the result of arbitrary oriented finite beams through layered anisotropic media can be

...

ultilayer

Initial
Wave

Transmission

...

Reflection

Figure 1: Schematic diagram of beam propagation
through multilayer media.

Initial Plane

Reflect Plane

Temporary Plane 1 
Temporary Plane 2 
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Z
X

Z'

X'

Figure 2: Model for combined method.
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obtained accurately within seconds. On this basic, researchers can use this method to deal with
big amount of parameter adjustment, with the complex structure and finite size of the multilayer
anisotropic media involved such as radome design and optical design.

2. COMBINED METHOD OF FFT-AS AND TRANSFER MATRIX METHOD

As shown in Figure 2, the antenna in Figure 1 is replaced by an initial plane containing two
orthogonal tangential field distributions. The FFT-AS method is used to calculate electromagnetic
fields on temporary plane 1. Then the transfer matrix method is used to calculate transmitted
beams on temporary plane 2 and reflected beams on temporary plane 3. Field distributions on
arbitrary positioned target planes of the reflected and transmitted beam can be obtained by using
the FFT-AS method again.

2.1. FFT-AS Method between Parallel and Tilted Planes
The Helmholtz–Kirchhoff and Rayleigh–Somerfield diffraction formulas have been widely used to
analyze the propagation and diffraction of electromagnetic wave in an isotropic medium. As in
most cases the formulas cannot be solved analytically, numerical calculation of the formula has
been introduced, such as the angular spectrum (AS) method accelerated by fast-Fourier-transform
(FFT) [7]. The AS method treats the propagation of electromagnetic fields as a superposition of
plane waves with variety of wave vectors. The initial beam and its propagation are handled in the
spatial-frequency domain. The scalar field distribution U(x, y, z) at distance z can be calculated as

U(x, y, z) =

∞∫

−∞

∞∫

−∞
A(α, β, z) · exp [j(αx + βy)]dαdβ (1)

The propagation of electromagnetic fields can be given as

A(α, β, z) = A(α, β, 0) ·G(α, β, z) (2)

where α, β are the direction cosines of a plane wave, A (α, β, 0) is the angular spectrum of
initial field U (x, y, 0) which can be computed by two-dimensional (2D) Fourier transformation,
A (α, β, z) is the AS of target plane at distance z, and

G(α, β, z) = exp
(
−j

2π

λ
z
√

1− α2 − β2

)
(3)

is the transfer function of each plane wave.
Introducing the fast-Fourier-transform, the FFT-AS method can be given as

U(xm, yn, z) = IFFT {FFT[U(xm, yn, 0)] · ×G(αm, βn, z)} (4)

where m and n mean the sampling points number of the plane, FFT2 and IFFT2 mean 2D FFT
and 2D IFFT, and ·× stands for element-by-element multiplication.

As the wave vector of plane wave is perpendicular to electric field, the angular spectrum of
electric field in z direction can be given as

AEz = −AEx · kx + AEy · ky

kz
(5)

where AEx, AEy is the angular spectrum of electric field in x direction and y direction calculated
above and kx, ky, kz is the wave vector of plane wave. Thus the full vectorial field can be calculated
by FFT-AS method.

2.2. Multilayer Uniaxial Anisotropic Structure Transfer Matrix
For a multilayer structure, the transfer matrix can be written as [8]

M =
N∏

i=0

[
cos δi (j sin δi) · ηi

(j sin δi)/ηi cos δi

]
(6)

δi = 2πnidi cos θi/λ (7)
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where d is thickness of each layer, θ is the propagating angle of each plan wave and η is the wave
impedance. The transmission coefficient T and reflection coefficient Γ are given as

T = 1/M11

Γ = M21/M11
(8)

As the wave impedance has different forms for TE and TM polarized plane wave, each plane
wave should decompose to the TE and TM polarized plane wave and calculate separately.

For uniaxial anisotropic media, the permittivity tensor ε can be written as




ε⊥ 0 0
0 ε⊥ 0
0 0 ε‖


 in the

principle coordinate system. For TE and TM polarized plane wave, the refractivity is given as

nTE =
c√
ε⊥
ε0

, nTM =
c√

sin2 θ
µε‖

+ cos2 θ
µε⊥

(9)

As discussed above, the initial wave is decompose to the TE and TM polarized plane wave, thus
the plane of incidence is required to be parallel to the coordinate plane when using the transfer
matrix method. To obtain this, a coordinate transformation matrix is adopted for each plane wave
individually. The matrix Ri,j is given as

Ri,j =

[ cosφi,j sinφi,j 0
− sinφi,j cosφi,j 0

0 0 1

]
(10)

φi,j = cos−1(sign(βi,j)
αi,j√

α2
i,j + β2

i,j

(11)

The AS method decomposes the initial wave to a series of plane wave with different directions
on temporary plane 1. The AS matrices of temporary plane 2 and 3 can be obtained using the
transfer matrix method. Thus the full vectorial fields on any plane can be obtained using the
FFT-AS method.

3. EXAMPLES AND DISCUSSION

To verify the validity of this calculation method, an example is given. The structure of the example
is shown in Figure 3 and the parameters of the structure is given in Table 1.

d

Initial Plane

Reflect Plane

Refract Plane

0

Layer 3

Layer 2

Layer 1

d
r

t

d θ

Figure 3: Simulation model of Gaussian beam propagation through layered anisotropic media.

Table 1: Structure parameters of Figure 4.

d0 θ dr dt

45mm 20◦ 75mm 150mm
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Figure 4: Amplitude of reflection and transmission fields on target plane. The first row is anisotropic media
and the second row is isotropic media. The first column is main-polarization of transmitted fields. The
second column is cross-polarization of transmitted fields. The third column is main-polarization of reflected
fields. The forth column is cross-polarization of reflected fields.

Table 2: Multilayer parameters of Figure 4.

ε⊥ ε‖ Thickness
Layer 1 2.8 3.5 5 µm
Layer 2 1 1 15mm
Layer 3 2.8 3.5 5 µm

We assume the layered media be uniaxial anisotropic media such as liquid crystal. Liquid crystals
are dielectric materials with anisotropic characteristics [9]. The permittivity of liquid crystal can
be tuned through an external electric field. The parameters of each media is given in Table 2. The
initial field is the waist of a Gaussian beam at 20 GHz. The waist of the beam is 5λ. To compare
the result with isotropic media, we assume the media in layer 1 and layer 3 be an isotropic media
with the permittivity tensor 2.8. The simulation process is fast and costs less than 5 minutes. The
result is shown in Figure 4.

The result implies that the cross-polarization of reflection and refraction fields of the anisotropic
media is different from the isotropic media. The amplitude of cross-polarization of anisotropic media
is higher than isotropic media and the amplitude of main-polarization of anisotropic media is lower
than isotropic media. This is because the anisotropic media has the depolarization characteristic.
This characteristic can be useful in antenna design and microwave devices design.

4. CONCLUSION

A fast way to calculate reflection and refraction fields of infinite beam through multilayer uniaxial
anisotropic media is proposed in this letter. This method combines FFT-AS method and transfer
matrix method and can avoid the time consuming numerical solution, full vectorial near fields of
reflected and transmitted can be calculated within seconds. The method provides a way for large
amount parameters adjustment in design process. An example of layered liquid crystal is given and
implies that the cross-poloarizion difference between anisotropic media and isotropic media.
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Impact on the Performance of Compact Antenna Test Range due to
Surface Deviation of the Reflector
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Abstract— The fabrication precision of designed compact antenna test range (CATR) impacts
the performance of quiet zone, especially in millimeter wave range. In this paper, several surface
deviations of the reflector and their influence on the quiet zone are analyzed. Comparing the data
of deviated reflector with those of the ideal reflector, it is found that the sensitivity of quite zone
to the surface deviation increases with operating frequency. In addition, in order to ensure the
performance of CATR, it is found that 1/560 of wavelength is the upper limitation for mechanical
production. At last, guidance for millimeter wave CATR fabrication is provided.

1. INTRODUCTION

Compact antenna test range (CATR) technology is key to measurement technology of antenna
far field pattern and Radar Cross Section of targets [1, 2], the function of which is to convert the
spherical wave generated from the feed to quasi-plane wave. The wave is gathered by the reflector,
the ripple/taper of amplitude and phase of which should be no more than 1 dB and 10◦, respectively.
That zone is named as ‘quiet zone’, because the wave is considered as the uniform plane wave. With
the development of microwave technology, the frequency band used increases to millimeter or even
sub-millimeter range, which increases the precision requirement for the fabrication of the CATR
reflector.

There are several factors that impact the performance of the quiet zone of CATR, such as the
truncation of edge, the serration, clutter reflected by rear wall, the leakage of feed, deformation
of reflector by gravity, surface deviation and etc. The research of the impact of surface error on
parabolic dish antenna is firstly introduced by Ruze [3, 4], in which the relation between random
surface error and gain lost is summarized. The model of random surface error and its impact on
average power pattern are introduced by Rahmat-Samii et al. [5].

The effect on the far field pattern of antenna catches lots of eyes [6, 7], and yet, the side effect on
the near field is not sufficiently studied. Indeed this topic is the key to quiet zone of the millimeter
wave CATR. Therefore, in this paper, we study the effects of surface deviation on the near field
distribution. According to the study, considerable guidance for further millimeter wave CATR
construction is provided.

2. FORMULATION

According to Rayleigh-Sommerfled diffraction integrals [8], propagation of microwave between two
parallel planes is:

~E =
1
4π

∫

A

[
~r ×

(
n̂× ~EA

)
(1 + jkr)

e−jkr

r3

]
ds′ (1)

When z is const, the integral is converted to two-dimension convolution as Equation (2),

g(x, y) =
∫∫

f(x′, y′)h(x− x′, y − y′, z − z′)dx′dy′ = f(x, y) ∗ h(x, y) (2)

where

h(x, y) = (1 + jkr)
e−jkr

r3
(3)

This algorithm is calculated by Fast Fourier Transform (FFT), which reduces time complexity
to O(N2 log2(N2)).
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Figure 1: (a) The model of reflector; (b) The normal projection of reflector.

3. SIMULATION AND DISCUSSION

The frequency of millimeter wave CATR ranges from 50 GHz to 200 GHz. It uses a single parabolic
reflector, as Figure 1. It is 1.5 m in height and 1.5 m in width, the serration edge of which is 0.1 m,
and the focus of which is 2 m. The shape of ‘quiet zone’ is a cylinder, the diameter of the cross
section of which is 0.8 m. The influence of machining precision is investigated.

A PASCAL program is developed based on the formulation given above. The performance of
this CATR at 50 GHz to 400 GHz is evaluated. Now the situation of 100GHz is set as the example.

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4
30

35

40

45

50

55

60

65

70
Phase of horizontal middle line in quiet zone

position/m

p
h
a
se

/d
eg

 

calculated data

fitting data

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4
30

35

40

45

50

55

60

65

70
Phase of vertical middle line in quiet zone

position/m

p
h
a
se

/d
eg

 

 

calculated data

fitting data

(a) (b)

(c) (d)

Figure 2: (a) Normalized amplitude distribution of quiet zone; (b) Phase distribution of quiet zone; (c)
Phase of horizontal middle line of quiet zone; (d) Phase of vertical middle line in quiet zone.
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The taper and ripple of amplitude and phase at 100 GHz are listed in the following table.

Table 1: (a) Taper and ripple of amplitude of quiet zone at 100 GHz; (b) Taper and ripple of phase of quiet
zone at 100 GHz.

Result
Horizontal middle line Vertical middle line

Amplitude/dB Phase/deg Amplitude/dB Phase/deg
Taper 0.491 0.054 0.760 0.141
Ripple 0.214 1.908 0.282 2.036

As a matter of fact, the surface of CATR reflector cannot be absolutely smooth even in fine
machining. There always is random deviation in the surface of the reflector. According to the
current capacity of machining, the random deviation produces limit influence to the quiet zone of
normal CATR when operating frequency is no more than 40 GHz.

(a) (b)

P
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a
k
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o
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e
a
k

Figure 3: (a) Peak to peak value of surface deviation of reflector; (b) Surface deviation of a reflector during
manufacture.
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Figure 4: (a) Normalized amplitude distribution of quiet zone; (b) Phase distribution of quiet zone; (c)
Horizontal middle line of quiet zone; (d) Vertical middle line in quiet zone.
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The surface deviation of reflector is shown in Figure 3(a), which is described by peak to peak
value. The surface deviation is clearly seen in the fabricated millimeter wave CATR reflector which
needs to be polished before use. When the frequency increases to millimeter waveband, the surface
error becomes comparable to the wavelength. So in this situation, the diffraction of undulating on
the reflector surface cannot be ignored, and it causes depravation to the performance of quiet zone.
To analyze the effects of surface deviation on the quiet zone, five cases of different surface deviation
(RMS value) are calculated (λ/84, λ/168, λ/280, λ/560 and λ/1400). Here the situation of λ/168
at 100GHz is set as the example.

The taper and ripple of amplitude and phase are presented in Figure 5.
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Figure 5: (a) Taper and ripple of amplitude of quiet zone at 100GHz; (b) Taper and ripple of phase of quiet
zone at 100 GHz.

From the above figures, when RMS value increases to λ/168, the ripple of amplitude and phase
in quiet zone is not suitable for testing the far field pattern of antenna and the RCS of target.
Besides surface deviation causes that the quiet zone is unsymmetrical in vertical direction. Coupling
coefficients of different surface deviation at different frequency are presented in Figure 6.
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Figure 6: Coupling coefficient of different surface deviation compared to ideal surface.

Due to the result of coupling coefficient and the deterioration of taper and ripple of amplitude
and phase, the precision of machining of reflector should be less than λ/560.

4. CONCLUSIONS

For millimeter wave CATR, the surface deviation exerts an obvious influence to quiet zone. It causes
the scatter of energy and results in serious taper and ripple in amplitude and phase. Compared
to common CATR operating frequency below 40GHz, millimeter wave CATR is more sensitive to
surface deviation. One hundred of wavelength is upper limitation for mechanical production. There
are several lines of research arising from this work which should be pursued. Firstly, the evacuation
of energy scatter in quiet zone is to be analyzed. Secondly, the taper and ripple in amplitude and
phase of the CATR with or without polish will be test, to verify the calculation above.
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Electromagnetic Waves Described with the Complex Quaternion
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School of Physics and Mechanical & Electrical Engineering, Xiamen University, Xiamen 361005, China

Abstract— J. C. Maxwell applied the quaternion analysis and the vector terminology to depict
the electromagnetic theory. Nowadays the scholars can use the complex quaternion to study the
electromagnetic feature, including the Maxwell’s equations and the current continuity equation
etc. Meanwhile it is able to describe the gravitational theory with the complex quaternion.
On the basis of these studies, the paper separates the complex octonion into two components,
the complex quaternion and the complex S-quaternion. The complex quaternion is suitable
to describe the gravitational theory, while the complex S-quaternion is proper to depict the
electromagnetic theory. Further the paper can apply the complex quaternion to describe the wave
equation of gravitational field, and use the complex S-quaternion to depict the wave equation
of electromagnetic field. The result reveals that the complex octonion is suitable to describe
simultaneously the wave features of electromagnetic and gravitational fields.

1. INTRODUCTION

J. C. Maxwell represented the physical feature of electromagnetic field with the quaternion analysis
and the vector terminology. In 1843, W. R. Hamilton invented the quaternion. And J. T. Graves
and A. Cayley discovered the octonion independently. Later the scientists and engineers separated
the quaternion into the scalar part and vector part. Maxwell mingled naturally the quaternion
and the vector to describe the electromagnetic feature in his works. Making use of the complex
quaternion in recent years, some scholars begin to study the Maxwell’s equations [1] and the current
continuity equation [2], and even the physics feature of gravitational field [3].

The ordered couple of quaternions compose the octonion. On the contrary, the octonion is able
to be separated into two components, the quaternion and the S-quaternion (short for the second
quaternion), while their coordinates are able to be complex numbers. The quaternion space is
suitable to depict the gravitational features, and the S-quaternion space is proper to describe the
electromagnetic features. Further it can directly deduce the wave equations in the electromagnetic
and gravitational fields described with the complex octonion.

In the quaternion space, it is able to infer the field strength and field source etc in the gravita-
tional field, and deduce the gravitational field equations and wave equation etc. The Newton’s law
of universal gravitation in the classical gravitational theory can be reduced from one of gravitational
field equations described with the quaternion. And the gravitational waves are transverse waves in
a vacuum. In the S-quaternion space, it is able to deduce the field strength and field source etc
in the electromagnetic field. Further the Maxwell’s equations and electromagnetic wave equation
etc can be inferred directly also. The electromagnetic wave equation is identical with that in the
classical electromagnetic theory with the vector terminology.

2. COMPLEX QUATERNION SPACE

The octonion space E can be separated into two subspaces, the quaternion space Eg and the
S-quaternion space Ee. In the quaternion space Eg for the gravitational field, the basis vector is
Eg = (i0, i1, i2, i3), the radius vector is Rg = ir0i0+Σrkik, and the velocity is Vg = iv0i0+Σvkik. The
gravitational potential is Ag = ia0i0 + Σakik, the gravitational strength is Bg = h0i0 + Σhkik, and
the gravitational source is Sg = is0i0 +Σskik. In the S-quaternion space Ee for the electromagnetic
field, the basis vector is Ee = (I0, I1, I2, I3), the radius vector is Re = iR0I0+ΣRkIk, and the velocity
is Ve = iV0I0 + ΣVkIk. The electromagnetic potential is Ae = iA0I0 + ΣAkIk, the electromagnetic
strength is Be = H0I0 + ΣHkIk, and the electromagnetic source is Se = iS0I0 + ΣSkIk. Herein
Ee = Eg ◦I0. The symbol ◦ denotes the octonion multiplication. rj , vj , aj , sj , Rj , Vj , Aj , Sj , h0,
and H0 are all real. hk and Hk are all complex numbers. i is the imaginary unit. i0 = 1. i2k = −1,
I2
j = −1. j = 0, 1, 2, 3. k = 1, 2, 3.

In the octonion space, E = Eg +Ee, the octonion radius vector is R = Rg + kegRe, the octonion
velocity is V = Vg + kegVe. The octonion field potential is A = Ag + kegAe, the octonion field
strength is B = Bg + kegBe, with keg being one coefficient.
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The octonion field source S of the electromagnetic and gravitational fields can be defined as,

µS = −(iB/v0 + ¤)∗ ◦ B = µgSg + kegµeSe − (iB/v0)∗ ◦ B, (1)

where µ, µg, and µe are coefficients. µg < 0, and µe > 0. ∗ denotes the conjugation of octonion.
The quaternion operator is ¤ = ii0∂0 + Σik∂k. ∇ = Σik∂k, ∂j = ∂/∂rj . v0 = ∂r0/∂t. v0 is the
speed of light, and t is the time. B = ¤ ◦ A. Bg = ¤ ◦ Ag, Be = ¤ ◦ Ae. The gauge conditions
of field potential are chosen as h0 = 0 and H0 = 0. In general, the contribution of the tiny term,
(iB∗ ◦ B/v0), could be neglected in the weak fields.

According to the coefficient keg and the basis vectors, Eg and Ee, the octonion definition of the
field source can be separated into two parts,

µgSg = −¤∗ ◦ Bg, (2)
µeSe = −¤∗ ◦ Be, (3)

where a comparison with the classical electromagnetic and gravitational theories reveal that, Sg =
mVg, and Se = qVe, in the case for single one particle. m is the mass density, while q is the density
of electric charge.

3. FIELD EQUATIONS

In the quaternion space Eg, the definition of gravitational source, Eq. (2), can be expressed as,

− µg(is0 + s) = (i∂0 +∇)∗ ◦ (ig/v0 + b), (4)

where µg = 1/(εgv
2
0), and εg = −1/(4πG), with G being the gravitational constant. a = Σakik,

a0 = ϕ/v0, with ϕ being the scalar potential of gravitational field. Bg = Σhkik = ig/v0 + b, when
h0 = 0. The gravitational acceleration is, g/v0 = ∂0a +∇a0. b = ∇ × a. g = Σgkik, b = Σbkik.
s = Σskik.

The above can be expanded into the following equations,

∇∗ · b = 0, (5)
∂0b +∇∗ × g/v0 = 0, (6)

∇∗ · g/v0 = −µgs0, (7)
∇∗ × b− ∂0g/v0 = −µgs. (8)

Therefore Eqs. (5)–(8) are the gravitational field equations. Because the gravitational constant
G is weak and the velocity ratio v/v0 is tiny, the gravity produced by the linear momentum s can
be ignored in general. When b = 0 and a = 0, Eq. (7) can be degenerated into the Newton’s law
of universal gravitation in the classical gravitational theory.

In the S-quaternion space Ee, the definition of electromagnetic source, Eq. (3), is written as,

− µe(iS0 + S) = (i∂0 +∇)∗ ◦ (iE/v0 + B), (9)
where the electromagnetic coefficient is µe = 1/(εev

2
0), with εe being the permittivity. A = ΣAkIk.

A0 = A0I0, A0 = φ/v0, with φ being the scalar potential of electromagnetic field. Be = iE/v0 +B,
when H0 = 0. The electric field intensity is, E/v0 = ∂0A +∇ ◦A0, and the magnetic flux density
is, B = ∇×A. E = ΣEkIk, B = ΣBkIk. S0 = S0I0. S = ΣSkIk.

The above can be expanded into the following electromagnetic field equations,

∇∗ ·B = 0, (10)
∂0B +∇∗ ×E/v0 = 0, (11)

∇∗ ·E/v0 = −µeS0, (12)
∇∗ ×B− ∂0E/v0 = −µeS, (13)

where there may be, Ve = Vg ◦ I(Ij), for the charged particles. And the unit I(Ij) is one function
of Ij , with I(Ij)∗ ◦ I(Ij) = 1.

On the analogy of the coordinate definition of complex coordinate system, one can define the
coordinate of octonion, which involves the quaternion and S-quaternion simultaneously. In the
octonion coordinate system, the octonion physics quantity can be defined as {(ic0 + id0I0) ◦ i0 +
Σ(ck + dkI∗0) ◦ ik}, It means that there are the quaternion coordinate ck and the S-quaternion
coordinate dkI∗0 for the basis vector ik, while the quaternion coordinate c0 and the S-quaternion
coordinate d0I0 for the basis vector i0. Herein ci and di are all real.
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Table 1: The multiplication of the operator and octonion physics quantity.

definition expression meaning
∇ · a −(∂1a1 + ∂2a2 + ∂3a3)
∇× a i1(∂2a3 − ∂3a2) + i2(∂3a1 − ∂1a3) + i3(∂1a2 − ∂2a1)
∇a0 i1∂1a0 + i2∂2a0 + i3∂3a0

∂0a i1∂0a1 + i2∂0a2 + i3∂0a3

∇ ·A −(∂1A1 + ∂2A2 + ∂3A3)I0

∇×A −I1(∂2A3 − ∂3A2)− I2(∂3A1 − ∂1A3)− I3(∂1A2 − ∂2A1)
∇ ◦A0 I1∂1A0 + I2∂2A0 + I3∂3A0

∂0A I1∂0A1 + I2∂0A2 + I3∂0A3

4. WAVE EQUATION

4.1. Gravitational Wave Equation
In the quaternion space Eg, for the gravitational wave with the angular frequency ω, the gravita-
tional strength should be a harmonic function with respect to the time, and can be chosen as the
function, cos(ωt). In order to operate handily and cover more physics contents, it is convenient to
adopt the complex vector to represent the gravitational strength,

b(r, ωt) = b(r) exp(−iωt), g(r, ωt) = g(r) exp(−iωt), (14)

where r = Σrkik.
For one angular frequency ω, substituting the above in the gravitational field equations in the

vacuum. Deleting the time factor, exp(−iωt), due to the uniform transmission medium, one obtains
the following equations,

∇ · b(r) = 0, (15)
(−iω)b(r) +∇∗ × g(r) = 0, (16)

∇ · g(r) = 0, (17)
∇∗ × b(r) + (iω)g(r)/v2

0 = 0. (18)

Combining with the above, the cross product of the operator ∇ with Eq. (16) yields,

(ω/v0)2g(r)−∇2g(r) = 0, (19)

where ∇× (∇× g(r)) = −∇(∇ · g(r)) +∇2g(r), and ∇2g(r) = −Σ∂2
kg(r).

Similarly the output of the curl operation of Eq. (18) produces,

(ω/v0)2b(r)−∇2b(r) = 0. (20)

Equations (19) and (20) constitute the Helmholtz equations for the gravitational wave. Obvi-
ously their solutions are,

b(r) = b0 exp(−ik · r), g(r) = g0 exp(−ik · r), (21)

where b0 and g0 both are the constant vectors, which are independent to the coordinate and the
time. The wave vector is, k = Σkkik.

Therefore the two parts, g(r, ωt) and b(r, ωt), of the gravitational wave can be written as,

b(r, ωt) = b0 exp(−ik · r− iωt), g(r, ωt) = g0 exp(−ik · r− iωt), (22)

where only the scalar part of gravitational wave is measurable in the experiment.
Further Eq. (15) and Eq. (17) deduce,

k · b0 = 0, k · g0 = 0, (23)

meanwhile Eq. (16) and Eq. (18) yield,

b0 = (1/ω)k× g0, g0 = −(v2
0/ω)k× b0. (24)
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The above means that the vibration direction of the gravitational wave is perpendicular to the
direction of wave propagation. And the gravitational wave is the transverse wave in a vacuum.
Meanwhile these three vectors, b0, g0, and k, are perpendicular to each other, and obey the Right-
handed screw rule.

On the analogy of the classical electromagnetic theory, the paper will introduce the concept of
’refractive index-like’ among different transmission media for the gravitational waves. Making use
of the concept of ’refractive index-like’, it is able to deduce further some wave features from the
above, including the ’Reflection law’, ’Refraction law’, ’Fresnel law’, and ’Total reflection’ etc for
the gravitational waves.
4.2. Electromagnetic Wave Equation
In the S-quaternion space Ee, for the electromagnetic wave with the angular frequency ω, the
electromagnetic strength should be a harmonic function with respect to the time, and can be
chosen as the function, cos(ωt). In order to operate handily and cover more physics contents, it is
convenient to adopt the complex vector to represent the electromagnetic strength,

B(r, ωt) = B(r) exp(−iωt), E(r, ωt) = E(r) exp(−iωt). (25)

For one angular frequency ω, substituting the above in the electromagnetic field equations in
the vacuum. Deleting the time factor, exp(−iωt), due to the uniform transmission medium, one
obtains the following equations,

∇ ·B(r) = 0, (26)
(−iω)B(r) +∇∗ ×E(r) = 0, (27)

∇ ·E(r) = 0, (28)
∇∗ ×B(r) + (iω)E(r)/v2

0 = 0. (29)

Combining with the above, the cross product of the operator ∇ with Eq. (27) yields,

(ω/v0)2E(r)−∇2E(r) = 0, (30)

where ∇× (∇×E(r)) = −∇(∇ ·E(r)) +∇2E(r), and ∇2E(r) = −Σ∂2
kE(r).

Similarly the output of the curl operation of Eq. (29) produces,

(ω/v0)2B(r)−∇2B(r) = 0. (31)

Equations (30) and (31) constitute the Helmholtz equations for the electromagnetic wave. Ob-
viously their solutions are,

B(r) = B0 exp(−ik · r), E(r) = E0 exp(−ik · r), (32)

where B0 and E0 both are the constant vectors.
Therefore the magnetic field component B(r, ωt) and the electric field component E(r, ωt) of

the electromagnetic wave can be written as,

B(r, ωt) = B0 exp(−ik · r− iωt), E(r, ωt) = E0 exp(−ik · r− iωt), (33)

where only the scalar part of electromagnetic wave is measurable in the experiment.
Further Eq. (26) and Eq. (28) deduce,

k ·B0 = 0, k ·E0 = 0, (34)

meanwhile Eq. (27) and Eq. (29) yield,

B0 = (1/ω)k×E0, E0 = −(v2
0/ω)k×B0. (35)

The above means that the vibration direction of the electromagnetic wave is perpendicular
to the direction of wave propagation. And the electromagnetic wave is the transverse wave in a
vacuum. Meanwhile these three vectors, B0, E0, and k, are perpendicular to each other, and obey
the Right-handed screw rule.

Similar to the classical electromagnetic theory, by means of the concept of refractive index, it is
able to deduce further some wave features from the above, including the Reflection law, Refraction
law, Fresnel law, and Total reflection etc for the electromagnetic waves.
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5. CONCLUSIONS

In the complex quaternion space, it is able to describe the field equations and wave equations in
the gravitational field. Making use of the concept of ‘refractive index-like’, it is capable of inferring
the ‘Reflection law’, ‘Refraction law’, ‘Fresnel law’, and ‘Total reflection’ etc among different trans-
mission media for the gravitational waves. In the vacuum, the gravitational wave is the transverse
wave. The wave vector is perpendicular to each one of two orthogonal components of gravitational
wave. And they satisfy the Right-handed screw rule.

In the complex S-quaternion space, the paper can represent the Maxwell’s equations and
Helmholtz equations in the electromagnetic field. These equations are respectively identical with
that in the classical electromagnetic theory described with the vector terminology. One can con-
clude the above inferences, expressing corresponding equations into the scalar equations, and then
comparing them. By means of the concept of refractive index, it is able to deduce the Reflection
law, Refraction law, Fresnel law, and Total reflection etc among different transmission media for
the electromagnetic waves.

It should be noted that the paper discussed only some simple features of electromagnetic and
gravitational waves described with the complex octonion. But it is clear to show that the ap-
plication of the complex quaternion can describe the wave feature of gravitational field, while the
introduction of the complex S-quaternion can depict the wave feature of electromagnetic field. And
these researches set the foundation for the further study about the wave feature. In the following
study, it is going to apply the complex octonion to represent the propagation characteristics of
electromagnetic and gravitational waves inside the transmission medium.
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2Rector’s Office, Personnel Management Office, Masaryk University
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Abstract— The impact of the environment upon living organisms constitutes a crucial problem
examined by today’s science. In this context, research institutes worldwide have analysed diverse
positive and negative factors affecting the biological system of the human body. One such factor
consists in the influence of the surrounding electromagnetic field. This paper presents the results
of an investigation focused on ionosphere parameter changes and their impact on the basic func-
tion of the nervous system. It is a well-known fact that the frequency of the alpha waves of brain
activity [1] ranges within 6–8 Hz. Changes in the electromagnetic and chemical structure of the
Earth’s surface may cause variation of signals in the above-defined frequency region of 6–8 Hz.
Detailed examination of the overall impact of environmental factors upon the human organism
is performed within a large number of medical disciplines. The research presented in this paper
is concentrated on the sensing and detection of changes in the region of very low frequencies of
the electromagnetic field; the authors use both theoretical and experimental procedures to define
the effects that influence brain activity.

1. INTRODUCTION

The low-level measurement of low frequencies (0.01–10Hz) performed to evaluate the effect of
magnetic fields on the human organism can be regarded as an interdisciplinary branch of science
that embraces different types of research.

The set of provinces subsumed within the discussed subject comprises elementary research dis-
ciplines such as particle physics, geophysics, astrophysics, and metrology, which are all related to
the investigation of the ionosphere and magnetosphere. Moreover, medical fields and problems,
for example neurology and circadian rhythms, are also included in the scope of contributing ele-
ments. By further extension, the low-level measurements are interesting from the perspectives of
theoretical electrical engineering and research of magnetic fields.

At this point, is is important to consider applied research disciplines, for example the measure-
ment and radar technology in the following ranges: the ULF (Ultra Low Frequency Band: 300 Hz–
3 kHz), SLF (Super Low Frequency Band: 30Hz–300 Hz, and ELF (Extreme Low Frequency Band:
0.1Hz–30 Hz). The group of auxiliary subjects or activities includes mathematical modelling of
electromagnetic effects, the basics of biomedical research and biological feedback, and the influence
of low-level magnetic fields on the human organism. The role of the above-mentioned disciplines
is complemented by the fact that human beings do not exist as solitary entities but rather live in
a wider community, which is influenced by each of its members. If the external magnetic fields
influenced a human being to such an extent that the man or woman would change their behaviour
within the social community at a higher level of statistical significance, it would be necessary to
employ various questions of economics, mainly the evolution of economic value as a market phe-
nomenon based on human behaviour and decision-making. Scientists and researchers are currently
preparing to solve special tasks related to the objectivisation of the impact of low-level magnetic
fields upon the human organism; such impact will be examined from the perspective of physical
harm to cells [2] and mental condition of humans [3–6]. The current status of knowledge in this field
is relatively unsatisfactory, and certain hasty conclusions have been made and found application
even in hygienic standards. An example of such standards is the guideline issued by the Council of
Europe and implemented by the ICNIRP (International Commission on Non-lonising Radiaction
Protection) in 1999 to establish the boundary values of magnetic flux in relation to the speed of
magnetic field changes for very slowly changing currents. More concretely, this guideline introduces
the value of 50mT/s as the maximum magnetic flux change acceptable in an environment with a
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variable magnetic field at the frequency of 1 Hz and characterised by permanent presence of hu-
mans. This value is many millions higher than the largest changes hitherto measured during the
processes referred to as magnetic storms, in which the Earth was exposed to charged particles from
the Sun.

2. ORIENTATION OF THE METHODS FOR DETECTING IONOSPHERE
DISTURBANCES

According to the conclusions of secondary research, there is mutual interaction between low-level
electric or magnetic fields irradiated both by humans and the geomagnetic system of the Earth.
However, this interaction can be scientifically validated only with difficulty [4, 7]. Some of the
reasons for this situation may be inadequate cohesion between the complex description of a human
being, his/her biological feedback related to the internal and external electromagnetic fields, the
scope of interdisciplinary scientific knowledge, and the complicated structure of devices designed for
the measurement of low-level ULF, SLF, ELF of electric, magnetic, and electromagnetic fields [8].
This paper presents a portion of the research conducted in this province by the DTEEE, FEEC
BUT; the research is built upon the current knowledge of low-level magnetic fields generated by
the geomagnetic system of the Earth and the solar system. The authors of this article have focused
their attention on examining the effect of the changes in the Earth’s geomagnetic system that are
due to solar activity. In this context, the research was also centered on proving the existence of
the effect as a result of geomagnetic storms, which substantially influence low-level magnetic fields
affecting the human organism, including its behavioural patterns and decisioning.

The detection of changes in geomagnetic field disturbances could be performed by means of
the Schumann resonances. Until recently, this oscillation was at the frequency of fsch = 7.83Hz;
this frequency changes as a result of the impact exerted by phenomena such as solar wind or
greenhouse gases. In 1953, Professor W. O. Schumann of Munich university, Germany, had found
out that the cavity between the ionosphere and the Earth’s surface could be interpreted as a
spherical resonator. After Schumann’s results were published in the Technische Physik journal,
Dr. Ankermueller, a medical specialist, immediately related the resonances to brain wave rhythm
(EEG). In 1954, the measurements conducted by W. O. Schumann and Herbert Koenig, who
was to become Schumann’s successor, confirmed the pulsation of the Earth at the frequency of
f = 7.83 Hz. Koenig then validated the correlation between the Schumann resonances and brain
wave rhythms [12].

3. RESEARCH OF GEOMAGNETIC EFFECTS

In polar areas, the solar wind particles captured by the Earth’s magnetic field travel along the lines
of force to the upper layers of the atmosphere. Here, together with the ultraviolet radiation from
the Sun, they excite and ionise neutral atoms. The excited atoms emit a distinctive glow, thus
creating the well-known polar aurora. The ionised atoms are captured by magnetic lines of force
and travel along them freely. But these are all merely traditional facts.

Ionosphere changes can be objectively measured using already known methods [Fiala, Hanzelka
— PIERS2013], Fig. 1. Based on earlier observations, it is possible to demonstrate via secondary
research that a connection exists between magnetic field changes and the social behaviour of groups
of humans.

The effect of the environment on the human physical, emotional, mental and spiritual coherence
was described by Rollin McCraty, who also proposed a link between these factors and the cardiovas-
cular system, with its resonant frequency of 0.1 Hz (the ELF band between 0.04 and 0.26 Hz, given
the condition of cardiac coherence) [16] (R. McCraty, 2011). According to Alexander Tchijevsky,
80% of the most significant events in human history occurred within the approximately five years of
the maximum solar activity; this assumption is represented by the related diagram (1750–1922) [17]
(A. Tchijevsky, 1971).

As further discussed below, changes in the environment can exert significant influence on the
quality of decision-making, responses, and reaction times in humans. Variations (even insignificant)
in geomagnetic fields are among the factors that, although generally underestimated, have the
potential to change the behaviour of individuals and groups of humans. This applies to all areas
of human activity, including transportation, international trade, and also the military, where the
decisions and behaviour of individuals or small groups might bring major consequences of strategic
character.
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Figure 1: Schematic arrangement of the problem of detecting the changes in the Earth’s ionosphere.

However, no research has been carried out thus far on a selected (homogeneous) group of humans
to demonstrate the long-term effect of changes in the Earth’s magnetic field and to eliminate the
underlying influence of other aspects. Thus, within the preparatory stages of the investigation de-
scribed in this paper, such a test group was formed in close collaboration with University of Defence
in Brno, and its purpose is to facilitate the measurement and examination of psychophysiological
effects exerted by geomagnetic fields upon military officers and personnel.

4. DESIGN OF THE EXPERIMENTAL MEASUREMENT

The measurement of low-level magnetic and electromagnetic signals in the ULF, SLF, and ELF
bands is a unique scientific discipline. The ULF, SLF, and ELF waves exhibit wavelengths of
thousands of kilometers. Generally, wavelength is expressed as λ = v/f , with units of [m; m/s,
Hz], where v is the speed of the wave propagation in space, λ the length of the wave, and f its
frequency. For an electromagnetic wave, v is the mean speed of light in vacuum.

In order to ensure the required sensitivity and operation in the ULF, SLF and ELF frequency
bands, it is suitable to use a ferrite antenna, whose dimensions are significantly smaller than the
wavelength of the incident electromagnetic wave. In such antennas, the phase ϕE of the electric
field intensity E is practically identical at every point of the device, even when the incident electro-
magnetic wave is not planar. The directional characteristics of such antennas can be measured in
the near electromagnetic field. Fig. 1 shows the experiment focused on the application of a ferrite
antenna for the detection of changes in the Earth’s ionosphere, its numerical model, and results
otherwise introduced in Reference [15], Fig. 3.

The planned experimental research will be performed on a sample group of participants (men
and women of approximately the same age), and it will consist in non-invasive physiological mea-
surement of the human organism; this measurement process is conceived to include psychological
methods sensitive to the mental changes in progress at the time of sensing.

In general terms, psychophysiological research is most often focused on factors that influence
the activity of the autonomous nervous system; these factors include also parameters such as
perspiration, skin temperature, pulse frequency changes, blood pressure variation, and alimentary
tract contractions. In the given context, the orientation of these aspects to the central nervous
system will be considered too [18] (A. Uheŕık, 1978).

The aim of the proposed experimental investigation consists in searching for relationships be-
tween characteristics of the ionosphere on the one hand and the examined psychophysiological or
mental factors on the other. Regular connections will be sought between solar activity as a source of
geomagnetic field disturbances and the variability of psychophysiological and mental characteristics.

With respect to physiological parameters, the processes to be measured involve skin impedance,
muscle contraction, diaphragmatic and thoracic breathing intensity, ECG LO and HI frequencies,
the perfusion of peripheral vessels, and EEG waves. The applied sensing apparatus will be Flex-
Comp Infiniti, a device for physiological monitoring, bio-feedback, and the collection of psychophys-
iological data. The results obtained from the measurement of the physiological characteristics of
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the human organism are invariably influenced by the momentary mental state of the collaborating
individual, i.e., by the level of the person’s positive or negative mental condition affected by life
events, the environment, emotional stimuli, lunar cycles, and other aspects.

Primarily, the investigation is based on measurement models that describe the relationships
between various external influences (which, in our case, are represented mainly by solar activity)
and the level of physiological functions [22] G. Stemmler, 2001, p. 7.

A significant problem of the research is the identification of such physiological variables whose
level variations exhibit a close relation to ionosphere changes. Secondarily, we will look for the rela-
tionship between the variability of physiological characteristics and the current degree of resistance
to stress; these indicators can be classified as either objectively evaluated or subjectively experi-
enced within the binary dimension of mental stress — relaxation. In the model, psychophysiological
constructs then constitute the link/bridge/between solar activity and the concrete manner of hu-
man reactions and decision-making under stress (regarding, for example, life endangering situations
or the handling of principal financial problems).

The diagnostics of the current mental state can be performed using methods whose ability to
determine such state has been reliably proven (which means that, in the very least, the content and
predictive validities are: a) sensitive to changes within the stipulated period of days; b) relatively
resistant to the effect of repeated measurement; c) used for the given purposes. Furthermore,
we will utilise the ASS-SYM technique by Günter Krampen, which is defined in the paper ASS-
SYM — Änderungssensitive Symptomliste zu Entspannungserleben, Wohlbefinden, Beschwerden-
und Problembelastungen. This method is suitable for the assessment of subjective experience. To
evaluate the current level of resistance to stress and the disruption of mental balance, we will make
use of Lüscher Diagnostik, the non-verbal testing tool by Max Lüscher.

We expect to find the relationship between the variability of solar processes and the variability
of the level of psychophysiological parameters. Analogously to the existing knowledge related to the
effects of the environment on the level of psychophysiological characteristics, it will be possible to
define the different degrees of closeness in the relationship between solar activity and the individual
psychophysiological characteristics. It is assumed that the relationships between solar activity and
the current subjective/objective stress resistance will be discovered.

Simultaneously with the experimental investigation of the given problem, we will pursue sec-
ondary research based on analysing the data obtained from the monitoring of solar activity through-
out history [17] (A. Tchijevsky, 1971). Moreover, correlation will be sought between these historical
data and socioeconomic indicators of human behaviour and decision-making, and special emphasis
will be put in this context on indicators that expose the mental factor as a significant element of
the decision-making process.

Historically, the formation of geomagnetic storms has was daily monitored by the Royal Obser-
vatory, Greenwich since May 1874. In 1976, the continuous measurement began to be carried out
by the Solar Optical Observing Network (SOON) under support from the US National Oceanic and
Atmospheric Administration (NOAA).

In addition to these facts, it is also interesting to review in the given connection the development
of capital markets during recent centuries, which has been recorded via specialised indexes (such
as the Dow Jones established in 1896); notably, detailed comparison of the data comprised in
these indicators with registered changes of the environment could further highlight the fact that
capital markets are markedly sensitive to variations in the decision-making process resulting from
environmental effects.

5. CONCLUSION

The outcome of the research will be compared with the hypotheses and results already published
internationally; the main aim is to demonstrably measure the differences between instantaneous
condition of the Earth’s ionosphere as monitored at various locations of the planet.

The prepared experiments and measurement prove the influence of the above-mentioned aspects
on the human emotional system, thus pointing to the hitherto applied boundary values of magnetic
flux density B in relation to the alterations of the magnetic field for very slowly changing electric
currents. The experiments also highlight the impact these currents might have on human beings
permanently present in such environment.

The measured dependencies will be processed mathematically and graphically and published
within a specialised paper at a later time. Similarly, we will interpret and release the results obtained
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from the surveys and psychological tests, which will be used as instruments to simultaneously
measure and eliminate the external influences that affect the human psychophysiological structure.
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Abstract— The authors discuss the application of broadband noise signal in the research of
periodic structures and present the basic testing related to the described problem. The aim is
to find a metrological method utilizable for the investigation of metamaterials in the frequency
range between 100 MHz and 10 GHz; this paper therefore characterizes the design of a suitable
measuring technique based on noise spectroscopy and introduces the first tests conducted on
a periodic structure (metamaterial). In this context, the applied equipment is also shown to
complement the underlying analysis.

1. INTRODUCTION

In the comprehensive investigation of material structures for the micro-wave application (tensor and
composite character), the properties of materials are studied by means of the classic single-frequency
methods, which bring about certain difficulties in the research process [1]. In boundary changes
with a size close to the wave-length there can occur wrong information concerning the examined
objects [2, 3]. One of the possible ways of suppressing the negative sources of signals consists in
the use of wide-band signals such as white noise, and this approach can be further reinforced by
analysing the problem of absorption in the examined material. The indicated methods require
a source of noise, a receiving and a transmitting antenna, and A/D conversion featuring a large
bandwidth; for our purposes, the bandwidth ranged between 50 MHz and 10 GHz. Until recently, it
had not been possible to design an A/D converter of the described speed or materialise devices with
the above-mentioned bandwidth. Currently, high-end oscilloscopes are available with a sampling
frequency of hundreds of Gsa/s.

2. NOISE SOURCE

For UWB systems, several methods enabling the generation of short pulses with large bandwidth
have been developed to date, see reference [4]. However, these singly-iterative processes are not
applicable for noise spectroscopy; in this respect, there is the need of a continuous noise signal
source (ideally one producing white noise) with the given bandwidth.

The type of source referred to is currently being supplied by certain manufacturers operating
in the given field. Importantly, for the noise spectroscopy application, we require a comparatively
large output power of up to 0 dB/mW; the assumed bandwidth characteristics range up to 10 GHz.
Nevertheless, at this point it is appropriate to mention the fundamental problem of finding active
devices capable of performing signal amplification at such high frequencies. As a matter of fact,
our requirements are thus limited by the current status of technology used in the production of
commercially available devices; the highest-ranking solution for the bandwidth of up to 10 GHz can
be found only up to the maximum of 0 dB/mW.

Our response to the above-discussed problem consisted in an attempt to produce a noise gen-
erator in laboratory conditions because, in principle, this type of generator can be considered as
sufficient for testing and basic measurement. In view of the price and availability of noise diodes,
we decided to apply thermal noise on electrical resistance as the basic noise source. The specific
connection is shown in Fig. 1. The first transistor is in the CC configuration (stage), where we
require mainly a high input impedance of the amplifier. The input thermal noise is given by the
amplifier’s input circuit element parameters. Even though the generator could operate even without
a resistor at the transistor input, the unconnected input would cause a substantial deterioration of
the connection stability. The second and third transistors form a cascade voltage amplifier in the
CE configuration (stage); the output impedance of the third amplifier is 50 Ω.

Figure 1 shows the tested noise generator, whose output power is 0 dBm in the frequency range
between 100 kHz and 10 GHz.
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Figure 1: The noise generator and power amplifier. Figure 2: The first tested tuned periodic structure
to verify noise spectroscopy measurement.

3. METHOD

The noise spectroscopy laboratory and the measuring instruments are shown in Fig. 3. In order to
find the desired environment, we carried out several experiments in various shielded and anechoic
chambers (Fig. 7). After the use of an ideal white noise (Fig. 4), a number of wideband anten-
nas (Fig. 7), and an anechoic chamber, it became obvious that a closed, unshielded room without
significant anechoic effect, Fig. 3, is fully satisfactory for the needs of noise spectroscopy. The
research technique using UWB signal was tested as follows: The case to hold the examined sample
(Figs. 2 and 3(c)) contained two suitably set and fixed UWB antennas, Fig. 3(b)). The first of these
antennas was supplied from the noise generator and power amplifier (Fig. 1, Fig. 5), while the sec-
ond one sensed the signal from both the noise generator and the adjacent electromagnetic sources;
the signal spectrum was recorded iteratively. The initial stage involved repeated transmission and
sensing of both the signal provided by the noise generator and the external signals. The repetition

(a) (b) (c) (d)

Figure 3: The measuring equipment and instruments: (a) antenna chamber; (b) antenna; (c) layered sample;
(d) noise spectroscopy evaluation laboratory.

Figure 4: The spectrum of N white noise signal acquisitions.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 789

Figure 5: The tested wideband antennas.

Figure 6: The irradiation of the measured sample, and signal sensing.

Figure 7: The waveform and spectrum of the noise generator output for the measured sample, f = 50–
350MHz.

was carried out for each sampled frequency, and the incident power spectrum was summed. Thus,
we obtained the frequency dependence of the transmitted energy distribution. Generally, if the
transmitter/receiver set is not located in a room with a defined spectral absorbance, we can expect
uniform energy distribution within the whole frequency range. This record is, at its end, trans-
formed to the frequency dependence of the specific power. In the described manner, we acquired
the characteristics of the spectrum measurement background. At this point, the examined sample
was placed in the support case; the sample for such application can be layered or periodic, and
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it is expected to provide the assumed frequency characteristic (Figs. 2 and 3(c)). Subsequently,
repeated measurement was performed observing the above-outlined procedure. In the case of a
markedly frequency-dependent background, the obtained characteristic can be corrected. Fig. 7
show the frequency dependencies of the measurement setup and the multi-layer material.

4. CONCLUSION

The research paper provides an elementary overview and description of the laboratory equipment for
the realization of noise spectroscopy measurement and the related experiments. Noise spectroscopy
within the frequency band of between 10MHz and 10GHz is realizable using the currently available
technologies.

The initial noise spectroscopy testing was carried out in a shielded Faraday room converted to
an anechoic chamber, and the later research was confined to the laboratory shown in Fig. 3. The
noise source comprised a generator (NC1108A) and an amplifier (NC1128A). The set of tested
wideband antennas included conical fractal, Vivaldi, spiral, conical, and periodic dipole devices.
The conical fractal antenna proved especially useful for the given purpose.

The problem of the sensitivity and accuracy of the measurement method was solved via repeated
measurement and application of the stochastic model principles.
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Abstract— A novel microwave absorber is presented in this paper. The absorber is a single
layer structure based on the topology of a Salisbury screen, but in which the conventional resistive
layer is replaced by an active frequency selective surface (AFSS) controlled by PIN diodes. The
reflectivity response of the tunable microwave absorber can be controlling by adjusting the current
in PIN diodes. Experimental results are presented and prove the working mechanism of the new
absorber, which show that the reflectivity response can be modulated over the frequency band
from 10 GHz to 12 GHz.

1. INTRODUCTION

Stealth technology is one of the most important military technologies concerned by all the nations.
Its essence is reducing radar cross section [1] (RCS) of targets. Radar absorbing materials (RAM)
is the primary method of RCS reduction.

In the 1930s, there had been RAM that was used in the antenna field. After 1950s, there
had been Salisbury screen [2], Dallenbach and Jaumann absorber [3] with fast development of
radar technology. Passive radar absorbing material, once designed and manufactured, has fixed
characteristics. If the environment of the battlefield changes the absorbing property of RAM is
declined.

The tunable microwave absorber could control its reflectivity response according to threatened
frequency, in order to obtain the optimal absorbing capability at its threatened frequency. In the
1990s, E. A. Parker [4] presented that the active frequency selective surface (FSS) was made by
placing PIN diodes on the FSS, and the response of the active FSS could be controlled by adjusting
the bias voltage or current in PIN diodes. In 2004, Barry Chambers and Alan Tennant [5] designed
a single-layer tunable microwave absorber using an active FSS. Measured results proved that this
absorber did well in 9–13 GHz, and the reflective response could be adjusted.

In this paper, a sample of tunable microwave absorber was designed and manufactured. At last,
several microwave absorbers were optimized by genetic algorithm.

2. CONSTRUCTION

Passive radar absorbing structure involved Salisbury screen and Jaumann absorber. The tunable
microwave absorber was developed based on them. The tunable absorber based on Salisbury
screen was chosen through integrated advisement. Circuit analog (CA) absorber is made by adding
reactance into the resistance layer of Salisbury screen. If the resistance or reactance of circuit
analog absorber could be adjusted by the electricity, the tunable microwave absorber comes into
being.

The tunable microwave absorber is made up of conducting plate, dielectric spacer and impedance
sheet as shown schematically in Fig. 1(a). According to transmission line algorithm, the new
absorber is equivalent to Fig. 1(b).

In Fig. 1(b), impedance sheet is replaced by resistance (R) and reactance (jX). So there are
three methods for tuning impedance:
(1) X fixed, R adjusted. Loading PIN diodes on FSS array, R could be controlled by adjusting

the current in PIN diodes.
(2) R fixed, X adjusted. Loading varactors on FSS array, X could be controlled by adjusting the

voltage between varactors.
(3) R and X adjusted.

In this paper, we choose an impedance sheet scheme that combines FSS and PIN diodes. The
resistance of PIN diode could be tuned by adjusting the current in PIN diode, so that the whole
impedance of the sheet is controlled by this way. In addition, the response time of PIN diode is
several nanoseconds.



792 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

0Z

jX

R

1 1,
r

Z ε

(a) (b)

Figure 1: The tunable absorber construction and transmission line equivalent circuit model.

3. EXPERIMENTAL INVESTIGATIONS

In Fig. 2, a square ring FSS is designed to achieve a wide absorbing band, and there is a bias line
between every two elements. Active control is achieved by loading a PIN diode on every leg of
every element in vertical direction. To let the control current flow in the diodes, the elements are
connected in parallel. In Fig. 2, the detail of an element is listed that the period is 9.44mm, the
gap between two elements is 2.76 mm, and the width of slot is 0.5 mm.

h

p
w

diode 
loading 
points

g

p

Figure 2: The geometry of FSS array. Figure 3: Manufacture of the active board.

Based on the design in Fig. 2, an active FSS is manufactured on a 1.5 mm thick dielectric board,
the permittivity of which is 3.5. The board (Fig. 3) measures 300mm by 300 mm and contains
1922 dipole elements which are loaded with commercially available surface-mount pin diodes using
hand-soldering techniques.

A tunable microwave absorber is constructed by mounting the active FSS above a conducting
back-plane using a 3 mm thick, foam dielectric spacer as shown in Fig. 1. The circuit surface of the
board is lay downwards so that the diodes could be embedded into the foam spacer by a pressure,
as a result that overall thickness is less than 5.0 mm.

The reflectivity of the absorber was measured over the frequency range of 6–18GHz for various
bias currents, and these data are presented in Fig. 4. For an applied bias current (0.02A) the
absorber is strongly reflecting. However, as the bias current is increased the reflectivity level reduces
and the response frequency debases, showing a 2 GHz reflectivity bandwidth below −15 dB.

4. OPTIMIZATION

The design of tunable microwave absorber is an optimal problem. The reflectivity is a function
of material parameter, thick of the spacer, shape and size of FSS element. The final intention of
optimization is to search the optimal solution of all the parameters.

Genetic algorithm [6, 7] is used to an optimizing program for designing tunable microwave ab-
sorber. Applying this optimizing program, several tunable absorbers were designed. In this paper,
a dual polarization tunable microwave absorber is presented. The element is cross dipole in order to
achieve a dual polarization. In Fig. 5, the simulated results proved that the reflectivity response was
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Figure 4: Measured data of the tunable absorber as
various currents.

Figure 5: The simulated data of optimal result.

moved with the various resistances of the PIN diodes. From 5.6GHz to 17.6GHz, the reflectivity
was below −15 dB, so that the absorber could achieve a 12 GHz bandwidth.

5. CONCLUSION

A new tunable microwave absorber which contains an active FSS layer has been presented. The
active FSS is manufactured by loading PIN diodes onto the FSS array.

Measured data show that the absorber can be tuned to provide a variable reflectivity response
over a band of frequencies from 10.6 to 12.6 GHz. A bias circuit was designed so that the PIN
diodes were connected in parallel. In addition, the absorbing structure has a low weight and a thin
thickness. At last, a dual polarization tunable absorber is optimized out by genetic algorithm with
a 12 GHz bandwidth. And it provides an approach for a broadband, dual polarization and strongly
absorbed RAM.
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Abstract— A novel, compact and multichannel nonreciprocal absorber through a wave tunnel-
ing mechanism in epsilon-negative and matching metamaterials is theoretically proposed. Non-
reciprocal absorption properties are acquired via the coupling together of evanescent and prop-
agation waves in an asymmetric configuration, constituted of nonlinear plasma alternated with
matching metamaterial. The absorption channel number can be adjusted by changing the pe-
riodic number. Due to the positive feedback between nonlinear permittivity of plasma and the
inner electric field, bistable absorption and reflection are achieved. Moreover, compared with
some designs proposed before, our design is more compact and independent of incident angle
or polarization. This kind of multilayer structure offers additional opportunities to design novel
ormidirectional EM wave absorbers.

1. INTRODUCTION

The metamaterial perfect absorber has been wildly explored due to the fact that it can achieve
unity absorptivity of electromagnetic (EM) waves. The motivation for studying metamaterial
perfect absorbers comes mainly from their potential applications in emitters, sensors, spatial light
modulators, spectroscopic detectors and wireless communications. The concept of perfect absorber
was first proposed by Landy et al. [1] who had explored the electromagnetic response-tailorable
ability of metamaterials. As a kind of metamaterials [2], plasma can have a tunable negative
permittivity controlled by external parameters. Moreover, nonlinearity takes place easily in plasma
metamaterials when the incident wave has a relatively high input intensity [3].

Up to now, some nonreciprocal devices have been investigated using unidirectional transmission
or absorption. However, a tunable multichannel nonreciprocal perfect absorber which is insensitive
to the incident angle is rare reported. In this paper, an incident angle independent unidirectional
absorber with nonlinear plasma and matching double negative material is theoretically proposed.
Distinct from the Tamm plasmon-polaritons, our proposed device is composed of nonlinear trans-
parent structure with lossy double negative (DNG) substrate, which is also compact and efficient.

2. STRUCTURE MODEL AND PERFECT ABSORPTION CONDITION

In order to make the EM wave perfect transmit through one dimensional layered device without loss,
we chose the plasma-DNG structure (ABN ), where A denotes the plasma, B denotes the matching
metamaterial, and N represents the periodic number. The relative permittivity and permeability
of layers are assumed to be

εL
A = 1− ω2

peA

ω(ω − iνA)
, µA = 1 (1)

and

εB = 1− ω2

peB

ω(ω − iνB)
, µB = 1− ω2

meB

ω(ω − iνB)
(2)

where ωpeA, ωpeB, and ωmeB were assigned as the electronic plasma frequency and magnetic plasma
frequency, respectively. νA and νB are collision frequencies for layers A and B, respectively. The
working frequencies were selected to fulfill ω < ωpeA, ωpeB, and ω < ωmeB. Plasma is assumed to
be nonmagnetic (µA = 1) and is chosen as a material with a nonlinear Kerr effect. Considering
the most powerful |E|2 nonlinear dependence [2], the whole permittivity of the nonlinearity of
field-dependent plasma metamaterials is expressed as

εNL
A = εL

A + εNL
A = εL

A + ε0χ |E|2 , (3)
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where χ is the nonlinear coefficient. According to the theory in nonlinear optics [4], the value of χ
for gas discharge was was selected at 7.7×10−13 m2V−2 in the following calculation, which is within
the range of 10−4 ∼10−5 esu (1 m2V−2 ≈ 9×108 esu), where |E| is the intensity of the electric field.

In order to absorb most of the EM wave energy transmitted from the above structure, we need
to adjust the structure parameters for the last layer. The structure of the nonreciprocal absorber is
designed as ABNA′. Here, layer A′ has the same refractive index as A but with different thickness
and collision frequency. In the subsequent calculations based on the nonlinear transfer matrix
method [5, 6], A and A′ are nonlinear plasma layers with ωpeA = ωpeA′ = 100 GHz, νA = 0 and
νA′ = 2.5GHz. B is matching metamaterial with ωpeB = ωmeB = ωpeA, νB = νA. The thicknesses
dA = dB = 0.5mm, and dA′ = 2 mm are selected to study the device performance in the region
from microwave to millimeter wave.

3. NONRECIPROCAL ABSORPTION PROPERTIES IN INCIDENT ANGLE
INSENSITIVE PLASMA-DNG STRUCTURES

First, we demonstrate the characteristic of the perfect absorption. Without loss of generality,
Fig. 1(a) shows the linear reflection, transmission and absorption of the structure ABA′ as a function
of the incident wave frequency. Obviously, there is a perfect absorption peak with zero transmission
and zero reflection at frequency ω = 15.42GHz. This phenomenon is attributed to the effect of the
first two transparent layers [7] and the last dissipative layer. To confirm this assumption, the field
distributions at ω = 15.42GHz are calculated and shown in Fig. 1(b). Antisymmetric electric field
distribution of the propagation mode is observed in the proposed structure, and they gradually
decrease within the last lossy metamaterial.

14.6 14.8 15.0 15.2 15.4 15.6 15.8 16.0

0.0

0.2

0.4

0.6

0.8

1.0

 

 

A
&

T
&

R

 R
 T
 A

0.0 0.5 1.0 1.5 2.0 2.5 3.0
-200

-150

-100

-50

0

50

100

150

200

E
&

H
(a

.u
.)

z axis (mm)

 E

 H

ω(GHz)

(a) (b)

Figure 1: (a) Linear absorption (A), reflection (R), and transmission (T) spectrum of the absorber. (b) Elec-
tric (E) and magnetic (H) field distributions in the absorber at ω = 15.42GHz.

Then we explore the nonlinear performance of the absorber to illustrate its active property
since nonlinearity takes place easily in plasma. Fig. 2(a) shows the dependence of the nonlinear
performance on the left side wave intensity at ω = 15.15GHz. Not only the nonlinear absorption
but also reflection are seen to exhibit bistable behaviors. Because of the nonlinearity of plasma
and its loss properties, electromagnetic nonlinearity enhancement in the asymmetric structure will
result in nonreciprocal transmission of EM waves. The effect of the incident wave frequency on
the bistable absorption behavior is shown in Fig. 2(b). It is found that the critical frequency is
15.18GHz, and the lower input wave frequency, the higher the critical threshold intensity.

Because of the nonlinearity traits in plasma and its loss characteristics, electromagnetic nonlin-
earity enhancement in the asymmetric structure leads to nonreciprocal absorption of EM waves.
Fig. 3(a) shows the linear absorption spectra of the structure ABA′ for both the left and right
hand side incident EM waves. Near perfect absorption is observed under left incidence, but little
absorption under right incidence. The maximum absorption contrast is 90.5% at ω = 15.18GHz.
In Fig. 3(b), as shown from the yellow region of the nonlinear absorption spectra, the absorption
under left incidence is at the upper branch, owing to its intensity being beyond the bistable thresh-
old, whereas the absorption under right is at the lower branche because the bistable threshold is
not reached.
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Figure 2: (a) Nonlinear absorption (A), reflection (R), and transmission (T) spectra of the absorber with
structure ABA′ at ω = 15.42 GHz. (b) Influence of the input wave frequency to the nonlinear absorption of
the absorber.
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Figure 3: (a) Linear and (b) nonlinear absorption of the absorber with structure ABA′ for the left and right
incidence, respectively.

4. CONCLUSIONS

In this paper, a compact asymmetric nonreciprocal perfect absorber consisting of nonlinear plasma
and matching metamaterials has been proposed. The linear and nonlinear absorption, reflection,
and the transmission performances of the absorber have been investigated numerically, and exhibit
the tunable multichannel nonreciprocal perfect absorption characteristics.
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Abstract— This work proposes a new direction-of-arrival (DOA) estimation algorithm for
Smart antenna. The proposed algorithm is based on MVDR algorithm through the introduction
of a new optimization problem, which aims to maintain the array gain in the ‘look direction’, so
that the DOA can be estimated correctly using Smart antenna array. To verify the performance
of the proposed algorithm, computer simulations are performed and then the results obtained are
compared with the MVDR algorithm. The results show that the proposed algorithm outperforms
the MVDR algorithm.

1. INTRODUCTION

The use of electrostatic MEMS switches is attractive because of its advantages, such as very low
power consumption and high isolation. However, MEMS switches have their share of problems, such
as, high driving voltage, relatively low speed and low power handling. Many previous researches
focus on RF MEMS switch, which presents a good performance at microwave frequency. This result
an increasing use of RF MEMS switches for telecommunication purpose in the last ten years [1].
This paper purposes is to use RF MEMS series switch for Switched beam array creates a group
of overlapping beams that together result in 0◦ to 180◦ coverage The beam pattern is generated
using combines of MEMS phase shifters that feed networks into a highly integrated multifunctional
chip, which can then be connected to the antenna array and T/R modules, Adaptive arrays allow
the antenna to steer the beam to any direction of interest while simultaneously nulling interfering
signals [2]. Beamdirection can be estimated using direction-of-arrival (DOA) estimation methods.

2. MEMS SWITCHES

MEMS refer to a 21th century technology named micro-electromechanical systems. MEMS are
processes technology used to create tiny integrated devices or systems that combine mechanical
and electrical components. They are fabricated using integrated circuit (IC) batch processing tech-
niques and can range in size from a few micrometers to millimeters. These devices (or systems)
have the ability to sense, control and actuate on the micro scale, and generate effects on the macro
scale. In the most general form, MEMS consist of mechanical microstructures, micro-sensors,
micro-actuators and microelectronics, all integrated onto the same silicon chip. Nowadays, MEMS
have a diversity of applications across multiple markets like automotive, electronics, medical, com-
munications, and defense weapons. MEMS switches are surface-micro machined devices which use
a mechanical movement to achieve a short circuit or an open circuit in the RF transmission-line.
RF MEMS switches are the specific micromechanical switches which are designed to operate at
RF to mm-wave frequencies form 0.1 to 100 GHz [3–7]. With the recent exciting advancements
in the field of microelectromechanical systems (MEMS) and micromachining technology, miniatur-
ized MEMS phase shifters have shown to offer a superior RF performance in comparison to their
semiconductor counterparts. The main objective of this research is to develop a new technique for
integration at the module level that combines the MEMS phase shifters and feed networks into
a highly integrated multifunctional chip, which can then be connected to the antenna array and
T/R modules, RF switches are used in a wide array of commercial, aerospace and defense applica-
tion areas including satellite communications systems, wireless communications systems and radar
systems. The circuits are modeled and optimized using Agilent’s HP ADS circuit simulator [8].
Fig. 1 shows the equivalent circuit model of the switched Phase Shifter set up in ADS in which the
“on” and “off” states of the switch obtained from decoder are used in the ADS circuit simulator
to optimize and obtain the simulated response One of the key elements in the array design is the
MEMS phase shifter. RF MEMS phase shifters possess many advantages such as low loss, improved
power handling capability and can also be used to realize high density packages to reduce the size
and weight components. 50–75% of the T/R modules can be eliminated in large phased arrays by
using MEMS phase shifters. This research proposes a high resolution wide band tunable MEMS
phase shifters for radar phased array antenna to steer the beam. The proposed circuit is based
on dividing the tuning range which change the phase by 22.5◦ steps for course tuning to achieve
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the desired phase. A microstrip phase shifters have been designed at 5 GHz. The phase shifter is
designed, simulated and tested using Advanced Design System (ADS) software. This type of phase
shifters can give high performance and resolution. Switched line phase shifters schematic diagram
are illustrated in Fig. 1. It consists of nine coarse delay transmission line elements from, 0 to 180
degrees with 22.5 degrees step. A digital control circuit plays an important function during the
phase change mechanism. The control circuit is a decoder circuit converts the code word to control
signals open and close the MEMS switches. If the required phase is 135 degree then the control
circuit chooses to close the MEMS switches of the 90 degree element and the other switch of the
45 degree element, then the total phase shift satisfied is 135 degree.
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Figure 1: Switched line phase shifter schematic diagram.

3. SWITCHING-BEAM ARRAY

In the smart antenna systems, the Switching-Beam Array approach forms multiple fixed beams with
enhanced sensitivity in specific area. These antenna systems will detect signal strength, and select
one of the best, predetermined, fixed beams for the subscribers as they move throughout the cov-
erage sector. Instead of modeling the directional antenna pattern with the metallic properties and
physical design of a single element, a Switching-Beam Array system couple the outputs of multiple
antennas in such a manner that it forms a finely directional beams with spatial selectivity [2].
3.1. Data Model
We considered an m-element array with an arbitrary geometry. The array receives narrow band
signals from M spatially separated users. We ignore the multipath signals. Assume that the array
response vector to a transmitted signal source from a DOA θ. Calculation of the DOA of a signal
is required to track the location of the signal. We have simulated study for Capon and MUSIC
DOA estimation algorithms, since those are suitable for circular array or any arbitrary shape array.
Define array signal [9–12]:

x(t) =
M∑

i=1

a(θ)si(t) + n(t) = As(t) + n(t) (1)

where
A = [a(θ1), a(θ2), . . . , a(θM )] (2)

is signal spatial signature and:

s(t) = [s1(t), s2(t), . . . , sM (t)]T (3)
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is signal vector.
The covariance matrix of array signal is:

R = E
{
x(t)x(t)H

}
= AE

{
s(t)s(t)H

}
AH + E

{
n(t)n(t)H

}
= APAH + σ2I (4)

where P is received signal power matrix, and σ2I is noise power matrix.

3.2. MVDR DOA

Minimum Variance Distortionless Response algorithm (MVDR). The key is to minimize the output
power of the system except the one that pointing to the desired signal direction:

min
w

wHRw subject to (wHa(θ) = 1)

to estimate the optimal weight vector. Solution of this minimization problem gives the optimal
weight vector as [13, 14]:

wmvdr =
R−1a(θ)

aH(θ)R−1a(θ)
(5)

The MVDR minimizes the total output power while keeping the output signal constant, thus the
MVDR output power spectrum is:

P =
gH(θ)g(θ)

aH(θ)R−1a(θ)
(6)

3.3. Minimum Variance Variable Constrain

The proposed algorithm is based on modified MVDR algorithm that is targeted to work with the
directional antenna array. In general, the steering vector can be expressed as follows:

A(θ) = [g(θ1)a(θ1) g(θ2)a(θ2) . . . g(θN )a(θN )]T (7)

where g(θi) is the array gain in a specific direction θ. For antenna arrays with isotropic elements,
g(θi) is equal to 1 for i = 1, 2, . . . , N . However, in the case of antenna arrays with directional
elements, g(θi) is determined from the array gain pattern and thus significantly affect the values
of a(θi). Furthermore, since the array response is affected by the gain pattern in a ‘look direction’,
the constraint in Minimum Variance Variable Constrain MVVC can be given by:

minWHRW subject to wHa(θ) = g(θ) (8)

Applying Lagrange optimisation technique on the constraint in (8) yields the Lagrange multiplier,
λ, and weight w given by (9) and (10) respectively.

λ =
g(θ)

aH(θ)R−1a(θ)
(9)

w =
R−1a(θ)g(θ)

aH(θ)R−1a(θ)
(10)

Finally, the power spectrum of the MVVC algorithm is given as:

P =
gH(θ)g(θ)

aH(θ)R−1a(θ)
(11)

4. RESULTS

Computer simulations using Matlab are conducted to evaluate the performance of the MVVC algo-
rithm. This section compares the performance of MVVC and MVDR algorithms. The simulation
results presented in this section use the Smart antenna array shown in Fig. 2. Eight uniform linear
array (ULA).
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Figure 2: Switching-beam array, phase shifter and MVVC schematic diagram.

4.1. Simulation of DOA Estimation

Using the elements array shown in Fig. 2, both MVDR and MVVC algorithms are applied to
estimate the DOA. Suppose there is a tin signal impinging the antenna array at 5◦, 20◦, 45◦, 60◦,
70◦, 80◦, 90◦, 100◦, 130◦ and 140◦, signal-to-noise ratio (SNR) is fixed at 10 dB, and the number
of snapshots is 10000. Fig. 3 shows a comparison of DOA estimation between the MVDR and
MVVC algorithms. Clearly the MVDR algorithm yields too many spurious peaks in spatial power
spectrum that could lead to inaccurate estimation. Although there is a peak appearing at 130◦,
but the MVVC will be estimated based on the highest peak strength, which appears at 45◦. On
the other hand, the MVVC algorithm manages to estimate the DOA correctly and suppress any
spurious peaks. The simulation is repeated for multiple signals with the same SNR and snapshot
value, Therefore, the observations in results show that the MVVC algorithm has better performance
compared with the MVDR algorithm.
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Figure 3: DOA estimation comparison between MVVC and MVDR algorithms for single signal estimation.

4.2. Accuracy

Accuracy of algorithms was tested as a function of Signal to Noise Ratio (SNR) and number of
samples. Fig. 4 depicts the results obtained when RMSE is computed when SNR is varied for
the algorithms of interest. Results were averaged over 200 runs and 1000 sample were used. The



802 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

number of elements used in computing the pseudo-spectrum in MVVC was 8. The results clearly
show that MVVC and MVDR have comparable performance.
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Figure 4: The convergence of estimation RMSE versus SNR for MVVC and MVDR algorithms.

Accuracy was also test as number of samples or shots were varied with a fixed SNR (10 dB). It
was concluded that as the number of samples increase, RMSE was computed while varying the SNR
from 0 to 20 dB in 2 dB increments. The RMSE tends to zero. MVVC RMSE seems to be slightly
higher compared to MVDR but the increase is not sufficiently significant to cause a dramatic error
in the DOA estimates. In a non-ideal setting, where mutual coupling was considered, RMSE was
calculated for a varied mutual coupling effect (only adjacent element coupling was considered).
MVVC seems to be slightly more affected. Magnitude and phase errors effects on accuracy were
also investigated for the various algorithms. Results concluded that MVVC achieves a similar
performance as far as robustness is concerned compared to other subspace methods.
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Figure 5: The convergence of estimation RMSE versus SNR for MVVC.

5. CONCLUSION

In this paper, a new algorithm (named Minimum Variance Variable Constrain) is proposed for
antenna array with antenna elements. The MVVC algorithm is similar to the MVDR algorithm
in one aspect, which is to minimize power from all directions subject to specific gain in the ‘look
direction’. However, the main difference is that while MVDR algorithm maintains unity gain at
‘look direction’, MVVC algorithm aims to maintain the corresponding array gain at ‘look direction’.
Simulations have demonstrated that the MVVC algorithm provides more accurate DOA estimations
when used with antenna arrays.
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Abstract— Electrical engineering education systems at the university level in Finland and
China are introduced in part and compared in this paper according to the author’s personal
education experiences in these two countries. In addition, several simple yet effective in-class
demonstrative experiments or tools for undergraduate students taking my fundamental electro-
magnetic course are introduced.

1. INTRODUCTION

Electrical engineering is certainly one popular major that most undergraduate students are willing
to choose [1–3]. As a result, it is usually one of the largest departments in an overwhelming ma-
jority of universities all over the world [4]. However, educational systems for electrical engineering
may vary from country to country. It might then be interesting to make comparisons between these
systems. These comparisons will possibly be helpful for the administrative personnel in universities,
when there are desires to reform current educational systems, and to draw lessons from experiences
and strategies of foreign universities. In Section 2 of this paper, comparisons will be conducted
between electrical engineering education systems in Finnish and Chinese universities. The focus
will cover curriculum design for undergraduate students, eligibility examination (trail lectures to
a group of experienced educators as the audience) for new lecturers, and lecturer evaluation sys-
tem. Also, responses and suggested modifications to the current educational systems from Chinese
undergraduate students will be presented briefly.

Nevertheless, the very first question a reader may raise is why you choose Finnish and Chinese
universities specifically. My personally educational experiences and current profession would be
the straightforward explanation. Born and bred in Harbin, I was cultivated in education systems
of a Chinese style from eight to twenty-five when I was granted the master degree. A new chapter
of my education began in Helsinki, Finland, where I lived and worked for six years and achieved
my doctoral degree, conveniently. Therefore, I am familiar with the educational systems in Finnish
universities. Presently, I am an associate professor in Harbin Institute of Technology (HIT), a top
10 university in China and the largest one in northeastern China. It would then be reasonable to
consider myself part of the educational systems in Chinese universities, or at least in HIT. Those
are the reasons I choose Finnish and Chinese universities as the topic.

In Section 3, a rather different yet relevant issue will be discussed. I will present several sim-
ple yet effective in-class demonstrative experiments/tools for undergraduate students taking my
fundamental electromagnetic course.

2. EDUCATION SYSTEM COMPARISON BETWEEN FINNISH AND CHINESE
UNIVERSITIES

Electrical engineering educational system covers a very broad range of topics and issues that would
be impossible to discuss thoroughly in this paper. Only a few selected yet interesting topics will
be discussed in this section.

2.1. Curriculum Design
There is not any obvious divergence between the Finnish curriculum and the Chinese counterpart.
The main distinction can be properly summarized with one word, i.e., freedom. In Finland, college
students have more freedom to customize their curriculum in order to accumulate credit points.
Indeed, courses such as Mathematics are mandatory, but they still have freedom to choose a major-
ity of their major and minor courses, according to their own interests and advices from supervisors
and instructors. Backside of such a system could be that students may avoid intentionally those
‘boring’ but courses of fundamental importance. Such a decision won’t prevent them achieving a
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degree but may have a long-term impact on their future career. On the contrary, Chinese college
students do not have many choices. Academy committee in each school is responsible to design the
four-year curriculum for their students. Students have to pass each course listed to complete their
Bachelor degree, no matter whether they are interested or follow the specific course. It seems to me
that Chinese college students resemble rare materials in a massive manufacturing factory, where
they will undergo exactly the same processing. The question is how you can expect diversification
from these ‘products’.

2.2. Eligibility Examination for Lecturers

According to my best knowledge, such an eligibility examination for lecturers is a peculiar charac-
teristic in Chinese universities. The rules of this exam are as follows. For a newly employed college
lecturer, who plans to give a specific lecture, he has to complete and submit the detailed lecture
notes of the whole course to the teaching committee of the university, which will undergo strict
inspections by a group of experienced lectures. If your lecture notes meet their requirements, the
committee will randomly choose a chapter from them as the contents of your eligibility examina-
tion. Only two days are given to prepare for this trail lecture, whose audience will then be the same
group of professors examining your lecture notes. This examination will be held twice annually,
and the passing rate is around 80%. As far as I am concerned, such a system would effectively urge
the lecturers to thoroughly prepare his lectures in advance, since you can hardly give an excellent
lecture on a topic you are not extremely familiar with after a two-day preparation.

2.3. Lecturer Evaluation System

Both Finnish and Chinese universities have such a system for undergraduate students to evaluate
the corresponding lecturer at the end of an academic semester. Such a system reflects from the
viewpoint of a student that whether the lecturer was familiar with the lecture contents, whether he
managed to present the contents logically and fluently, whether he gave enough practical examples,
whether his lecture was easy to follow, etc., and most importantly, what are the suggestion to this
lecturer to improve his lecture? The results of this evaluation are very helpful for lectures which
point out clearly the way he should work out to improve his lectures. In particular, three overall
grades (A, B, and C) exist in the lecturer evaluation system in HIT. Also, a harsh regulation is
that if a lecture who received an overall evaluation grade worse than B. He will automatically lose
the eligibility to give a lecture in the coming semester until he passes the eligibility exam.

2.4. Response to Current Systems from Undergraduate Students

Unfortunately, I have not done any survey regarding this point to Finnish college students. However,
a recent survey, conducted in School of Electronics and Information Engineering, HIT for the
third-year undergraduates, shows that there is a non-negligible demand for the redesign of current
curriculum. Students ask for more rights to choose at least their minor courses according to their
personal interests instead of the experiences of the academy committee. In addition, some students
hope the lecturers could upgrade the textbook or at least the lecture notes to introduce more
cutting-edge developments related to the lectures. A majority of students anticipate that there will
be more technical training courses in the curriculum, such as Matlab programming, and training
courses of popular commercial full wave simulation software. According to student’s responses,
our school made the decision that each department should offer students relevant courses in the
coming autumn semester in September, in order to improve their capability to manipulate useful
computational software. It is believed that such a renovation in curriculum could better prepare
students for their future academic or industrial careers.

3. IN-CLASS DEMONSTRATIVE EXPERIMENTS OR TOOLS

Fundamental electromagnetic courses always seem like a Himalayas to the students, both mathe-
matically and physically. Mathematically speaking, students are not familiar with vector calculus,
such as divergence and curl, leaving alone the cylindrical or the spherical coordinate systems. How-
ever, the mathematical complexities can be conquered by continuing practice [5]. The coherent
difficulty of such courses for students lies in its abstract concepts and ’invisible’ physical process
to human eyes. In order to facilitate students’ understanding, lecturers could take advantages of
the triple E, i.e., examples, experimental demonstrations, and electromagnetic simulations. In this
section, three simple yet effective in-class demonstrative experiments or tools for undergraduate
students taking my fundamental electromagnetic course will be introduced.



806 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

Figure 1: A foldable in-class demonstrative tool for divergence and curl.

3.1. Divergence and Curl
Divergence and Curl are mathematical operators of fundamental physical importance, as they are
main operators or notations in Maxwell’s Equations. Divergence of a given vector indicates the
existence of a flux source or sink, while curl of a vector shows that of a rotational source. How can
we impress students with the vector lines produced by different sources? A few pictures may be an
easy choice, but they are still motionless and not straightforward examples. As shown in Fig. 1, a
foldable in-class demonstrative tool with light weight that I constructed may solve this puzzle. It
is made from a foldable broken umbrella. When held still, its shaft is the flux source and the ribs
represent the vector lines. When I rotate the umbrella shaft, which is thus the rotational source,
the motion of stickers of different colors will visualize the closed vector lines clearly.

3.2. Skin Depth
The skin depth is also an important concept, which quantifies the penetrable depth a wave can
propagate into a lossy material including metal. By placing a cell phone in a concealed metal box,
one can easily demonstrate this effect.

3.3. Modes in a Rectangular Waveguide
The mode in a rectangular waveguide is another abstract concept, and its propagation is also
difficult for students to imagine. In this case, animations generated by commercial full wave com-
putational packages could be a lifesaver. Let us take TE10 mode as an example. As shown in
Fig. 2(a), the guided wave clearly travels along the waveguide, and forms a standing wave on the
transverse plane. Figs. 2(b), 2(c), and 2(d) visualize the electrical field, the magnetic field, and the

(a) Propagating TE   mode (b) Electrical field (c) Magnetic field

(d) Poynting vector (e) Surface currents (f) Displacement current

10

Figure 2: Simulated TE10 mode in a given rectangular waveguide. The conceived red-dashed displacement
current (with black lines representing the surface currents) in (f) completes the physical process how a
propagating TE10 mode is generated in the waveguide.
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time averaged Poynting vector, respectively. The surface current distribution is shown in Fig. 2(e),
which helps us to conceive the displacement current (red dashed lines) in Fig. 2(f). It will finally
help students to understand the physical process how a propagating TE10 mode is generated in
waveguide.

4. CONCLUSION

Electrical engineering education systems at the university level in Finland and China were intro-
duced and compared in this paper according to the author’s personal education experiences in
these two countries. These comparisons would possibly be helpful for the administrative personnel
in universities, when there are desires to reform current educational systems, and draw lessons from
experiences and strategies of foreign universities. In addition, several simple yet effective in-class
demonstrative experiments or tools for undergraduate students taking my fundamental electromag-
netic course were introduced, which can facilitate the students’ understanding of abstract concepts
and ’invisible’ physical process of electromagnetics.
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Abstract— In accordance with the “Outline of China’s National Plan for Medium and Long-
term Education Reform and Development (2010–2020)”, the raising of education quality is ap-
pointed at the heart of task for the present Chinese higher education reform and development.
Furthermore, the fostering of young talents or professionals shall command a central position in
college work, and no effect shall be spared to produce high-caliber professionals and top-notch in-
novators with steadfast faith, more integrity, rich knowledge, and superb abilities. Consequently,
course teaching, as the most important activity in university, has become the top concerned and
hot discussed subject. Actually, since from the beginning of the 20th century, many educational
experts and scholars has suggested to introduce the latest scientific research achievement into
undergraduate teaching, and then putted it into practice. This paper analyses and sums up
these practices coming from some famous Chinese universities, and integrates with our own in
the National University of Defense and Technology, during the past nearly 10 years. Based on
these, several good ideas and reliable approaches are discussed and concluded, which we think are
useful to effectively improve student’s research ability and creative thinking in the courses such
as electromagnetic, electromagnetic field and wave, and electrodynamics for undergraduates. At
last, some special impediments and outstanding problems are addressed with the expectation to
have a deeper discussion with international colleagues.

1. INTRODUCTION

Under the guidance of the “Outline of China’s National Plan for Medium and Long-term Education
Reform and Development (2010–2020)” [1], several domestic universities, such as Sun Yat-sen Uni-
versity, Nanjing University, Tsinghua University, Peking University and so on, have actively been
involved in the wave of educational reform. Throughout these domestic teaching reform imple-
mentations in the past decade [2–10], bilingual education, computer-aided instruction, introducing
the latest scientific research achievements into undergraduate curriculums have become the main
directions of the reform. Besides, elementary physics curriculums like electromagnetisms, electro-
magnetic fields and electromagnetic waves, electrodynamics and so on, which are found on the basis
of electromagnetic phenomena, always be the first choice of pilot courses.

Focus on introducing the latest scientific research achievements to promote the teaching out-
comes, the electromagnetism-relating courses teaching reform has been the practice for many years
in many domestic colleges and universities, receiving the widespread recognition and support from
most of the educational researchers, managers and coaching staff. In the first part, this paper
presents an objective summery and analysis of these practices. We pay more attention onto the
ways and the approaches of which they have made use of to introduce the related scientific research
achievements, as well as the effects they have achieved. At present, higher educational course reform
with improvement of teaching quality at the core, aims to training high-quality talents who would
be adapt to the high-speed development of national economy and national defense construction,
and be adapt to the information age of science and technology changing with each passing day.
For this requirement and combination with the practice of our school in this area, in the second
part, this paper discusses the necessity and orientation of introducing the related scientific research
achievements into teaching of those electromagnetism-related courses. Furthermore, it points out
two outstanding problems encountered in the process of previous reform. One is how to solve the
contradiction between the new increased content and the limited class hours, and the other is how
to solve the contradiction between the new materials characterized by relativity, variability and
exploratory and the textbook exiting knowledge characterized by maturity and logicality. Class
discussion teaching methodology, active learning with students as the main body and research
teaching, have been the hot-points in overseas education researches and become the content which
domestic colleges and universities compete to study in recent years. Therefore, with the help of
these new teaching ideas, in the third part, this paper addresses some special impediments and
preliminary ideas, with the expectation to have a deeper discussion with international colleagues.
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2. THE PRACTICES OF DOMESTIC UNIVERSITIES

Basic physics courses always become the pilot in the education teaching reform by domestic col-
leges and universities, and courses associated with electromagnetic phenomena, such as electromag-
netism, electromagnetic field and electromagnetic wave, and electrodynamics always walk in the
forefront of the pilot. On the one hand, this is because the basic status of physics and electromag-
netic phenomena is one of important subjects and concepts. There are so much abstract knowledge
and experimental content that it is very difficult for students to learn. So we always hope to promote
students’ learning effect through the teaching reform. On the other hand, this is because of the
close connection between the electromagnetic theory to these technologies, such as the microwave
engineering, antenna engineering, wave propagation and scattering, electromagnetic exploration,
microwave remote sensing, Micro-nano electronics, vacuum electronics, microwave electronics and
optics. The basic knowledge of curriculum has been widely applied in industrial applications. Scien-
tific research put forward the realistic demand for college education, in turns, new scientific results
easily put important influence on teaching. Therefore, introducing scientific research achievements
in electromagnetic theory teaching is in accordance with the characteristics of the course itself.

Based on the comprehensive analysis of the domestic university reforms in the past decade, the
approaches and ways of introducing new scientific research achievements to promote the teaching
quality mainly reflect in the following respects.

The first measure is the textbook revision, which opens some window for the front of modern
science and technology related to the course.

For example, Sun Yat-Sen University, that was chosen as the first domestic electrodynamics
national fine course, rewritten the electromagnetic properties of superconductors in the new third
edition teaching material of electrodynamics [8]. It duly increased the superconducting current in
London theory and the theory of vector potential local relations, said London local area was given
in the superconducting magnetic field penetration depth and the experimental results of deviation,
increased Pippa non local modification, increased such as photonic crystal optical spatial soliton
and atomic optical trap, the new research hotspot, and explained by classical electrodynamics to a
certain degree of content.

Tsinghua university, focusing on cultivating students’ scientific quality and from physical prin-
ciple on the consciousness and ability of technology innovation. It opened Subsequent course for
students with higher requirements for the physical basis, after the college course of basic physics
theories. The course named as Modern physics and the physical basis of new and high technology.
It focuses on the foundation and as far as possible reflect the frontier. It focuses on the physical,
but appropriate contact technology. For example, except for atomic molecular nuclear and parti-
cle physics, it also talks about the general relativity and chaos. Besides, it includes the physical
contents, such as solid state physics and new materials, modern optics and information processing,
new energy, which are closely related to high and new technology.

Peking University writes an electrodynamics introductory tutorial. It selects material refined
and pays attention to teaching skills, or artistic. It maintains the systemic of the theory and the
clarity of basic concept, and at the same time it absorbs the new research results as far as possible.

Nanjing Normal University proposes to take new findings, new invention and subject forefront
information into the textbook, to make it keep pace with the times. Adopt the way of the teaching
material combination. As for the mature knowledge, it highlights the key part of the teaching
material content. And for forefront information, it makes up as the matched reading materials.

In addition, Inner Mongolia University of Science and Technology and some other universities
also stand for cut off some old content and introduce the latest scientific research achievements into
the textbook, as references for students to read after class.

The second measure is redesign the experiments and practice programs, which let the students
near to the real and present scientific researches.

Quite a few domestic Universities, like the Jilin University, the Taiyuan University of Technol-
ogy, the Capital Normal University and the Nanjing University of Aeronautics and Astronautics
University, have actively explored the methods and measures to using scientific research to improve
the experiment teaching. They pay attention to transfer the professional laboratory science frontier
and the scientific and technological development projects to the demonstration and practice exper-
iments, open to the students. Comparison of representative including optical bi-stable, non steady,
chaos and control, power generation using high temperature solid oxide fuel cell, the preparation of
high temperature superconducting ceramics and magnetic levitation, dot matrix display based on
single chip microcomputer control magnetic field distribution and the semiconductor refrigeration
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demonstrations and practice experiments.
Sun Yat-Sen University designed the new ideas of new theory and new technology, in the latest

scientific research achievements, as the extracurricular reading and discussion topic or in the form of
lectures in the knowledge module. In addition, they encourage and guide the efficient junior students
to participate in various early scientific research training, science and technology competition.

The undergraduate students’ academic achievements in quality and quantity are demonstrated
by the students’ published academic papers.

The third measure is to establish a course online learning platform, with the new scientific
achievements plentiful and easy reachable for students.

Qiqihar University and Hebei University advocates the establishment of a library or online
courses for students, with learning resources, which is much less likely to involve through class
but shows relation to the technology development and scientific progress. It plays the role of an
auxiliary supplement classroom teaching.

The above reform proposals and initiatives does play a certain effect in the promotion of the
teaching quality, but whether the textbook, website content or the practice in the experimental,
need students to occupy their spare time to carry out. It failed to solve the existing difficulty that
integrating the lessons with scientific research in class. Therefore, how to solve the contradiction
between the increased new content and limited hours is currently a problem when we hope to take
advantage of the scientific research to promote the quality of teaching. Secondly, the new results
usually character with exploratory and existing classic textbook content is systematic and mature.
It is difficult for students to develop their scientific discernment, and is more difficult to ensure that
students are able to correctly understand and the new problem, just only be provided with lots of
materials after class.

3. REFLECTIONS ON THE REFORM OBJECTIVES

Form the above analysis of the past domestic higher education reform in physics courses related
to electromagnetism, we can find that the objectives of introducing new scientific research achieve-
ments are to wide students’ visual field, to promote and encourage students to apply the knowledge
learning in the class. However, just only through providing many materials for students to get to
know, to read and to practice in their spare time, and in the classroom still making use of the
traditional lecture teaching, or infusion teaching, it’s difficult to get as many as students to get
involved and it is almost impossible to train most of the students with the scientific way of think-
ing. Therefore, introducing the new scientific research achievements should be tied in closely with
the innovation of teaching method. It is important to cultivate the scientific literacy and scientific
spirit of students and to stimulate the interest in scientific exploration of students during the class
and within the limited hours.

4. EXPLORATIONS FOR PRACTICE

Making use of the idea of discussion-based teaching, we can transfer the new thoughts, new ideas,
new methods and novel application coming with new scientific research achievements to the learning
materials. We need to unify the process of learning knowledge and applying knowledge with the
process of thinking the research behavior coming out with new achievements repeatedly.

Around scientific research hotspot and frontier content, it is necessary to redesign the classroom
examples and exercises after class. These new problems should pay attention on the raise of ability
to analyzing the problem and solving the problem in the real scientific research. Besides, it is better
to add some open questions for thinking, which focus on the capability of digesting the knowledge
and the build of scientific thinking as well as the scientific values. Theses demand the teachers to
improve their own scientific appreciation that they can grab and keep with the mainstream and
frontiers in the development of science and effectively. Furthermore, teachers also need to be able
to summarizes the successful application in the actual research and rise it up to the theory of
education.

For students to discuss organizational issues and explore solutions to the problem together, it
is better to get use of the seminars teaching style to explain examples. During the course, teacher
work as guiders. Exercises explain reported by the students, and then for teachers to compare
the answers between different teams, like organizers and evaluators. Open thinking questions are
for voluntary students to answer freely, which can be the way of select potential researchers for
the scientific program and other practice activity. Theses require teachers to improve their own
seminar organizational skills. For the chosen topic, teachers need to can develop a careful plan
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(includes seminar outline, discuss plans and content evaluation methods, etc.). The discussion can
be arranged to start with the curriculum related knowledge, and the end result can be a return to
the basics of the curriculum.

Course knowledge and concept map summary should be worked out by the students, according
to their own understanding and mastery. We can image that these knowledge structures formed
by the students will be Hundred Flowers picture. These knowledge structures will provide a rich
learning feedback to teachers. For instance, the course difficulty and the threshold concepts from
the point of students, as well as how their understanding of the knowledge is progressing.

5. SUMMARY

This paper analyses and sums up these practices coming from some famous Chinese universities
during the past nearly 10 years. The approaches and ways of introducing new scientific research
achievements to promote the teaching quality mainly reflect in the three respects. These are
the revision of the textbook, the experiments and practice programs designed according to the
achievements, and to establish a course online learning platform. Whereas, it is hard to embrace
the new material within the limited class time and it is hard for students to indentify the exploratory
and changeability of the new achievements. In order to solve these two problems faced by the past
reform, we recommend combining the new achievements presentation with the seminar teaching
method. Though redesigning the classroom examples, exercises after class, and open thinking
questions, recognizing discussions on the solutions by students, and studying the course knowledge
and concept maps summarized by students, we can achieve the teaching improvement benefiting
from introducing new scientific achievements during the class time.
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Random Distributed Feedback Fiber Laser Employing
Erbium-doped Fibers

Lulu Wang and Xinyong Dong
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Abstract— A low-threshold, narrow bandwidth random fiber laser by using a short erbium-
doped fiber (EDF) to provide high-efficiency gain in a FBG-formed half-opened cavity is demon-
strate. Typical random laser radiation based on the resonance between the FBG reflector and
distributed random Rayleigh scattering of the long-distance SMF is realized. Single- and dual-
wavelength random lasing operations are realized by using one- and two-FBGs respectively, with
low threshold pump power of only 10 mW, which is about two orders lower in magnitude than
that of the previously reported conventional random fiber lasers amplified through distributed
Raman effect.

1. INTRODUCTION

Random lasers operate without a traditional cavity but randomly distributed scattering centers,
leading to the unique advantage of simple technology, i.e., without the need to engineer a precise
cavity [1]. Optical fiber-based random lasers, also called random fiber lasers, have attracted lots of
attention in recent years because the fiber waveguide provides one-dimensional random distributed
feedback (RDFB) that can improve the laser performance significantly [2]. Normally, random fiber
lasers are based on the distributed feedback of Rayleigh scattering amplified through stimulated
Raman scattering (SRS) effect in a long-distance (tens of km) single-mode fiber (SMF) [2]. Their
applications in sensing [3] and communications [4] have also been investigated. Improved laser per-
formance was also achieved by using stimulated Brillouin scattering (SBS) as the gain mechanism,
instead of the normally used SRS effect, because SBS has much higher gain efficiency and narrower
gain bandwidth [5]. Random fiber lasers based on a randomly spaced identical FBG array recorded
in rare earth-doped active fiber has also been reported with improved performance, arising from
the efficient gain of the active fiber, the strong feedback and narrow reflection bandwidth of the
FBGs [6].

2. LASER DESIGN AND VERIFICATION

Figure 1 shows the schematic diagram of the proposed EDF-based random fiber laser with a half-
opened cavity. It consists of a 1480-nm pump laser with a maximum output power of 400 mW, two
1480/1550 nm wavelength-division multiplexers (WDMs), a FBG reflector containing one or two
FBGs, a 2-m-long highly-doped EDF and a 30 km-long SMF (type G.652). The EDF has a mode
field diameter of 6µm and a high peak absorption coefficient of ∼ 11 dB/m at 1480 nm. The pump
laser is launched through WDM 1 into the EDF, which is followed by the long SMF. The FBG
reflector is at the left of WDM 1 to reflect the selected wavelength(s) back into the EDF and the
long SMF. We use one and two FBGs to achieve the single- and dual-wavelength laser operations,
respectively. FBG 1 has central wavelength of 1550 nm, linewidth of 0.24 nm and reflectivity of 90%.
FBG 2 has central wavelength of 1551 nm, linewidth of 0.27 nm and reflectivity of 97%. WDM 2 is
used to filter out the residual pump power from the laser output. The Angled polished connectors

y 

e, 

 

Pump:1480 nm

Output 

EDF: 2 m

WDM
 

SMF:30 km

RDFB

 

FBG reflection

FBG1 FBG1  FBG2

Figure 1: Proposed EDF-based random laser WDM, wavelength-division multiplexer; EDF, erbium-doped
fiber; SMF, single-mode fiber; FBG, fiber Bragg grating; RDFB, random distributed feedback.
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are used at the both output ends to eliminate the Fresnel reflection of the fiber ends. The laser
output is measured by using an optical spectrum analyzer (OSA) with resolution of 0.02 nm and
an optical power meter (OPM).

The lasing operation is supposed to be grounded on the EDF gain and the resonance between
FBG reflection and RDFB through backward Rayleigh scattering in the long-distance SMF. When
the EDF is pumped to generate population inversion of erbium ions, amplified spontaneous emission
(ASE) is generated and then wavelength-selectively reflected by the FBG reflector and randomly
backward scattered by Rayleigh scattering effect of the long SMF. With increasing power of the
pump laser, resonance happens when the gain overcomes the total cavity loss.

3. LASER CHARACTERIZATION

For the single- and dual-wavelength random fiber lasers with one or two FBG(s), the output spectra,
as shown in Figs. 2(a) and (b), indicate a dramatic change when the pump power reaches 10 mW.
Based on previous studies [2], the generation of stochastic spikes is related to the combined effect of
distributed Rayleigh scattering and cascade SBS, while nonlinear spectral broadening (NSB) arising
from nonlinear interactions, such as frequency mixing and cross-phase modulation, can make the
spikes broadened and superposed and further suppress the SBS process. For the single-wavelength
random fiber laser, well-localized and stabilized laser spectra with narrow linewidth were observed
when the pump power reaches 100 mW. For the dual-wavelength random fiber laser, the intensity
increases with pump power and then stabilized and smoothened output spectrum is finally achieved
when the pump power reaches about 200 mW, which is just twofold of that for the single-wavelength
random fiber laser, indicating nearly the same pump power consumption for each lasing wavelength
to reach the stabilized state. In addition, two new spectral peaks appear outside the two main peaks
and grow up with the pump power. The wavelength separations of neighboring peaks are the same,
meaning that four-wave mixing (FWM) effect in the long-distance fiber plays the key role for the
generation of the new spectral peaks. It also indicates the possibility of achieving multi-wavelength
random fiber laser based on this FWM effect.
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Figure 2: Output spectra of the (a) single- and (b) dual-wavelength random fiber laser for different pump
powers.

0

5

10

15

20

25

0 90 180 270 360 450

Pump power (mW)

O
u

tp
u

t 
p

o
w

e
r
 (

m
W

)

Single, Right

Dual, Right

Figure 3: Output power against pump power for single- and dual-wavelength random fiber lasers.

Figure 3 shows the comparison of laser output power against pump power between the single-
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and dual-wavelength random fiber lasers. It can be seen that the two lasers show the same threshold
and similar output characteristic. The output powers grow nearly linearly, under maximum pump
power of 400 with pump power. The maximum output powers are 19mW and 23 mW for the single-
and dual-wavelength random fiber lasers, respectively. So the pump efficiencies are up to 5.7% and
6.4% for single- and dual-wavelength output, respectively. The dual-wavelength laser has slightly
higher efficiency than that of the single-wavelength one.

4. CONCLUSIONS

A low-threshold, high-efficiency and narrow linewidth random fiber laser has been demonstrated
for the first time by using an erbium-doped fiber as gain medium in a FBG-formed half-opened
cavity design. Due to the wavelength-selective feedback of the FBG reflector and the high-efficient
gain from the pumped EDF, the threshold power of the achieved random fiber laser is as low as
10mW, which is two orders lower in magnitude than that of the reported conventional random fiber
laser amplified by distributed Raman effect. The maximum pump efficiency of single- and dual-
wavelength lasers are up to 5.7% and 6.4%, which is comparable to that of normal erbium-doped
fiber lasers.
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Random Laser with Er/Yb-codoped Fiber Grating

Lulu Wang and Xinyong Dong
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Abstract— A random fiber laser is demonstrated based on a 25-mm-long multi-phase shifted
fiber Bragg grating, which was fabricated in a highly Er/Yb-codoped fiber with the beam-
scanning method. By inserting twenty phase errors with random amplitudes between 0 and
2π along the grating and end-pumping the Er/Yb co-doped fiber with a 980-nm laser diode,
we achieved low threshold (28 mW) and almost either single or dual-wavelength random lasing
operations of changeable wavelengths depending on the power of pump laser.

1. INTRODUCTION

Low threshold random fiber lasers based on optical fiber Bragg grating (FBG) technology have been
reported recently by taking advantages of the effective light localization effect introduced by FBGs
and high efficient gain from pumped erbium-doped fibers (EDFs) [1, 2]. Lizárraga realized the first
FBG-based random fiber laser by using a randomly spaced identical FBG array recorded along a
150-cm-long Er/Ge co-doped fiber [1]. Gagne reported more compact random fiber lasers based
on single FBGs, which were recorded on Er-doped fibers and of multiple phase errors randomly
distributed along the whole length (20–30 cm) [2]. In this paper, we report a much more compact
random fiber laser by using a 25-mm-long multi-phase-shifted FBG, which was fabricated in a highly
Er/Yb-codoped fiber and pumped with a 980-nm laser diode. It is the shortest random fiber laser
to the best of our knowledge if only the effective part of the fiber is under consideration. Typical
random laser radiation based on the light localization behavior of the grating with randomly phase
errors is realized.

2. FIBER GRATING FABRICATION

The multi-phase-shifted FBG was fabricated by using a frequency-doubled Argon laser (244 nm)
with the phase mask and beam-scanning method. The highly Er/Yb-codoped fiber has a mode
field diameter of 7µm and a high peak absorption coefficient of ∼ 500 dB/m at 980 nm. A 25-mm
long FBG with 20 phase shifts of random amplitude between 0.2π and 1.9π and nearly equal sep-
aration around 1.19 mm was therefore fabricated in the middle of the 40 mm-long-Er/Yb-codoped
fiber. Figure 1 shows the reflection and transmission spectra of the recorded multi-phase-shifted
FBG measured by using a tunable laser (AQ4321D) with resolution of 1 pm and an optical spec-
trum analyzer with resolution of 10 pm. The reflection spectrum has a 3-dB bandwidth around
0.95 nm centered at 1542.98 nm and reflectivity of 99.9%. Several obvious narrow transmission
peaks attributed to the phase shifts are observed in the broadband reflection background.

3. LASER DESIGN AND VERIFICATION

The experimental setup is shown in Fig. 2. A 980 nm pump laser with a maximum output power
of 200 mW was used to pump the multi-phase-shifted FBG through a 980/1550 nm wavelength
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Figure 1: Reflection and transmission spectra of the phase shifted FBG.
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division multiplexer (WDM). The laser output is backward in respect to the pump laser so that the
residual pump laser can be avoided from the output. Angle-polished connectors or fusion splicing
were used to avoid any unwanted back reflections. The multi-phase-shifted FBG was placed into
water to prevent it from temperature changes arising from high power pumping because the pump
generated heat can be absorbed quickly by water during the experiment. Both optical power meter
and OSA were used for measurement.

The measured laser output spectra as a function of pump power are shown in Fig. 3. We
measured it twice by changing the pump direction (namely injecting the pump laser from another
end of the Er/Yb-codoped fiber). The threshold pump powers are 28 and 35 mW, respectively. It
can be seen that the laser output spectra for the both pumping directions contain two lasing peaks
when the pump power is low, a strong one on the long wavelength side and a weak one on the
short wavelength side. With increasing the pump power, the weak one grows up faster than the
strong one and finally exceeds the initially strong one when the pump power reaches ∼ 100mW.
With further increasing the pump power, the laser output experiences different evolutions for the
two pump directions: for the left end pumping case, the initially strong one shrinks quickly and
disappears finally so only one peak is operating; for the right end pumping case, the two peaks keep
operating together till the pump power reaches the maximum. Since each peak of the laser output
may contain several randomly embedded local spatial modes and the radiation intensity of each
local spatial mode depends on the local pump power, we believe that the differences in both pump
threshold and spectrum evolution are related to the asymmetrical distribution of random phase
errors and attenuation of the pump power along the length of the grating. The relatively broad
laser linewidth and minor spectral splitting [as can be observed in Fig. 3(b)] provide the evidences
that the final laser output spectrum is the sum of lots of local spatial modes that may have slightly
different emission wavelengths. The laser modes for the both pumping directions have an optical
signal to noise ratio (OSNR) as high as 65 dB.

The measured output powers as a function of pump power are shown in Fig. 5. For the laser
pump from left end or right end of the Er/Yb-codoped fiber, it can be divided into three or two
parts depends on the number of the laser peaks. The output powers grow nearly linearly with
pump power increasing in different ranges, respectively. The maximum output powers of the laser
for pump from left and right end are 1.18 and 1.5mW, respectively. So the pump efficiencies
are 0.7% and 0.9%, respectively. The difference of the efficiency is because the numbers of laser
emission that pump from left or right ends are different. As the fusion splice between the WDM
and Er/Yb-codoped fiber exhibit losses, while the reflection of the grating is high that lead to a

WDM

Pump: 980 nm UV laser

Multi-phase-shifted FBG
Output

Figure 2: Schematic diagram of the experimental setup. WDM, wavelength division multiplexer; FBG, fiber
Bragg grating.

(a) (b)

Figure 3: Laser output spectra with different pump power. (a) and (b), pump from left and right end of the
Er/Yb-codoped fiber.
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Figure 4: Laser power as a function of pump power when pumped from the left or right end of the Er/Yb-
codoped fiber.

high intra-cavity flux, the efficiency is not very high.

4. CONCLUSION

To conclude, we present an ultra-short random fiber laser based on the fiber Bragg grating with
multi-phase-shifts. The proposed random fiber laser exhibits the pump threshold of about 28mW
and 35 mW when pump from left and right end of the fiber. Depending on the pump power, the
random laser shows almost both single and dual-wavelength operation. This proposed random fiber
laser may find potential applications for sensing applications.
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Abstract— In this letter, we have numerically demonstrated a high-performance microcavity
sensor which is connected with a waveguide directly. With input light and output light transmit-
ting in the same waveguide, we propose a robust direct coupling mechanism of the microcavity.
For a circular microcavity with a diameter of 4 µm and effective refractive index of 3.3, our nu-
merical results show that the coupled modes are excited and more than 106 Q-factor is calculated
from the transmission spectrum. Dramatically, the spectrum shows a Fano-shape resonance at
specific wavelength. Using the Fano resonance, we detected a refractive index change on the order
10−5 and a nanoparticle with radius 5 nm. What’s more, the sensor is insensitive to waveguide
width and refractive index.

1. INTRODUCTION

Highly performed sensors have been an active research area for their widely applications in biological
detection and environment monitoring. The early detection of viral particles responsible for human
fatal diseases makes the prevention, diagnosis, and control possible. Though labelling detection
method has made excellent achievements in this area, there are also problems with its detection
mechanism. The labels may produce some other unknown signals and at some time the labels can
be hardly conjugated with the target sample, which limits the experiment’s scope. It is evident
that there is a great need to label-free detection.

Whispering-gallery-mode (WGM) optical microcavities have been proposed as a prominent ex-
ample to achieve high-precision detection in real-time and label-free manner, for their compact
size, small mode volume, and ultrahigh Q factors (Q ∼ ωt, ω is the angular frequency and t is
the lifetime) [1]. In the past two decades, high-Q whispering-gallery-mode resonators have shown
remarkable detection limit and been used in various important applications, e.g., the detection of
protein, DNA, single molecule [2–5] and so on. What’s more, the modes can be excited in various
geometries and materials, such as microsphere [6], cylinder [7], microring [8], and microtoroid [9]
with refractive index ranging from 1.4 to 3.5. However, both of these sensors need a tapered-fiber
to excite the high-Q WGMs by means of coupling light evanescently. This means the distance
between the tapered-fiber and microcavity should be precisely controlled, usually less than a few
hundred nanometers, and unfortunately the distance is sensitive to environmental disturbance.

2. DISCUSSION

In this letter, we report a new direct coupling mechanism to excite high-Q WGMs of the microcavity
without using the tapered-fiber. By connecting a waveguide to microdisk directly, we show that the
light can easily couple in the microcavity, excite the high-Q modes, and the corresponding detection
signals couple out through the same in-put waveguide. In a small microcavity with 4-µm radius, our
numerical results demonstrate detection of 10−5 refractive index change of the surrounding medium
and single nanoparticle as small as 5 nm in radius. As the thicknesses are usually much smaller
than their in-plane sizes, the microdisks are treated as two-dimensional objects by applying effective
index of refraction n. The cavity studied here is schematically shown in Fig. 1(a). It is a circular
cavity in radius R connected with a waveguide with width w. The emissions from such structure
have been thoroughly studied in microlasers and unidirectional outputs along the waveguide are
reported for the relative long-lived resonances. In principle, the unidirectional emissions and high
output efficiencies do make sense. At the joint position, the TIR is totally broken. Thus the leakage
along the waveguide is orders of magnitude larger than the evanescent tunneling and dominates
the far field patterns.
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(a) (b)

Figure 1: (a) The schematic picture of waveguide connected microdisk. R = 4 µm, w = 300 nm. (b) The
normalized far-field output at wavelength 1703.39 nm with Q factor marked as 2 and electric field pattern in
Fig. 1(a). The picture inset (b) is the calculated quality factors more than 2× 105 at different wavelengths
ranging from 1 µm to 1.8 µm.

Figure 1(b) is an example of far field output pattern of the microdisk-waveguide systemand
the corresponding electric field distribution is shown in Fig. 1(a) at wavelength 1703.39 nm. By
exciting the high-Q modes in active devices, unidirectional outputs can be easily demonstrated. In
consideration of time reversal symmetry, it is natural to think whether the high-Q modes can be
efficiently excited with input light couples in through the waveguide. Below we will show that this
conceive is actually true.

The microdisk-waveguide systems are numerically calculated with the Finite Element Method
(Comsol Multiphsyics 3.5a). Here we set the effective refractive index n = 3.3 (GaAs) for transverse
magnetic (TM, M is in plane) polarization and ignore the material dispersion. The microdisk with
radius R = 4µm and waveguide width w = 0.3µm is surrounded by air (n = 1). Fig. 1(b) illustrates
quality factors more than 105 of the microdisk-waveguide systems with wavelength ranging from
1µm to 1.8 µm. Both of these modes are simulated with Comsol 3.5a eigenvalue study. We
take four relative high-Q modes (marked as red rectangle14) at wavelength 999.03 nm, 1703.40 nm,
1708.77 nm, and 1783.35 nm, respectively. To testify our conceive, we launch light at the waveguide
around these mentioned resonance wavelengths. The light signals propagate along the waveguide
and couple in the microdisk directly without using tapered-fiber. At the same time, we calculate
the reflection spectrum taken at the plane marked as the dashed line in Fig. 2(e).

The normalized reflection spectrums shown in Figs. 2(a)–(d) are calculated by the reflective
Poynting vector in the waveguide divided by total incident Poynting vector without the microdisk.
From these spectrums, four peaks marked as red rectangle 1–4 can be easily found, which are
0.78, 0.91, 0.97, and 0.91, respectively. And the corresponding electric field patterns are shown
in Fig. 2(e). The surprisingly high reflection efficiency means that almost all of the signals on
resonance can easily couple out through the waveguide. In addition, the calculated Q (Q ∼ λ/∆λ,
λ is the resonance wavelength and ∆λ is the FWHM) factors are also very high, which are almost

(a) (b)

(c) (d)

(e)

Figure 2: Calculated reflection spectra around 999.03 nm in (a), 1703.40 nm in (b), 1708.77 nm in (c), and
1783.35 nm in (d). (e) The electric field patterns of resonances marked as 1–4 in Figs. 2(a)–(d), respectively.
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the same as the tapered-fiber coupling systems. So both of the resonance wavelengths, Q factors,
and field patterns agree with the eigenvalue results in Fig. 1(b), demonstrating our assumption.
This reveals that the direct coupling mechanism of microdisk-waveguide systems can easily excite
the high Q modes as well as with high reflection efficiency, which is ‘easy come, easy go’.

The formation of high Q resonances and high reflection efficiency can be understood as the
following. Below,we will take the mode 2 with the highest Q factor in Fig. 2(b) for example.
Once signals are coupled to the microdisk, three different leakages occur, which are the coupling
to waveguide, refractive leakage, and the scattering at the junction of microdisk and waveguide.
When the wavelength close to 1703.40 nm, it is easy to see that the coupled resonance (see Fig. 2(e)
marked as 2) has a pentagon-shape field pattern and is confined along period-5 stable islands.
As the pentagon-shape resonance is independent to the connecting waveguide, the waveguide thus
will not affect the total internal reflection within stable islands directly,making the high Q factor
realized. This is also why the leakage by refractive escape is orders of magnitude smaller than the
coupling to waveguide. Therefore, more than 90% signals on resonance reflect along the connecting
waveguide.

In additional to the high reflection efficiencies and high Q factors at many resonant wavelengths
in Fig. 2, this surprising direct coupling mechanism is also robust to the waveguide with and refrac-
tive index of microdisk, which are essential for practical fabrications. The results are summarized
in Fig. 3. We can see that the reflection is kept at a high value around 90% when the width of
waveguide is changed from 0.1µm to 0.5µm (see Fig. 3(a)). Meanwhile, the high reflection effi-
ciency (> 90%) can also be obtained with a wide range of refractive index from n = 2.7 to n = 3.5
(Fig. 4(c)). The same as reflection efficiency, the microdisk-waveguide system with different waveg-
uide width and refractive index also demonstrates relative high Q factors shown in Fig. 3(b) and
Fig. 3(d), where all of them are more than 105. This means that the materials and their dispersions
won’t smear out the coupling mechanism.

(a) (b)

(c) (d)

Figure 3: The maximum of reflection versus different waveguide width in (a) and refractive index in (c). (b)
and (d) are the calculated quality factors versus different waveguide width and refractive index, respectively.

The resonant wavelengths of microcavity depend on the effective refractive index, which can
be affected by, e.g., refractive index change of the surrounding medium and nanoparticle attached
to its surface. Detection of such an effective index change can be made by either observing the
shift of spectra or monitoring the change of light intensity from the output at a fixed wavelength.
More interestingly, it is found that the lineshape in Fig. 2(b) is asymmetric Fano-shape resonance.
The steep slope between minimum and maximal reflection makes the microdisk-waveguide system
a natural highly sensitive sensor. Next, we will focus this reflection spectrum and test its detection
properties.

Figure 4(a) shows the reflection spectrum of the sensor with different surrounding environment
refractive indices from 1 to 1.0003 with step of 10−4. The curves demonstrate an obvious red shift
as the refractive index increases. Based on Fig. 4(a), the normalized reflective intensity variation
at a fixed wavelength (1703.3998 nm) is plotted in Fig. 4(b) as a function of refractive index change
∆n. We can see that a 10−5 change in refractive index can lead to almost 0.03 variation of reflective
intensity. Such a high intensity variation means that ∆n can be easily detected.

In addition, to test the properties of nanoparticle detection, we attach a single nanoparticle
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(a) (b)

(c) (d)

Figure 4: (a) Reflection spectra for different refractive indices n of the surrounding medium. (b) Reflection
variation versus ∆n at fixed wavelength of 1703.3998 nm. (c) Schematic picture of nanoparticle detection
system. All the parameters are the same as Fig. 1(a). Single nanoparticle with refractive index np = 3 and
radius r is attached to the microdisk at θ = 3/2π. The electric field corresponds to the peak (marked as (c)
in Fig. 4(d)) with r = 5 nm. (d) The calculated reflection spectra with different particle radius r.

with refractive index np = 3 to the microdisk. The schematic picture is shown in Fig. 4(c). All the
parameters are the same as Fig. 1(a) except a nanoparticle is attached to the microdisk at θ = 3/2π.
Fig. 4(d) depicts the measured reflection spectrum with different particle radius r. For comparison,
the black solid line in Fig. 4(d) is the reflection without nanoparticle. As a single particle in radius
r = 5 nm is attached on the microdisk, the spectrum shows a red shift (the dash-dotted line) with
both the maximal and minimal reflection decrease. And this trend keeps as the particle radius
increases, demonstrating the effective nanoparticle size sensing.

3. CONCLUSION

We have demonstrated a direct coupling optical sensor which is robust to waveguide width and
refractive index. Our numerical results show that light can be either easily coupled in the micro-
cavity or easily coupled out through the same waveguide. Refractive index change on the order
10−5 and single nanoparticle with radius 5nm can be detected with this sensor.
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Abstract— We designed and fabricated a thermo-optic tunable filter based on silicon double
ring resonator for external cavity laser. The footprint of the device is ∼ 700 µm × 400 µm. The
tuning range is about 16 nm and the tuning efficiency of the device is estimated to be about
0.56 nm/mW, owing to the Vernier effect.

1. INTRODUCTION

Silicon photonics has been considered a promising technology for 21st century [1]. To date, silicon
photonic devices can be wafer scale produced on a silicon-on-insulator (SOI) platform, which are
compatible with standard complementary metal oxide semiconductor (CMOS) technology [1–6].
SOI materials system has the inherent high-index contrast between the Si-SiO2 (∆n = 2.03) with
strong light confinement in the Si core [1, 2]. The high ∆n permits to sharp bends and small
sizes, thus, allowing the miniaturization of passive optical devices and leading to high-density
photonic integrated circuits. The SOI optical devices offer the potential for integration with CMOS
electronics in order to achieve monolithically integrated optoelectronic systems [3].

For the past decade, many research groups have demonstrated many silicon devices to process
optical signals, such as coupling systems from optical fibers to optical waveguides, tunable filters and
high-speed modulators [4]. These devices have been mainly focused on two major physical effects,
namely, electro-optic and thermo-optic effects [5]. The electro-optic effect has the advantage of
low-loss and low-power with relatively fast response time, but it required large drive voltages and
tuning range is small. On the other hand, the thermo-optic effect is inherently lossless, which
can be utilized to efficiently tune devices with negligible insertion loss. In addition, silicon has a
relatively high thermo-optic coefficient (1.86×10−4/K) [6], which allows for wavelength tuning and
switching with relatively low power. The only shortcoming of these devices is slow response time [7].
Heating of photonic devices for the utilization of the thermo-optic effect has been widely used with
integration of micro-heater close to the silicon device, which can reduce the optical absorption by
the metal [5].

In this paper, we present a thermally-tuned silicon double ring resonator (DRR) based on Vernier
effect for hybridly integrated external cavity tunable laser. It contains cascaded double rings on
SOI with micro-heaters on the top, as schematically depicted in Figure 1. The Vernier effect is an
effective approach to realizing a wide tuning range.

This paper is organized as follows. In the second section, the thermal tuning of the device
is mathematically analyzed. In the Section 3, the fabrication of the device is discussed. In the
Section 4, the external cavity tunable laser employing the double-ring filter is presented. Finally,
some conclusions are drawn in Section 5.

2. THERMAL-TUNING DESIGN

In our design, we used the thermo-optic effect in silicon, which has a relatively high thermo-optic
coefficient, causing a large shift of the resonant wavelength. A change of the effective index ∆neff

results in a shift of the resonant wavelength ∆λ = λ · neff /ng [8]. Here, neff , ng are the effective
refractive index and the group index, respectively. The height and width of the waveguide are
designed to be 250 nm and 500 nm, respectively, which was chosen for TE single-mode operation at
wavelength = 1550 nm. For one ring resonator, the variation of effective refractive index of about
0.02 is achieved when the temperature changes by 100 K, corresponding to a wavelength shift in
the order of 8.4 nm, which is shown in Figure 2.

To achieve thermo-optic effect, we used micro-heater. The structure of the micro-heater is shown
before in Figure 1. Here, the micro-heater is placed on top of the waveguide and is separated from
the waveguide by a SiO2 upper-cladding layer, which can reduce the optical loss. The micro-heater



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 823

Figure 1: Schematic demonstration of the device. Figure 2: Variation of effective refractive index and
resonant wavelength shift when the temperature
changes.

(a) (b) (c)

Figure 3: (a) Temperature distribution at the cross-section of the waveguide when an electrical current of
6mA is applied on the micro-heater. (b) Temperature variation of the waveguide when applying current in
the micro-heater. (c) The resonant wavelength shift when different currents are applied on the micro-heaters.

has Ω shape, which conducts most of the heat along with the ring waveguide and confines the heat
to reduce thermal crosstalk. Heat transport in the device is numerically simulated based on the
heat-transport equation, as follows [5]:

∇(−k∇T ) + ρc
∂T

∂t
= qs (1)

Here, k, c and ρ are the thermal conductivity, heat capacity and density of the material, respectively;
qs and T are the density of the heat power generation and the temperature, respectively. Using the
finite-element method, the temperature distribution in the waveguide is calculated with applying
6mA current as shown in Figure 3(a). When applying different current in the micro-heaters, a
temperature variation is induced in the waveguide as shown in Figure 3(b). The free spectral
ranges (FSRs) of the two racetrack ring resonators are designed to be 400 GHz and 500 GHz,
respectively. In Figure 3(c), the black line is the transmission spectrum under room temperature
when no electrical current is applied. The FSR of the double-ring filter is 16 nm. When 6mA current
is applied in the micro-heaters of the two resonators simultaneously, the resonant wavelength shifts
by 2.4 nm, as shown by the blue line. When 6mA current is applied in the micro-heater of the larger
resonator alone, the resonant wavelength shift is 12 nm, as shown in the red line. The wavelength
tuning is amplified five times by the Vernier effect. The tuning range is limited by the FSR, which
is about 16 nm.

The resistance of micro-heaters of the double rings are 500 Ω, 590Ω, respectively. When 6 mA
is applied on each of the two micro-heaters, the total power consumption is about 39.2 mW and
the tuning range is the same as the case with one ring resonator. The tuning efficiency in this case
is about 0.06 nm/mW. With 6 mA is applied on the larger ring alone, the total power consumption
is only 21.3 mW and the tuning efficiency increases to about 0.56 nm/mW, owing to the Vernier
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effect.

3. FABRICATION

The device in this work was fabricated on SOI wafer with a 250 nm silicon top layer and a 3µm
buried oxide (BOX) layer. The fabrication process comprises three steps with three different pho-
tolithographic mask layers: a waveguide layer and two metal layers. The waveguide layer was
fabricated by means of electron-beam lithography using ma-N 2405 photoresist to pattern the sam-
ples on the SiO2 mask, followed by dry etching of SiO2 and Si. Figure 4(a) shows the cross-section
of the etched waveguide. The total height includes the waveguide height and the thickness of the
SiO2 mask. The ring structure and the coupler section are shown in Figure 4(b). After etching and
photoresist cleaning, a one-micron-thick layer of silicon dioxide is deposited as an upper-cladding
layer by plasma enhanced chemical vapor deposition (PECVD).

(a) (b)

Figure 4: SEM images of (a) the waveguide cross-section and (b) the ring structure and the coupler section.

The metal was deposited in two steps using contact photolithography. The first step was pho-
tolithography of the micro-heaters and 100 nm Nichrome metal deposition, followed by lift-off. The
second step consisted of photolithography of contact pads and Ti/Pt/Au (20 nm/20 nm/400 nm)
deposition, followed by second lift-off. Table 1 shows the design parameters used in the fabrication
of the device. The footprint of the device is ∼ 700µm× 400µm.

Table 1: Designed parameters for the fabricated device.

Waveguide

cross-section

Coupling regions

Radii

Micro-heaters

Contact pads

Width Height

500 nm 250 nm

Gap Coupling length

300 nm 16 µm

R1 2R

17.5 µm 23.2 µm

Material Thickness Width

Nichrome 100 nm 3 µm

Material Thickness Width

Ti/Pt/Au 20 nm/20 nm/400 nm 150 µm

4. EXTERNAL CAVITY LASER

Using this double ring resonator as a wavelength-tunable filter, a III-V/SOI external cavity tunable
laser with narrow emission linewidth is designed, which is schematically shown in Figure 5. The
laser consists of an InP based gain chip, the DRR and a free-space transmission section. The latter
uses graded-index lenses to couple the gain chip with the DRR, constructing a long external cavity.
The double ring resonator is used for laser mode selection. And the laser emits from the front
facet of the gain chip. The fabrication of the device is currently in progress and the results will be
reported later.
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Figure 5: Schematic diagram of external cavity tunable laser.

5. CONCLUSION

In this work, numerical simulation of heat transport in micro-heater is presented for the study of
thermal tuning of the silicon double ring resonator. The tuning efficiency of the device is estimated
to be about 0.56 nm/mW, owing to the Vernier effect. The fabrication process of the device is
discussed, and a design concept of external cavity tunable laser is presented.
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Abstract— In this paper, we introduce an approximation in homogenization of a three di-
mensional elastic metamaterials by a homogeneous equivalent micropolar media whose effective
parameters are determined by average theory. Formulations of averaged physical fields over the
representative volume element (RVE) together with dispersion relations of plane wave propaga-
tion are presented in the text.

1. INTRODUCTION

Micropolar elasticity, also called Cosserat elasticity [1, 2], is a generalized continuum theory. In
contrast to classical continuum, each material point in a micropolar medium has six degree of
freedom, which often be used to describe solid materials with intrinsic microstructure effects like
bone [3], porous material [4–6], brick structure [7], granular materials [8, 9] and many others. Re-
cently, inspired by electromagnetic metamaterials [10], the research of elastic metamaterials have
attracted considerable interest due to potential applications in manipulating the propagation of
elastic waves [11–17]. Among them, a few reported works focus on the design of chiral microstruc-
tures which can enhance rotational resonance and thus achieve double negative effective param-
eters [14, 15]. The rotational motion has been observed as a fundamental mode of elastic wave
propagation in phononic crystals [18–20]. However, less attention has been paid to the issues of
effective micropolar constants in model analysis, the conventional effective medium theories for
elastodynamics put more emphasis on Cauchy solids [21, 22] or Willis constitutive relation [23, 24].
In this paper, we attempt to propose an approximation in homogenization of heterogeneous elas-
tic metamaterials by a homogeneous equivalent micropolar media whose effective parameters are
determined by average theory. It is convince that micropolar theory is appropriate to analyze
the metamaterial model than traditional continuum theory due to the complex local resonance.
We illustrate a simple model with cuboid periodically arranged structures to demonstrate the cal-
culation processes of effective parameters and the dispersion relation of plane wave propagation.
Comparing to other literatures which was devoted to the modeling of two dimensional micropolar
medium [7, 25–27]. the presented methodology can be applied to homogenize the three dimensional
periodic structures with unit cells having micropolar effects.

2. BASIC EQUATIONS OF MICROPOLAR ELASTICITY

The key difference between a micro-polar and Cauchy medium is that each material point can not
only translate but rotate independently. Additional degrees of freedom, micro-rotations φi, are
introduced in linear theory of micropolar elasticity. The kinematics can be expressed as

εij = uj,i − eijkφk, κij = φj,i, (1)

where εij , κij and eijk are the strain, curvature and permutation tensors, respectively. The equa-
tions of motion are

σji,j = ρüi, µji,j + eijkσjk = Jφ̈i, (2)

where σij and µij represent stress and couple-stress tensors, respectively. ρ and J are the density
and rotational inertia, respectively. For a centro-symmetric micropolar medium, the constitutive
relations are given as

σij = Cijklεkl, µij = Dijklκkl, (3)

in which Cijkl and Dijkl are elastic tensors. It should be note that the tensor fields, εij , κij , σij

and µij , are usually asymmetric in micropolar continuums, thus the constitutive moduli tensors,
Cijkl and Dijkl, no longer possess minor symmetries but fulfill the major symmetric property. It is
mention that the number of independent components of Cijkl (or Dijkl) is 45 for general anisotropic
micropolar solids and reduces to 3 for isotropic cases.
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3. HOMOGENIZATION OF MICROPOLAR MEDIUM

In this section we present a numerical homogenization procedure that relates the microscopic local
fields like displacement and stresses to macroscopic quantities like rotation and couple stress. Apart
from traditional models, we assume that the homogenized model behaves as a micropolar solid at
macroscopic scale while each constituent remains a classical Cauchy continuum on the microscale.
Consider a 3D metamaterial structure sketched in Fig. 1 whose unit cell is a rectangular cuboid
with sides d1, d2 and d3. Due to the translational symmetry, the Bloch’s theorem and periodic
boundary conditions are applied in our analysis. To describe the overall behavior of the model,
we utilize the concept of field homogenization. The averaging process of physical fields are applied
over the unit cell as

ūj =
1
V

∫

V
ujdv, φ̄j =

1
V

∫

V
φjdv, (4)

ε̄ij =
1
V

∫

V
εij(

⇀
x)dv, κ̄ij =

1
V

∫

V
κij(

⇀
x)dv, (5)

σ̄ij =
1
V

∫

V
σij(

⇀
x)dv, µ̄ij =

1
V

∫

V
µij(

⇀
x)dv, (6)

where V is the volume of the unit cell. The over bar denotes the averaged quantities. We mention
that the integration of microrotations and couple stresses cannot be directly computed due to our
original assumptions so that alternative approximation is demanded. In this model, the average
microrotations can be approached by integrating boundary displacements as
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(a) (b) (c)

Figure 1: Illustrations of (a) 3D elastic metamaterial structure, (b) a unit cell and (c) effective model of the
metamaterial. The unit cell is a traditional Cauchy medium, whereas the effective model is assumed to be
a micropolar medium.
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and thus Eq. (5) can be rewritten in the following form

ε̄ij =
1
V

∫

V

∂uj

∂xi
− eijkφkdv =

1
V

∮

S
ujnids− eijk

1
V

∫

V
φkdv =

1
V

∮

S
ujnids− eijkφ̄k, (8)

κ̄ij =
1
V

∫

V

∂φj

∂xi
dv, =

1
V

∫∫
©

S
φjnids =

2φ̄j

di
. (9)

Applying divergence theorem to Eq. (6) and combining Eq. (2) leads to

σ̄ij =
1
V

∫

V
(σkjxi),k − ρüjxidv =

1
V
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©

s
σkjnkxids−
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σijdsI −
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)
, (10)

µ̄ij =
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V
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V
(µkjxi),k+∈jkl σklxi−Jφ̈jxidv=
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V
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µijdsI+ ∈jkl
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σklxidv −

∫

V
Jφ̈jxidv

)
. (11)

in which the capital index indicates the same number as its lower case but without summation, and
sI denote the plane with unit normal vector ni = 1. The surface integration of the above equations
can be reduced from over enclosed surfaces to a single plane due to each face of the proposed cuboid
is normal to the coordinate axis. We introduce mj = mkjnk is the couple stress vector acting on
a surface for a micropolar medium. Integrating the vector mj over the surface normal to nk is the
total moment on that surface,

M
(s)
j =

∫

s
mjds. (12)

In classical elasticity for Cauchy medium, the moments on a plane are caused by the non-uniformity
of stress distributions, which can be expressed as

{
M‖ = M

(i)
j =

∫
S eijkσIIxkdsI ,

M⊥ = M
(i)
i =

∫
S eijkσijxkdsI ,

(13)

in which M‖ and M⊥ are the parallel and perpendicular components of moment on the plane,
respectively. We may assume that the moments of homogenized model and the unit cell of meta-
material are equivalent on the corresponding planes, hence the first term in the parentheses of
Eq. (11) can be further computed and Eq. (11) turns to

µ̄ij =





1
V

(
dI

∫
S eijkσIIxkdsI+ ∈jkl

∫
V σklxidv − ∫

V Jφ̈jxidv
)

, for i 6= j,

1
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(
dI

∫
S eimkσijxkdsI+ ∈jkl

∫
V σklxidv − ∫

V Jφ̈jxidv
)

, for i = j.
(14)

Equations (8)–(10) and (14) establish the approximation of average strain, curvature, stress and
couple stress from local displacements and stresses which can be conveniently obtained via numerical
simulation such as FEM or others. According to these results, the effective parameters C∗ and D∗
could be obtained by solving the following equations

σ̄ij = C∗
ijklε̄kl, µ̄ij = D∗

ijklκ̄kl, (15)

while the effective mass density and rotational inertia are given by

ρeff =
1
V

Fk

¯̈uk
=

1
V

Fk

−ω2ūk
, Jeff =

1
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Mk

¯̈
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where
Fk =

∑
s

F
(s)
k =

1
V

∫

S
σjkdsj , Mk =

∑
s

M
(s)
k =

1
V

∫

S
µjkdsj , (17)

are the resultant force and moment, respectively. Note that if the independent components of C or
D greater than 9, Eq. (15) will not sufficient to solve all material parameters unless extra conditions
or constrains are taken into account.
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4. PLANE WAVES IN MICROPOLAR MEDIA

Next we discuss the problems for wave propagation in micropolar media. Consider plane wave
solutions

{
ui

φi

}
=

{
Ui

Φi

}
exp [i (q · x− ωt)] =

{
Ui

Φi

}
exp [i (q1x1 + q2x2 + q3x3 − ωt)] , (18)

where Ui(Φi) are the displacement(micro-rotation) amplitudes of the harmonic fields, whereas ω
and q are the incident frequency and wave vector, respectively. Substituting Eq. (18) and Eq. (3)
into Eq. (2), we obtain

{
CjiklqjqkUl − Cjikl ∈klm qjΦm = ρω2Ui,
DjiklqjqkΦl+ ∈ijk Cjkmn (qmUn− ∈mnp Φp) = Jω2Φi.

(19)

The above equations can be expanded in matrix form as
[

Λ3×3 η3×3

ξ3×3 Ξ3×3

]{
U3×1

Φ3×1

}
=

{
ρω2U
Jω2Φ

}
, (20)

where

Λil = qjqkCjikl, ηim = qj ∈klm Cjikl,

Ξil = qjqkDjikl− ∈ijk∈mnl Cjkmn, ξin = qm ∈ijk Cjkmn.
(21)

A necessary and sufficient condition for the existence of a non-trivial solution is that the determinant
of coefficient matrix vanishes, and it yields

∣∣∣∣∣∣∣∣∣∣∣

Λ11 − ρω2 Λ12 Λ13 η11 η12 η13

Λ21 Λ22 − ρω2 Λ23 η21 η22 η23

Λ31 Λ32 Λ33 − ρω2 η31 η32 η33

ξ11 ξ12 ξ13 Ξ11 − Jω2 Ξ12 Ξ13

ξ21 ξ22 ξ23 Ξ21 Ξ22 − Jω2 Ξ23

ξ31 ξ32 ξ33 Ξ31 Ξ32 Ξ33 − Jω2

∣∣∣∣∣∣∣∣∣∣∣

= 0. (22)

The above equation is the dispersion relation of a general anisotropic micropolar medium. Gen-
erally, the eigenvalue problem must be solved numerically and all wave propagation modes are
coupled. However, for certain high symmetric micropolar media, e.g., isotropic, the wave fields will
be decoupled into pure modes so that the closed-form solutions could be obtained.

5. CONCLUSION

In conclusion, we have illustrated a numerical homogenization procedure of a 3D cuboid meta-
material structure. Explicit formulations of averaged physical fields that relates the microscopic
local fields to macroscopic quantities are presented in Eqs. (7)–(10) and (14). The general form of
dispersion relations of anisotropic metamaterials is demonstrated as well. For further study, it is
hope that the presented methodology could be extended to homogenize any periodic metamaterials
with unit cells having chiral effects.
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Highly Hygroscopic Polymer Microcavity Fiber Fizeau
Interferometer for Humidity Sensing
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Abstract— This work demonstrates a highly hygroscopic polymer microcavity fiber Fizeau
interferometer (PMFFI) that uses a single-mode fiber (SMF) tip with very little polymer attached.
The polymers with specific porous structures have good hygroscopicity which is very useful for
the humidity sensing application. We utilized a general laser diode (LD) with a single wavelength
which is monitoring the spectral reflections of the proposed sensor. The sensing capabilities of the
developed PMFFI have been experimentally investigated. Experimental results illustrate that
the laser power rises when in the ascent of humidity, besides a good linear response of sensitivity
and favorable spectral property are also achieved by the proposed configuration.

1. INTRODUCTION

Several fiber-optic relative humidity (RH) sensors have been developed and widely utilized in prac-
tical sensing applications, food processing, biomedical technology, electronic processing because of
their many encouraging characteristics such as corrosion resistance, immunity to electromagnetic
interference, high resolution, high sensitivity, small size and long distance sensing and monitor-
ing [1–10]. Many kinds of optical fibers and fiber devices coated on different humidity-sensitive
materials have been reported for the humidity sensing. They are included no core fibers [1], hollow
core fibers [2], photonic crystal fibers (PCF) [3, 4], photonic bandgap fibers (PBF) [5] long period
fiber gratings (LPGs) [6, 7], fiber interferometers [8, 9] and fiber Bragg gratings (FBGs) [10].

In this paper, for the first time, a simple fiber-optic RH sensor based on a highly hygroscopic
polymer microcavity fiber Fizeau interferometer has been developed. The fiber sensor head using a
SMF endface attaches droplet of a kind of UV-cured gel (monomer). The monomer, Norland optical
adhesive 61 (NOA61) is a photo polymerizable liquid that can be cured by UV light with a maximum
absorption in the range 350–380 nm. The monomer can be formed as solid and hard polymer
and makes the structure permanent by the UV exposing processes. The layer of the proposed
polymer NOA61 acts as a microcavity with two reflective interfaces, which reflects the optical
signals back into the SMF again so that reflection interference operation is achieved. Compared with
other previously reported fiber humidity sensors, our sensor structure has the advantages of easy
fabrication, miniature, high sensitivity, and arbitrary structure. Experimental results demonstrate
that greatly variation of the interference wavelength shift as well as highly sensitive property of the
sensors can be obtained by the hygroscopic capability of the used polymer.

2. EXPERIMENTS AND RESULTS

In the experiment, the endfaces of SMFs were firstly attached little monomer NOA61 by using
a particular method to control the thickness of monomer. After attaching (coating), the endface
of SMF was exposed to UV light with an intensity of approximately 50 W/cm2 for 30 s at room
temperature. The refractive index of the solid polymer is around 1.56 in the measured wavelengths.
The structures of the fabricated PMFFIs and reflection spectra are shown in Fig. 1. In the inset of
Fig. 1, L is microcavity of the polymer. The arc shape of the fabricated polymer surface is created
because the cohesion force of monomer liquid material. Adhesive force between the SMF and the
polymer would be very well if it was fully cured and well aged.

We used the highly hygroscopic polymer with porous structure enables absorbing the water
molecules effectively. Due to the hygroscopic capability of the polymer NOA61, the proposed
PMFFI is employed to measure the surrounding RH, with the purpose of assessing the effectiveness
of the sensor. In the measurement, a broadband light source (BLS) is launched into the fiber device
and the reflection spectra are readily measured by using an optical spectrum analyzer (OSA). The
device is placed inside a temperature and humidity controlling chamber (Resolution: 1%RH and
0.5◦C) as the humidity is increased from 20 ∼ 80%RH with fixed temperature of 25◦C, as shown
in Fig. 2. The adsorption process would expand the polymer as well as increases the effective
index of microcavity to make the optical path of interference increase for shifting the interference
wavelengths. Fig. 3 plots the shifts of the interference dip for a PMFFI with L = 24µm as
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ascending humidity at wavelength around 1530 nm. The optical path of the microcavity increases
as RH increases that causes a red-shift of interference fringes, as shown in Fig. 3(a). Fig. 3(b) plots
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Figure 1: Interference spectra of the fabricated
PMFFI. Inset presents the sensor head with micro-
cavity of L = 24 µm.

Figure 2: Experimental setup for the RH measure-
ment. Inset shows schematic diagram of the sensor
head.
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Figure 3: (a) Reflection spectra of the L = 24µm PMFFI with RH increase. (b) RH sensitivities for the
adsorption process. Inset shows red shift of the interference wavelength dips.
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Figure 5: (a) Reflection spectra of the L = 24 µm PMFFI with increase of humidity by using the LD light
source. (b) Humidity sensitivities of the LD peak power to the increase of humidity. Inset shows the spectral
variations of the LD peak power.

the linear humidity sensitivity of wavelength shift with 0.211 nm/%RH of the adsorption processes
for the proposed sensor with L = 24 µm.

For reducing cost of the measurement system for the relative humidity sensor, we just utilized a
general LD that replaced the former source, BLS. The LD with the optical power of about 0.58 mW
and central wavelength of 1531 nm inputs the fiber sensor and the laser spectrum is shown in the
blue line of Fig. 4. In Fig. 5(a), peak power of the measured laser changes with linearity when the
humidity is increased. It can be predicted that a very cheap photodetector (PD) can be used to
measure the optical power of the LD. The sensitivity with 0.192 dBm/%RH of peak power responses
for our sensor has been achieved, as plotted in Fig. 5(b).

3. CONCLUSIONS

This study has presented a novel and miniature PMFFI based on the SMF tip with hygroscopic
polymer attachment to measure the surrounding RH with high sensitivity. The used polymers
with particular porous structures have good moisture absorption, so that can be used for fiber-
optic RH sensing applications. A simple laser diode has been applied to monitor the spectral
reflections and demonstrated the good sensing capabilities for the developed PMFFIs humidity
sensor. Experimental results show that good linear response of sensitivity and the rise of peak power
with the increase of the humidity have been investigated. Additionally, the ease of fabrication and
lack of fiber alignment for the all-fiber devices are distinctive in the humidity sensing technology.
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Waist-enlarged Bitaper
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Abstract— A novel hot-wire flowmeter based on a silver-coated optical fiber Bragg grating
(FBG) cascaded by waist-enlarged bitaper is proposed and experimentally demonstrated. The
silver coating deposited on the surface of the FBG absorbs light of a pump laser, which is coupled
into the fiber cladding by the specially-fabricated fiber waist-enlarged bitaper, to generate heat.
Thus, the temperature of the FBG increases to a certain level, while air flow cools down the FBG
by taking heat away. Bragg wavelength of the FBG changes with velocity of air flow according to
a certain relationship. Experimental results show that a large measurement range up to 13.7 m/s
is realized.

1. INTRODUCTION

Flow measurement is important for many applications in chemical engineering, in the energy and
aerospace industries, and in medical equipment technology. Many approaches including differential
pressure measurement, ultrasonic measurement, vortex shedding measurement and heat transfer
have been proposed and employed for mass flow measurement [1–3]. Optical fiber anemometers
have attracted many interests because of their advantages such as electrically passive operation,
immunity to electromagnetic interference, high sensitivity, integrated structure, and the capabil-
ity of remote sensing [4, 5]. In recent years, optical fiber Bragg grating (FBG) based hot-wire
anemometers have been proposed by coating the FBG’s surface with a metal film and heating with
a high power pump laser [6–8]. To couple the laser light from the core to the cladding area of the
FBG is very important in these anemometers because the metal coating can only absorb the laser
light propagating in the fiber cladding area. Various coupling devices have been proposed including
multimode fibers [6], no-core fibers [7] long-period fiber gratings [8], core-offset fusion splice [9] and
so on.

In this paper, we propose an optical fiber hot-wire flowmeter based on a specially-fabricated
fiber bitaper collaborating with a silver-coated FBG. The bitaper with an enlarged waist diameter
shows high and stable coupling efficiency so that most of the pump laser power is coupled from
the fiber core to the fiber cladding and absorbed by the silver coating film. That helps to improve
the sensitivity by providing a relatively larger initial wavelength shift of the FBG. Furthermore, it
has enhanced mechanical strength than a normal fiber so that high airflow velocity measurement
is expected.

2. SENSOR FABRICATION AND PRINCIPLE

The proposed optical fiber flowmeter is schematically presented in Fig. 1. It consists of a waist-
enlarged fiber bitaper and a FBG coated with a silver film. The bitaper couples laser light into the
fiber cladding to heat the silver layer. Its coupling efficiency mainly depends on the length and the
shape of the bitaper. The FBG is used to monitor the ambient temperature change influenced by
heating from the silver absorption and airflow around. Note that the distance between the fiber
grating and the bitaper should be as short as possible because there is high loss when the light
propagates in the fiber cladding.

The FBG was manufactured by using a phase mask method in a hydrogen-loaded single-mode
fiber (SMF-28). The achieved 4-mm-long FBG has reflectivity of 98% at the Bragg wavelength
of 1549.36 nm and 3-dB bandwidth of 0.32 nm. The silver film was deposited on the surface of
the FBG by the vacuum evaporating method and its thickness is ∼ 120 nm, limited by the used
deposition system. To prevent silver from being oxidized, a quartz film with thickness of 100 nm
was then deposited over the silver film.

A waist-enlarged fiber bitaper was then fabricated 1-mm long prior to the FBG by using a fusion
splicer (Fujikura FSM-60s) under the manual splicing mode, where we used a much larger overlap
distance of 100µm, instead of the commonly used setting of 10µm, to make a waist-enlarged optical
fiber bitaper [10, 11]. Given fixed fusion splicer parameter settings and good fiber tip conditions,
repeatability of bitaper fabrication is achievable. The inset of Fig. 1 shows a micrograph view of
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Figure 1: Schematic diagram of the proposed optical fiber flowmeter.

the formed bitaper. Its maximal diameter was increased from 125µm to 145µm. Its insertion loss
is ∼ 10 dB, which means ∼ 90% of the input light can be coupled into the cladding of the fiber by
the bitaper.

The silver film absorbs this part of pump laser power and generates heat, which increases
temperature of the FBG. Bragg wavelength of the FBG is then shifted to a longer wavelength.
When air flows by, part of the heat will be taken away and the temperature will be reduced by an
amount depending on the air flow velocity, leading to a blue-shift for the Bragg wavelength of the
FBG. Flow measurement is then realized by monitoring wavelength shift of the FBG. Based on the
theory of hot-wire flowmeter [12], one can write the heat loss as a function of the air flow velocity
as

PϕaAg =
[
T(v) − Te

] (
A + B

√
v
)

(1)

where T(v) is the temperature of the flowmeter at airflow velocity of v, Te is the temperature of the
environment, A and B are empirical calibration constant, and v is the air flow velocity. Assuming
there is equilibrium between the heat generation and loss, the following relationship can be achieved.
P is the input laser power, ϕ is the coupling coefficient of waist-enlarged fiber bitaper, aAg is the
absorption coefficient of the silver film to pump laser. Bragg wavelength of the FBG changing with
temperature of the flowmeter can be described as

λ− λ0 = k(T(v) − Te)λ0 (2)

where k is the FBG’s temperature coefficient of sensitivity, λ0 is the wavelength of the FBG without
laser heating. The relationship between Bragg wavelength of the FBG and the airflow velocity thus
can be given as

λ = λ0

(
1 +

kPϕaAg

A + B
√

v

)
(3)

Based on this equation, the airflow velocity can be determined from the measured wavelength shift
of the FBG.

3. EXPERIMENTAL RESULTS AND DISCUSSIONS

The experimental setup is shown in Fig. 2. The pump laser with output power of 340 mW at
1480 nm was utilized to heat the sensor head through a 1480/1550 nm WDM coupler. A wind
tunnel with cross-sectional dimension of 60 cm × 60 cm was used to provide stable airflows. A
FBG interrogator with wavelength resolution of 1 pm and scanning frequency of 500 Hz was used
to monitor Bragg wavelength shift of the FBG.

Figure 2(a) presents spectral response of the FBG before and after the pump laser was turned
on. It shows that the laser heating leads to the FBG a large Bragg wavelength shift of 1.19 nm. This
pump laser-induced wavelength shift is just double that of our previous reported FBG flowmeter
assisted by a core offset fusion splice. So the coupling efficiency is improved significantly by using
the waist-enlarged bitaper. Considering temperature sensitivity of the FBG, 10.9 pm/◦C, which
was achieved from real testing, we can figure out that temperature of the optical fiber flowmeter
would be about 109◦C higher than the room temperature when the pump laser is turned on. A
high initial temperature increment is obviously helpful to increase the measurement range.
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(a) (b)

Figure 2: (a) Reflection spectra of the FBG flowmeter with and without laser heating. (b) Bragg wavelength
of the FBG against power of the pump laser.

It is also noticed that reflectivity of the FBG with pump laser heating was reduced slightly by
∼ 5% due to a minor chirp effect caused by a nonuniform temperature distribution along the length
of the FBG. Due to continuous absorption by the sliver layer, power of the pump laser and the
heating effect were reducing slowly along the FBG. This is the reason why the FBG was slightly
chirped and its reflectivity was reduced. However, the influence to Bragg wavelength measurement
of the FBG is totally negligible because the change of reflectivity is so small. Fig. 2(b) shows the
measured Bragg wavelength of the FBG as a function of the laser power. It can be seen that the
wavelength shift is proportional to the power of the laser with a slope of 3.4 pm/mW.

Airflow measurement was carried out at a fixed temperature of 20◦C to avoid any possible
influences caused by the environmental temperature variations. The pump laser was set at the
maximum output power of 340 mW in order to achieve an as large as possible initial temperature
Bragg wavelength shift of the FBG sensor. The airflow velocity in the wind tunnel was changed in
a wide range from 0 to 13.7 m/s. Fig. 3 shows the reflection spectra of the flowmeter under different
air flow velocities. Obviously, the Bragg wavelength shifts gradually to shorter wavelengths with the
increment of the airflow velocity. It agrees well with the theoretical analysis. The total wavelength
shift is 1.0 nm when the airflow velocity was changed from 0 to 13.7 m/s. It is also noticed that
with increase of the airflow velocity, reflectivity of the FBG returns slightly to the original one. It
is because the nonuniform temperature-induced chirp effect of the FBG is relieved gradually with
the decrease of temperature.

Figure 4 shows the measured wavelength of the flowmeter as a function of the airflow velocity.
It is obviously shown that the Bragg wavelength of the FBG was reduced more quickly with airflow
velocity when the velocity was lower. By data fitting based on Eq. (3), we achieved a very close
fitting curve, as shown in Fig. 4. The R-squared value is 0.9986. Eq. (3) is then rewritten as

λ =
0.91

0.76 +
√

v
+ 1549.36 (4)

It should be noticed that Eq. (4) is correct only under specific conditions aforementioned for our
sensor and measurement setup. Any change of individual factors, including but not limited to power

Figure 3: Reflection spectra of the flowmeter under
various airflow velocities.

Figure 4: Resonant wavelength versus applied air-
flow velocity.
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of the pump laser, coupling coefficient of the bitaper and environmental (or airflow) temperature,
may introduce changes to the equations. It can be seen in Fig. 4, the response is close to linear
when the airflow velocity is between 1.7 and 5.3 m/s. The sensitivity is ∼ 47.2 pm/(m/s). Based on
the wavelength resolution of 1 pm of the FBG interrogator we used, the corresponding resolution
for airflow velocity measurement is up to 0.021 m/s.

4. CONCLUSION

An optical fiber thermal flowmeter has been demonstrated by using a silver-coated FBG assisted by
a waist-enlarged fiber bitaper. Except for the enhanced mechanical strength than a normal fiber,
the bitaper showed high and stable coupling efficiency so that most of the pump laser power was
coupled from the fiber core to the fiber cladding and absorbed by the silver coating film. That helps
to improve the sensitivity by providing a relatively larger initial wavelength shift of the FBG. High
sensitivity of 47.2 pm/(m/s) and high resolution of 0.021m/s have been achieved for the airflow
velocity measurement.
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Abstract— We develop a waveplane-based regenerator placement algorithm for 1 + 1 : 1 and
1 : 1 : 1 protected lightpath services. Results indicate that the algorithm can significantly reduce
the number of required regenerators and used wavelengths compared to a simple shortest-path
routing algorithm.

1. INTRODUCTION

Signal regeneration is expensive because it requires a pair of transponders. Thus, minimizing signal
regeneration is an important topic for the design of optical transport networks. A comprehensive
survey on signal regeneration planning has been performed in [1], in which most of the studies are
found to focus on planning for unprotected lightpaths. Few are dedicated to the protected services
such as 1 + 1 or 1 : 1 services, not mentioning the services ensured with dual-failure recovery [2]
such as 1 + 1 : 1 and 1 : 1 : 1 ones.

Network connections ensured with dual-failure recovery are important for many users that need
the connections to support mission-critical services such as financial and military applications.
1 + 1 : 1 and 1 : 1 : 1 protection types provide good survivability for services through establishing
three lightpaths between each pair of source and destination nodes. For the 1 + 1 : 1 service, in
addition to 1 + 1 protection which provides a pair of “working” and “first protection lightpaths,”
one more protection path (called “the second protection lightpath”) is also reserved in case that
both the first two paths fail simultaneously. Here colon“:” means that the protection resources on
the second protection path can be shared. 1 : 1 : 1 protection is similar to 1 + 1 : 1 protection.
The only difference is that the protection resources of the first protection lightpath of a 1 : 1 : 1
service is also allowed to be shared (note that protection resources can only be shared in the same
categories; the protection resources of a first protection lightpath and a second protection lightpath
cannot be shared).

For the first time, we jointly consider the lightpath routing, wavelength assignment, and re-
generator placement (RWA-RP) problem for the 1 + 1 : 1 and 1 : 1 : 1 services. We develop
an efficient waveplane-based approach that integrates the steps of lightpath routing, wavelength
assignment, and regenerator placement to optimize the total numbers of required regenerators and
used wavelengths.

2. RELATED CONCEPTS

Waveplane: A waveplane is defined as a virtual topology that is copied from a physical topol-
ogy [3]. A physical topology that supports a certain number (w) of wavelengths on each fiber link
can be split into w waveplanes. A node on a waveplane is defined as wavenode, and a link on a
waveplane is defined as wavelink. Each wavelink corresponds to a wavelength and the wavelength
indexes of all the wavelinks on a common waveplane are the same.

Regenerator placement threshold: To decide where to place necessary regenerators, we
introduce an important parameter called regenerator placement threshold. Whenever the signal
quality of a lightpath is below a predefined threshold, we place a regenerator at the nearest previous
node. We may estimate the signal quality based on an accurate analytical model or a simple criterion
such as physical distance. We can also use some criteria lying between the above two extremes
to consider a rough optical signal-to-noise ratio (OSNR) (which is simply calculated based on the
accumulated amplifier noise), or even simpler, the number of traversed optical transmission section
(OTS) hops (as each OTS hop corresponds to an amplification span). Without losing generality,
we use the number of traversed OTS hops as a decision criterion for regenerator placement in this
paper.



840 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

3. CONDITIONS OF 1 + 1 : 1 AND 1 : 1 : 1 PROTECTION RESOURCE SHARING

For each 1 + 1 : 1 service, the first protection lightpath is assigned with dedicated protection
resources, while the second protection lightpath is allowed to share protection resources in the
same category subject to a certain link-disjoint condition. In this paper, protection resources
include protection wavelengths and regenerators on protection lightpaths. We take Fig. 1 as an
example to explain the condition of protection resource sharing on the second protection lightpath.
Assume there are two 1 + 1 : 1 services with each including a working path (represented as Wi,
where i is service index) and two protection paths (represented as Pij, where j is protection
path index). The protection resources on the second protection paths of the two services can
be shared only if the condition (W1⊗W2) · (P11⊗ P21) · (W1⊗ P21) · (P11⊗W2) is satisfied,
where the symbol ⊗ denotes two paths are joint (or overlap) on some link(s) and X̄ represents a
“NOT” operation of X. Thus, W1 ⊗W2 means that working paths W1 and W2 are joint, and
(W1⊗W2) · (P11⊗P21) means that the working and first protection paths of the two services are
pairwise joint, and finally (W1⊗W2) · (P11⊗ P21) · (W1⊗ P21) · (P11⊗W2) implies that the
working and first protection paths of the two services are not pairwise joint in any way. As long as
the two services are not pairwise joint in their working and first protection routes, any dual-failure
would not trigger simultaneous restorations on their second protection lightpaths. Rather, at most
one second protection lightpath would be triggered to use sharable protection resources, which
therefore ensures 100% dual-failure recovery.

Figure 1: Conditions of protection resource sharing among protection routes.

For the 1 : 1 : 1 service, the protection resources on the first and second protection lightpaths
can both be shared among the same categories. The condition of protection resources sharing
on the second protection lightpath is the same as that of the 1 + 1 : 1 service, while the condi-
tion of protection resources sharing on the first protection lightpath is (W1⊗W2) · (P12⊗ P22) ·
(W1⊗ P22) · (P12⊗W2) in the context of Fig. 1.
3.1. Waveplane-based Approach for Wavelength Assignment and Regenerator Placement
We develop a new approach that integrates the steps of lightpath routing, wavelength assignment,
and regenerator placement to efficiently establish 1 + 1 : 1 and 1 : 1 : 1 lightpath services. We
make such integration possible with the concept of waveplane. Fig. 2 shows the flowchart of the
approach. We employ a three-step strategy to first establish a working lightpath, then the first
protection lightpath, and finally the second protection lightpath. Only if all the three lightpaths
are successfully established, can the service be considered successfully established. Take a 1 + 1 : 1
service as an example. We first search for a working route; if succeeded, we then remove all the
wavelinks whose physical links traversed by the found working route from the waveplane topologies
(i.e., waveplane list (WL)), and then based on the updated topologies, search for the first protection
route; if succeeded, then we remove all the wavelinks from the WL topology whose physical links
traversed by the found first protection route, and then search for the second protection route.
When searching for the second protection route, protection resource sharing (including wavelengths
and regenerators) is allowed as long as the sharing conditione laborated in Section 3 is met. If we
succeed in all the three route-searching steps, wavelengths and regenerators are assigned to the three
lightpaths. In particular,when establishing the second protection lightpath, we should maximally
share protection resources.

For a 1 : 1 : 1 service, both the first and second protection lightpaths are allowed to share
protection resources. For resource sharing of the second protection lightpath, we follow the same
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Figure 2: Flowchart of 1 + 1 : 1/1 : 1 : 1 service establishment.

steps as in establishing a 1 + 1 : 1 service. For resource sharing of the first protection lightpath,
we need to step back after establishing the second protection lightpath; that is, after establishing
the service in the way of 1 + 1 : 1, which has ensured maximal sharing of protection resources on
the second protection lightpath, without changing the routes of the service (so as not to destroy
the resource sharing condition of the second protection lightpath), we release all the used network
resources by the first protection lightpath, and reestablish it by allowing its protection resources to
be maximally shared with other first protection lightpaths subject to the same sharing condition
as for the second protection lightpath.

To cater to different requirements or situations,we can further extend the algorithm in Fig. 2
to incorporate new constraints. For instance, due to the color constraint of add/drop port in a
ROADM, we may require two or all of the lightpaths of a service to use an identical wavelength. If
two lightpaths are required to use an identical wavelength, the algorithm needs to search a route
pair for themon a common waveplane. Likewise, if all the three lightpaths are required to use an
identical wavelength, three disjoint routes should be searched on the same waveplane.

4. SIMULATIONS AND PERFORMANCE ANALYSES

To evaluate the efficiency of the proposed waveplane-based algorithm, we ran simulations for seven
test networks whose topologic information and lightpath demands are shown in Table 1. The
numbers of network nodes and links are listed in the second and third columns, respectively. The
fourth column is the total number of lightpath demand units required between node pairs. The
maximal number of wavelengths on each fiber link is assumed to be 80 in all the test networks.
The threshold number of OTS hops for regenerator placement is assumed to be ten for all the test
cases. In addition, because the performance of the proposed algorithm is closely related to the
establishment sequence of lightpath demand units, we implemented a multi-iteration process [4] to
find the minimum number of required regenerators. Specifically, we shuffled the lightpath demand
units and generated 50 random demand unit lists. For each of the lists, we ran the proposed
waveplane-based algorithm shown in Fig. 2 to find the total numbers of required regenerators and
used wavelengths. Finally, we compare the results of the 50 iterations to choose a design that
requires the smallest number of regenerators and wavelengths as our final solution.

Table 1: Test networks.

Networks Nodes Links Optical channel units
1 20 40 100
2 55 90 174
3 30 55 200
4 35 70 256
5 40 70 233
6 45 90 90
7 50 100 220
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Table 2: Numbers of required regenerators and used wavelengths (x, y, z: regen #, wave #, unserved
lightpath unit #).

Networks
1 + 1 : 1 1 : 1 : 1

Shortest Waveplane Shortest Waveplane
1 15, 76, 0 9, 49, 0 9, 57, 0 0, 30, 0
2 394, 80, 30 379, 80, 8 296, 80, 18 317, 78, 4
3 103, 80, 35 6, 80, 37 11, 80, 22 2, 80, 27
4 128, 80, 42 7, 66, 42 10, 76, 42 3, 61, 42
5 98, 80, 79 2, 80, 78 5, 80, 78 5, 80, 78
6 144, 80, 74 42, 80, 60 64, 80, 61 31, 80, 67
7 192, 80, 30 37, 80, 35 46, 80, 30 30, 80, 35

To evaluate the efficiency of the proposed algorithm, we compare the results of the waveplane-
based algorithm (“Waveplane” in short) and the algorithm simply based on shortest physical routing
(“Shortest” in short) in terms of regenerator and wavelength numbers. The algorithm based on
shortest physical routing finds the working, first, and second protection paths simply based on
the physical topology (not considering the waveplane topology). Table 2 shows the results of the
two schemes for two different service types. Each triple (x, y, z) means that x regenerators and
y (never greater than 80) waveplanes are required to establish all (except z units) of the services.
For the 1 + 1 : 1 service, the second protection lightpath is required to use the same wavelength as
that of either working or the first protection lightpath, while for the 1 : 1 : 1 service, all the three
lightpaths are allowed to use different wavelengths.

We can see that the waveplane-based algorithm requires much smaller numbers of regenerators
than those of the “shortest” algorithm. Moreover, it is found that the waveplane-based algorithm
can successfully serve more traffic demands (under the constraint of 80 wavelengths on each fiber
link) than the “shortest” algorithm (please compare value z in each triple between the two algo-
rithms). Also, comparing the numbers of used waveplanes (wavelengths), we see that the proposed
waveplane-based algorithm has smaller numbers of used waveplanes. For example, for the 1 + 1 : 1
service in test case 4, the proposed algorithm requires only 7 regenerators versus 128 regenerators
by the “shortest” algorithm, and uses only 66 wavelengths versus 80 wavelengths by the “shortest”
algorithm. For the 1 : 1 : 1 service, the proposed algorithm requires only 3 regenerators versus
10 regenerators by the “shortest” algorithm, and uses only 61 wavelengths versus 76 wavelengths
by the “shortest” algorithm. The reason of better performance of the proposed algorithm is as
follows: Under the waveplane-based strategy, the wavelength-continuity constraint is always en-
sured if a route is found on a certain waveplane; however, for the algorithm based on the shortest
physical routes, in addition to placing regenerators, we have to consider wavelength collision and
place wavelength converters if required. Given a limited number of wavelengths on each fiber link,
more wavelength resources are consumed with the increase of lightpath demand, which leads to
more wavelength collisions and therefore needs more wavelength converters (regenerators). Finally,
comparing the results of the 1 + 1 : 1 and 1 : 1 : 1 services, because the latter allows the first
protection lightpath to also share protection resources, we can see that much fewer regenerators
and used wavelengths are required to serve all the demand units.

5. CONCLUSION

We proposed a waveplane-based lightpath routing, wavelength assignment, and regenerator place-
ment algorithm for the 1 + 1 : 1 and 1 : 1 : 1 lightpath services. By comparing the numbers
of required regenerators, used wavelengths, and unserved lightpath demand units, we show that
the proposed waveplane-based algorithm is efficient to significantly outperform the algorithms im-
ply based on shortest physical routes. In addition, allowing the first protection lightpath to also
share protection resources in the 1 : 1 : 1 protection mode can further improve protection resource
utilization.
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Abstract— To address the exponential growth of traffic on mobile cellular networks, het-
erogeneous networks have been proposed in which numerous small-radius microcells commonly
referred to as “small cells” are placed alongside traditional macrocells. The practical rollout of
these small cells is challenging. For example, the effects of land terrain and urban geography on
cellular mobile signal propagations can significantly influence transmission quality and coverage.
In this paper, we describe a small-cell planning framework that takes into consideration the effects
of land terrain variation and urban geography in planning the location of the small cells. Our
framework is shown to utilize fewer cells than the maximum limit of 30 cell sites/km2 in urban
area for LTE 1800 MHz network. We further formulate a Linear Program to obtain the optimal
operating power of these small cells whilst constrained by the power and capacity requirements
and subjected to daily capacity demand variations. Our preliminary results show that with our
small cell power management scheme which is based on traffic and capacity demand, tangible
power savings can be achieved throughout the day.

1. INTRODUCTION

The recent surge in smartphone and mobile tablet usage has placed tremendous strain on mo-
bile bandwidth. To address this exponential growth, heterogeneous networks have been recently
proposed with optical fiber technology as the backhaul solution, thereby allowing untethered band-
width to the mobile infrastructure. In a heterogeneous network, numerous small-radius microcells
commonly referred to as “small cells” (SCs), are placed alongside traditional macrocells [1]. A
small cell Base Station (BS) has a much smaller coverage radius range than that of a traditional
macrocell, typically at 50 m to 300 m. It is designed to achieve a small footprint with features such
as low-cost and low power, and is to be deployed in a plug-and-play fashion that requires minimal
regular maintenance. However, the practical rollout of small cells is not without its challenges. As
discussed in the abstract, the effects of land terrain and urban geography on cellular mobile RF
signal propagations significantly influence transmission quality and coverage. Varying geographical
terrain posing obstructions for direct line-of-sight signal path between the transmitting BS and
receiving mobile station, initiates significant signal loss and causes Non line-of-sight propagation.
Further, street orientation and building blocks especially in urban areas, cause signal reflections
which in turn, lead to significantly weakened signal reception for cell areas with smaller radius.
The BS antenna height also influences cell positioning by affecting coverage. Thereby, appropriate
cell location planning for placing small cell sites with optimal antenna height especially in urban
areas, is essential. Recent studies have also shown that the BSs of cellular networks collectively
contribute to ∼60% of the total energy consumption [2]. Hence, considering the potentially high
BS density in small-cell networks, it is imperative that rigorous studies be undertaken on energy
efficient power control mechanisms which account for the radiating power and required capacity
enhancements that SCs can offer.

In this paper, we review a preliminary small-cell planning framework which we have recently
proposed which accounts for the effects of land terrain variation and urban geography in selecting
the most appropriate locations for small cells in an urban area. For illustration purposes, we chose
a part of the Melbourne Central Business District (CBD) urban area for cell planning [3]. In
our proposed framework, the relatively higher geographic elevations are first selected as potential
locations for a small cell deployment. A common radius for all cell sites is then chosen within
the typical urban area small cell radius range. For the selected cell radius, the signal strength
and coverage ability for each cell site is then tested taking into account an antenna height of just
below average building height. Finally, redundant cell locations are discarded from the initial
planning to satisfy the maximum limit of cell sites per km2 urban area. Our framework is shown
to utilize fewer cells than the maximum limit of 30 cell sites/km2 in urban area for LTE 1800 MHz
network [4]. A similar cell planning framework was proposed in [5], however the authors only
considered terrain characteristics and discounted urban geography effect for macrocell rather than
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small cell deployment. Further, we present a Linear Program (LP) to obtain the optimal operating
power of SCs whilst constrained by the power and capacity requirements and subjected to daily
capacity demand variations [5]. The formulation of the LP and the datasets and model parameters
used in our evaluations are presented here in this paper. Even though some related studies in this
area have studied energy efficiency of small-cell networks via several network models, to the best
of our knowledge, a deduction to LP for the problem at hand is performed for the first time by our
team.

2. TERRAIN BASED SMALL CELL PLANNING FRAMEWORK: DESCRIPTION AND
EVALUATION

There are four critical steps to our proposed small-cell planning framework: (a) selecting potential
small-cell site locations; (b) allocating a proper cell radius value for each cell area; (c) testing
coverage and signal strength levels for all cell areas with the fixed cell area; and (d) finalizing
appropriate cell locations. As discussed, a test section of the Melbourne CBD of 900 m × 1800m
was chosen for our cell planning. Geographic terrain elevation information was extracted using
Google Earth software. In order to select appropriate small cell locations, the case study area was
divided into a two-dimensional (2D) rectangular terrain grid of multiple same-sized unit squares,
having 100m sides. The elevation value for each unit square area measured horizontally across
the grid from left to right in each row, was obtained and stored in the corresponding cell of a
terrain grid matrix having 9 rows and 18 columns. In this reported work, we arbitrarily chose a
200m radius for each cell site, corresponding to the typical small-cell area range. To reflect this
small cell area range in our cell planning, four square cells, starting from the first cell on top left,
were grouped together to form one intended coverage block square of 200 m side. The area with
highest value among each four elevations of each coverage block was then obtained as the potential
candidate cell site. This process was then repeated for all coverage blocks resulting in an initial
52 small-cell locations as illustrated in Figure 1(a), whereby the pink squares are the BS location
boundaries within which the small-cell BS as white diamond shape is positioned.

To evaluate the feasibility of our framework, each small-cell location was tested for sufficient
coverage through path losses accounting for both Line-of-Sight (LOS) and Non-Line-of-Sight (NLoS)
scenarios for a BS antenna height of 9 m and MS antenna height of 1.5m [6]. For LoS propagation
without obstructions, the Hata path loss model as described by Nissirat et al. [7] for small urban
city microcells, and with an added correction factor to consider geographic terrain slope effects, was
applied. In the NLoS case, a diffraction building loss of 23.73 dB accounting of for antennas just

(a) (b)

Figure 1: (a) Initial planning of 45 coverage blocks with 52 potential small cell site locations across Melbourne
CBD. (b) Final selection of 45 small-cell site locations across the Melbourne CBD.

(a) (b)

Figure 2: (a) Horizontal LoS path loss profile. (b) Vertical LoS path loss profile.
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(a) (b)

Figure 3: (a) Horizontal NLoS path loss profile. (b) Vertical NLoS path loss profile.

below rooftops [8], was added to the computed LoS path loss. For both LoS and NLoS situations, we
measured the signal paths within our constructed 2D terrain grid from the farthest side of each cell
location boundary (pink square) towards its cell area edges (yellow line). The corresponding path
losses for the minimum elevation in each cell coverage area was similarly computed and compared to
those of maximum elevations. The LoS signal loss profile when measured horizontally and vertically
in the terrain grid are shown in Figures 2(a) and 2(b), respectively. Results in Figure 2(a) show
that our calculated LoS propagation losses for maximum terrain elevations, remain lower in most
cases and almost equal in others, to those of the minimum elevations. For Figure 2(b), in only a
few cases, the maximum elevation losses are relatively higher than minimum elevation losses. Both
calculated losses are also under LTE MAPL value of 165.5 dB [4].

Figures 3(a) and 3(b) illustrate the NLoS signal loss profiles of horizontal and vertical paths
for the terrain grid, respectively. Results in Figure 3(a) show that LoS losses are lower for most
maximum height locations, than those of the corresponding minimum ones, while almost the same
for both in other occasions. Results in Figure 3(b) displays higher NLoS losses for most minimum
elevations, except for a few occurrences. These NLoS losses are also below LTE MAPL. Finally,
redundant site locations with the same maximum height from each coverage block are discarded
from the initial planning. Here, only the highest elevation point with least path loss within each
coverage block is retained, decreasing the number of final cell sites from 52 to 45 as shown in
Figure 1(b), thus meeting the maximum cell site limit of 49 cells for the 1.62 km2 area we studied.

3. CONTROL OF TRANSMIT POWER IN SMALL CELLS — OPTIMIZATION
PROBLEM AND EVALUATION

As discussed in Section 1, recent studies have highlighted the high energy consumption of BSs,
amounting to ∼60% of the total energy consumption in cellular networks [2]. Care must be taken
in the operation of small cell networks even though each small cell benefits from low operating
powers. The main reason is that high density deployment can be expected in small cell networks
since each small cell has only a small coverage area of 50 to 300 m. The collective power consumption
of the network may therefore be significant. Here, a Linear Program (LP) which was formulated
to optimize the transmit power of the small cells based on hourly network capacity demand of a
mobile access network, is presented [8]. Our focus is on three distinct geographical areas; urban,
suburban, and rural based on population density. Transmit powers of a base station is derived
considering the capacity requirement of the users served. The LP is solved to optimally control the
transmit power of SCs to evaluate the benefits of demand based power optimization.

Firstly, we focus on a segment of the wireless access network which includes a macro basestation
and multiple randomly distributed small cell base stations. Note that in the LP, only transmit
powers of base stations disregarding any other power consuming components, are optimized. Let
N be the set of SCs in the network segment. Then, the objective function can be expressed as;

minimize PMC +
∑

i∈N

Pi (1)

where PMC is the power of the macro basestation and Pi represents the power of the ith SC bases-
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tation. Then, a capacity constraint is enforced to ensure that all users connected to a SC receive
required capacity, and a power constraint is enforced to represent physical equipment limitations.
Let Mi be the set of users connected to the ith SC, then the capacity constraint can be shown as:

∑

m∈Mi

Cm,i ≥ niCth ∀ i ∈ N (2)

where Cm,i denotes the capacity from the ith small cell to the mth user, Cth denotes the capacity
demand threshold per user and ni denotes the number of users connected to the ith SC. All users
connected to the SC receive the threshold capacity. This capacity constraint is then reconstructed
into a power constraint using Shannon’s formulae. The resulting constraint is as follows:

Pi ≥ 2
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In (3), Ni is the number of users connected to the ith SC base station. Gi,m is the slow fading
gain between the mth user and ith SC. Pavg is the average transmit power of a SC whilst σ2

represents the interference noise power. Note that the revised constraint will now also enforce a
lower bound on the transmit powers. Further, the transmit power of the SC antenna is bounded
by a maximum threshold due to physical equipment limitations. This is considered as the power
constraint in our formulation. The power constraint is given by:

Pi ≤ Psc,max ∀ i ∈ N (4)

where Psc,max is the maximum allowable transmit power of a SC. We consider the microcell base
station to operate at a constant power level of Pmc,max. The slow fading gain in constraint (3) is
modeled as in [9] where:

Gi,m = K0 × 10
βi,m

10 × d−η
i,m (5)

The parameter K0 is a factor accounting for the effects of antenna gain and carrier frequency,
βi,m is a Gaussian random variable with zero mean and standard deviation of 4 dB to account for
log-normal shadowing effects, di,m is the distance between mth user and ith SC, and η is the path
loss exponent. Hourly capacity demand statistics are derived from a study that estimated network
load of a mobile access network of a mobile operator [8]. Other parameters considered in this work
are listed in Table 1.

Figure 4(a) shows the total transmit power of small cells against the hourly capacity demand
variations throughout the day. A network segment with 50 small cell base stations was considered.
Results indicate peak transmit power corresponding to the peak capacity demand at 1600 hrs.
Among the three scenarios, urban and suburban environments indicate increased transmit power
compared to the rural environment, due to more users being served by the small cells. The dotted
horizontal lines indicate the peak transmit power in each scenario. This power level is considered
as a baseline where the small cells operate continuously. We then evaluated the the small cell
network with respect to this baseline in Figure 4(b). The power savings are averaged over the three
population density cases. Results show maximum savings during low traffic periods and minimum

Table 1: Parameters considered in the model.

Parameters Values
Area 1 km× 1 km

Bandwidth (B) 1.5× 106 Hz
K0 103

Path loss exponent (η) [6] 4 (urban) 3 (sub-urban), 2 (rural)
Population density [7] (inhabitants per km2) > 400 (urban), 150 to 400 (suburban), < 150 (rural)

σ2 10−10 W
Psc,max, Pmc,max [8] 6.3W, 80 W

Psc,avg 5W
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(a) (b) (c)

Figure 4: (a) Total transmit power under varying capacity demand throughout the day; (b) Percentage of
transmit power savings, and (c) Average transmit power per SC as a function of number of SCs..

savings the peak traffic hour. Figure 4(c) presents the average transmit power per small cell as a
function of number of small cells deployed at the peak traffic hour. Results show that as the number
of small cells increases, the average transmit power decreases due to users being shared amongst
more small cell and the increased freedom to choose a small cell with higher signal strength. We
observe that the average transmit power tends to saturate when the number of small cell increases.
This suggests that over-densification of small cells beyond certain a deployment number does not
improve power savings though bandwidth capacity per user is increased. Further, we observe that
the increase in population density will increase transmit powers. However, as population density is
increased, the average power per small cell becomes less dependent on this parameter, as observed
by the small difference between the urban and suburban result curves.

4. SUMMARY

In this paper, we described a small-cell planning framework that takes into consideration the
effects of land terrain variation and urban geography in planning the location of the small cells.
Our framework is shown to utilize fewer cells than the maximum limit of 30 cell sites/km2 in urban
area for LTE 1800 MHz network. Additionally, a Linear Program proposed to obtain the optimal
operating power of small cells whilst constrained by the power and capacity requirements and
subjected to daily capacity demand variations, was presented. The model was evaluated under
urban, sub-urban and rural enviroments, showing tangible power savings throughout the day as
compared to fully powered small cells.
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Abstract— Due to high spectrum efficiency and flexibility in bandwidth allocation, elastic
optical networks receive extensive research interest in recent years. Availability is one of the most
important Service Level Agreement (SLA) metrics in telecommunication networks. In the paper,
we apply the sub-band Virtual Concatenation (VCAT) technique to enhance the availability of
elastic optical networks. Our study shows that the VCAT technique can greatly enhance the
availability of the elastic optical networks, different spectrum distributions of sub-bands (i.e.,
numbers of frequency slots (FSs)) on multiple paths of a VCAT light path service can greatly
impact the network availability, and a higher availability can be expected for a smaller VCAT
sub-band granularity.

1. INTRODUCTION

Because of the unique merits, such as high spectrum efficiency and flexibility in bandwidth alloca-
tion, elastic optical networks receive extensive research interest in recent years. Availability is one
of the most important SLA metrics in telecommunication networks. Different from reliability that
is concerned about how likely a system will operate for a certain time period without a service-
affecting failure occurring, availability considers external repair and maintenance to recover from
failures, which is concerned about the state probability of finding a system in an operating state at
any time when we want its service [1]. For the availability analyses of optical transport networks,
the majority of existing studies focus on Wavelength Division Multiplexing (WDM) optical net-
works [2]. Different network protection techniques have been applied to enhance service availability
in WDM networks [3–5]. However, to the best of our knowledge, there is still no study dedicated
to the availability analysis for the elastic optical networks.

On the other hand, in the traditional Optical Transport Network (OTN), VCAT is an important
technique to flexibly split the bandwidth of a complete service connection into multiple Virtual
Containers (VCs) in the time domain, transport the VCs via different end-to-end paths, and finally
recombine them at the receiver [6]. The VCAT technique can well balance the traffic load in
the network, thereby significantly improving network capacity utilization. For the elastic optical
network, it is also possible to extend this concatenation technique in the spectrum domain to split a
complete light path into multiple sub-bands, transport the sub-bands via different paths, and finally
recombine them at the receiver [7]. This technique is called sub-band VCAT or spectrum split. The
distribution of sub-bands on multiple different paths enables partial bandwidth to survive when a
network incurs failure(s). Thus, the sub-band VCAT technique is expected to enhance light path
service availability for the elastic optical network.

This paper evaluates the benefit of applying the sub-band VCAT technique in enhancing the
availability of the elastic optical networks. We develop analytical models specifically for two cases,
i.e., (1) a single link-based node pair, between which multiple parallel links connect, and (2) a
general mesh network, in which multiple disjoint end-to-end paths are employed for each node pair
to provision light path services through the VCAT technique, and a network-wide average end-to-
end connection availability is calculated. We assume that all the remaining capacity is available
when one or multiple paths of a multi-path VCAT service are affected. Our study indicates that the
sub-band VCAT technique can greatly enhance the availability of the elastic optical networks, and
different distributions of sub-bands (i.e., numbers of FSs) on different paths of a VCAT light path
service can greatly impact the network availability. For the single-link case, under the assumption
of an equal link length of all the parallel links, an even distribution of FSs on the links can achieve
the highest availability. For the network case, the distribution of FSs that ensures the highest
network availability depends on the network topology. Also, a higher availability can be expected
for a smaller VCAT sub-band granularity.

The rest of the paper is organized as follows. In Section 2, we give the assumption and a new
availability definition, on which our analyses are based. In Section 3, we evaluate the availabilities
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for two cases, i.e., a single link-based node pair and a general mesh network containing multiple
end-to-end node pairs. We conclude the paper in Section 4.

2. ASSUMPTIONS AND NEW AVAILABILITY FORMULA

Network outages can be caused by both fiber cable cuts and invalidity of network node equipment
(i.e., node failures). However, according to the statistics, the main reason for network failures
is due to fiber cable cuts [2]. Thus, in this study we mainly focus on link failures (arising from
fiber cable cuts) when analyzing network availability. We have the following four key assumptions
for the analyses, including (1) network links are either working or in the outage state, (2) links
fail independently, (3) both the in-service time and repair time of fiber cables follow independent
memoryless processes with a constant mean, and (4) the repair rate is much greater than the failure
rate [2].

The most widely known equation for the availability of a link is Al=MTTF/(MTTF+MTTR∗
l), where Al is the link availability, MTTF is the Mean Time To Failure of the link per km, and
MTTR is the Mean Time To Repair, l is the length of the link. FIT is the Failure In Time,
which is a standard unit for measuring or specifying failure rates, and 1 FIT means 1 failure in 109

hours. Without losing generality, in this paper, we assume that MTTF= 1 km/(200 ∗ FIT), and
MTTR= 6 hours [2].

Because a network as a whole is neither entirely available nor entirely failed, it is meaningless to
directly estimate “network availability.” Rather, it is more meaningful and practical to characterize
the link availability, path availability, and then based on these availabilities we can analys is a
network-wide average end-to-end connection availability. If a path contains M continuous links,

the path availability is Ap =
M∏
i=1

Ai
l, which requires all the contained links are available and where

Ai
l is the availability of the ith link on the path as defined before.
In the elastic optical network, the sub-band VCAT technique enables a connection (with multiple

sub-bands on different paths) to survive partial bandwidth when a network incurs failure(s). Con-
sidering the partial available bandwidth with the VCAT technique, we define a new link availability
as follows:

Ael = (MTTF ∗Bt + MTTR ∗ l ∗Br ∗Ar) /(MTTF + MTTR ∗ l) ∗Bt (1)

where Bt denotes the total bandwidth of the VCAT connection between a pair of source and
destination nodes, Br denotes the remaining bandwidth when link failure(s) occur, and Ar is the
availability of the remaining capacity Br. The numerator in the equation finds the total available
bandwidth, in which the first part corresponds to the bandwidth when there is no failure and the
second part corresponds to the remaining bandwidth when link failure(s) occur. The denominator
in the equation finds total bandwidth if there is no link failure in the period of MTTF +MTTR∗ l.

3. AVAILABILITY ANALYSES

This section analyzes the availabilities for two cases: a single link-based node pair connected with
multiple parallel links and a general mesh network with multiple end-to-end VCAT light path
connections.
3.1. A Single Link-based Node Pair Connected by Multiple Parallel Links
3.1.1. Two Parallel Links
We first consider the case of two parallel links. Fig. 1 shows a situation where a single node pair is
connected by two parallel links. Assume that B1 is the bandwidth of first link, B2 is the bandwidth
of second link, and Bt is the total bandwidth between the two nodes, where Bt = B1 + B2, and
their units are FS. When the first link fails, B2 is the remaining capacity between the node pair.
Similarly, when the second link fails, B1 is the remaining capacity between the node pair.

Based on Equation (1), the availability for the first and second links with the VCAT technique
can be calculated as (2) and (3).

Ae1
l =

(
MTTF∗Bt+MTTR∗l1∗A2

l ∗B2

) /
(MTTF+MTTR∗l1) ∗Bt

≈ (MTTF∗Bt+MTTR∗l1∗B2) /(MTTF+MTTR∗l1) ∗Bt (2)
Ae2

l =
(
MTTF ∗Bt + MTTR ∗ l2 ∗A1

l ∗B1

) /
(MTTF + MTTR ∗ l2) ∗Bt

≈ (MTTF ∗Bt + MTTR ∗ l2 ∗B1) /(MTTF + MTTR ∗ l2) ∗Bt (3)



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 851

where l1 and l2 are the physical lengths of the two links, respectively, and A1
l and A2

l are the
availabilities of the two links based on the original availability definition, respectively, which are
typically very close to 1.

For the two end nodes, the VCAT connection availability can be formulated as (4), and the
unavailability of the connection is formulated as (5).

Aec =
(
Ae1

l ∗B1 + Ae2
l ∗B2

) /
Bt (4)

Uc = 1−Ac (5)

Given the physical lengths of the two links, Equation (4) is solely dependent on the two variables
B1 and B2, which means that different distributions of sub-bands (i.e., numbers of FSs) on the two
links can impact the connection availability. To achieve a maximal availability, we need to find the
combination of B1 and B2 that can make the first derivative of (4) equal zero. We find that when
B1 satisfies Equation (6), we can achieve maximal connection availability.

B1 =

(
MTTF ∗MTTR ∗ l2 + 2 ∗MTTR2 ∗ l1 ∗ l2

) ∗Bt(
MTTF ∗MTTR ∗ (l1 + l2) + 2 ∗MTTR2 ∗ l1 ∗ l2

) (6)

Based on (6), we consider all the combinations of B1 and B2 to find maximal connection avail-
abilities for various link length situations. Assume that the length of the first link equals 1,000 km
and the total bandwidth of the connection is 10 FSs (i.e., B1 + B2 = 10FSs), we find different
connection availabilities considering different lengths of the second link (Len2) and combinations
of B1 and B2. Fig. 2 shows the connection unavailabilities for these different situations, in which
each curve corresponds to a certain length of the second link and the horizontal axis shows variable
numbers of FSs on the first link. We can see that for each length of the second link, there exists
minimal connection unavailability for a certain combination of B1 and B2. For example, when the
length of the second link is 500 km, the minimal connection unavailability occurs when the combi-
nation of B1 and B2 is (3, 7) FSs, and similarly, when the length of the second link is the same
as the first link, i.e., 1,000 km, the minimal connection unavailability occurs when the combination
of B1 and B2 is (5, 5) FSs, which means that specially for the equal link case, we should evenly
split the total bandwidth onto the two links so as to achieve a maximal connection availability.
Based on the above results, we can conclude that when the length of second link is longer, the
maximal achievable availability is lower and the first link should be distributed with more FSs so
as to achieve higher availability. We also analyze how the range of length of the second link affect
the combinations of B1 and B2 when achieving minimal unavailability. The results are shown in
Table 1. We can see that the results are in line with those in Fig. 2, i.e., when the length of second
link is longer, the first link should be distributed with more FSs to achieve the minimal connection
unavailability.

......

Figure 1: A simple demonstration for two nodes. Figure 2: Connection unavailability for Len2.

3.1.2. Multiple Parallel Links
We next consider a single link-based node pair with multiple (more than two) parallel links as
shown in Fig. 3. Considering the remaining capacity when a link failure occurs, the link availability
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is given by Equation (7), and the connection availability is given by Equation (8).

Aek
l =

(
MTTF ∗Bt + MTTR ∗ lk ∗

∑N

i=1,i6=k
Ai

l ∗Bi

)/
(MTTF + MTTR ∗ lk) ∗Bt (7)

Aec =
∑N

i=1

(
Aek

l ∗Bi

) /
Bt (8)

where li denotes the length of the ith link, N denotes the number of parallel links between the
two nodes, Ai

l is the availability of the ith link not considering the remain capacity, which can be
calculated by Ai

l = MTTF/(MTTF + MTTR∗li), Bt denotes the total number of FSs, and Bi

denotes the number of FSs on the ith link.
Because the connection availability is dependent on the number of parallel links and the dis-

tribution of FSs, given the set and parameters of N , MTTR, MTTF , li, Ai
l, and Bt as defined

before, we develop an optimization model to find the maximal connection availability as follows:
Variables: Aei

l is the new availability of the ith link, which is calculated by (7). Bi is the
number of FSs on the ith link.

Objective: MaximizeAec=
∑N

i=1

(
Aei

l∗Bi

)/
Bt. (i.e., maximize the average connection avail-

ability under different link failure situations)
Constraints:

∑N
i=1 Bi = Bt. (i.e., the sum of FSs distributed on all the parallel links equals to

the total number of FSs of the connection).

Table 1: FS combinations of different ranges of
Len2for minimal unavailability.

Range of Len2 (km) Optimal FSs 

of 1st link 

Optimal FSs 

of 2nd link Min Max 

1 0 53 0 10 

2 53 176 1 9

3 176 333 2 8

4 333 538 3 7

5 538 818 4 6

6 818 1222 5 5

7 1222 1856 6 4

8 1856 3007 7 3

9 3007 5699 8 2

10 5699 19419 9 1

11 19419 Infinity 10 0

Table 2: Minimal unavailability under different
numbers of links.

Num

Links

Minmal 

Unavailability

Optimal FSs distribution on different links

1 2 3 4 5 6 7 8 9 10

2 0.000599999 5 5   

3 0.000408459 3 4 3    

4 0.000312689 3 3 2 2 

5 0.000240862 2 2 2 2 2  

6 0.000216919 2 2 2 2 1 

7 0.000192977 2 2 1 1 2 1 1  

8 0.000169034 2 1 1 1 1 1 2  

9 0.000145092 1 1 1 2 1 1 1 1 1  

10 0.000121149 1 1 1 1 1 1 1 1 1 1 

1 

If the lengths of the links are different, the objective formula has quadratic components. In
order to linearize the model, we assume that the lengths of all the links are the same, i.e., l1 =
l2 = . . . = lN = l, and thus A1

l = A2
l = . . . = AN

l = A. We evaluate the availability of the
connection between the two nodes with different parallel links. Assume that the lengths of all links
are 1,000 km, MTTR = 6 hours, MTTF = 5×106 hours*km, and Bt = 10 FSs, Table 2 shows
the minimal unavailability to be achieved under different numbers of links and corresponding FSs
distributions.

We observe that an even distribution of FSs on different links can achieve a maximal availability.
In addition, we can see that a higher availability can be expected for a smaller VCAT sub-band
granularity. The result is reasonable because when the length of all links are the same, and the
number of links is fixed, an even distribution of FSs can make the probability of failed FSs minimal,
and therefore the connection availability maximized. Also, with the increase of the number of par-
allel links, there are fewer FSs affected when a single link failure occurred, and thus the probability
of failed FSs is lower.

Figure 4 shows the minimal unavailability of the connection between two nodes under different
numbers of parallel links. Each curve corresponds to a certain link length. We observe that the
shorter length of a link shows a lower unavailability. In addition, we see that a lower unavailability
can be expected for a smaller VCAT sub-band granularity.
3.2. General Mesh Network
In this section, we estimate the availability of service connections for a general mesh network under
the sub-band VCAT technique. We first consider a single end-to-end node pair, which is then used
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Figure 3: A single node pair connected with multi-
ple parallel links.

Figure 4: Minimal unavailability under different
numbers of parallel links.

to calculate the availability for all the node pairs in a network. We average the availabilities of
end-to-end light paths for all the node pairs to obtain average network-wide connection availability.

Figure 5 shows a single node pair connected by multiple disjoint end-to-end paths. Considering
the remaining capacity upon a link failure, the availability of the ith link on the kth path is given
by Equation (9), where lki denotes the length of the ith link on the kth path, N denotes the
number paths between the source and destination nodes. Aj

p is the availability of the jth path not

considering the remaining capacity, calculated as Aj
p =

Mj
l∏

i=1
Aji

l , where Aji
l is the availability of the ith

link on the jth path not considering the remain capacity, i.e., Aji
l = MTTF/(MTTF +MTTR∗lji),

and M j
l denotes the number links that the jth path traverses. The path availability is given by

Equation (10), and the overall connection availability is given by Equation (11), where Bt is the
total number of FSs, and Bk denotes the number FSs allocated on the kth path. The enhanced
availability considers all the single-link failure situations and averages path availability considering
the remaining capacity.

Aeki
l =


MTTF ∗Bt + MTTR ∗ lki ∗

N∑

j=1,j 6=k

Aj
p ∗Bj




/
(MTTF + MTTR ∗ lki) ∗Bt (9)

Aek
p =

∏Mk
l

i=1
Aeki

l (10)

Aec =
∑N

k=1

(
Aek

p∗Bk

)/
Bt (11)

As shown in Fig. 5, assume that there are two paths between a pair of nodes. The first path
traverses two links with lengths of 500 km and 1,000 km, respectively, and the second path traverses
three links with lengths of 500 km, 1,000 km, and 2,000 km, respectively. We can employ the
availability calculation equations from (9) to (11) to estimate the end-to-end connection availability.
The results are shown in Fig. 6, in which unavailability is considered. We compare the connection
unavailability for the cases of single path and two paths. We see that the minimal connection
unavailability of the two-path case with VCAT is lower than that of any single path case without
VCAT. This is because the VCAT technique can integrate the sub-bands on multiple paths to make
up an end-to-end light path service, which can ensure some bandwidth to survive when incurring
a failure and therefore greatly enhance the connection bandwidth availability.

We apply the above end-to-end connection availability analysis approach to all the node pairs
in a mesh network and calculate a network-wide average end-to-end service availability. We use a
modified Dijkstra’s algorithm to find two link-disjoint shortest routes between each node pair. For
performance comparison, we evaluate the minimal unavailability of the first shortest path without
VCAT, the second shortest path without VCAT, and the two shortest paths with VCAT. Two test
networks including the n6s8 and SmallNet networks are considered for such an evaluation. Figs. 7
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and 8 show the results of n6s8 and SmallNet, respectively. Because the remaining capacity can be
considered available when one (or multiple) paths of a multi-path VCAT service is affected, it is
easy to understand that the connection unavailability of two paths with VCAT is lower than that
of any single path without VCAT.

Destination

Node

Source

Node

First path

N
th

path

l11 l12

lN1

lN2

lN3

…
…

B1

BN

Bt=B1+B2+…+BN

Figure 5: A single node pair connected withmulti-
ple paths.

Figure 6: Unavailability comparison for a node
pair.

Figure 7: Unavailability comparison for the n6s8
network.

Figure 8: Unavailability comparison for the Small-
Net network.

4. CONCLUSIONS

This paper evaluates the benefit of applying the sub-band VCAT technique in enhancing the avail-
ability of the elastic optical network. We made theoretical analyses for the situations of a single
link-based node pair and a general mesh network. Because the distribution of FSs on different links
between a link-based node pair can affect the connection availability, we also developed an opti-
mization model to maximize the connection availability for the node pair. We found that under the
assumption that the lengths of all links are the same, an even distribution of FSs on different links
can achieve the highest availability, and a higher availability can be achieved for a smaller VCAT
sub-band granularity. For the case of end-to-end paths in a mesh network, the sub-band VCAT
technique can also greatly enhance the availability of service connections. It is also found that the
distribution of FSs that can achieve the highest availability depends on the network topology, and
a higher availability can also be expected for a smaller VCAT sub-band granularity.
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Abstract— Considering the time-dependent bandwidth characteristic of elastic optical net-
works, we develop two ILP models to assign spectra for lightpaths in a general mesh-network so
as to maximally share optical spectra between neighboring channels and therefore minimize the
total required spectrum in the whole network.

1. INTRODUCTION

In recent years, the rapid growth of high-bit-rate applications such as cloud computing and mul-
timedia video services has led to a tremendous increase in the volume of Internet traffic. It has
therefore become important to design very efficient and flexible networks which will perform better
than the traditional ITU-T [1] based Wavelength Division Multiplexing (WDM) optical networks.
A typical WDM optical network used for optical communications is inflexible and inefficient because
of its fixed grid and coarse granularity. Elastic optical networks based on the Orthogonal Frequency
Division Multiplexing (OFDM) technology can solve most of these problems and are considered
promising for next-generation optical networking. The elastic optical transmission technique al-
lows flexible bandwidth and spectrum allocation [2] along with efficient spectrum utilization. This
adapts well to real networks where the traffic demand changes dynamically in different time peri-
ods. In [3], the authors proposed the concept of time-dependent optical spectrum sharing which
adapts elastic optical channels to carry time-dependent traffic demands. In [4], we had applied this
concept to a single fiber link and our simulation studies showed that elastic optical channels can
successfully handle the time-dependent uncertainty of traffic demand on each optical channel while
still achieving high spectrum efficiency.

This paper extends the concept of time-dependent optical spectrum sharing to a general mesh-
network. We present two different ILP optimization models from different perspectives for efficiently
assigning spectra for lightpaths in a general mesh-network so as to achieve high spectrum efficiency
in supporting time-dependent traffic demands. When assigning spectra for lightpaths, one model
considers a fixed center frequency of each lightpath between SD pairs in all the time slots, while
the other does not consider such a constraint. The tradeoff between them is that the model with
a fixed center frequency can make the reconfiguration of lightpaths simpler as we do not need to
change the channel center frequency from time slots to time slots, while it may suffer from poorer
spectrum utilization compared to the case without such a constraint. Both optimizations have the
same objective to minimize the maximal index of the used frequency slots (FSs) on the fiber links
in the entire network where we assume that the time-dependent traffic demand of each lightpath
between SD pairs is given in advance.

2. CONCEPT OF TIME-DEPENDENT SPECTRUM ALLOCATION

Based on time-dependent optical spectrum sharing, we can allocate the bandwidth or spectrum of
each lightpath according to the actual channel traffic demand at different time periods to better
utilize the spectrum [5]. We illustrate the concept of time-dependent spectrum allocation in Fig. 1,
where we show the changes in the spectrum allocation for two neighboring optical channels between
two consecutive time slots. In time slot t1, optical channel f1 has more traffic demand, thereby
requiring more spectra, while optical f2 has less traffic demand, thereby requiring fewer spectra.
Similarly, in time slot t2, due to the change of traffic demand on each the two channels, optical
channel f1 may require fewer spectra while optical channel f2 may require more spectra. This
implies that we can arbitrarily allocate spectrum between the two neighboring optical channels,
when the sum of the spectra used by the two channels does not exceed the total spectrum between
their central frequencies. With this spectrum sharing, elastic optical networks are expected to
achieve good optical spectrum utilization and efficiency. We found that the efficiency of the above
spectrum sharing is closely related to the complementary status of the traffic demands of the two
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neighboring channels in different time slots. If the two channels complement each other, we could
assign a smaller amount of joint spectrum for them. On the contrary, if the channels always reach
their peak traffic demands simultaneously or if the variation patterns of their traffic demands are
always in line, there is no advantage of spectrum sharing as described above.

For a general mesh-network based on the elastic OFDM technology, with the constraints of
spectrum consecutiveness and spectrum continuity, it is important to properly arrange the spectrum
of each lightpath between SD pairs according to their individual time-dependent traffic demand
distributions so as to achieve the best spectrum sharing. This is the key research problem that we
aim to address and optimize in this paper.

3. ILP MODELS FOR SPECTRUM ASSIGNMENT IN GENERAL MESH-NETWORKS

For optimal assignment of spectrum in a general mesh-network, we develop two ILP models to
minimize the total required spectrum subject to the condition that all the time-dependent channel
bandwidths are satisfied. The first ILP model keeps fixed center frequencies for each lightpath
between SD pairs which may be allowed to shrink its assigned bandwidth at a certain maximal
percentage (for the situation where there is insufficient spectrum and therefore bandwidth squeez-
ing [6] is required for the lightpath between a SD pair). Note that this model is generic, which by
default can also be used to design for the case that does not allow for bandwidth shrinking. The
second ILP model is one where the center frequencies are not fixed for each lightpath between SD
pairs.
3.1. ILP Model with Fixed Channel Center Frequency
Sets and Parameters: V is the set of network nodes. L is the set of network links. NP is the
set of SD pairs in the network. T is the set of the time slots. Rsd is the set of routes for a SD pair
in the network. TDt

sd is the number of FSs (i.e., bandwidth) required between SD pair sd at time
slot t. Xsd,r

ij is a binary parameter that takes the value of 1 if the lightpath route r between SD
pair sd traverses link ij; 0, otherwise. α is the percentage that is maximally allowed for bandwidth
squeezing for each lightpath. ∆ is a large value.

Variables: fsd is an integervariable denoting the center FS index (i.e., center frequency) of
the lightpath between SD pair sd. St

sd is an integer variable denoting the starting FS index of the
lightpath between SD pair sd at time slot t. Et

sd is an integer variable denoting the ending FS index
of the lightpath between SD pair sd at time slot t. yr

sd is a binary variable that takes the value of
1 if the lightpath between SD pair sd chooses route r; 0, otherwise. δsd1

sd2 is a binary variable that
takes the value of 1 if the starting FS index St

sd1 of the lightpath between SD pair sd1 is smaller
than the starting FS index St

sd2 of the lightpath between SD pair sd2 at any time slot; 0, otherwise.
Note that this notation makes sense only when two different lightpaths share at least one common
link. c is the maximal index of used FSs on the fiber links in the entire network.

The objective of the ILP model is to minimize the maximal index of the used FSs in the entire
network, i.e., c, and the constraints of the model are as follows:

δsd1
sd2 + δsd2

sd1 = 1 ∀sd1, sd2 ∈ NP, sd1 6= sd2 (1)

Et
sd2 − St

sd1 ≤ ∆ ·
(
δsd1
sd2 + 2−Xsd1,r1

ij −Xsd2,r2
ij + 2− yr1

sd1 − yr2
sd2

)

∀ij ∈ L, sd1, sd2 ∈ NP, sd1 6= sd2, r1, r2 ∈ Rsd (2)∑
r∈Rsd

yr
sd = 1 ∀sd ∈ NP (3)

St
sd = fsd − 0.5 · TDt

sd · (1− α) ∀sd ∈ NP, t ∈ T (4)
Et

sd = fsd + 0.5 · TDt
sd · (1− α) ∀sd ∈ NP, t ∈ T (5)

fsd ≥ 0.5 · TDt
sd · (1− α) ∀sd ∈ NP, t ∈ T (6)

c ≥ Et
sd ∀sd ∈ NP, t ∈ T (7)

c ≥
∑

sd∈NP,r∈Rsd

TDt
sd · (1− α) ·Xsd,r

ij · yr
sd ∀ij ∈ L, t ∈ T (8)

Constraints (1) and (2) ensure that the spectra of two lightpaths that share common links
must not overlap. Constraint (3) ensures that there is only a single route used for lightpath
establishment between SD pair. Constraints (4), (5) and (6) tell the relationship of the center FS
index, the starting FS index, and the ending FS index of each lightpath at time slot t (with a certain
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bandwidth squeezing ratio). Constraint (7) ensures that the network-wide maximal FS index c is
always no smaller than the ending FS index of any lightpath. Constraint (8) is a redundant one
helping reduce the feasible solution region of the ILP model.

3.2. ILP Model with Non-fixed Channel Center Frequency
We have also developed an ILP model for the case that the channel center frequency is not fixed
in different time slots. The model is extended from the one developed in [5] with the constraints
and traffic demands satisfied in each time slot. Due to the page limit, we do not give the detail of
the model here.

4. RESULTS AND PERFORMANCE ANALYSES

To evaluate the performance of the two ILP models, we assign spectra for the lightpaths in the
SmallNet (10 nodes and 22 links) and COST 239 (11 nodes and 26 links) networks. We assume that
for each lightpath between SD pairs, random hourly traffic demands (for 24 hours) are given. The
traffic demand on each lightpath is assumed to vary in units of FSs, but within a certain maximal
range. Specifically, we consider five ranges, from 1 to 10, 1 to 20, and maximally 1 to 50 (each
number is even) units of FSs. We choose one route from multiple route options for each node pair
to establish lightpaths. We minimize the total required spectra (without considering guard band)
when all the time-dependent traffic demands are satisfied. In addition, for the bandwidth squeezing
case, we employ the ILP model with fixed channel center frequency to minimize the total required
spectra under different maximal bandwidth squeezing ratios. For this case, the required bandwidth
on each lightpath between SD pairs is assumed to vary within a range from 1 to 20 units of FSs
(each number is even).

Without considering bandwidth squeezing, Figs. 2 and 3 show the total number of FSs required
in the SmallNet and COST239 networks with the increase of average bandwidth requirement of each
lightpath, respectively. Comparing the results with and without fixed channel center frequency (i.e.,
“ILP 1” versus “ILP 2”), we can see that the case without fixed channel center frequency shows
better performance, requiring much smaller numbers of FSs. This is reasonable since the spectrum

Figure 1: Time-dependent spectrum sharing be-
tween two neighboring optical channels.

Figure 2: Total required spectra versus traffic de-
mand intensities per node pair (SmallNet).

Figure 3: Total required spectra versus traffic de-
mand intensities per node pair (COST 239).

Figure 4: Total required spectra versus maximal
bandwidth squeezing ratios.
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assignment without fixed channel center frequency allows for different center frequency for each
lightpath in different time slots, while the case with fixed channel center frequency requires each
lightpath to use the same center frequency at any time slot. We also evaluate the impact of the
number of routes for selection on the design performance. It is reasonable to see that the case of
two routes (i.e., k = 2) requires a smaller number of FSs compared to the case of a single route (i.e.,
k = 1) since the former has more flexibility in route selection. Considering bandwidth squeezing,
Fig. 4 shows the results of the optimal spectrum assignment under different bandwidth squeezing
ratios. We have only considered the case with fixed channel center frequency though similar results
can be obtained for the case without fixed channel center frequency. In Fig. 4, it is reasonable to see
that with an increasing bandwidth squeezing ratio, the required spectrum decreases since a larger
bandwidth squeezing ratio corresponds to more spectrum overlap between two neighboring optical
channels.

5. CONCLUSION

We took advantage of flexible bandwidth and spectrum allocation of the elastic optical networks
to handle time-dependent traffic demands so as to achieve the best spectrum sharing. In [4], we
have evaluated the performance of time-dependent spectrum allocation for the case of a single
link which has now been extended to the general mesh-network in this paper. To achieve the best
optical spectrum sharing, we developed two ILP optimization models with and without fixed channel
center frequency. Simulation results were reported under different combinations of experimental
parameters.
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Development of Low Noise MI Sensor and Its Applications

N. Hamada, A. Shimode, C. M. Cai, and M. Yamamoto
Aichi Steel Corporation, 1 Wano-Wari Arao-machi, Tokai 476-8666, Japan

Abstract— The MI sensor is a magnetic sensor based on the MI (Magneto Impedance) effect
discovered by K. Mohri et al. in 1993. A specialized low noise analog output magnetic sensor
(nT sensor: MI-CB-1DK) has also been commercialized by AICHI MICRO INTELLIGENT for
use in detecting AC magnetic fields. According to theoretical analysis, although the MI sensor is
foreseen to show the fT/

√
Hz level of noise density, MI-CB-1DK shows 20–30 pT/

√
Hz at 10 Hz.

In this paper, in order to develop an MI element showing lower noise, the effect of the aspect
ratio of the amorphous magnetic wire, the number of wires and the effect of electric contact on
multiple wires on noise density were investigated. Then an MI element which shows 1/10 the
noise density of MI-CB-1DK was developed.

1. INTRODUCTION

The MI sensor is a magnetic sensor based on the MI (Magneto Impedance) effect discovered by
K. Mohri et al. in 1993 [1]. A small and highly sensitive magnetic sensor (AMI 306) based on the
MI effect and used as an electromagnetic compass mainly in mobile phones and smart phones has
been developed and commercialized by AICHI MICRO INTELLIGENT [2]. On the other hand,
a specialized low noise analog output magnetic sensor (current nT sensor: MI-CB-1DK) has also
been commercialized for use in detecting AC magnetic fields [2]. And also a research of biomagnetic
measurement using MI element has been reported [3]. According to the theoretical analysis, the
MI sensor is foreseen to show the fT/

√
Hz level of noise density [4]. However, AMI306 shows

around 7 nT/
√

Hz level of noise density at 10 Hz and the current nT sensor (MI-CB-1DK) shows
20–30 pT/

√
Hz at 10 Hz.

In this paper, in order to develop an MI element showing higher sensitivity and lower noise as
compared to MI-CB-1DK, the effect of the aspect ratio of the amorphous magnetic wire, the number
of wires and the effect of electric contact on multiple wires on noise density was investigated.

2. EXPERIMENT

A nearly non-magnetostrictive amorphous magnetic wire (hereafter called wire) with a diameter of
30µm and composition Co-Fe-Si-B system produced by in-water-rotating quenching process was
purchased from UNITIKA LTD. The hysteresis loop of the wire with a length of 5 mm was measured
by Vibrating Sample Magnetometer (Toei Scientific Industrial Co., Ltd, type: PV-M10-5) and is
shown in Fig. 1. The vertical axis shows the normalized magnetization by saturated magnetization.

The MI element using above wire was produced with photolithography and a pickup coil made
of 30µm copper wire was wound, and then the sensor characteristics were evaluated with an electric
circuit which excites the wire by 80 mA as used in MI-CB-1DK [5]. The noise density of the MI
element was measured by FFT analyzer (ONOSOKKI, type: CF-5220Z) at zero magnetic fields in
the threefold magnetic shield box.
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Figure 1: The hysteresis loop of wire.
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3. DEVELOPMENT OF LOW NOISE MI SENSOR

3.1. The Effect of Aspect Ratio, Number of Wires and Electric Contacts on Sensor Charac-
teristics

In order to determine wire length, the effect of aspect ratio (L/D) on noise density was investigated
and a sample at 10 Hz is shown in Fig. 2. Here L is defined as wire length and D is defined as
diameter of wire. As shown in Fig. 2, noise density decreases as L/D increases and is saturated
when L/D exceeds 400. This is because the sensitivity increases with the decrease in demagnetizing
fields.

Next, in order to further reduce noise density, the effect of the number of wires on noise density
was investigated. The MI element was produced with a number of wires connected in parallel and
a pickup coil was wound around it. The noise density at 10Hz is shown in Fig. 3. As shown in
Fig. 3, noise density decreases as the number of wires increases. Although it was expected that the
noise density decreased in inverse proportion to the square root of the number of wires, the noise
density decreased almost linearly as the number of wires increased.

Thirdly, in order to further reduce noise density, the effect of electric contact with 4 wires (type
A and B, shown in Fig. 4) on noise density was investigated and is shown in Fig. 5. As shown, the
MI element of type B shows lower noise density compared to type A.

3.2. Development of MI Element and Its Noise Density

Based on the above investigations, an MI element with 4 wires of 10 mm with type B connections
and a wound coil of 300 turns was designed. Its appearance and output property are shown in
Fig. 6 and Fig. 7, respectively. The noise density of the developed MI element is shown in Fig. 8,
as compared to commercialized MI-CB-1DK and AMI306. As shown in Fig. 8, the noise density of
the developed MI element is about 1/10 of MI-CB-1DK. Next, with practical use in mind, sensor
output of the developed MI element with ±1 nT at 1 Hz is shown in Fig. 9, as compared to FG
sensor [6] of the almost same size and MI-CB-1DK. As shown in Fig. 9, the developed MI element
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Figure 3: The effect of number of wires on noise
density at 10 Hz.
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Figure 6: The appearance of developed MI sensor.
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Figure 9: Sensor outputs of developed MI element. (a) MI-CB-1DK. (b) Developed MI element. (c) FG
sensor.

shows sufficient magnetic resolution for detecting week magnetic fields of 1 nT order.

4. SUMMARY

In this paper, in order to develop an MI element showing lower noise density, the effect of aspect
ratio of amorphous wire, number of wires and electric contact on multiple wires on noise density
was investigated. Then, an MI element showing 1/10 of the noise density of MI-CB-1DK was
developed.

This developed MI element is expected to be used in various fields (foreign body detection and
biomagnetic measurement etc.), due to its sub-nano-T level of noise.
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Test-production of High Sensitivity Multi-core MI Element and Its
Characteristics

N. Hamada, A. Shimode, S. Tatematsu, and M. Yamamoto
Aichi Steel Corporation, 1 Wano-Wari Arao-machi, Tokai 476-8666, Japan

Abstract— The magnetic sensor is used in various fields such as industrial, automobile, IT and
biomagnetism. The MI sensor is a magnetic sensor based on the MI (Magneto Impedance) effect
discovered by K. Mori et al. in 1993. The MI element with a pickup coil produced by a plating
process is used in electromagnetic compasses. Although it can detect 1–1000 µT level, higher
performance in sensitivity and noise level is required. Here, the effect of wire length, magnetic
property of the amorphous magnetic wire, the number of coil turns and number of cores on the
sensor characteristics was investigated. Then based on the above investigations, the designed MI
element was test produced. It was found that the designed element shows dramatically higher
sensitivity and 1/100 noise, as compared to the currently used MI element (AMI306).

1. INTRODUCTION

The magnetic sensor is used in various fields such as industrial, automobile, IT and biomagnetism.
The MI sensor is a magnetic sensor based on the MI (Magneto Impedance) effect discovered by
K. Mori et al. in 1993 [1]. It can detect weak magnetic fields in the pT-mT order. According to
theoretical analysis, the MI sensor is foreseen to show the fT/

√
Hz level of noise density [2], and

its performance would even be equal to SQUID.
The MI element with a pickup coil produced by a plating process (Fig. 1(a)) is used in electro-

magnetic compasses. Although it can detect 1–1000µT level [3], higher performance in sensitivity
and noise is required. On the other hand, a specialized high sensitivity type magnetic sensor (nT
sensor) with wound coil made with copper wire of 30µm (Fig. 1(b)) which can detect nT level [4],
has also been commercialized for use in detecting AC magnetic fields and research of biomagnetic
measurement using this MI element has also been reported [5].

Although the MI element (Fig. 1(b)) shows higher sensitivity the MI element (Fig. 1(a)) is more
suitable for mass production in cost. Therefore in this paper, in order to develop MI element
which shows higher sensitivity, with pickup coil produced by a plating process, the effect of wire
length, magnetic property of the wire, coil turns and the number of cores (MI element) on sensor
characteristics was investigated.

Size L0.6 W0.3 H0.2mm Size L10 W1.4 H0.7mm

(a) coil by plating process (b) coil by Cu wire

Figure 1: The aspects of MI element.
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Figure 2: The hysteresis loops of wire.

2. EXPERIMENT

A nearly non-magnetostrictive amorphous magnetic wire with a diameter of 15µm and composi-
tion Co-Fe-Si-B system produced by an in-water-rotating quenching process was purchased from
UNITIKA LTD. Then two kinds of wire showing deferent magnetic properties were tailored by
annealing at around 400 deg C [6]. The hysteresis loops of wire (A) and (B) with a length of
5mm were measured by Vibrating Sample Magnetometer (Toei Scientific Industrial Co., Ltd, type:
PV-M10-5) and are shown in Fig. 2. Here, in this paper, the magnetic field where the normalized
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magnetization by saturated magnetization showing 90% was defined as Hk, corresponded to an
anisotropy field.

The MI element was produced by photolithography and plating processes. The sensor char-
acteristics of the MI element were evaluated with an electric circuit [4] used in the nT sensor
(MI-CB-1DJ). The noise density of the MI element was measured by FFT analyzer (ONOSOKKI,
type: CF-5220Z) at zero magnetic fields with magnetic shielding.

3. DESIGN OF MI ELEMENT

3.1. The Effect of Wire Length, Magnetic Property of Wire and Coil Turn on Sensor Charac-
teristics
In order to determine the length of the MI element (wire), the effect of wire length on Hk was
investigated using the wire (A). As shown in Fig. 3, Hk decreased as wire length increased and
showed a trend toward saturation when the wire length exceeded 1 mm. This is because the
influence of the demagnetizing field decreases. Since a demagnetizing field reduces the sensitivity
of the sensor characteristics, it was found that wire length should be 1mm or more.

Next, in order to determine the magnetic property (Hk) of wire which shows higher sensitivity as
an MI sensor the output properties of MI elements produced using wire (A) and (B) were compared.
The MI element consists of a wire with a length of 0.52 mm and a coil of 25 turns (17µm coil pitch).
As shown in Fig. 4, the MI element using wire (B) shows higher sensitivity compared to using wire
(A). In fact, the sensitivity is strongly related to the Hk of the wire, and this is the same tendency
as in the case of detecting impedance change with external magnetic fields [7].
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Figure 3: The effect of wire length on Hk.
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Thirdly, in order to investigate the effect of the number of coil turns on the MI element on
sensitivity, the MI elements using wire (A) of a length of 0.52mm with 15–28 coil turns (30–15µm
coil pitch) were produced (Fig. 5). As shown in Fig. 6, although sensitivity increases as the number
of coil turns increase, when the number of coil turns exceeded 21 turns, it was found that the
sensitivity increase tended to be saturated. This is because the coil resistance becomes larger.

3.2. Design of MI Element
Based on the above chapters, MI elements using wire (B) were designed and a multi-core MI element
was also considered. The design is shown in Table 1 and the appearance of the produced MI elements
is shown in Fig. 7. Each output property is shown in Fig. 8, as compared to the commercialized MI

Table 1: Design of MI element.

(A) (B) (C)
Wire length (mm) 1.2
Number of core 1 2 4

Wire R (Ω) 12.7 25.1 50.2
Coils pitch (µm) 17

Coil turns 66 132 250
Coil R (Ω) 6.4 11.6 23.9
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(a) 15 turns (b) 21 turns

(c) 25 turns (d) 28 turns

(30 µm coil pitch) (20 µm coil pitch)

(17 µm coil pitch) (15 µm coil pitch)

Figure 5: The appearance of MI element with several
coil turn.
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Figure 6: The effect of coil turn on sensitivity.

sensor (AMI306 [8]). As shown in Fig. 8, the sensitivity increases as the number of cores increases
and it is found that the multi (4)-core MI element shows dramatically higher sensitivity than AMI
306.

3.3. The Noise Level of the Developed MI Element
The noise density of the multi (4)-core MI element was measured and it is shown in Fig. 9, as
compared to AMI306 and commercialized nT sensor (MI-CB-1DJ). As shown in Fig. 9, the devel-
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oped MI element shows 1/100 the noise level of AMI306. In addition, the sensor outputs of the
developed MI element when several magnetic fields (±1µT, ±100 nT, ±10 nT) at 30 Hz are applied
by a Helmholtz coil are shown in Fig. 10. Considering the viewpoint of each noise level, it is found
that the developed MI element would have sufficient magnetic resolution in the case of ±100 nT.

4. SUMMARY

In this paper, based on the effect of wire length, magnetic property (Hk) of wire and the number
of coil turns on sensor characteristics, an MI element that could detect magnetic fields of ±100 nT
order was developed. This developed MI element is expected to be used not only as an electromag-
netic compass, for which increasingly higher levels of performance are being required, but also in
automobile or industrial markets.
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Abstract— We found two positive effects in the human body activity induced with an extremely
low frequency (ELF) distributed magnetic field stimulus at the spine position: (1) Increasing of
the defined arousal index (α+β)/(θ + δ) up to around 3.0 in the occipital electro-encephalogram
(O-EEG), and (2) Increasing of the energy concentration in the FFT frequency spectra for the
back magneto-cardiogram (B-MCG) measured with the Pico-Tesla resolution magneto-impedance
sensor.
Probable correlation between the arousal center in the brainstem and the aorta with the aorta
corpuscle via the vagus nerve concerning a mutual activation is discussed on the basis of the
phenomena.

1. INTRODUCTION

We have developed an effective and safe method for prevention of the drowsiness during car driving
with the ELF distributed magnetic stimulus on the driver’s body surface at the spine [1–3] and at
the pit of the stomach [4] using the magnetized olivine sintered particle train. The ELF magnetic
field is applied to the blood water when the blood flows through the periodic alternating pulse
distributed magnetic field generated on the sintered magnetic particle train resulting the generation
of the free protons and the ATP production is promoted in the bio cells for body activation due to
the magneto-protonics principle [5].

Both magnetic stimuli resupply the bio-body energy ATP on the basis of the magneto-protonics
and so are not accompanied with so-called the “rebound problem” inducing a deeper drowsiness
after a tentative arousal with the sensory stimuli such as the flush light, the sound or voice, the
perfume shot and so on.

Thus, we tentatively concluded that the ELF magnetic stimulus on the spine position is superior
for the arousal than that on the pit of the stomach after in comparison the increasing rate of the
arousal index (α+β)/(θ+δ) between them for eleven subjects in the driving simulator test. On the
basis of the results, we investigated a dependency of the EEG with the head position concerning
the arousal index change after application of the ELF magnetic stimulus at the spine position for
three subjects and found a remarkable arousal effect occurred at the back of the head position
for all subjects. We also measured the back magneto-cardiogram of the same subjects using the
pico-Tesla resolution magneto-impedance sensor [6] and found a remarkable change in the FFT
frequency spectrum for the heart stroke magnetic-field time series with application of the ELF
magnetic stimulus. That is, a remarkable simplification of the frequency spectrum reflecting the
heart stroke system energy concentration is induced with the ELF magnetic stimulus. Thus we may
consider a relationship between the arousal effect and the heart stroke activation effect with the
identical ELF magnetic stimulus on the basis of the physiology showing the vagus nerve connecting
mutually the brain stem and the aorta with the aorta corpuscle [7]. We also found a possibility of a
visual perception activation effect with the ELF magnetic stimulus on the basis of an experimental
result of a 0.5 second displayed patterns recognition test.

2. EXPERIMENTAL PROCEDURE

We use a rubber coated 9 mm diameter olivine sintered magnetized particle train belt, as illustrated
in Fig. 1, which generates the bio-activation magnetic field with around 2-cm period alternating
pulse distributed train for the ELF magnetic stimulus. When the human blood water runs through
the magnetic field with around 30 cm/s, the water is exposed to an ELF (around 15Hz) magnetic
field and generates free protons. The serotonin production rate at the medulla is promoted with
the increased ATP due to the free protons and activates the arousal function.
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Rubber Coated Olivine Sintered Magnetized Particle Train Belt
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Figure 1: Rubber coated 9 mm diameter olivine sintered magnetized particle train belt generating bio-
activation magnetic field with around 2-cm period alternating pulse distributed train.

3. EXPERIMENTAL RESULTS

3.1. Electro-encephalogram Measurements
Figure 2 represents measured results of the arousal index (α + β)/(θ + δ) for eleven subjects (22–
28 years old) after 20-min. night time simple high-way driving in the driving simulator without
magnetic stimulus, with the spine ELF magnetic stimulus, or with the pit of the stomach ELF
magnetic stimulus. The EEG measurements were carried out for each subject in different three
days in a week. Therefore, we tentatively concluded that the ELF magnetic stimulus at the spine
position was the most effective for the arousal.

Figure 2: Arousal index of eleven subjects measured after 20-min. night time simple high-way driving in the
driving simulator without magnetic stimulus, with the spine ELF magnetic stimulus, or with the pit of the
stomach ELF magnetic stimulus.

Figure 3 shows the change of the arousal index for three subjects (28 year-old male (A), 73 year-
old female (B), and 73 year-old male (C)) with the ELF magnetic stimulus applied to the spine
position. The EEG measurement at the forehead and the occipital (back of the head) was carried
out for each subject quietly sitting on a car driver’s seat with closing eyes before the magnetic
stimulus and after the 30-min. ELF magnetic stimulus with contacting the magnetized belt on
one’s spine position. We found that a remarkable arousal effect occurred in the occipital EEG with
the ELF magnetic stimulus for all subjects, whilst the arousal was occurred for the two subjects
and slightly decreased for the one subject in the forehead EEG.

3.2. Back Magneto-cardiogram
We detected the magneto-cardiogram at the left shoulder blade bottom position (Back-MCG) of the
subject to which the amorphous wire head of the pico-Tesla resolution magneto-impedance sensor
(PT-MI sensor) [6] is slightly touched via a cloth. We have found that the Back-MCG may reflect
the activity of both the heart muscle and the aorta muscle referring the double-peak waveform in
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Figure 3: Change of the arousal index with application of the ELF magnetic stimulus at the spine: EEG
measurement at (a) the forehead, and (b) the occipital (back of the head).

the Back-MCG, while the double-peak waveform does not appear in the Chest-MCG [8].
Figure 4 illustrates the FFT frequency spectra of the measured Back-MCG for three subjects

same to the case of Figure 3 before and after application of the ELF magnetic stimulus: the
28 year-old male in (a), the 73 year-old female in (b), and 73 year-old male in (c). We found
remarkable change in these spectra with the ELF magnetic stimulus showing energy concentration
to the frequency f1 which is considered as the basic heart stroke frequency of the heart-aorta blood
flow system [8]. It is considered that the ELF magnetic stimulus may activate and increase the
stability of the blood flow system.

Both experimental results of Figure 3 for the occipital EEG and Figure 4 for the Back-MCG
suggest a relationship of the arousal center and the blood flow system and may support an activation
model for the arousal center near the medulla in the brain stem and the blood flow system connected
each other with the vagus nerve system with the spine ELF magnetic stimulus promoting the ATP
production in the bio cells in the back of the human body.

The remarkable activation effect for the arousal in the area of the back of the head suggests a
possibility of activation of the visual function. Therefore, we investigated an influence of the spine
ELF magnetic stimulus for a flash displayed alphabet small characters visual recognition test as
shown in Figure 5: A dotted line was before the ELF magnetic stimulus applied 30 min. at the
spine and a real line was after the stimulus.

The subject (73 year-old male) has trained 7 days before the test and found almost no influence
of the stimulus on the test in ordinary healthy condition. An influence appeared as in Figure 5 for
the subject in a bad condition with such as a headache. The total point was improved from 73 to
91 points.
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Figure 4: FFT frequency spectra of measured Back-Magnetocardiogram (Back-MCG) before and after ap-
plication of the ELF magnetic stimulus: (a) the 28 year-old male, (b) the 73 year-old female, and (c) the 73
year-old male.
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Figure 5: Improvement of a flush-displayed characters visual recognition ability with the spine ELF magnetic
stimulus. The real line is after the spine ELF magnetic stimulus.

4. CONCLUSIONS

A remarkable arousal effect was obtained for the occipital EEG with the spine ELF magnetic
stimulus.

Significant energy concentration appeared in the FFT frequency spectra with the spine ELF
magnetic stimulus. Possible relation between them was discussed.
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Abstract— We measured the magneto-cardiogram at the back of the human body (Back
Magneto-cardiogram; Back-MCG) using the pico-Tesla resolution amorphous wire magneto-
impedance sensor (PT-MI sensor) and found that the double-peak magnetic field waveform
appeared in the healthy subject’s Back-MCG only, while disappeared in the angina pectoris
patient’s Back-MCG. We also found that the double-peak waveform appeared for a while such as
around 1 hour even in the Back-MCG of the angina pectoris patients after application of an ELF
magnetic stimulus with stroking a magnetized crashed stone packed pipe on the body through
10min.

1. INTRODUCTION

A non-invasive and sensitive detection method for heart diseases have been required on the predic-
tion of the World Health Statistics 2012 by the WHO which predicted that the number of deaths
from heart diseases per one year would increase to 25 million by 2030. We have developed a
highly sensitive magnetic sensor having 1 pico-Tesla resolution using the amorphous wire CMOS
IC magneto-impedance sensor named the PT-MI sensor [1, 2]. We detected the Back Magneto-
cardiogram (Back-MCG) at the left shoulder blade bottom position of the subject slightly touching
the amorphous wire head using the PT-MI sensor and found that the double-peak magnetic field
waveform appeared in the Back-MCG of the healthy subjects, which disappeared in the Back-MCG
of angina pectoris patients. The double-peak waveform does not appear in the Chest-MCG for both
healthy and patients with heart diseases.

We also found that the double-peak waveform appeared for a while such as one hour in the
Back-MCG of the angina pectoris patients after application of an ELF magnetic stimulus with
stroking a magnetized stone packed pipe on their body surface through 10 min., resulting a probable
improvement of the heart diseases. Similar probable improvement was obtained after application
of an ELF magnetic stimulus with touching a magnetized sintered particle train belt [3] on their
spine position through 30 min..

2. MEASUREMENTS

2.1. Chest Magneto-cardiogram
Figure 1 represents simultaneous measurement results of the electrocardiogram (ECG) and the
chest magneto-cardiogram (MCG) for a healthy subject (51 year old male) using the PT-MI sensor
without any magnetic shielding. We found a time lag of around 150 ms of the MCG peak waveform
behind the ECG peak waveform (0.4πrad. phase lag) , which substantiates an assumption that
the origin of the MCG peak pulse should be the Ca2+ ion current magnetic field flowing into the
muscle cells triggered with the action potential ECG peak pulse [4, 5].

2.2. Back Magneto-cardiogram
Figure 2 illustrates measured results of the back magneto-cardiogram (Back-MCG) for five subjects:
(a) healthy 51 year-old male, (b) healthy 46 year-old male, (c) healthy 73 year-old female, (d) 71
year-old male with the angina pectoris, and (e) 73 year-old male with the angina pectoris. The
Back-MCG was detected using the PT-MI sensor at the left shoulder blade bottom position of each
subject sitting quietly on a wooden chair without any magnetic shielding. We newly found that a
double-peak waveform (DP) appeared in the Back-MCG of all healthy subjects (a), (b), and (c),
while no appearance for angina pectoris patients (d) and (e).

We found a conformity of the double peaks in the Back-MCG for the healthy subjects in Figure 2
to the open and close, respectively, of the aortic valve in the time phase. Thus, it would be possible
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Figure 1: Simultaneous measurements of the electrocardiogram (ECG) and the chest magneto-cardiogram
(MCG) for a healthy subject (51 year-old male) using the PT-MI sensor.
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Figure 2: Back Magneto-cardiogram using the PT-MI sensor for (a) healthy 51 year-old male, (b) healthy 46
year-old male, (c) healthy 73 year-old female, (d) 71 year-old male with angina pectoris, and (e) 73 year-old
male with angina pectoris.

to develop a new device for diagnosis of the arteriosclerosis measuring the time between the aortic
valve open and the ascending of the pulse wave at the ankle.
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Figure 3: Change of the Back-MCG waveform for two patients with the angina pectoris after stroking a
magnetized stone packed pipe on their body through 10 min.: (a) 73 year-old male, and (b) 71 yea-old male.
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3. CHANGE OF BACK-MCG WITH ELF MAGNETIC STIMULUS

We found that the DP magnetic field waveform appeared in the Back-MCG of the two angina
pectoris patients after stroking a magnetized stone packed pipe on their body through 10 min. (we
say “Physiological Magnetic Stimulus; PMS”) as represented in Figure 3. The probable improve-
ment of the angina pectoris showing the Back-MCG DP wave with the pipe magnetic stimulus
is considered due to the magneto-protonics principle, in which the free protons generated in the
body water running through the periodical distributed alternating pulse magnetic field on the pipe
surface activated the ATP production function of the mitochondria in the aorta muscle cells and
the heart muscle cells [3, 6].

4. FFT FREQUENCY SPECTRUM OF BACK-MCG

Figure 4 shows the FFT frequency spectrum of the Back-MCG of the three subjects: (a) healthy
73 year-old female, (b) 71 year-old male with the angina pectoris, and (c) 73 year-old male with
the angina pectoris.
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Figure 4: FFT frequency spectrum of the Back-MCG before and after the magnetic stimulus with stroking the
magnetized stone packed pipe on the body through 10min. for (a) healthy 73 year-old female, (b) 71 year-old
male with the angina pectoris, and (c) 73 year-old male with the angina pectoris.

We found an energy concentration in the frequency spectra (a)–(c) to the basic stroking fre-
quency f1 of the heart-aorta blood circulation system with application of the ELF magnetic stim-
ulus.
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5. CONCLUSIONS

We newly found the existence of a double-peak magnetic field wave in the Back-MCG for healthy
subjects whilst disappears for subjects with the angina pectoris. We may expect a new non-invasive
and sensitive diagnosis method for heart diseases with measurement of the Back-MCG using the
amorphous wire PT-MI sensor although we should increase the number of subjects. The ELF
magnetic stimulus may effective for tentative recovery of the angina pectoris.
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Abstract— An evaluation index for the promotion rate with 1–2% per week in the ELF
magneto-protonics is proposed for development of the bio industry such as the cultivation and
the farming on the basis of the tests for the vegetable plant cultivation, goldfish culture, and the
hardening of the high strength concrete.

1. INTRODUCTION

We have proposed a new hypothetical principle named “Magneto-protonics”, since 2001 [1–3] in
which the free proton generated in the water exposed to an extremely low frequency (ELF) small
magnetic field. When the free protons generate in the bio-cell water, the promotion of the ATP
production ability due to the proton flow in the mitochondria ATP-ase activates organisms including
human [4, 5]. The magnetization of a magnetized water exposed to the ELF magnetic field has been
detected using a Pico-Tesla MI sensor [6]. The magneto-protonics principle has been reviewed in
detail [7]. Various evidence for the magneto-protonics bio-activation effect has been accumulated
in the agricultural tests of such as the Gifu strawberry cultivation test in the Gifu prefectural
agriculture research center in Japan [8].

Exposure to the ELF magnetic field in the bio body is realized using not only a conductor coil
connected with the electronic oscillator but also a group of magnetized stones generating periodical
alternating pulse distributed magnetic field through which the bio water such as the blood water
flows [8–12]. Remarkable effects of the arousal for prevention of the drowsiness during car driving [9–
11] and the health recovery for a patient with the angina pectoris [12] both would be useful for
the establishment of the super-elderly sustainable society such as Japan. Therefore, we defined a
promotion rate index for reasonable evaluation of the magneto-protonics effect on the bio activation
such as the body growth of the crop and the domestic animal even in an early stage.

We have also found the hardening of the concrete has been promoted when using the magnetized
coarse aggregate such as the magnetized olivine crashed stone and the magnetized oxidized slag
crashed stone utilizing the free proton generation in the water during the concrete ingredients
mixing [13]. We found that the hardening promotion effect of the magnetized aggregate concrete
is also evaluated using the same promotion rate index.

2. GROWTH PROMOTION RATE INDEX: 1–2% PER WEEK IN
MAGNETO-PROTONICS

Figure 1 illustrates measured results of the Japanese goldfish culture experiment through 800 days.
The twenty baby goldfish showing around 4 cm long and around 2 mg weight each were separated
into two groups: one in an aquarium with magnetized olivine stones floor, whilst another in an
aquarium with non-magnetic stones floor. We found the average weight of the magnetized aquarium
group grow faster and became around twice at 740 days. The growth promotion rate defined as
G = ((Average weight of the magnetized goldfish group)/(Average weight of the control goldfish
group) −1.0) × 100(%) for Figure 1 is represented in Figure 2, in which we tentatively illustrated
a linear approximated line of “1% per week line” as the growth promotion rate index for the
evaluation of the ELF magnetic field effect.

Figure 3 illustrates calculated results of the plant growth promotion rate on the basis of measured
results of plant cultivation tests: A the Gifu strawberry cultivation test using ELF magnetic field
generator coils [8] with A1 the average plant length, A2 the average leaf width, A3 the winter
time yield amount, and A′ the annual total yield amount. B and C are both for the Komatsuna
vegetable plant cultivation tests setting each plant pot on a magnetized oxidized slag aggregate
concrete board with B1 the total yield amount, B2 the average plant length, and B3 the average
leaf width. We found these data for the plant cultivation tests of less than 22 weeks are distributed
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Figure 1: Rearing test for Japanese goldfish group
in an aquarium with magnetized olivine stones com-
paring with a control group.

Figure 2: Goldfish growth promotion rate vs. feed-
ing period for the group in magnetized stone set
aquarium. A dotted line shows the 1% per week
line.

0                    5                  10                  15  20                 25

35

30

25

20

15

10

5

0

Cultivation period (week)

G
ro

w
th

 p
ro

m
o
ti
o
n
 r

a
te

 (
%

)

B1

B2

B3

1%/w
eek Line

A
A’

B

C

A1

A2
A3

Figure 3: Plant growth promotion rate vs. cultiva-
tion period characteristics: A for Gifu strawberry
cultivation using the ELF coil magnetization with
A1 for the plant length, A2 the leaf width, A3 the
winter-period yield amount, and A′ the annual yield
amount, B and C are both for the Komatsuna veg-
etable plant tests on the oxidized slag concrete with
B1 for the total yield amount, B2 for the plant
length, and B3 for the leaf width.

0     1     2     3     4     5     6     7     8     9     10  11    12    13    14    15

20

15

10

5

0

H
a
rd

e
n

in
g
 P

ro
m

o
ti
o

n
 R

a
te

 (
%

)

Material age (week; w)

Figure 4: Concrete hardening promotion rate vs.
material age using magnetized coarse aggregate:
Circle marks with magnetized olivine crashed stones,
and square marks with magnetized oxidized slag
crashed stones comparing with non-magnetic aggre-
gate.

roughly along the 1% per week line of the magnetized goldfish grow promotion rate as shown in
Figure 2.

We found similar promotion rate versus time characteristics in the concrete hardening tests
using magnetized coarse aggregate as shown in Figure 4 with measurements of the compressive
strength of the concrete test pieces with the magnetized olivine crashed stones aggregate [13]
and the magnetized oxidized slag crashed stones aggregate compared with test pieces with non-
magnetic stones aggregate. Similarity of the organisms growth and the hardening of the concrete
on the promotion rate is considered due to the free proton generation in the bio-body water and
the concrete mixing water for activation of the bio-chemical reaction and the chemical reaction,
respectively.

3. CONCLUSIONS

Definition of the promotion rate index “1–2% per week” makes a precise and numerical evaluation
of the ELF magneto-protonics effect on the organisms growth and the concrete hardening at even
short time test such as one week, that would be able to promote the new bio industries utilizing the
magneto-protonics based on the intrinsic concept for the organisms with the effect accumulation.
The bio-activation high strength concrete would be a basic infrastructure for the new bio industries.
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Abstract— This paper presentsa dielectric resonator antenna (DRA) unit element that can
be used for designing a compact reflectarray. Here, a rectangular DRA is incorporated with a
top-loading metal strip where the strip inclination angle is used as the phase-shifting parameter.
When modeled using the waveguide model, it is found that this DRA reflectarray unit element is
able to give a reflection phase range of 162.29◦. To understand further, the same unit element is
also simulated using the Floquet model. It is found that the separation distance of the elements
can affect the phase range and gradient of the S-curve significantly.

1. INTRODUCTION

The use of dielectric resonator antenna (DRA) in reflectarray was first proposed in 2000 [1], where
the length of a rectangular DRA was varied to bring about phase shift to ascattered wave. The
DRA reflectarray has many advantages such as low loss, broad bandwidth, low mutual coupling,
good frequency response, and high radiation efficiency [2]. It has been found that the reflection
phase range of the DRA reflectarray is usually comparable with that of the microstrip. A DRA
reflectarray unit element can also be incorporated with various microstrip elements such as patches
and strips for designing broadband reflectarrays. In [3, 4], a patch-loaded DRA reflectarray was
proposed where a rectangular microstrip patch was stuck on the top surface of a DRA element. By
varying the patch length while keeping the patch width unchanged, the reflection phase angle of
the scattered wave can be easily varied.

A glass-made DRA loaded with a metallic patch on its top surface is proposed in this paper.
In this case, the inclination angle of the top-loading strip is altered to provide phase shift to the
scattered wave. When modelled using a waveguide, the proposed unit element is found to be able
to give a reflection phase angle of greater than 160◦. In this paper, the same element is also
simulated using the Floquet model.It was found that the reflection phase range and gradient of
the S-Curve are greatly affected by the separation distance of the elements.Simulation was done
using the CST Microwave Studio software and measurements were conducted on a Vector Network
Analyser (VNA). Good agreement is found between the simulated and measured results.

2. REFLECTARRAY UNIT ELEMENT

First, the waveguide model is deployed for characterizing the proposed reflectarray unit element.The
simulation model places the element at one end of a rectangular waveguide (dimension: a× b× l)
to receive incident wave, operating at TE10 mode, coming from the waveguide port located at the
other, as shown in Fig. 1. With reference to the figure, it can be seen that the incident angle (α)

can be calculated as α = 90◦−β = 90◦− cos−1
√

1− (fc

f )2. To demonstrate, a C-band rectangular
waveguide (5.85 GHz–8.20GHz), with a dimension of a = 34.85mm, b = 15.8mm, l = 154 mm, is
used. The frequency of interest is 6 GHz, which is equal to an incident angle of α = 44.21◦. The
unit element here is a glass DRA (εr = 7, tan δ = 0.01, Ld = 14 mm, and Hd = 6mm) which
has a top-loading metallic patch (Ls = 13 mm and Ws = 2mm). In this case, no substrate has
been used and the DRA is directly placed at the centerof a ground plane. It is found that inclining
the patch angle (θ) can cause the incident wave to scatter with different phases.Therefore, it can
be used as the phase shifter for the reflectarray.In experiment,a waveguide section and a SMA-
to-waveguide adaptor, shown in Fig. 2, are deployed for measuring the reflection characteristics.
Standard OPEN-SHORT-LOAD calibration procedure is performed on the SMA port. Here, a piece
of sticky copper tape is cut and stuck on the top surface of the DRA. The reflection coefficient is
directly measureable through the SMA connector, and the reflection magnitude and phase are then
extracted for plotting the reflection loss and S-Curves.
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Figure 1: Waveguide model for the proposed DRAunit element with a top-loading inclined metallic patch
(Ls = 13 mm, Ws = 2m m, 0◦ ≤ θ ≤ 90◦, Ld = 14 mm, Hd = 6 mm, a = 34.85 mm, b = 15.8 mm,
l = 154mm).
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Figure 2: Experimental setup for the waveguide method. (a) Cross-sectional view. (b) Photograph.

3. RESULTS AND DISCUSSION

Figure 3(a) shows the simulated and measured reflection losses and reflection phases (S-Curve),
demonstrating reasonable agreement between them. The loss peaks at −0.4 dB at the inclination
angle of θ = 25◦. This is because the resonant frequency of the strip-loaded DRA is around 6 GHz
at this particular inclination angle, causing much energy dissipation. Also depicted in Fig. 3(b)
is the S-Curve. The reflection phase range introducible by the strip rotation is measured to be
162.29◦ (simulation 147.01◦). For the waveguide method, simulating as quare cell is not possible
as the cell size has to follow the waveguide cross profile (a × b). This creates a limitation on the
spacing between the reflectarray elements.

Next, the same DRA element is simulated using the Floquet method, shown in Fig. 4. This
method provides a sort of periodic boundary condition in the way that the unit element is virtually
extended into an infinite array by considering the mutual coupling effect between the elements.This
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makes the simulation model closer to the actual reflectarray. In this case, the angle of the incident
wave does not depend on frequency. This gives much more freedom as the incident angle and
operating frequency can now be chosen freely. For Floquet model, the spacing between the elements
can be arbitrarily defined by simply changing the cell size (L1× L2). To simplify our design process,
a square cell (L1 = L2) is used here. The simulated S-Curves for different element spacings are
given in Fig. 5. For (L1 = L2), it can be seen that the changeable range increases when the spacing
becomes smaller. The distance between the Floquet port and the unit element is not important as
the port can always be de-embedded flush to the element surface.
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Figure 3: Simulated and measured (a) reflection loss, (b) reflection phase (S-Curve) of the proposed DRA
reflectarray unit element using the waveguide method.
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4. CONCLUSIONS

In this paper, the inclination angle of a top-loading patch that is stuck on top of a rectangular
DRA is varied to provide reflection phase shift for designing a reflectarray. Waveguide and Floquet
methods have been used to simulate this unit element. It has been found that the reflection phase
range and the gradient of the S-curve are significantly affected by the spacing distance between the
elements.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 881

ACKNOWLEDGMENT

The work described in this paper was supported by a Science Fund (Project No.: 06-02-11-SF0154)
provided by the Ministry of Science, Technology and Innovation, Malaysia. Part of the project was
also sponsored by a UTAR Research Fund 2013 (Project No.: 6200/LA5)

REFERENCES

1. Keller, M. G., J. Shaker, A. Ittipiboon, and Y. M. M. Antar, “A Ka-band dielectric resonator
antenna reflectarray,” Proc. 30th Eur. Conf. Microw., 272–275, 2000.

2. Jamaluddin, M. H., R. Gillard, R. Sauleau, P. Dumon, and L. L. Coq, “Reflectarray element
based on strip-loaded dielectric resonator antenna,” Electron. Lett., Vol. 44, No. 11, 664–665.
2008.

3. Jamaluddin, M. H., R. Gillard, R. Sauleau, L. L. Coq, X. Castel, R. Benzerga, and T. Koleck,
“A dielectric resonator antenna (DRA) reflectarray,” European Microwave Conf., 025–028,
2009.

4. Jamaluddin, M. H., R. Gillard, R. Sauleau, P. Dumon, and L. L. Coq, “A low loss reflectarray
element based on a dielectric resonator antenna(DRA) with a parasitic strip,” Proc. IEEE
Antennas Propag. Soc. Int. Symp., 1–4, 2008.



882 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

A Compact Triple-band MIMO Antenna for Wimax/WLAN
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Abstract— A compact triple-band inverted-F antenna for WLAN and WiMAX multiple-input-
multiple-output (MIMO) system is proposed in the paper. Its main radiation element is evolved
from simple inverted-F antenna, works at 2.4 GHz, 3.5 GHz. The parasitic element works at
5.2GHz, 5.8 GHz, In order to reduce the size of the antenna and improve the effect of the truncated
ground plane on impedence match, a slot is added. A four-element array configuration of the
proposed antenna for MIMO application is also studied. The siumulation results of reflection
coefficient, mutual coupling, and radiation pattern are presented.

1. INTRODUCTION

Multiple-input-multiple-output (MIMO) technology can enhance the data rate and reliability with-
out sacrificing additional spectrum or transmitted power in rich scattering environment, which
make it very attractive in the recent years [1]. Various types of MIMO for Wimax/WLAN Ap-
plication were presented [2–5], As we all know that inverted-F antenna is widely used in mobile
terminal for its low cost, compact structure and easy to fabricate [2, 6]. In this paper, a inverted-F
MIMO antenna operating at WLAN and WiMAX is presented. Inverted-F antenna is dependent
of the ground dimension strongly, especially at lower frequency whose eletrical length is relative
large, which often results in bad isolation for MIMO application, In order to reduce the coupling,
each element is orthogonal to adjacent elements, Finally, the four-element MIMO antenna occupies
60× 60mm2, operating at the following frequency bands: 2.36–2.56, 3.45–3.74, 4.95–6.33 GHz.

2. ANTENNA DESIGN

The geometry and configuration of the proposed antenna is illustrated in Fig. 1, which is printed on
a FR4 epoxy substrate with a thickness of 0.8mm, a relative permittivity of 4.4, and a loss tangent
of 0.02. The antenna is comprised of a main radiation element evolved from simple inverted-F
antenna and a paramistic stub, which only occupy the size of 25×8mm2. Both the ground plane
and the radiation element are etched on the same substrate, without vias, making the structure
easily fabricated and conveniently excited. The lower resonant mode was excited by stub AB, which

Figure 1: Geometry of the proposed antenna.
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is approximately equal to a quarter-wavelength for the frequency of 2.4GHz (λ ∼= c/(f×√εe), where
εe is the effective dielectric constant; the resonance in 3.5 GHz was produced by AC; The paramistic
stub FG provided the upper resonance. The single-element simulated result is shown in Fig. 2.

Figure 2: Reflection coefficient of the proposed an-
tenna against frequency.

Figure 3: The MIMO antenna proposed.

3. INTEGRATION OF FOUR-ELEMENT ANTENNA

With the demand of high-quality and high-capacity data transmission, MIMO antenna become
more and more important, so the trail that transform the SISO antenna into MIMO antenna will
be studied in the following part. The simulated S parameters of the proposed MIMO antenna
consists of four element is shown in the Fig. 3.

(c)

(a)

(b)

Figure 4: Radiation pattern XOZ plane (left) and Y OZ plane (right) for (a) 2.44 GHz, (b) 3.61 GHz, (c)
5.5GHz.
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Inverted-F antenna is strong dependent of the ground. The common ground plane must cause
strong mutual coupling, then make the diversity performance worse. So each element has its own
ground plane, In order to further reduce the coupling, each element is orthogonal to adjacent
elements. The slot and circular-corner both improve the isolation. The simulation result shows
that the MIMO antenna can cover the 2.4/5.2/5.8 GHz WLAN and 3.5/5.5 GHz Wimax, within
the designed frequency range, the isolation can achieved 15 dB. The radiation patterns for xoz
plane and yoz plane are shown in Fig. 4, nearly omnidirectional pattern can be observed in lower
frequency.

4. CONCLUSION

A compact triple-band inverted-F antenna for WLAN and WiMAX multiple-input-multiple-output
(MIMO) system is proposed in the paper. The four-element MIMO antenna occupies 60×60mm2,
operating at the following frequency bands: 2.36–2.56, 3.45–3.74, 4.95–6.33 GHz.
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Abstract— Resonant Inductive Coupling Wireless Power Transfer (RIC-WPT) is a leading
field of research due to the growing number of applications that can benefit from this technology:
from biomedical implants to consumer electronics, fractionated spacecraft and electric vehicles
amongst others. However, current applications are limited to symetric point-to-point-links. New
challenges and applications of RIC-WPT emphasize the necessity to explore, predict and optimize
the behavior of these links for different configurations: multi-point RIC-WPT networks and
assymetrical systems. In this work a design methodology oriented towards the optimization
of assymetric RIC-WPT links is presented, resulting in a closed analytical formulation of the
optimal frequency at which an assymetrical RIC-WPT link should operate. Finally, the resulting
efficiency-optimized link si explored and compared to previous results obtained in RIC-WPT
symetric configurations [1, 2].

1. INTRODUCTION

Power transfer efficiency is key in wireless power transfer systems. In particular, in RIC-WPT links,
the efficiency of the physical layer strongly depends upon a) the frequency of operation (resonant
frequency of the link), b) the losses of the transmitter and receiver coils and c) the mutual inductance
between them. Since both the losses and the mutual inductance are frequency-dependant, it is of
interest to analyze the optimal frequency at which a given link should operate to maximize its
efficiency. This has been previously studied for symetric point-to-point RIC-WPT links [2], but it
is still unexplored for assymetrical configurations (different transmitter and receiver sizes), in which
the difference between transmitter and receiver minimum-loss frequencies emphasize the need for
an optimal system co-designed frequency of operation. In this work, the power transfer efficiency
of impedance-matched Assymetric RIC-WPT links is studied in terms of frequency (Section 2)
and a closed analytical expression of the optimal frequency of operation is provided (Section 3).
Finally, the System Efficiency of Assymetric Frequency-Optimized RIC-WPT links is analyzed and
compared to the Symetric Frequency-Optimized Configuration (Section 4).

2. EFFICIENCY IN ASSYMETRIC RIC-WPT

The power transfer efficiency in RIC-WPT links, defined as the ratio between the power delivered
to the load and the total input power, can be expressed as a function of the input frequency ω,
the load RL, transmitter and receiver losses (R1, R2), and the mutual inductance between them
M12 [5]

η =
RL(ωM12)2

(ωM12)2(R2 + RL) + R1(R2 + RL)2
(1)

If impedance matching conditions are fulfilled (RL =
√

R2
2 + (ωM12)2R2/R1 [3]), the efficiency of

the system only depends upon the equivalent resistance of the coils (radiative, ohmic and dielectric
losses), the mutual impedance between them and the frequency of operation, resulting in:

ηo =

√
1 +

(
ωM12√
R1R2

)2
− 1

1 +
(

ωM12√
R1R2

)2
+ 1

=

√
1 + S2

a − 1√
1 + S2

a + 1
(2)

It can be observed in 2 that, to maximize efficiency, the relationational factor Sa — which is
equivalent to the Coupled mode Theory K/Γ [6] — has to be maximized.

Sa =
ωM12√
R1R2

(3)
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To accomplish this, it is necessary to 1) Maximize the frequency of the resonators (ω), 2) maximize
the mutual inductance between coils (M12) and 3) minimize the transmitter (R1) and receiver (R2)
losses, which depend upon the technological parameters of the coils and the separation between
them as follows:

M12 = f(N1, a1, N2, a2, D12)
R1 = f(ω,N1, a1, b1, c2, σ1)
R2 = f(ω,N2, a2, b2, c2, σ2)

(4)

where two circular loop antennas with N1,2 turns, coil diameters a1,2, wire radius b1,2, inter-turn
separation c1,2, conductivity σ1,2 and a distance D12 between them, have been assumed.

To maximize the efficiency, the frequency should be chosen so that Sa is maximized (highest
frequency, maximum mutual inductance and minumum coil’s losses). In the forecoming sections,
the mutual inductance as well as the coil’s losses are derived for N -turn circular loop antennas.

2.1. Mutual Inductance
In the quasi-static limit, at large distances (D12 À a1) the magnetic flux density at the receiver
coil as a result of the transmitter coil has the form of a dipole [4].

B12 ' µ0

2
N1ia

2
1

D3
12

(5)

where coaxial orientation between coils has been assumed. The mutual inductance is then found
froum the flux through the N2 linkages in the receiver coil:

M12 = N2
∂Ψ12

∂i
' π

2
N1N2µ0

a2
1a

2
2

D3
12

(6)

2.2. Evaluation of Losses
The losses of the resonators depend upon their constituent materials (σ1,2, δ1,2) and geometry
(a1,2, b1,2, c1,2) and can be divided into Radiative Losses (Rr), Ohmic Losses (Ro) and Dielectric
Losses (Rd):

R1 = R1
r + R1

o + R1
d (7)

In this work, the losses of two electrically small (a ¿ λ) circular loop antennas (chosen for their
low radiation resistance [42]) are considered.

The radiation losses of a circular N1-turn loop antenna with loop radius a1 can be found by [4]:

R1
r = 20π2N2

1 a4
1

ω4

c4
o

(8)

The ohmic resistance, which is in general much larger than the radiation resistance, depends
upon the proximity effect (if the spacing between the turns in the loop antenna is small) and the
skin effect. The total ohmic resistance for an N1-turn circular loop antenna with loop radius a1,
wire radius b1 and loop separation 2c1 is given by [4]:

R1
o =

N1a1

b1
R1

s

(
R1

p

R1
0

+ 1

)
(9)

where R1
s =

√
ωµ0/2σ1 is the surface impedance of the conductor and R1

p is the ohmic resistance
per unit length due to proximity effect.

Finally, if a dielectric loop antenna is considered, the dielectric losses are given by:

R1
d =

tan δ1

ωC1
= ωL1 tan δ1 ' ω4µ0a1N

2
1 tan δ1 (10)

where tan δ1 is the loss tangent of the coil and L1 has been approximated to L1 = 4µ0a1N
2
1 .

Defining the ratios of assymetry in number of turns (uN ), antenna diameter (ua), wire radius (ub),
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inter-turn distance (uc), conductivity (uσ) and loss tangent (uδ) as follows:

uN =
N2

N1
; ua =

a2

a1
; ub =

b2

b1

uσ =
σ2

σ1
; uc =

c2

c1
; uδ =

δ2

δ1

(11)

the losses at the receiver (assuming uδ = uc = 1) can be expressed as:

R2 = R2
r + R2

o + R2
d = u2

Nu4
rR

1
r +

uNua

ub
√

uσ
R1

o + uau
1
NR1

d (12)

3. FREQUENCY OPTIMIZATION OF ASSYMETRIC RIC-WPT

3.1. Optimal Frequency
To find the optimal frequency at which the Assymetric RICWPT link should operate, it is necessary
to take the derivative of Sa with respect to ω. To do this, the losses in the transmitter coil are
expressed as:

R1
r = C1

r ω4; C1
r =

20π2N2
1 a4

1

c4
o

R1
o = C1

o

√
ω; C1

o '
N1a1

b1

√
µ0

2σ1

R1
d = C1

dω; Cd ' 4µ0a1N
2
1 tan δ1

(13)

where C1
r , C1

o and C1
d are the frequency-independent cofficients corresponding to the radiation,

ohmic and dielectric losses respectively. Similarly, the losses at the receiver coil can be defined as:

R2
r = C2

r ω4; C2
r = KrC

1
r ; Kr = u2

Nu4
a

R2
o = C2

o

√
ω; C2

o = KoC
1
o ; Ko =

uNua

ub
√

uσ

R2
d = C2

dω; C2
d = KdC

1
d ; Kd = uau

2
N

(14)

where Kr, Ko and Kd model the effect of the assimetries between transmitter and receiver upon the
receiver’s losses. Finally, the mutual inductance can be expressed as a function of the equivalent
mutual inductance obtained in a symetric link (uN,a,b,c,δ = 1) as:

Ma
12 = KmM12; Km = uNu2

a; (15)

Once this is known, both the mutual inductance (15) and the transmitter and receiver losses (13),
(14) can be substituted in Equation (3) resulting in:

Sa =
ωKmM12√

(C1
r ω4 + C1

o

√
ω + C1

dω)(KrC1
r ω4 + KoC1

o

√
ω + KdC

1
dω)

(16)

which is then be derived with respect to ω to obtain the optimal frequency at which the assymetric
link should operate. The resulting ωa

o is the solution of:

6ω7C2
RKr+6ω4CdCr

(
Kd + Kr

2

)
+5ω

7
2 CoCr

(
Ko + Kr

2

)
−ω

1
2 CdCo

(
Ko + Kd

2

)
−KoC

2
o = 0 (17)

For illustration purposes and in order to achieve a closed analytical formulation, dielectric-less
transmitter and receiver coils are assumed (C1

d = C2
d = 0), obtaining:

ωa
opt = Kωωopt (18)

where:

Kω =

(
(Ko + Kr)

Kr

[√
25
16

+
6KoKr

(Ko + Kr)2
− 5

4

]) 2
7

(19)

and ωopt is the optimal frequency corresponding to a symmetric link (uN,a,b,c,σ,δ = 1):

ωopt =
(

C1
o

6C1
r

) 2
7

(20)
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3.2. Maximum Efficiency
Once the optimal frequency at which the link should operate is obtained, the maximum relational
factor Sa and the resulting maximum efficiency ηa

max can be found by substituting ω by ωopt in (3):

Smax
a = Smax 7Km

√
Kw√

KrK7
w + 6K

7
2
w(Ko + kr) + 36Ko

(21)

where Smax is the maximum relational factor S for a symetric link:

Smax =
6M

7C1
o

(
C1

o

6C1
r

) 1
7

(22)

and the maximum power transfer efficiency is then obtained by:

ηmax
a =

√
1 + (Smax

a )2 − 1√
1 + (Smax

a )2 + 1
(23)

4. RESULTS

The results obtained above regarding the optimal frequency of the assymetric link, the maximum
relational factor Sa,max and the corresponding maximum efficiency ηs,max are illustrated below.
First, the normalized frequency deviation due to the link assymetry is shown in Figure 1:

∆w =
wa

o − ws
o

ws
o

= kw − 1 (24)

where kw = f(Ko,Kr) as per Equation (19). It can be observed that, when the assymetry between
transmitter and receiver represents around a 40% of difference either in the radiation or the ohmic

Figure 1: Normalized Frequency Deviation (∆w) with Co = Cr = 0.05.

Figure 2: Sa
max study for different Ko, Kr configurations.
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Figure 3: Normalized Maximum Efficiency for different Ko, Kr configurations. Co = Cr = 0.05.

losses, the optimal frequency of operation for the assymetric link experiments a 20% deviation
from the optimal frequency in the symetric link, showcasing the impact of this study. When
assessing the effect of the assymetry in RICWPT links, it is also of interest to study how this
assymetry (described in a compressed manner by the coefficients Kr, Ko and Km) affects Smax and
the maximum achievable efficiency. To do this, Figure 4 illustrates the obtained Smax for different
Ko/Kr and Co = Cr coefficients as a function of frequency, where the frequency deviation explained
in Figure 1 can be observed. Finally, Figure 4 shows the resulting maximum efficiency (ηa

max =
ηa|w=wa

opt
) normalized with respect to the symetric link maximum efficiency (ηa

max = ηa|w=ws
opt

).

5. CONCLUSIONS

The efficiency of Assymetric RIC-WPT systems has been studied and presented in this work,
together with a closed analytical formulation for optimal frequency in RIC-WPT Assymetric links.
Finally, the scalability of Assymetric Frequency- Optimized RIC-WPT Links has been assessed and
benchmarked with Symetric Frequency-Optimized RIC-WPT links.
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Abstract— The program of new type combined active and passive L-band sensor will meet the
science needs by providing global ocean salinity distribution. Before the reconstruction of ocean
salinity by brightness temperature, surface roughness must be taken into account, which is the
leading part of the error sources that influences the brightness temperature. So it is a crucial step
to eliminate the excess brightness temperature engendered by roughness. The elimination can be
implemented by sea surface backscattering coefficient, which is directly influenced by roughness.
In this paper, the sea surface is regarded as a two dimensional isotropic random process and the
influence of roughness for backscattering coefficient is discussed. This can be a fundamental way
to get pairs of brightness temperature and backscattering coefficient and for better inversion of
ocean salinity.

1. INTRODUCTION

Ocean salinity is a key parameter to understand the interplay between the Ocean Circulation, Global
Water Circle and Climate Change. The conventional way of acquiring salinity depends primarily
on site measurement by ship-borne buoys, which impedes our obtainment of spatial and temporal
distributions of ocean salinity. For 125 years by far, over 25% data from salinity observations of
sea surface have not been acquired; moreover, the observation periods are less than 10 in almost
73 percent range of sea surface [1].

However, with the rapid development of remote sensing technologies, remote sensors can be
an effective way of detecting ocean salinity. From the 1990s, some mission concepts have been
proposed to measure the sea salinity from space by L band radiometers. This includes ESA’s Soil
Moisture and Ocean Salinity (SMOS) mission that has been launched at Nov. 2009 and NASA’s
Aquarius mission that has been launched at Jun. 2011 [2, 3].

In our program, a combined Passive/Active L-band salinometer has been designed [4], in which
the radiometer is used to measure the brightness temperature of the ocean surface and the scat-
terometer is used to measure the backscattering coefficient. Since the sea surface brightness tem-
perature is a function of SSS (Sea Surface Salinity), SST (Sea Surface Temperature) and SSR
(Sea Surface Roughness), we can inverse the salinity through brightness temperature; however, the
brightness temperature is influenced by various error sources at the same time, the leading part
of which is sea surface roughness. Therefore, a crucial step of the inversion of SSS by brightness
temperature is to eliminate the excess brightness temperature engendered by sea surface roughness.
The elimination can be implemented by the sea surface backscattering coefficient, which is directly
influenced by roughness.

In this paper, we show how the roughness can be described as statistical parameters of the ocean
surface that is regard as a two dimensional random process with Gaussian distribution and how
the backscattering coefficient is directly influenced by the sea surface roughness. This may be a
fundamental way for us to build the relationship between excess temperature and backscattering
coefficient and thus the inversion of ocean salinity with brightness temperature can be refined.

2. STATISTICAL DESCRIPTION FOR RANDOM SURFACES

2.1. Surface Height Standard Deviation

Suppose the average height of illuminated area S in x-y plane is z̄, then the surface height standard
deviation is

σ =
(
z2 − z̄2

)1/2



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 891

where
z̄ =

1
S

∫∫

s
z(x, y)ds z2 =

1
S

∫∫

s
z2(x, y)ds

2.2. Surface Correlation Length
Suppose one-dimensional condition, in the length L, the normalized surface correlation function is

ρ(∆x) =
∫

l
z(x)z(x + ∆x)dx

/∫

l
z2(x)dx

let ρ(L) = 1/e, then L is the correlation length.
2.3. Surface RMS Slope
The surface RMS Slope is short for the surface root mean square slope for a random process. For
instance, we suppose a one-dimensional case, where z(x) is a random process with average zero and
standard deviation σ, and then the slope of z(x) is

Zx = lim
∆x→0

z(x + ∆x)− z(x)
∆x

The second order moment of the slope is

〈
Z2

x

〉
= lim

∆x→0

〈
z2(x + ∆x)− 2z(x)z(x + ∆x) + z2(x)

∆x2

〉

That is 〈
Z2

x

〉
= lim

∆x→0

σ2 − 2σ2ρ(∆x) + σ2

∆x2

To find the limitation, expand ρ(∆x) at ∆x = 0, in Taylor series, upon letting ∆x → 0, we obtain
the variance of the slope, which is

〈
Z2

x

〉
= lim

∆x→0

1− [
1 + ρ′′(0)∆x2/2 + . . .

]

∆x2
= −σ2ρ′′(0)

Then the surface RMS slope is defined as

σs =
〈
Z2

x

〉1/2 =
[−σ2ρ′′(0)

]1/2

2.4. Surface Spectrum
The surface spectrum is the two dimensional Fourier transforms of the surface correlation coefficient
ρ(x, y), which is:

W (kx, ky) =
∫ +∞

−∞

∫ +∞

−∞
ρ(x, y)e−jkxx−kkyydxdy

For polar coordinates:

W (κ, ϕ) =
∫ +∞

−∞

∫ +∞

−∞
ρ(r, φ)e−jκr cos(ϕ−φ)rdrdφ

where κ =
√

k2
x + k2

y, cos ϕ = kx/κ, sinϕ = ky/κ.

3. BACKSCATTERING FROM SEA SURFACES

3.1. Backscattering Models
The scattering coefficient of an extended target in a given direction is the ratio of the total scattered
power from an equivalent isotropic scatter which generates the same scattered power density in
the direction to the total incident power on the illuminated area. Mathematically, the scattered
coefficient can be written as [5]:

σ0
pq =

4πR2Re
{〈∣∣∣ ~Es

pq

∣∣∣
2
〉/

η∗s

}

A0Re
{
|E0|2

/
η∗

}
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The two most commonly used models for random surface scattering are Kirchhoff Approximation
(KA) and Small Perturbation Model (SPM). The KA is assumed that the total field at any point on
the surface can be computed as if the incident wave is impinging upon an infinite plane tangent to
the point. It turned out that the surface correlation length and the curvature radius must greater
than a wave length. Mathematically, that is:

kl > 6 l2 > 2.76σλ

Here k is the wave number, σ is surface height standard deviation and l is surface correlation
length. After this assumption, it is still hard to obtain the analytic results; therefore there are two
simplifications: Stationary Phase Approximation of incoherent scattering for large surface height
standard deviation; and Scalar Approximation with Surface RMS Slope less than 0.25 for small
surface height standard deviation, which includes both coherent and incoherent scattering. In the
condition when both the surface standard deviation and correlation length are smaller than the
wave length, KA is not valid.

SPM is assumed that the scattered field can be represented by the superposition of the plane
waves with unknown amplitudes propagating away from the interface. The unknown amplitudes
can be calculated by boundary conditions. In the calculations, the unknown field amplitudes are
expanded in a perturbation series and taken a first-order approximation. In fact, the first order
approximation is exactly the mirror reflecting contribution from the target points, which is the
mechanism of Bragg Resonance. Therefore, SPM requires the surface standard deviation to be less
than about 5 percent of the electromagnetic wave length. Mathematically, that is:

kσ < 0.3 σ/l < 0.3 k3σ2l ¿ 1

It can be summarized that KA is high frequency approximation while SPM is low frequency ap-
proximation in solving the scattered field. Since L band is used in the ocean surface detection,
we next turn our attention on SPM. Mathematically, the backscattering coefficient of SPM can be
written as [5]:

σr
pq = 4k4σ2 cos4 θ |αpq|2 W (2k sin θ, 0)

/
π

where

αhh = R⊥

αvv = (εr − 1)
sin2 θ − εr

(
1 + sin2 θ

)
[
εr cos θ +

√
εr − sin2 θ

]2

This form is assumed that the random surface is isotropic in horizontal direction with Gaussian
height distribution. Then the random process becomes one dimensional and for different correlation
functions the surface spectra would be different. For example, the surface spectrum of Gaussian
correlation function is W (2k sin θ, 0) = πL2 exp[−(kL sin θ)2]. The cross polarization omitted here
would be zero if only first-order approximation is considered while that would be a complex integral
if we carry out to second order.
3.2. Performance of Statistical Parameters of Sea Surface
The ocean surface fluctuates when wind blows and the roughness may change. The change of surface
roughness is equivalent to the variation of the surface standard deviation, surface correlation length,
surface spectrum and other statistic descriptions. Then we analyzed the variation of backscattering
coefficient with these parameters.

For Figure 1, we use SPM model with Gaussian distribution and Gaussian correlation function.
The correlation length is 5 cm; the dielectric constant is calculated by the method of Ulaby [6] at
f = 1.4GHz, T = 20◦C and S = 30 psu, which is 73.07+j59.03. We can see that the backscattering
coefficients for both V V and HH polarization increases with the surface standard deviation. This
is because with the increase of surface height standard deviation, it is prone to incoherent scattering
and there is a higher possibility of backscattering.

For Figure 2, note that the backscattering coefficient increases with correlation length until the
angle reaches about 40 degree and then decreases with the correlation length. This is because when
correlation length is large, it is dominated by coherent scattering which is greatly influenced by the
incident angle; when the correlation is short, the scattering is dominated by incoherent scattering
which is not as sensitive as it is before.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 893

0 10 20 30 40 50 60 70

-20

-15

-10

0

VV Polarization

-40

-30

-20

-10

0

HH Polartization

θ

0 10 20 30 40 50 60 70

θ

σ

0
σ

σ

σ = 0.2

σ = 0.3

σ = 0.5

σ = 0.7

σ

σ = 0.2

σ = 0.3

σ = 0.5

σ = 0.7

Figure 1: L = 5 cm, SSS = 30 psu at a frequency of 1.4 GHz with Gaussian correlation function.
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Figure 2: σ = 0.25 cm, SSS = 30 psu at a frequency of 1.4GHz with Gaussian correlation function.

4. CONCLUSION

The inversion of ocean salinity by brightness temperature is impaired by the error engendered by
surface roughness. The error can be eliminated by the backscattering coefficient, which is directly
influenced by surface roughness. In this paper, we regard the ocean surface as an isotropic two
dimensional random process and discussed the performance of backscattering coefficient with differ-
ent statistical parameters which represents roughness. This can be a fundamental way for further
study of building the relationship between brightness temperature and backscattering coefficient
and refine the inversion of ocean salinity.

REFERENCES

1. Koblinsky, C. J., P. Hildebrand, D. Le Vine, et al., “Sea surface salinity from space: Science
goals and measurement approach,” Radio Science, Vol. 38, No. 4, 2003.

2. Kerr, Y. H., P. Waldteufel, J. P. Wigneron, et al., “The SMOS mission: New tool for monitoring
key elements ofthe global water cycle,” Proceedings of the IEEE, Vol. 98, No. 5, 666–687, 2010.

3. Le Vine, D. M., G. S. E. Lagerloef, F. R. Colomb, et al., “Aquarius: An instrument to moni-
tor sea surface salinity from space,” IEEE Transactions on Geoscience and Remote Sensing,
Vol. 45, No. 7, 2040–2050, 2007.

4. Liu, H., X. K. Zhang, et al., “A combined L-band synthetic aperture radiometer and fan-
beam scatterometer for soil moisture and ocean salinity measurement,” Geoscience and Remote
Sensing Symposium (IGARSS), 4644–4647, Melbourne, Australia, Jul. 2013.

5. Ulaby, F. T., R. K. Moore, and A. K. Fung, Microwave Remote Sensing: Active and Passive
Volume II: Radar Remote Sensing and Surface Scattering and Emission Theory, Artech House,
Dedham, MA, 1982.

6. Ulaby, F. T., R. K. Moore, and A. K. Fung, Microwave Remote Sensing: Active and Passive
Volume III: From Theory to Applications, Artech House, Norwood, MA, 1986.



894 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

Development of a Radiative Transfer Model for the Soil Media with
Including Vertical Profile Effects and Its Application in AMSR2

Hui Lu1, 2, Toshio Koike3, and Ziwei Xu4

1Ministry of Education Key Laboratory for Earth System Modeling, Center for Earth System Science
Institute for Global Change Studies, Tsinghua University, Beijing 100084, China

2Joint Center for Global Change Studies, Beijing, 100875, China
3The Department of Civil Engineering, The University of Tokyo, Tokyo 113-8658, Japan

4State Key Laboratory of Remote Sensing Science, School of Geography
Beijing Normal University, Beijing 100875, China

Abstract— Soil moisture plays an essential role in the Earth system. Reliable estimation of
soil moisture, especially in regional and global scale, is important for climatic, meteorological
and hydrological researches. This study presents a revised soil radiative transfer model (RTM)
in which the vertical profile effects of soil temperature are included. In situ observations of
soil moisture and temperature profile, measured during HIWater Experiment IOP, are used to
formulate profile functions. The revised RTM is applied into the new AMSR2 soil moisture
retrieval algorithm, in order to improve the algorithm performance in arid regions. By comparing
the results of new algorithm against ground observations, the feasibility and capability of the
revised algorithm and RTM were verified.

1. INTRODUCTION

Soil moisture is an essential variable in earth system science, playing a significant role in climate
modeling, weather forecasting, hydrological and ecological process simulating and food production
predicting. Soil moisture can be observed in point and local scales through in situ sensor networks
and field survey. However, regional and global soil moisture information can be only derived from
numerical model simulations or estimated from remote sensing observations. Passive microwave
remote sensing has a more than 30 years history to provide earth observation which can be used
to retrieve global surface soil moisture content (SMC). Beside the L-band observation provided by
the current SMOS [1] and oncoming SMAP [2], the multi-band observations (C, X and K-band)
provided by AMSR-E [3] and its successor AMSR2 [4] have been used to generate global SMC
products from 2002 to now.

NASA, VUA and JAXA released AMSR-E SMC products independently, while JAXA is pro-
ducing AMSR2 SMC data set now. The SMC retrieval algorithm of JAXA is relaying on a look
up table (LUT). The SMC products of JAXA gives generally reasonable soil moisture estimate in
global scale, while it overestimates soil moisture in desert regions. Figure 1 gives an example of
AMSR2 SMC product over Africa continent. As shown in this figure, monthly averaged soil mois-
ture in the Sahara desert regions (15N-35N) are higher than no desert regions in southern Africa.
There are two main reasons for such unreasonable overestimation: current AMSR2 algorithm does
not include the temperature profile effects and volume scattering effects which are aroused when
microwave penetrates into dry soil. Such overestimations are generally occurred in mid to low
latitude regions where have powerful solar radiation, and could lead to the energy imbalance for its
further application in atmospheric and hydrological models.

2. THE REVISED SOIL RADIATIVE TRANSFER MODEL

In microwave region, the reflectivity of the air/soil interface is generally small. The downward
radiation from vegetation and rainfall, which is reflected by the soil surface, therefore, is neglected.
Moreover, for the lower frequencies region of microwave, the atmosphere is transparent. Finally,
after neglecting all the downward radiation and parts of upward radiation from surroundings, the
radiative transfer model is written as:

Tb = Tbse
−τce−τr + (1− ωc)(1− e−τc)Tce

−τr +
∫

(1− ωr(R))(1− e−τr(R))Tr(R)dR (1)

where Tbs is the emission of the soil layer, Tc is the vegetation temperature, Tr is the temperature
of precipitation droplets, τc and ωc are the vegetation opacity and single scattering albedo, and τr

and ωr are the opacity and single scattering albedo of precipitation.
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Figure 1: An example of overestimation-in-dry-religion problem of JAXA AMSR2 SMC product. Monthly
averaged soil moisture over Africa continent was used to calculate the longitude average.

For the frequencies less than 18 GHz, Equation (1) can be even simplified by omitting the
precipitation layer, as:

Tb = Tbse
−τc + (1− ωc)

(
1− e−τc

)
Tc (2)

For the dry regions, vegetation water content is generally very small and there is almost no vege-
tation attenuation effect. RTM can be further simplified as

Tb = Tbs = Teff (1−R) (3)

where R is the surface reflectivity and can be estimated by combing Fresnel function and roughness
function, Teff is the effective temperature, as:

Teff =
∫ $

0
T (z)α(z) exp

[
−

∫ z

0
α(z′)dz′

]
dz (4)

α(z) = (4π/λ)ε′′(z)/2
√

ε′(z) (5)

where T (z) is soil temperature profile along the vertical direction z (cm), ε(z) is the dielectric
constant profile and can be estimate by inputting soil moisture and temperature profile into Dobson
model.

3. STUDY REGION

We applied our RTM and algorithm [5] in the middle reach of Heihe river (38.7N-39.5N, 100.1E-
100.8E), where the HIWater experiment conducted during June to September, 2012. Soil moisture
and temperature at 0, 2, 4, 10 and 20 cm depth are recorded every 10 minute at Shenshawo station
(38.79N, 100.49E). The location of this station is selected carefully to make it be representative for
the surrounding desert. The recorded profiles are converted to three-month-averaged values and
are used to calculate the effective temperature in Equation (4).

As shown in Figure 2(a), soil temperature changes obviously as depth increasing. Soil temper-
ature profile in daytime differs from that in nighttime. After curve fitting, the soil temperature
profiles shown in Figure 2(a) are formulated as:

T (z) = Tsurf ∗ [1.029− 0.02893 ∗ exp(−0.355 ∗ z)] (6)

for descending overpass and

T (z) = Tsurf ∗ [0.9403 + 0.0595 ∗ exp(−0.7087 ∗ z)] (7)

for ascending overpass.
As shown in Figure 2(b), the soil moisture at different depths have almost same values. A

uniform soil moisture profile, therefore, will be used in our RTM.
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Figure 2: Averaged soil (a) temperature and (b) moisture, profile observed at Shenshawo station. “Des”
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4. RESULTS AND DISCUSSIONS

Figure 3 shows the comparison between soil moisture contents retrieved from new algorithm and
those observed at the station. With using the new RTM, the wet-bias is partly mitigated and
performance of soil moisture algorithm is improved, giving the RMSE of 4.69% with a R-square of
0.475.
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Figure 3: Comparison of retrieved soil moisture with ground observation at Shenshawo station.

5. CONCLUSION

A soil radiative transfer model with including temperature profile effects is developed to improve
the accuracy of soil moisture estimation, especially in dry regions. By coupling the new RTM
into AMSR2 soil moisture retrieval algorithm, algorithm performance can be improved. Further
numerical and theoretical simulations will be studied.
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Abstract— Guided mode resonance (GMR) enhanced near-infrared (near-IR)-to-visible upcon-
version fluorescence (UCF) from a rare-earth doped polymer resonant waveguide grating (RWG),
comprised of a NaYF4:Yb/Tm nanocrystals doped poly-methyl-methacrylate (NaYF4:Yb/Tm-
PMMA) thin layer on top of a textured SU8 substrate with a thin intervening layer of TiO2.
Strong UCF is observed by matching either incoming near-IR excitation or out-going UCF ex-
traction to the GMR wavelengths of the rare-earth doped polymer RWG. The intensity of the
UCF can be enhanced up to 104 times in visible range and 103 times in near-IR range compared
with that from a flat area. According to the rigorous coupled-wave analysis calculations, high
enhancement of UCF is attributed to the strong local field generated at the TiO2 waveguide layer
due to the resonance between the near-IR excitation light and the GMR. The extraction of the
UPF is further promoted when the wavelengths of the UPF resonate with the GMRs.

1. INTRODUCTION

Recently, upconversion (UC) nanocrystals have attracted much attention due to their great poten-
tial applications, such as biodetection, bioimaging, solid-state lasers, three-dimensional displays,
and solar cells [1–6]. The high efficient yield of UC nanocrystals are typically codoped with lan-
thanide, including ytterbium (Yb3+) sensitizer ions and activator ions such as erbium (Er3+),
thulium (Tm3+) or holmium (Ho3+). The sensitizer of Yb3+ ions absorb infrared radiation and
then transfer their photon energy to activator ions via multi-photon transition process. Several
distinct and narrow emission bands over ultraviolet, visible, and near-infrared wavelengths can be
produced from activator ions. Until now, the use of lanthanide-doped UC nanocrytals show con-
siderable advantages [7], for example low toxicity, high chemical stability, and high signal-to-noise
ratio, compared with the conventional luminescent labels, such as organic dye molecules, quantum
dots, and dye-doped silica/gold nanomaterials.

Resonant waveguide grating (RWG) [8–15], that can more efficiently excite and extract the
light emitted by fluorescent or nonlinear materials, are widely used in the enhancement of the
traditional fluorescence and nonlinear harmonic generation. A RWG typically consists of a high
refractive-index grating-waveguide layer and a low refractive-index supporting layer, which can
produce very sharp reflection and near zero transmission anomalies that signature the guided mode
resonance (GMR). It is very useful for enhancing excitation or extraction of fluorescence signal by
aligning either the excitation wavelength or the emission fluorescent spectrum with GMR. Indeed,
when the GMR occurs in the RWG, the excitation can be enhanced as a result of the strong local
field generated at the surface of grating. If fluorescent molecules are in direct contact with the
grating, the fluorescence signal can be improved with this strong local field. When the wavelength
of the fluorescence signal overlaps with resonant mode, the extraction of fluorescence signal can be
further promoted due to its high reflection.

In this work, we demonstrate an all-dielectric TiO2 RWG covered with a NaYF4:Yb/Tm nano-
crystals doped PMMA (NaYF4:Yb/Tm-PMMA) thin layer to enhance near-infrared (near-IR)-to-
visible upconversion fluorescence (UCF). A simple and low cost two-beam interference technique
and electron-beam deposition system were used to fabricate the TiO2 RWG on the scale of mm’s.
Giant multiplicative enhancement in UCF, combining enhanced excitation and enhanced extraction
effects, can be observed up to 104 times in visible range and 103 times in near-IR range compared
with that from a flat area.
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2. SAMPLE PREPARATION AND MEASUREMENT SETUP

2.1. Design and Fabrication of RWG

Figure 1(a) shows the schematic design of a 1D RWG with a NaYF4:Yb/Tm-PMMA thin layer.
The structure consists of, from top to bottom, a NaYF4:Yb/Tm-PMMA layer, a 1D sinusoidal
waveguide-grating (TiO2), a bottom cladding layer (SU8), and a glass substrate. In order to obtain
a TE GMR mode at normal incidence at around 750 nm, the TiO2 layer was designed to be 60 nm
thick (TTiO2) with periodicity (Λ) of 470 nm. A 1D SU8 grating was first fabricated by a two-
beam interference technique [16, 17], and then a TiO2 layer was deposited on top of SU8 grating
by an electron-beam deposition technique. The thickness of SU8 (TSU8) and TiO2 (TTiO2) were
1400 nm± 100 nm and 60 nm± 5 nm by SEM measurement. Total area of the RWG is 6× 6mm2.
From AFM measurement, the period (Λ) and depth (d) of grating were determined to be 466 nm
and 60 nm± 5 nm, respectively.

(a) (b)

Figure 1: (a) Schematic of a 1D RWG covered with a NaYF4:Yb,Tm doped with PMMA layer. (b) UPL
measurement setup. RG: long-pass filter, P: polarizer, λ/2: half-wave plate, L1-L2: lenses, θ: incident angle
of excitation beam, φ: collected angle of UPL signal, and IR Filter: short-pass filter.

The NaYF4:20% Yb, 2% Tm nanocrystalline phosphor was chosen as the upconversion fluores-
cent material, which was synthesized using a co-precipitation method. The mean sizes of nanopar-
ticles were 30 nm by transmission electron microscopy (TEM) measurement. The NaYF4:Yb/Tm-
PMMA with 20 wt% was first dissolved in toluene then spin-coated on the top of the TiO2 RWG.
The RWG with a NaYF4:Yb/TmPMMA layer was then baked for 1 hour at 70◦C on a hotplate be-
fore use. The thickness (TN ) of the NaYF4:Yb/Tm-PMMA thin layer was 250 nm±50 nm by SEM
measurement. The refractive indices of NaYF4:Yb/TmPMMA (nN ), SU8 (nSU8) and TiO2 (nTiO2)
are 1.485, 2.066 and 1.581 at 0.75µm obtained by ellipsometry measurements. The refractive index
of glass substrate is 1.512 at 0.75µm. Typical distinct emission bands of a NaYF4:Yb/Tm-PMMA
thin film are centered around 450, 480 and 650 excited by 976 nm. The emission bands at 450, 480,
and 660 could be assigned to 1D2 →3F4, 1G4 →3H6, 1G4 →3F4 and 1G4 →3H5 transitions of Tm3+

ion [18], respectively.

2.2. Experimental Setup

In the experiment, a 0.5-W solid-state diode laser at 976 nm was employed as an excitation beam
to generate upconversion signal from sample. The collimated beam with a beam size of 0.7mm
diameter was used, and its excitation power was adjusted with the combination of a half-wave
plate and a polarizer. A grating spectrometer (Andor Shamrock SR-500i) adopted with one fiber
detector was used to collect and analyze the upconversion signal. Before the signal reached the
detector, one IR filter was used to block the excitation beam. The transmission spectra of the
RWG sample were measured with a halogen white light source and a grating spectrometer (Andor
Shamrock SR-500i), the sample was rotated with respect to the incident beam.

3. EXPERIMENTAL RESULTS AND DISCUSSIONS

3.1. Angle-resolved Transmission Spectra of GMR

Figure 2(a) shows the measured transmission spectra of the GMR mode in the RGW, which the
transmission spectra as a function of incident angle for TE incidence. In experiment, the normal-
incident GMR mode locates at 740 nm, which is closed to the prediction. As the angle increases
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from the normal incidence, the GMR mode at normal incidence splits into two separate modes,
by reason of first order diffraction from the grating: one red-shifts with the incident angle, and
the other blue-shifts. Red-shifted dispersion can use to enhance the excitation field, which the
excitation wavelength (λex) of 976 nm falls into GMR mode when the incident angle (θ) sets 31.5◦
(highlight in Figure 2). Blue-shifted dispersion can use to enhance the extraction intensity, which
the emission wavelength (λem) of 480 nm matches with the resonance mode at the collection angle
(φ) of 39◦ (highlight in Figure 2).

Figure 2: (a) Angle-resolved transmission spectra of the RWG covered with a NaYF4:Yb/Tm-PMMA at the
different incident angle (θ) for transverse-electric (TE) mode. Enhanced excitation: the excitation wave-
length (λex) of 976 nm falls into GMR mode when the incident angle (θ) sets 31.5◦ (highlight). Enhanced
extraction: the emission wavelength (λem) of 480 nm matches with the resonance mode at the collection
angle (φ) of 39◦ (highlight).

3.2. Enhanced Excitation and Extraction
The resonant excitation for enhancing the UCF signal of the RWG was first investigated. The
power of the excitation laser beam was used at 300 mW, and the collection angles (φ) of fiber
detector set at 0◦. The incident angle of illumination beam was scanned from 0◦ to 35◦ in 0.25◦
steps. When the incident angle of excitation beam matches with the GMR (θ = 31.5◦), the PL
intensity of upconversion spectrum has dramatically increase. Figure 3(a) shows the UCF spectra
of the RWG with a NaYF4:Yb/Tm-PMMA thin layer under illuminating the excitation laser beam
at the resonant angle (θ = 31.5◦). This enhanced UCF causes from the effect of enhancement of the
excitation light due to its resonant coupling to GMR mode. The UCF spectra emitted from a flat

(a) (b)

Figure 3: (a) UCF spectra emitted from the RWG with a NaYF4:Yb/Tm-PMMA thin layer under resonance
on (θ = 31.5◦) and a flat sample. (b) UCF intensity at 480 nm as a function of collecting angle.
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sample, which is no grating structure, also plots in Figure 3(a) for comparison. The UCF intensity
from the RWG with a NaYF4:Yb/Tm-PMMA thin layer was enhanced by a factor of 2 × 103

compared with that from the flat sample. To further enhance the UCF signal with the RWG with
a NaYF4:Yb/Tm-PMMA, we next investigate the effect of enhanced extraction of the fluorescent
emission. The RWG sample was illuminated with 976 nm wavelength laser beam at θ = 31.5◦,
and the collection angle of detector was varied from 0◦ to 50◦ in one-degree steps. Figure 3(b)
plots UCF intensity at 480 nm as a function of collecting angle. When the collected angle was set
at 39◦, the UCF intensity reaches a maximum. This is the orientation where 480 nm wavelength
light resonant with the RWG, as indicated by one of modes that blue shifts with incident angle
in Figure 2. At this resonant condition the UCF intensity at 480 nm was enhanced nearly 6-fold
enhancement compared with that collected at 0◦. Compared with the UCF intensity from the flat
sample, the UCF signal enhanced with both the excitation and extraction at resonance with GMR
modes of the RWG produces a total enhancement factor of 104 times in visible range. A total
enhancement in near-IR range (λem = 650 nm) can be obtained to be nearly 103 times.

4. CONCLUSIONS

We demonstrated that the UCF signal can be enhanced up to 104 times in visible range and 103

times in near-IR range by aligning the GMR modes with the incident excitation light and the
peak emission wavelengths of a NaYF4:Yb/Tm-PMMA layer in the RWG structure. By setting the
incident angle of the 976 nm wavelength laser beam at 31.5◦, incident light resonates with the grating
wave structure and produced strongly enhanced E-field near the TiO2 and NaYF4:Yb/Tm-PMMA
layer interface, leading to enhance excitation field and a 2× 103 times enhancement. Furthermore,
by setting the collection angle of the detection system at 39◦ away from the normal direction of
the RWG, another 6-fold enhancement of the fluorescent signal at 480 nm wavelength was obtained
due to the high reflection of the GMR mode.
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Abstract— In this article, we propose and demonstrate two new approaches to implement
microwave photonic filters with multi-passband based on the sliced broadband optical source
with fiber Mach-Zehnder interferometer and fiber delay lines. The proposed MPFs are sim-
ple in construction, easy to implement, and the experimental results show good tunability and
reconfigurability.

1. INTRODUCTION

Microwave photonic filters (MPFs) have been under constant research in the last two decades.
Compared with the traditional electronic filters, MPFs enjoy the advantages of broad bandwidth,
low loss, good tunability, and the immunity to electromagnetic interference, etc. [1–3]. Many tech-
niques have been reported to realize functional MPFs, among which MPFs based on continuous
sampling of a broadband optical source and dispersive medium have drawn much attention, since
its free spectrum range is infinite in the theory, and thus resulting in a single passband frequency
response [4, 5]. Although the single-passband MPF has shown good application potential, in many
practical applications, multi-passband MPFs with freely tunable central frequencies are more de-
sirable. Most techniques reported in literature to realize MPFs are not applicable for this kind of
multi-passband MPFs, since most of them have periodic frequency responses and their passbands
move simultaneously when tuning the MPFs, while their free spectrum ranges keep the same. In
this article, we propose and demonstrate two new approaches to implement MPFs with multi pass-
bands based on the sliced broadband optical source (BOS) with fiber Mach-Zehnder interferometer
(FMZI) and fiber delay lines. Dual-passband MPFs with good tunability and frequency response
characteristics have been achieved in the experiment. The proposed multi-passband MPFs are
easy to implement, simple in construction, and show good application potentials in fiber wireless
systems and sensing systems.

(a) (b)

Figure 1: (a) The structure of an FMZI and (b) the sliced spectrum of the BOS after the FMZI.

2. EXPERIMENTAL SETUP AND RESULTS

The proposed multi-passband MPFs are based on the FMZI to act as a spectrum slicer for the BOS
to achieve continuous optical sampling, whose structure is shown as Fig. 1(a). The FMZI is made
by connecting two 3 dB optical couplers (OC) together, with a polarization controller (PC) in one
arm of the FMZI in order to achieve the best extinction ratio of the sliced comb spectrum, and a
variable optical delay line (VODL) in the other arm of the FMZI to tune the wavelength spacing
of the FMZI. The transfer function of the FMZI can be expressed as:

T (ω) =
1
2

[
1 + V cos

(
2π

ω

∆ω

)]
(1)
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where V is the visibility of the FMZI, and can be changed by adjusting the polarization controller
in one arm of the FMZI; ∆ω is free spectrum range of the FMZI, which is determined by the optical
path difference of the two arms of FMZI, ∆L. The FMZI is an optical comb filter, and the sliced
spectrum of the BOS after the FMZI is shown in Fig. 1(b).

2.1. Dual-pass MPF Based on FMZI and Dual-path Fiber Delay Line
The experimental setup of the dual-passband MPF based on an FMZI as a slicing filter and a dual-
path fiber delay line is shown as Fig. 2. The light from a BOS is transmitted through the FMZI
to obtain the continuous optical samples, after which the light is modulated by the electro-optic
modulator (EOM) by microwave signals to be processed, and then launched into the dual-path
fiber delay line which is composed of two 3 dB optical couplers and has different fiber lengths in
each path. After that, the light is recombined and detected by the photodiode, and measured by
the vector network analyzer (VNA).

In the experiment, after the EOM, the sliced optical source is firstly delayed by a coil of 25 km
single mode fiber (SMF) which acts as the dispersive medium, and then sent to the dual-path fiber
delay line composed by two 50:50 optical couplers and another coil of 25 km SMF. The modulated
light is split into two branches, one of which transmits through 25 km SMF and the other one goes
directly through the branch, and recombined together and detected by the PD and measured by
the vector network analyzer (VNA) after the dual-path fiber delay line. The frequency responses
with separate fiber delay lines and dual-path fiber delay lines are shown as Figs. 3(a) and (b),
respectively. One can see that, with the dual-path fiber delay line dual-passband MPF can be
realized with each passband identical to the single-passband MPF when separate dispersive fiber
is used.

By adjusting the length of the VODL in one arm of the FMZI, the wavelength spacing of the
FMZI can be tuned, and thus the central frequencies of both passbands, shown as the measured
frequency response in Fig. 4(a). Fig. 4(b) shows the relationship between central frequencies of

Figure 2: Experimental setup of the dual-passband MPF which utilizes an FMZI and a dual-path fiber delay
line (BOS: broadband optical source, ISO: optical isolator, OC: optical coupler, PC: polarization controller,
VODL: variable optical delay line, EOM: electro-optic modulator, EDFA: erbium doped fiber amplifier, PD:
photodiode.)

(a)

(b)

Figure 3: The frequency response with (a) single passband (with single fiber delay line) and (b) dual-passband
(with dual-path fiber delay line).
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(a) (b)

Figure 4: (a) The measured frequency responses with different length of VODL and (b) the relationship
between the central frequencies of each passband and the length of VODL.

Figure 5: Experimental setup of the dual-passband MPF based on paralleled FMZIs and a dispersive medium.

(a)

(b)

Figure 6: The frequency response of the proposed
(a) dual-passband MPF (with two paralleled FMZIs)
and (b) with single passband (with one FMZI).

Figure 7: The frequency responses when the lengths
of VODL1 and VODL2 are tuned simultaneously.

each passband and the length of VODL. The experimental results show that the central frequency
of each pasaband has a good linear relationship with the length of VODL.

2.2. Dual-passband MPF Based on Paralleled FMZIs and a Dispersive Medium

The experimental setup of the dual-passband MPF which was realized by using paralleled FMZIs
and a dispersive fiber is shown as Fig. 5. In the experiment, two paralleled FMZIs are used as
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the spectrum slicing filter to obtain the optical samples, after which the light is modulated by
microwave signals to be processed through an EOM. Then, the modulated light is launched into a
dispersive medium which in our experiment is coil of single mode fiber, and then recovered by the
high speed PD. The frequency response of the proposed dual-pasaband MPF was measured by the
VNA.

In the experiment, when we use paralleled FMZIs (VODL1 = 7.65mm VODL2 = 125.25 mm),
dual-passband frequency response can be realized, as shown in Fig. 6(a). As a comparison, the
frequency responses by using single FMZI have also been measured with the same length of VODL,
as shown in Fig. 6(b). One can observe that, the passbands of the dual-passband MPF are identical
to that of the separated single-passband MPF. Both passbands of the proposed MPF can be tuned
by adjusting the length of the VODLs, and Fig. 7 shows the frequency responses of the proposed
MPF when the length of VODL1 and VODL2 are tuned simultaneously. One can see from the
experimental results that the proposed MPF shows good tunability, and both passbands can be
tuned freely by adjusting the optical path difference of the corresponding FMZI.

3. CONCLUSIONS

In this article, we proposed two new approaches to implement MPFs with multi-passband based on
the sliced broadband optical source with fiber Mach-Zehnder interferometer and fiber delay lines.
The first approach is based on an FMZI as a slicing and a multi-path fiber delay line. In our
experiment, the frequency response with dual passbands has been achieved by using a dual-path
fiber delay line, and the central frequencies of both passbands can be tuned by adjusting the length
of the VODL. By employing fiber delay lines with more paths, multi-passband MPF can be realized
with this method. The second approach is to employ paralleled FMZIs and a dispersive medium
to realize the multi-passband MPF, and in this way the central frequencies the passbands can be
tuned freewill by adjusting the optical path difference of each FMZI. In our experiment, dual-
passband MPF has been obtained by using two paralleled FMZIs, and the central frequencies of
both passbands can be tuned freely. Multi-passband MPF with desirable number of passbands can
be realized by introducing more FMZIs in this technique. In conclusion, our proposed approaches
to realize multi-passband MPFs are easy to implement, exhibit good tunability, flexibility, and thus
show good application potential in the wireless communication and measurement systems.
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Abstract— In this work, a simple model is developed to explore the electron thermionic emis-
sion from a single-layer graphene. This study is based on our prior efforts in showing that electron
emission mechanisms from single-layer graphene is quite different from the traditional models,
such as graphene field emission, and graphene laser-induced over-barrier emission, etc.. Now, we
establish a new scaling for thermionic emission from graphene, quite different from the conven-
tional Richardson’s law responsible for bulk materials. Our analytical formula obtained in this
work is demonstrated to agree well with numerical results.

1. INTRODUCTION

Electron thermionic emission describes the process of thermal electron evaporation from the surface
of a hot cathode material, which is first discovered by Owen Willans Richardson in 1901 [1]. Due to
this discovery, he was awarded the Nobel Prize in 1928. The mathematical description of thermionic
emission is given by Richardson-Dushman equation,

J = AT 2 exp
[
− Φ

kBT

]
. (1)

where, T is the cathode temperature, Φ is the work function of metal, kB is the Boltzmann con-
stant, and the prefactor A = 1.2 × 106 Am−2K−2 is the Richardson constant. This equation has
very important implications in the design of vacuum electronics device and the study of interface
materials, as well as energy conversion. Specifically, the recent studies [2, 3] make a very promising
future of the domestic application of energy converter based on thermionic emission. However, all
the current applications above are based on the traditional Richardson’s law, which is derived for
bulk materials.

Recently, the studies of two-dimensional materials, like graphene [4], have attracted lots of
attention. Graphene has many unique properties, such as ultrahigh mobility, linear dispersion
relation, etc.. Fundamentally, the single-layer graphene differs from conventional bulk materials
in its liner band structure. Thus this essential difference arises an interesting question: Is the
conventional Richardson’s law still valid for the thermionic emission from a single-layer graphene?
In this work, we are going to answer this question.

2. MODEL

In this work, we develop a model, as shown in Fig. 1. Assume that the cathode has been heated up to
a uniform temperature Tc, the electrons will be evaporated from the cathode and then condensed on
the anode (which is at temperature Ta) by passing over the potential barrier as shown in Fig. 1(b).

3. RESULTS

Wallace’s electron theory of graphene provides the basis for all unique and excellent properties of
graphene. The unique linear-band structure of graphene leads to massless dirac fermion electron,
which obeys a 2-D dirac equation. Using this model, the density of electron states per cell in the
graphene is obtained,

ρ(E)dE =
2

(2π)

2 ∫∫
d2k =

2E

π(~vf )2
dE, (2)

where ~ is the reduced Planck constant and vf (106 m/s) is the velocity of massless Dirac fermions
in the graphene. For the thermionic emission, the current density of the emitted electrons along
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Figure 1: Schematic diagram of the (a) electron emission process of a graphene-based thermionic energy
converter (TIC), where Tc and Ta are the cathode temperature and anode temperature, respectively; Jc is
current ow from cathode to anode. (b) energy level for thermionic energy converter (TIC) shown in (a). Φc

and Φa are the work function of cathode and of anode, respectively. The orange line represents the potential
energy in the vacuum. The deep red line traces the thermionic emission process of an electron into vacuum.

the direction perpendicular to graphene plane is calcuated by

J(EF , T ) =
∫ ∞

Φ
eN(Ex)dEx, (3)

with

N(E, Ex)dEdEx ≡ 2fF−D(E)
2π

2 ∫∫∫

E,Ex

vxd2kdkx =
1

π~3v2
f

EfFD(E)dEdEx. (4)

where, fF−D(E) is the Fermi-Dirac distribution. To solve Eq. (4) analytically, we assume that
fF−D(E) can be replaced with Maxwell-Boltzmann distribution fM−B(E) = exp[−(E−EF )/kBT ].

In doing so, we obtain an analytical solution to Eq. (3).

J(EF , T ) =
ek2

BT 2

π~3v2
f

(kBT + Φ) exp
[
−Φ−EF

kBT

]
(5)
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Figure 2: Comparison of our analytical results [in red line] with the numerical solution of Eq. (3) [in black
dashed line] as a function of temperature. The Inset demonstrates comparison between our model (solid
line) and Richardson’s law (dashed line) at different work function 3 eV, 4 eV and 5 eV.
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We found that Eq. (5) is completely different from the conventional Richardson’s law given by
Eq. (1), due to the linear band structure of graphene. And the numerical calculation of Eq. (3) is
carried out to verify the analytical solution, as shown in the Fig. 2. In addition, the comparison
between our results and Richardson’s law is also presented in the Fig. 2. From this figure, it is
found that, at high temperature limit (kBT À Φ), Eq. (5) also gives a new scaling of T 3, which is
different from the T 2 scaling based on the Richarson’s law.

4. CONCLUSION

In the work, we study the thermionic emission from a single-layer graphene, and a new scaling of
thermionic emission is established. It is found that the newly proposed scaling is quite different
from the conventional Richardson’s law. This finding may be very useful in the design of energy
conversion devices and in the study of transport near interface.
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Abstract— We report an electro-optic directed optical decoder based on two cascaded micror-
ing resonators. PN junctions embedded around the MRRs are employed to modulate the MRRs
through the carrier-injection scheme. The optical decoding function from a 2-bit electrical signal
to a 4-bit optical signal at the speed of 1 Gbps is performed successfully by the device.

1. INTRODUCTION

Optical directed logic is a paradigm which employs the optical switch network to perform the logical
operation [1, 2]. The status of each optical switch in the network is determined by an electrical
Boolean signal applied to it. The operation of each optical switch is independent of the operations
of other optical switches in the network and the operation result propagates in the network at the
speed of light. The overall latency of the optical directed logic circuit is very small and all optical
switches perform their operations almost simultaneously [3, 4]. Therefore, the optical directed logic
has a very high operation speed and low latency [1–4]. Silicon microring resonator is an attractive
structure owing to its outstanding performances, such as compact size, ultra-low power consumption
and CMOS-compatible fabrication process. Therefore, the optical directed logic based on silicon
microring switches is easy to realize large-scale integration and low-cost manufacture in a high-
volume CMOS photonics foundry. A series of optical directed logic circuits have been proposed
and even demonstrated [5–9].

We have demonstrated a directed optical decoder [6], whose speed is 10 kbps due to the thermo-
optic modulation scheme. In this letter, a directed optical decoder modulated by electric-field-
induced carrier injection in forward biased PN junctions is demonstrated, which can perform the
decoding function from a 2-bit electrical signal to a 4-bit optical signal at the speed of 1 Gbps.

2. DESIGN AND FABRICATION

The architecture of the directed optical decoder is schematically shown in Fig. 1, which consists
of two cascaded electrically modulated add-drop MRRs and three waveguides. Monochromatic
continuous light with the working wavelength λwork is coupled into the device through its input
port, and modulated by two electrical pulse sequences applied to the MRRs through electric-field-
induced carrier injection in forward biased PN junctions.

Figure 1: Schematic of the optical device. CW: continuous wave, EPS: electrical pulse signal, MRR: microring
resonator.

Each MRR acts as an optical switch and two electrical signals X and Y are used to control
the resonance states of two MRRs, respectively. In the previous work [11], thermo-optic effect is
employed to tune the resonance state of each MRR and the MRR is on-resonance when the applied
voltage is at the high level. In this work, free-carrier dispersion effect is employed to tune the
resonance state of each MRR. When carriers are injected into the MRR, the refractive index of
the ring waveguide is reduced and its propagation loss is increased simultaneously. In order to
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achieve high contrast between optical logic 1 and 0, two MRRs are on-resonance at the working
wavelength λwork when the applied electrical signals are at the low level and off-resonance at the
working wavelength λwork when the applied electrical signals are at the high level. The high and
low levels of the optical power at four output ports represent the operation result of logic 1 and
0, respectively. According to the definition above, the electrical logics applied to two MRRs, the
states of two MRRs and the operation results at four output ports are summarized in Table 1.
Clearly, the architecture in Fig. 1 can perform the decoding function from a 2-bit electrical signal
to a 4-bit optical signal.

Table 1: Principle of the directed optical decoder.

Electrical logic
of MRR1

Electrical logic
of MRR2

Resonance
state of MRR1

Resonance
state of MRR2

Z1 Z2 Z3 Z4

0 0 ON ON 1 0 0 0
0 1 ON OFF 0 1 0 0
1 0 OFF ON 0 0 1 0
1 1 OFF OFF 0 0 0 1

In Fig. 2, the waveguides are sheltered by aluminum trances and pads. The dash lines show
where the waveguides are and the green arrows represent the input and output ports of the device.

Figure 2: Micrograph of electro-optic directed optical decoder.

3. ANALYSIS OF THE STATIC RESPONSE SPECTRA

In order to determine the working wavelength of the device and the driving voltages of two MRRs,
the static response spectra of the device are measured with an amplified spontaneous emission
(ASE) source, an optical spectrum analyzer (OSA) and three tunable voltage sources. The light
from the ASE source is coupled into the input port of the device through a lensed fiber. The
light from the output port of the device is coupled into another lensed fiber and then fed into the
OSA. One tunable voltage source is used to tune the microheater of the MRR with shorter initial
resonance wavelength, so that its resonance wavelength matches with that of the other MRR. The
left two tunable voltage sources are employed to inject carriers into the two PN diodes, respectively.
With the applied voltage on the PN diode increasing, the effective refractive index decreases and
the resonance wavelength of the MRR moves to the shorter wavelength.

Although two MRRs are designed to have the same structural parameters, they have slightly
different initial resonance wavelengths due to the limited manufacturing accuracy. Without any
tunable voltage sources applied to the device, the static response spectra at the output ports Z1–Z4

are shown in Fig. 3. We can see two dips at 1551.768 nm and 1552.472 nm in the static response
spectra at the output port Z4 (Fig. 3(d)), which are caused by the resonances of MRR2 and MRR1,
respectively. MRR2 has three coupling regions while MRR1 has two coupling regions. Except for
this, MRR2 has the same structural parameters with MRR1 does. Therefore, MRR2 has a larger
optical loss than MRR1 does and the calculated Q factor from the static response spectra is 17642
for MRR1 and 11410 for MRR2. MRR1 has an extinction ratio of 20.4 dB and MRR2 has an
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extinction ratio of 14.8 dB, because MRR1 is much closer to the critical coupling than MRR2 does
in the adopted structural parameters.

(a)

(b)

(c)

(d)

Figure 3: Static response spectra at the output ports (a) Z1, (b) Z2, (c) Z3, and (d) Z4 without electrical
compensating voltage applied to the device.

1552.472 nm is chosen as the working wavelength λwork to achieve a relatively large extinction
ratio. When MRR2 is heat up, the effective refractive index of the Si waveguide increases and the
resonance wavelength of MRR2 shifts to the longer wavelength. With the voltage applied to the
microheater of MRR2 being 2.1 V (the compensating voltage), the resonance wavelength of MRR2
is at the working wavelength. The static response spectra at four output ports Z1–Z4 with the
compensating voltage are shown in Figs. 4(a), 5(a), 6(a) and 7(a).

Noted that some ripples are observed in the static response spectra at the output ports Z1 and
Z2, (Figs. 3(a) and 3(b)) due to the interference effect caused by the closed cavity formed by two
cascaded MRRs and the facet of port M, as shown in the green dash line in Fig. 1.

(a)

(b)

(c)

(d)

Figure 4: Static response spectra at the output port
Z1 with the voltages applied to the PN junctions of
MRR1 and MRR2 being (a) 0 V and 0 V, (b) 1.5 V
and 0 V, (c) V and 1.4 V, (d)1.5 V and 1.4V.

(a)

(b)

(c)

(d)

Figure 5: Static response spectra at the output port
Z2 with the voltages applied to the PN junctions of
MRR1 and MRR2 being (a) 0 V and 0 V, (b) 1.5 V
and 0 V, (c) 0 V and 1.4V, (d)1.5V and 1.4 V.

The static response spectra at the output port Z1 show the drop filtering characteristics of
MRR1 and MRR2 (Fig. 4). According to the principle aforementioned, there is a peak when both
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MRR1 and MRR2 are on-resonance at the working wavelength (Fig. 4(a)), the optical power at
the output port Z1 is at the high level (representing 1). In other three working statuses, the optical
power at the output port Z1 is at the low level (Figs. 4(b)–(d)).

The static response spectra at the output port Z2 show the drop filtering characteristics of
MRR1 and the through filtering characteristics of MRR2 (Fig. 5). The optical power at the output
port Z2 is at the high level when MRR1 is on-resonance and MRR2 is off-resonance (Fig. 5(c)). In
other three working statuses, the optical power at the output port Z2 is at the low level (Figs. 5(a),
5(b) and 5(d)).

(a)

(b)

(c)

(d)

Figure 6: Static response spectra at the output
ports Z3 with the voltages applied to the PN junc-
tions of MRR1 and MRR2 being (a) 0V and 0 V,
(b) 1.5 V and 0 V, (c) 0 V and 1.4 V, (d) 1.5 V and
1.4V.

(a)

(b)

(c)

(d)

Figure 7: Static response spectra at the output
ports Z4 with the voltages applied to the PN junc-
tions of MRR1 and MRR2 being (a) 0V and 0 V,
(b) 1.5 V and 0 V, (c) 0 V and 1.4 V, (d) 1.5V and
1.4V.

The static response spectra at the output port Z3 show the through filtering characteristics of
MRR1 and the drop filtering characteristics of MRR2 (Fig. 6). MRR2 has a much larger full width
at half maximum (FWHM) than MRR1 does. So there is a dip in the drop filtering spectra, which
can be noticed in Fig. 6(a). The optical power at the output port Z3 is at the high level when
MRR1 is off-resonance and MRR2 is on-resonance (Fig. 6(b)). In other three working statuses,
the optical power at the output port Z3 is at the low level (Figs. 6(b)–(d)).

The static response spectra at the output port Z4 show the through filtering characteristics of
MRR1 and MRR2 (Fig. 7). According to the principle aforementioned, there is a dip when both
MRR1 and MRR2 are on-resonance at the working wavelength (Fig. 7(a)), the optical power is at
the low level (representing 0). With only the voltage of 1.5 V applied to the PN diode of MRR1,
the resonance wavelength of MRR1 shifts to the shorter wavelength (Fig. 7(b)) and the optical
power is still at the low level (representing 0). With only the voltage of 1.4 V applied to the PN
diode of MRR2, the resonance wavelength of MRR2 shifts to the shorter wavelength (Fig. 7(c))
and the optical power is at the low level (representing 0). The optical power at the output port Z4

is at the high level when both MRR1 and MRR2 are off-resonance (Fig. 7(d)).
All four static response spectra at four output ports of the device are analyzed above. The

results indicate that the device can implement the decoding function from a 2-bit electrical signal
to a 4-bit optical signal correctly.

4. DYNAMIC EXPERIMENTAL RESULTS

A monochromatic light with the working wavelength of 1552.472 nm is coupled into a polarization
rotator and the light with the TE polarization is coupled into the device by a lensed fiber. Two non-
return-to-zero electrical signals with the period of 8 bits generated by two pulse pattern generators
are used to modulate the PN diodes of MRR1 and MRR2, respectively. The electrical signals
applied to the MRRs have the amplitude of 0.8V with the offset of 1.1 V. The light at the output
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ports Z1–Z4 are fed into a wideband sampling oscilloscope (Agilent DCA-X 860100D) with an
optical head for waveform observation.

The dynamic response of the device at the speed of 1Gbps is characterized. The results are
shown in Fig. 8, in which three periods (i.e., 24 bits) are shown for the input electrical signals and
the output optical signals. We have measured those signals one by one and then aligned them with
each other in the time axis. The device performs the decoding function from a 2-bit electrical signal
to a 4-bit optical signal at the speed of 1 Gbps correctly. There are several positive spikes between
two continuous outputs of ‘0s’ at the output port Z4, which are also observed and have been well
explained in the previous work [6]. Note that the power level is same for logical ‘1’ but different
for logical ‘0’ in different working statuses at the output ports Z2 and Z4, which mainly results
from the different extinction ratios of the dips in different working statuses. These phenomena are
also observed in the static response spectra (Figs. 5 and 7), where the insertion losses for logical
‘0’ is −17.015, −26.47 and −27.7 dB at the output port Z2 in different cases respectively, and the
insertion losses for logical ‘0’ is −14.809, −20.474 and −27.494 dB at the output port Z4 in different
working statuses respectively.

(a)

(b)

(c)

(d)

(e)

(f)

Figure 8: Dynamic operation results of the device at the speed of 1 Gbps. (a) and (b) 1Gbps electrical
signals applied to MRR1 and MRR2, respectively. 1 Gbps decoder operation results at the ports (c) Z1, (d)
Z2, (e) Z3, (f) Z4 respectively.

5. CONCLUSION

In conclusion, we fabricated an electro-optic directed optical decoder based on two cascaded micror-
ing resonators. PN junctions embedded around the MRRs are employed to modulate the MRRs
through the carrier-injection scheme. The optical decoding function from a 2-bit electrical signal
to a 4-bit optical signal at the speed of 1 Gbps is performed successfully by the device.
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Abstract— In this paper, we present a simple, efficient, and cost-effective all-optical wavelength
converter using injection-induced wavelength switching in widely tunable V-cavity laser. When
an external signal beam is injected at a wavelength corresponding to one of the sidemodes with
a small detuning of about 0.1 nm, the lasing wavelength is switched from the original main
mode to the side mode. By filtering out the main mode of the V-cavity laser, a data-inverted
wavelength conversion is achieved. This wavelength converter can offer a non-return-to-zero
(NRZ) channel-to-channel conversion with converted signal approximately at 200GHz away from
the input signal. A 2.5 Gb/s non-return-to-zero (NRZ) conversion is experimentally demonstrated
with an extinction ratio over 4 dB and SMSR of 36 dB.

1. INTRODUCTION

The rapid growth of high-speed data networking calls for a lager optical communication band-
width. Without optical-to-electrical-to-optical (OEO) involved signal processing procedure, all-
optical packet routing (AOPR) can overcome electrical bottleneck, which is one of the most impor-
tant restriction for the optical networking bandwidth, and improve the blocking performance.

One of the major components to realize AOPR is the all-optical wavelength conversion (AOWC).
So far, a lot of methods for AOWC have been published, including nonlinear optical gating based on
fiber loop, cross-phase modulation, cross-gain modulation, four-wave mixing based on semiconduc-
tor optical amplifiers [1–4]. One of the goals of AOWC research is to develop simpler, amplifier-free
and cost-effective chip with submilliwatt input power. The method of injection induced wavelength
conversion of the single-mode laser is a promising approach. Multimode (MM) Fabry-Pérot laser
diode (FP-LD) used for AOWC has been reported, which are principally based on either injection
locking with an external probe light [5, 6] or transverse-magnetic (TM) mode absorption modula-
tion which is highly-polarization-sensitive [7]. The external probe light, highly-sensitive polarization
beam splitter and other associated components all increase the cost of the system and make it hard
to integrate the wavelength converter as a chip.

In this paper, we demonstrate a quite simple, cost-effective WC based on V-cavity laser [8].
The V-cavity laser is a single-mode (SM) tunable laser with carefully designed tuning wavelength
grid, which ensures a channel-to-channel conversion. The dominant mode of V-cavity laser works
as probe light. Only −6 dBm pump signal is required. A 2.5 Gb/s non-return-to-zero (NRZ)
conversion is experimentally demonstrated, the chirp-management technique is explored to increase
the extinction-ratio (ER).

Figure 1: Schematic diagram illustrating the Vernier effect in wavelength conversion process, the dashed line
is the mode comb with pump light injection, the channel spacing ∆f1 > ∆f2 > ∆f3.
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2. SYSTEM PRINCIPLE

The working principle of the proposed wavelength converter is based on the injection-induced
wavelength switching of the V-cavity laser. When an external pump light injected into V-cavity
laser, the pump light is resonantly amplified, the process of stimulated emission consumes carrier,
so the refractive index increases while carrier density decreases. In our experiment, the light is
injected into the long cavity, namely the channel selector cavity. Based on Vernier effect, the mode
of longer wavelength (lasing mode 2) is more likely to be stimulated, as shown in Fig. 1. In addition,
the material gain spectrum is red-shift with light injection.

The injection beam needs to be TE polarized, with a longer wavelength than dominant mode,
near the side mode with a small wavelength detuning instead of at the side mode to avoid unstable
situation. For a stable locking, the wavelength detuning [9] can be used from 0.05 nm to 0.12 nm
with a corresponding injection threshold power of −6.3 dBm to −4 dBm. Without the injection
beam, power level of the dominant mode is high as logic “1”. Once the injection beam is on,
V-cavity laser locks to the injection beam, the original lasing mode (lasing mode 1 in Fig. 1)
suppressed to a very low level as logic “0”. By filtering out the dominant mode, an out-phase
wavelength conversion is achieved.

Figure 2: Experimental setup for the proposed wavelength converter based on V-cavity laser. PPG: pulse
pattern generator. MZ MOD: Mach-Zehnder modulator. BPF: optical band pass filter. VCL: V-cavity laser.

Figure 3: Optical power spectra of VCL with (red)/without (black) injection light in three conditions:
A: Dominant mode is 1556.15 nm. B: Dominant mode is 1556.9 nm. C: Dominant mode is 1556.15 nm.
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3. EXPERIMENTAL SETUP AND RESULTS

The experimental setup of the proposed wavelength converter is shown in Fig. 2.
The pump signal is a tunable laser (TLD) modulated by 2.5 Gb/s pseudorandom bit sequence

of 27−1. The Mach-Zehnder modulator is a polarization-dependent device, hence, the polarization
controller PC1 is used to minimize power loss in the modulator. PC2 is used to ensure the TE
polarized light for injection-locking of the pump signal to the VCL. The VCL is biased at 33 mA,
30mA, 15 mA on coupler, channel selector cavity and fixed gain cavity respectively. The output
power is around −6 dBm with a 6 dB chip-to- fiber coupling loss. The laser has a wide wavelength
tuning range by controlling the current injection and operating temperature [8], which makes it
possible to operate a wide-band wavelength conversion.

The VCL wavelength spacing of mode comb is 0.75 nm. The experiment was carried out in three
cases for different dominant modes, with injection beam 0.1 nm longer than the second right-side
mode of each dominant mode, as shown in Fig. 3. When the current of channel-selector cavity
changes from 15mA to 25 mA, the dominant mode is switched from 1556.15 nm, via 1556.9 nm,
to 1557.67 nm. The pump signals are all approximately 1.6 nm away from the dominant mode.
Thus, the V-cavity laser can offer a 200 GHz wavelength switching, fits ITU grid. The power of
pump signal is a little higher in longer wavelength, which results from the deviation of material
gain spectrum peak.

The dynamic measurements are shown in Fig. 4. The dominant mode of VCL is 1556.28 nm,
and the pump signal is 1557.87 nm. Because of the limitation of the sweep time of optical spectrum
analyzer, the optical signal is always on the screen and the integral signal power is about 3 dB
less than the continuous light. The sidemode suppression ratio (SMSR) of the converted signal is

(a) (b)

Figure 4: (a) Optical power spectra for dynamic wavelength conversion measurement. (b) The BPF is placed
at the dominant mode with resolution bandwidth of 0.04 nm.

(a) (b)

Figure 5: (a) Eye diagram of input pump signal at 2.5 Gb/s. (b) The converted eye diagram when the BPF
is placed at the dominant mode.
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(a) (b)

Figure 6: (a) The BPF is of 0.02 nm detuning from the dominant mode with resolution bandwidth of 0.04 nm.
(b) The converted eye diagram at 2.5 Gb/s.

36.19 dB. When the BPF is placed at the dominant mode, the extinction ratio of converted eye
diagram is only 1.1 dB at 2.5 Gb/s as shown in Fig. 5.

When the BPF moves a little to 1536.0 nm, the extinction ratio of converted signal increases
to 4.15 dB, as shown in Fig. 6. Although the chirp of injection-locking laser is small [9, 10], chirp-
management technique [11] still helps to improve the quality of converted signal.

4. CONCLUSION

A 2.5 Gb/s non-return-to-zero (NRZ) injection induced wavelength conversion is experimentally
demonstrated. The V-cavity laser can accomplish a channel-to-channel wavelength conversion with
200GHz channel spacing. It is compact, low-energy consumption and cost-effective for wavelength
conversion, so is promising to work as part of optical-cross-connect with adoption of energy-band
engineering to cover more communication channels.
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Abstract— An ultracompact bi-sectional tapered coupler, suitable for adiabatic mode trans-
formation between a common single mode SOI strip waveguide and a Si/III-V hybrid waveguide,
is proposed for Si/III-V heterogeneous integration. Since the bi-sectional tapered coupler mimics
a semi-3D taper and avoids exciting unwanted high-order modes in the thick p-InP cladding
layer (which is removed in the first tapered section), the length of the adiabatic mode coupler
can be dramatically shortened. In the proposed structure, the length of the bi-sectional tapered
coupler can be as short as 9.5 µm with a large fundamental mode-coupling ratio (over 95%) in a
bandwidth of ∼ 100 nm, and provides ±100 nm tolerance to misalignment even when the bonding
layer is as thick as 50 nm.

1. INTRODUCTION

Photonics based on Si/III-V heterogeneous integration through the DVS-BCB adhesive wafer bond-
ing method or molecular direct wafer bonding method [1, 2] have been extensively investigated for
many applications (e.g., inter-chip optical interconnects [1, 2], free-space optical communication
links [3]), due to its feasibility in combining active and passive photonic submodules onto one
silicon substrate. Among various Si/III-V heterogeneously integrated devices, a common critical
issue is how to efficiently route light between the III-V active section and the silicon waveguide.
Adiabatic taper has been considered to be a structure for this purpose due to its low insertion loss,
low reflection [4], and good fabrication tolerance [5, 6].

To reduce the adiabatic taper length, optimizations of adiabatic tapered couplers have been
developed in various ways. One way is to use a multi-step or complex shape tapered structure
in both the Si waveguide and the III-V waveguide [5, 6]. Another way is to use a multi-level
tapered structure [4]. However, the taper lengths in Refs. [4–6] are still relatively long, i.e., over
20µm. Ref. [7] further demonstrated the shortest possible length of an adiabatic mode coupler,
under the assumption of only even and odd supermodes excited in the tapered structure. However,
Ref. [7] did not give a specific tapered geometrical shape to achieve the shortest taper length.
Recently, Refs. [8, 9] demonstrated compact tapered couplers by using a lateral-current-injection
III-V structure or a III-V membrane, where a thick p-cladding does not exist. However, these kinds
of tapered structures cannot be used in a traditional vertical-current-injection III-V structure.

In this letter, we propose an ultracompact bi-sectional adiabatic tapered coupler consisting of
two linearly tapered sections only in the III-V structure, and the SOI waveguide underneath is kept
straight with a common dimension of 600 nm × 220 nm. The bi-sectional tapered coupler mimics
a semi-3D taper, which avoids exciting high-order modes in the thick p-cladding layer. In this
way, the total taper length can be less than 10µm even when the thickness of the intermediate
bonding layer (defined as the distance between the top of the SOI structure and the bottom of
the III-V structure) is relatively large, e.g., > 50 nm. We also study the influence of the bonding
layer thickness and misalignment on the performance of the proposed bi-sectional adiabatic tapered
coupler.

2. DESIGN OF THE BI-SECTIONAL TAPERED COUPLER

Figures 1(a)–1(c) show a schematic structure of the proposed bi-sectional tapered coupler, as well
as the cross-section of the Si/III-V hybrid waveguide. In the first taper section, the optical mode
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is converted from the silicon waveguide to the 0.598µm thick III-V waveguide [including the bot-
tom SCH (separate-confinement heterostructure) layer, MQW (multi-Quantum-Well) layer and the
upper SCH layer], without the thick p-cladding layer. At the end of the first taper, the optical
mode is well-matched with the optical mode of the final Si/III-V hybrid waveguide. Thus, in the
second taper section, the length can be very short. The thicknesses and the refractive indices of
the materials composing the hybrid Si/III-V waveguide are shown in Fig. 1(a).

p+-InGaAs(0.1µ  m,n=3.6)

p-InP(1.5µ  m,n=3.1667)

SCH(0.15µ  m,n=3.3125)

MQW(0.198µ  m,n=3.49)

n-InP(0.15µ  m,n=3.1667)

SCH(0.1µ  m,n=3.3125)

Si(0.22µ  m,n=3.455)

SiO2(2µ  m,n=1.445)

Si-Substrate

hBCB
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Figure 1: (a) Cross-sectional view of the hybrid Si/III-V waveguide. (b) 3D view and (c) top view of the
bi-sectional adiabatic tapered coupler, respectively.

In order to reduce the complexity of the taper, we keep the silicon waveguide straight, without
a tapered structure. In the present design, the width (Wsi) and the thickness of the SOI waveguide
are chosen to be 600 nm and 220 nm respectively. We consider a bonding layer thickness (hBCB)
between 0 nm to 100 nm, which is a typical value for the adhesive or molecular bonding method. In
this range, the final hybrid waveguide will present a confinement factor of 41%–44% in the MQW
layer, which is appropriate for hybrid semiconductor lasers, SOAs, and modulators.

In the present example, we choose the width of the active layer (Wmqw) at the end of the first
taper to be 0.8µm. The effective index of this III-V waveguide without the p-cladding layer is
already well above the effective index of the silicon waveguide mode. This means that the adiabatic
coupling between the silicon waveguide and the III-V waveguide mainly occurs in the first taper.
At the end of the second taper, the width of the p-cladding layer and active layer (Wmesa) are
expanded from Wtip2 to 1µm, in order to enhance the optical confinement in the MQW layer.

We first analyze the performance of the first taper with different values for Lt1, hBCB, and Wtip1,
using a three-dimensional finite-difference time-domain method [10]. Figs. 2(a) and 2(b) show the
coupling efficiency as a function of the length of the first taper length (Lt1), when hBCB and Wtip1

vary. The coupling efficiency is defined as the fraction of power coupled to the fundamental mode
of the output waveguide at the end of the taper. Note the width of the n-InP layer (in green color
in Fig. 2(d)) keeps constant after the first taper in order to simplify the analysis (the reflection due
to the geometrical mismatch at the end of the first taper is included in Fig. 3 below). The coupling
loss mainly has two causes. The first is the coupling to the higher order mode at the entrance
of the taper, since the taper tip cannot be infinitely small due to fabrication issues. The second
comes from the insufficient taper length. In this case, the coupling to the higher order mode can
also occur when light travels along the taper. When Wtip1 = 0.2µm, and hBCB < 0.04µm, the
coupling efficiency has a large fluctuation with Lt1 < 11µm, and this would require the adiabatic
tapered length to increase. This fluctuation is mainly caused by the coupling between the even
and odd (the first higher-order) supermodes. Here, the even supermode is the fundamental mode
which should adiabatically follow the taper. For a wider taper tip or a thinner bonding layer, the
odd supermode gets excited more easily at the entrance of this taper.

Figures 3(a) and 3(b) show the coupling efficiency in the second taper with Wtip2 = 0.2µm and
0.1µm, respectively (the widths of the active waveguide and the n-InP layer at the entrance are
fixed to 0.8µm and 3µm, respectively). From these figures, one can see that the coupling efficiency
is insensitive to both the thickness of the BCB layer and Wtip2. The taper length required to achieve
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Figure 2: The coupling efficiency as Lt1 varies under different thicknesses of BCB layer (from 0 to 0.1 µm):
(a) Wtip1 = 0.2 µm, (b) Wtip1 = 0.1 µm. (c) The stable coupling efficiency with Lt1 = 35 µm as hBCB varies.
Solid and dashed lines in (c) show the results for Wtip1 = 0.2 µm and 0.1 µm, respectively. (d) The structure
parameter of the first section taper.
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Figure 3: The coupling efficiency as Lt2 varies under different thicknesses of BCB layer (from 0 to 0.1 µm):
(a) Wtip2 = 0.2 µm, (b) Wtip2 = 0.1 µm. (c) The stable coupling efficiency with Lt2 = 10 µm as hBCB varies,
where the solid and dashed lines in (c) show the results for Wtip2 = 0.2 µm and 0.1 µm, respectively. (d)
The structure parameter of the second section taper.

a high coupling efficiency is also very short, as the mode input to this taper is already well-matched
with that in the final Si/III-V hybrid waveguide. Moreover, Fig. 3(c) shows that the stable coupling
efficiency reaches over 99% with only a 10µm long taper for different values of hBCB and Wtip2.

In the present paper, we propose two bi-sectional tapered couplers, with both Wtip1 and Wtip2

equal to 0.2µm. For the first tapered coupler, we choose Lt1 = 15µm and Lt2 = 4µm, and
thus the total taper length is 19µm. From Fig. 4(a), one can see that this design gives a high
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coupling efficiency of over 98% at hBCB = 50 nm for the wavelength range from 1500 nm to 1650 nm.
Figs. 4(b) and (c) indicate that this 19µm long taper also has a large fabrication tolerance to the
variation of hBCB and the misalignment between the silicon waveguide and III-V waveguide. When
hBCB varies from 0 nm to 80 nm, the coupling efficiency is still over 95% at λ = 1.55µm, meaning
that this 19µm long taper can be applied to a relatively thick bonding layer.
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Figure 4: Wavelength dependence of the coupling efficiency and fabrication tolerance for two types of designed
tapered couplers: (a) the wavelength dependence at hBCB = 50nm, (b) the variation of the thickness of the
BCB layer at λ = 1.55 µm, (c) coupling efficiency in the presence of misalignment between the silicon
waveguide and III-V waveguide (yoffset) with hBCB = 50nm and λ = 1.55 µm. (d) The structure parameter
of a misaligned case.

On the other hand, another ultracompact tapered coupler is also proposed with Lt1 = 7.5µm and
Lt2 = 2.5µm. In this case, the total taper length is only 9.5µm, and the coupling efficiency of the
fundamental mode can still be over 95% when hBCB = 50 nm. The reflection of this tapered coupler
from fundamental mode to (the counter-propagating) fundamental mode is lower than−40 dB when
hBCB varies from 0 nm to 100 nm. The bandwidth and the fabrication tolerance of the designed
9.5-µm-long tapered coupler are also analyzed, as shown in Figs. 4(a)–4(c). This ultracompact
coupler demonstrates a coupling efficiency of over 95% in a wavelength range of ∼ 100 nm, and
a misalignment tolerance of 100 nm. Although it is more sensitive to the variation of hBCB, the
coupling efficiency is still above 80% when hBCB varies between 0 nm to 80 nm. This ultracompact
coupler is more suitable for a hybrid modulator [11], where the required coupling efficiency is not
as high as a hybrid laser or SOA.

3. CONCLUSION

In conclusion, an ultracompact bi-sectional tapered coupler with a standard straight SOI strip
waveguide underneath has been proposed for adiabatic mode transformation between a common
single mode SOI wire waveguide and a Si/III-V hybrid waveguide in either molecular bonding or
DVS-BCB adhesive bonding technology. In the first tapered section, the thick p-cladding layer
is removed, which avoids exciting high-order modes. In this way, a coupling efficiency of over
95% can be achieved in a wavelength range of ∼ 100 nm even when the total taper length is only
9.5µm. Our simulation has also shown that this 9.5µm long taper provides ±100 nm tolerance to
misalignment. We believe this ultracompact bi-sectional tapered coupler can be used in various
Si/III-V heterogeneous integrated devices.
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Abstract— According to the dispersion property, spoof surface plasmon polaritons (SPPs)
can be supported within a low-pass propagating band. When the operating frequency rises to
approach the asymptotic limit, which is also known as the surface plasma frequency, the spoof
SPP modes vanish and the propagation cuts off. In this paper, we propose a method to achieve
tunable rejections of spoof SPPs by producing independent absorptions. A spoof SPP waveguide
consisting of corrugated microstrip line and matching convertors is introduced and electrically
resonant metamaterials, the electric-field-coupled-LCs (ELCs), are employed and arranged along
both sides of the waveguide. Since the electric field around the SPP waveguide excites strong
and tight coupling to ELCs at resonant frequencies and their relative impedance keeps matching
within a broadband, the propagating SPP modes are absorbed by such metamaterial particles and
SPP filters with broad propagating band and significant rejection are achieved. Furthermore, the
transmissions of the SPP filter with a series of ELCs scaled by different factors are investigated
to clarify that the resonant frequency is directly controlled by the dimension of the metamaterial
particles and that the coupling effect between different ELCs are weak enough to be ignored.
As a result, it is convenient to control the absorptions by simply modulating the scaling factors
of ELCs to construct a multiple rejection filter.Simulation results prove that the filter exhibits
several significant rejections of −15 dB within a broad high-efficient propagating band. The
proposed highly-efficient ultrathin planar filter is able to play an important role of filtering SPP
waves in plasmonic circuits and systems.

1. INTRODUCTION

Surface plasmon polaritons (SPPs), the propagating electromagnetic waves along metal-dielectric
interfaces [1], show the significant properties of high confinement and much shorter operating
wavelength, which provide favorable conditions to overcome the diffraction limit [2]. Therefore,
SPPs have been researched in areas of super-resolution imaging [3], electromagnetically induced
transparency (EIT) [4], SPP circuits [5] and energy harvesting [6]. In 2004, Pendry et al. proposed
an approach to achieve spoof SPPs by means of periodic holes [7]. Since then, a series of researches
have been reported on spoof SPPs based on subwavelength holes or grooves [8–11]. Among the
many Spoof SPPs studies, an ultrathin corrugated metallic strip waveguide fabricated on near zero
thickness substrate is very promising [9]. Recently, a highly efficient broadband SPP waveguide
was realized via the conversion from coplanar waveguide to the ultrathin corrugated metallic strip
line [11].

In this work, we reported a convenient approach to control the rejections of spoof SPPs. When
the electrically resonant metamaterials, the electric-field-coupled-LCs (ELCs), are introduced near
the SPP waveguide, a strong coupling would be excited inside the ELCs and the propagating surface
waves would be absorbed by the metamaterial particles. By manipulating the sizes of ELCs, the
rejections of Spoof SPPs can be controlled freely. Such phenomenon could play an important role
in plasmonic circuits and systems.

The proposed spoof SPP device, as is shown in Fig. 1, is composed of a meliorated corrugated
metallic strip and an array of ELCs. Themeliorated SPP waveguide is fabricated on the basis of
the design introduced in Ref. [11] and shows two constitutive improvements comparing with it.
Firstly, we design the waveguide with grooves protruded out of the metallic strip line. Such design
could provide a solution of miniaturization. Since the depth of grooves enlarges as the operating
frequency shifts to a lower frequency, the width of the SPP waveguide introduced in Ref. [11]
would be inconvenient for the measurement in the experiment. However, our meliorated waveguide
possesses a relatively stationary width within a wide frequency band. Secondly, the ceiling of the
grooves with deepening depths is beveled to better couple the excitation with spherical-like wave
front coming out of the exponential slot lines.

According to the electric field distribution near the corrugated metallic strip, the ELCs with
their equivalent capacitors of two inner metal lines parallel to the waveguide can provide a strong
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Figure 1: The schematic configuration of the DFR SPP waveguide.

resonant effect. To identify the ELCs’ resonant properties and the rejections of our filters, a
series of single rejection devices with different sizes of ELCs are simulated and their transmission
coefficients are shown in Fig. 2. From the figure we can summarize that, by introducing such
electrically resonant metamaterials, a significant rejection is obtained during the transmission and
the rejecting frequencies shift along with the changes of ELCs’ sizes.

Figure 2: The transmission coefficients of the SPP
waveguide with different ELC scaling factors, in
which the black line stands for the spoof SPP waveg-
uide without ELCs, while the red, pink, and blue
lines represent the DFR SPP wavguides with scaling
parameters k = 0.7, k = 0.8, and k = 1, respectively.

Figure 3: The measurement results of spoof SPP
waveguide without ELC particles (black lines) and
DFR SPP waveguide (red lines).

For the double frequencies rejection (DFR) device exhibited in Fig. 1, ELC scaling factors
k1 = 0.7 and k2 = 0.9 are selected. The comparison of the measured results between SPP waveguide
without ELCs and the DFR SPP waveguide is shown in Fig. 3, in which two clear filtering peaks
at 7.65 and 9.47 GHz can be observed. Furthermore, these two rejections are in accord with the
simulated results shown in Fig. 2.

We have demonstrated a double-frequency rejection device based on meliorated SPP waveguide.
The filtering efficiencies of both rejections are below −15 dB and their frequencies can be designed
and controlled simply by changing the sizes of ELCs, which is easy to fabricate. Our SPP rejection
device has good potentials in plasmonic circuits and systems.
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Abstract— In this paper, we present the design, fabrication and characterization of a polariza-
tion insensitive and omnidirectional broadband planar metamaterial perfect absorber (MPA) in
the min-infrared regime. Multi-sized resonators are employed to excite the broadband absorption,
and the absorption bandwidth is efficiently broadened compared with the single-sized absorber.
Geometric effects on the resonance wavelengths are studied in detail by using the equivalent
circuit model. Experiment result shows that greater than 70% absorption is obtained within a
waveband of 0.67 µm, which is in reasonable agreement with the simulation. The electromagnetic
response of the MPA is theoretically investigated to reveal the intrinsic absorption mechanism.
The broadband planar MPA is polarization insensitive and the absorption retains quite high even
at large incident angles. The proposed structure holds promise for many applications, such as
sensitive detecting, energy harvesting, and thermal modulating.

1. INTRODUCTION

Metamaterial perfect absorbers (MPAs) have recently gained considerable attention due to their
potential applications in research of sensitive sensors [1], solar cells [2], thermal emitters [3], and
imaging devices [4, 5]. MPAs are artificially constructed “atoms” that composed of sandwiched
multilayers, where the top layer is the metallic resonators separated from the bottom metallic film
by a dielectric interlayer. The great absorption works relying on the coupling between metallic
components of the sandwiched structure at the resonant frequency. The tunable and controllable
effects of MPAs afford them incomparable advantages to the naturally existing materials. Neverth-
less, for the resonant nature of metamaterials, most MPAs could only absorb the light in a very
narrow waveband. Therefore, some efforts have gone into obtaining broadband MPAs by vertically
stacking metallic resonators with different geometric dimensions [6, 7]. The complex design and
fabrication process, however, have restricted their wide applications in the relevant fields.

In this paper, we design and fabricate a planar broadband metamaterial absorber in the min-
infrared regime. Our design approach exhibits significant asvantanges to previous studies [6, 7],
which does not need to precisely align metallic resonators between the layers. The absorption
bandwidth is effectively broadened by the superposition of all resonances in the multi-sized planar
metallic resonators. The proposed broadband MA is polarization insensitive and the absorption
magnitude is still very high even at large incident angles for both transverse electric (TE) and
transverse magnetic (TM) waves.

2. STRUCTURE DESIGN AND SIMULATIONS SETUP

The designed and fabricated broadband MA is shown in Fig. 1. It consist of a layer of 0.1µm
thick aluminum resonators and a 0.2µm thick aluminum gound plane, separated by a 0.22µm
thick Al2O3 dielectric layer. The metallic resonators are composed of the elaborately arranged
rectangular disks in a two-dimensionally symetric structure surrounding the cetral square disks.
The period of the planar broadband MA is P = 4.5µm for both the x and y directions. The Al
resonators have the dimensionally dispersed geometry parameters of t1 = 1.7µm, t2 = 1.6µm, and
t3 = 1.5µm.

Numerical simulations were performed with the CST microwave studio [8], which is based on
the Finite Integration Time Domain (FITD) algorithm. In the simulations, the dielectric constant
(εd) of Al2O3 is set to 2.28 [9], and the complex permittivity of Al is described by the Drude model
with the plasma frequency ωp = 2π×2895THz and the collision frequency ωγ = 2π×15.5THz [10].
Periodic boundary conditions were employed for the x-y plane, and a plane wave of TM polarization
(with magnetic field H perpendicular to the x-z plane) was normally incident upon the structure
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as the excitation source. The frequency-dependent absorption was obtained from the S-parameters
by A(ω) = 1−T (ω)−R(ω) = 1−|S21|2−|S11|2, where T (ω) and R(ω) are the frequency-dependent
transmission and reflection, respectively. Furthermore, because the bottom metallic ground plane
with a thickness of 200 nm is thick enough to suppress all the transmission light (T (ω) = 0), the
calculation of the absorption could be simplified as A(ω) = 1−R(ω).

(a)

(d)(c)

(b)

Figure 1: (a) Schematic view of the broadband MPA. Top view SEM images for (b) the structure combined
of rectangular and square resonators, (c) the structure composed of separated rectangular resonators, (d) the
structure composed of separated square resonators.

3. RESULTS AND DISCUSSIONS

Figure 2(a) shows the simulated absorption spectrum of the present planar broadband MA. It is
seen that there are three absorption peaks aroused at 5.73µm, 5.96µm, and 6.26µm with the
absorption magnitude of 97.4%, 98.8%, and 98.1%, respectively. Because the high absorption of
the three closely positioned resonant peaks, the absorption bandwidth of 97% absorptivity is up to
0.6µm. To explore the origin of the broadband absorption, absorption spectra for the structures
composed of separated rectangular and square resonators were also given in Fig. 2(a). For the
structure with rectangular resonators, the absorption peaks of two resonances at 5.70µm and
6.25µm are 99.9% and 99.5%, respectively. It is also noted that the absorption bandwidth of 80%
absorptivity is 0.88µm for this structure, and there is a deep dip at 5.98µm. For the structure
with the separated square resonators, the single absorption peak reaonant at 5.91µm with the
99.5% absorption. We can see that the emergence of the central square resonators compensent the
absorption dip in the structure composed of separated rectangular resonators. In other words, by
combing these two sperated structures together, the absorption peaks of the two structures are
merged into one high absorption broadband spectrum.

Futher exploring of the geometric effects on the resonant behavior of the resonantor are studied
in detail by using the equivalent circuit model. It is known that when the light incident upon the
MPA structure, antiparallel current will be excited in the metallic resonator and bottom metal
ground plane [11]. As a result, an electric current loop emerges. In this sense, one unit cell of
the MPA corresponds to a “closed” wire loop. The electric current loop can be mimicked by an
LC equivalent circuit model [12]. The resonance absorption is realized when the frequency of the
external light equals the eigenfrequency of these resonators. The eigenfrequency of the resonator can
be quantitatively described by circuit elements of the LC equivalent circuit model, which depends
on the geometrical parameters and dielectric properties of the MPA. Here, we only consider the



930 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

(a) (b)

Figure 2: (Color online) (a) Simulated and (b) experimental absorption spectra of the structure combined of
rectangular and square resonators (balck line), the structure composed of separated rectangular resonators
(blue line), and the structure composed of separated square resonators (green line).

Figure 3: (Color online) Comparison between the predicted peak wavelengths by LC equivalent circuit model
and results obtained from the CST simulations for different side length values.

effect of varying the resonator’s side length on resonant behavior. The MPA structure discussed in
our LC equivalent circuit model is composed of square resonators as the same described in Fig. 1(d)
with resonator’s side length l varied from 1.3–1.9µm.

The interaction between the upper resonators and the bottom metallic film can be represented
by a parallel plate capacitor of Cm = ε0εrσeff /d, and a parallel plate inductor of Lm = µ0leff d/(2w),
where ε0 is the permittivity of vacuum, εr is the real part of the relative permittivity of the Al2O3

dielectric layer, σeff is the effective area of the square resonator where charges spread, d is the
thickness of the dielectric layer, µ0 is the permeability of vacuum, leff is the effective length in the
middle of the square resonator under which most of the magnetic field was trapped. The interaction
between the neighboring resonators can be modeled as a gap capacitor of Cg = 0.5ε0lt/g, where g
is the separate distance of the resonators, and t is the thickness of the resonators. Therefore, total
impedance can be expressed as Ztot = iωLm

1−ω2LmCg
+ 2

iωCm
+ iωLm, where ω is the angular frequency.

Then eigenfrequency ωr can be deduced from Ztot = 0, so ωr =
√

Cm+Cg−(C2
m+C2

g)1/2

LmCmCg
.

We then calculated the dependence of resonant peak wavelength against the side length l of
the square resonator. In Fig. 3, it can be clearly seen that the resonance peak wavelength linearly
rises with the increasing of side length l. Moreover, we carried out the numerical simulation for a
series of samples with different side length from 1.3µm to 1.9µm at the step-width of 0.1µm. The
predicted peak wavelengths are in good agreement with the results indicated by the LC equivalent
circuit model. So, for the present planar broadband MA, the long and short side of the rectangular
resonator (t1 = 1.7µm and t3 = 1.5µm) and the central square resonator (t2 = 1.6 µm) could
provide three resonant modes at distinct wavelenths. As a result, the superposition of all these
resonances results in the broadband absorption.

To make a better understanding of the broadband absorption mechanism, we investigate the
magnetic field distributions at three absorption peaks of the planar broadband MA through nu-
merical simulation. Simulation results (Fig. 4) reveal that magnetic field at 5.73µm, 5.96µm, and
6.26µm are primarily concentrated at the short side of rectangular resonator, the central square
resonator and the long side of rectangular resonator, respectively. Magnetic field distributions also
verified the prediction of the resonance wavelengths by the LC equivalent circuit model.

In our experiments, electron beam (e-beam) vapor deposition combined with step-and-scan
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projection lithography techniques were used to prepare the MPAs. A 0.2µm Al metallic ground
plane was first evaporated onto a silicon substrate by e-beam deposition. This was followed by
the lithography to define the multiple patterned layers. The 0.22µm dielectric films and 0.1µm
Al films were then deposited alternately. The pattern transfer was completed by a metal lift-off
process. Scanning electron microscopy (SEM) images of the samples are shown in Figs. 1(b)–
(d). A Fourier-transform infrared spectrometer (Bruker Vertex 70v) associated with the infrared
microscope (Hyperion 2000) was used to measure the reflection spectra. Before measuring, the
incident light was calibrated with a gold mirror. The experimentally obtained absorption spectra
of the three samples are shown in Fig. 2(b). It is seen that there is a broadband absorption achieving
by combining the structures of seperated rectangular and square resonators together, which is in
reasonable agreement with the simulation result. The absorption bandwidth of 70% absorptivity is
0.67µm. Discrepancies between the experimental and simulated results stem from the fabrication
tolerance and the inconformity of the dielectric constant of the dielectric spacing layer used in the
simulation compared with the actual material parameters.

The absorption performance at non-normal incidence is quite important in practical applications.
In many cases, most of possible incident light needs to be absorbed at large incident angles. So
we carried out simulations to investigate the angle dependence of the absorber to evaluate its
absorption performance at oblique incidence. Fig. 5 shows the absorption spectra as a function of
both wavelength and incident angles under TM (E⊥ y-z plane) and TE (E⊥ x-z plane) polarization.
For both configurations, the broadband absorption characteristics can be sustained with increasing
the incident angle. However, when the incident angle is appraoch 40◦, there is a decrease in the
absorption magnitude and a shift in the peak position for the TM polarization waves, and there
is a absorption dip for the TE polarization waves. Nevertheless, these simulations reveal that the
proposed boradband absorber operates quite well for both TE and TM polarizations over a wide
range of incident angles.

(a) (c)(b)

Figure 4: (Color online) Magnetic field distributions at absorption peaks of (a) 5.73µm, (b) 5.96 µm,
(c) 6.26 µm. (There are only half of the short side of rectangular resonator in the given field distributions,
for the symmetry setup of the structure in the simualtion).

(a) (b)

Figure 5: (Color online) Absorbance as a function of wavelength and the angle of incidence for (a) TM and
(b) TE polarization incident light.
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4. CONCLUSIONS

In conclusion, we have present a planar metamaterial perfect absorber worked in the min-infrared
regime, which is polarization insensitive and the absorption is still high even at large incident
angles. The broadband absorption originates from the superposition of multiple resonances of the
multi-sized resonators. The presented design approach does not need to precisely align metallic
resonators between the layers, and could simplify the fabrication process. The proposed structure
may have multiple application values in the relevant fields, such as sensitive detecting, energy
harvesting, and thermal modulating.
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Abstract— We present a numerical investigation of efficient generation of second harmonic
from a kind of nonlinear magnetic metamaterial composite. The analysis is focused on a struc-
ture consisting of periodic arrays of paired thin silver strips with second-order nonlinear material
filled in the gap. The sandwich shaped periodic structure exhibits remarkable advantage in the
generation of second harmonic signal. We, first, make an introduction to this sandwich structure,
summarize the linear resonant properties and then investigate the wavelength dependence of the
field enhancement in the gap. Next, we analyze about second-harmonic generation (SHG) from
composite structure doping with isotropic nonlinear material by comparing with that from single
layer nonlinear material and several other conditions. The results figure out that the magnetic
resonance property of this nonlinear metamaterial composite makes a great contribution to the
energy localization and gives rise to strong inhomogeneous field inside the gap. As a result, the
strength of SHG is almost two orders larger than that of a pure nonlinear layer with compa-
rable dimensions. Finally, we change the material property from isotropic to anisotropic, and
investigate the impact combining with field enhancement, field profiles and linear and nonlinear
polarization considerations, showing that most of the fundamental-harmonic electric field in the
gap polarize along y direction, which is the power giving rise to the second-harmonic generation
of the composite. This work leads to deeper understanding of singular nonlinear response in
metamaterials.

1. INTRODUCTION

Metamaterials are artificially structured materials, whose general electromagnetic properties are
different greatly from those expressed by their individual inclusions. The scale of these compos-
ite structures is much smaller than the wavelength of interest and that makes the whole material
macroscopically uniform. The electromagnetic properties can be designed at will, other than just
rely on the materials exist in the natural world. Benefit from that, we can get new materials exhibit-
ing exotic properties, such as invisibility [1] and negative refraction index [2, 3]. The study about
metamaterials mostly focused on how to get all kinds of linear optical materials with interesting
properties. However, utilizing metamaterials to enhance nonlinear optical response is another ex-
citing research field. It was first reported on split-ring resonators (SRRs) [4]. Since metamaterials
are always designed with considerable magnetic activity, which implies there are strongly inhomo-
geneous fields in them. And that gives rise to large enhancement of local field which will naturally
benefit the nonlinear effects. Nonlinear metamaterial composites have been studied widely in the
microwave and near-infrared regions of the spectrum [5–7]. People mainly adopt a homogenization
model to describe the material, and get the closed-form expressions of nonlinear susceptibilities.
And then the design of the nonlinear metamaterials can be realized [8]. Among all kinds of non-
linear optical phenomenon, the optical process that two photons in fundamental frequency convert
to one photon in double frequency, namely second-harmonic generation (SHG) is the most studied.
Recently, the anomalously enhanced optical transmission (EOT) through arrays of sub-wavelength
apertures in metal films has attracted significant attention. Lots of researches about structures
with nonlinear materials like LiNbO3 or GaAs filled in the apertures have been made by many
groups [9–13]. Besides, increasing the field enhancement brought by nano-antennas arrays is an-
other promising way to improve the conversion efficiency of SHG [14–16].

In this letter, we introduce a nonlinear magnetic metamaterial composite, which is a structure
consisting of periodic arrays of paired thin silver strips with second-order nonlinear material filled
in the gap and that makes the periodic unit’s cross section shapes like a sandwich, exhibiting
remarkable advantage in the generation of second harmonic.

Figure 1 shows a 2D schematic of the conventional coupled silver strips which has been discussed
in [17]. Each sandwich unit consists of a pair of thin silver strips with thickness t separating by an
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Figure 1: Structure of the coupled silver strips.

alumina layer with thickness d. The width of the sandwich stack is w, and the period is p. Two
thin alumina layers of 10 nm are added to the top and bottom of sandwich stacks to make sure the
fabrication is stable.

In our simulation, the analysis is performed using a FDTD model combined with analytical and
numerical calculations, and the geometry parameters of the Ag-Al2O3-Ag structure are set to a
specified size, with the thickness of each silver layer and alumina layer being t = d = 30nm, the
width of the stack being w = 170 nm, the period of the structure being p = 400 nm.

The schematic of the setup and coordinates in the model is presented in Figure 2(a). According
to the study in Ref. [17], only under TM illumination, this structure could exhibit resonant prop-
erties. Therefore, we set the incident field in our model to be TM polarization with the magnetic
field polarized along the strips and propagating toward the structure vertically. The experimental
data of Johnson and Christy in the materials database is utilized to describe the optical properties
of silver. Besides, the refractive index is 1.62 for alumina and 1.52 for the substrate.

The transmission, reflection and absorption spectra of our paired-strip structure simulated under
TM polarization is plotted in Figure 2(b) with the electric resonance at λe = 615 nm and the
magnetic resonance at λm = 1040 nm. Furthermore, as shown in Figures 2(c) and 2(d), the magnetic
field distribution is calculated at these two characteristic wavelengths (λe and λm respectively) and
the field magnitude is normalized to the one in the free space. The arrows in the figures represent
the electric displacement. We can note that the electric displacement is mostly aligned along on one
direction at the electric resonance. While around the magnetic resonance λm, the arrows present a
loop shape and lead to an artificial magnetic moment, with a much stronger magnetic field inside

(a) (b)

(c) (d)

Figure 2: (a) Diagram of the model. (b) Simulated transmission (T ) and reflection (R) and absorption (A)
spectra of the structure for TM polarization. (c), (d) Magnetic field and the electric displacement at the
electric resonance and the magnetic resonance.
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the sandwich than the one at λe.
The strong magnetic activity at the magnetic resonance wavelength will naturally result in

strong inhomogeneous fields in the stack, especially in the gap between the strips. The magnitude
of the local field should be much larger than that in free space. To verify the large contribution
from the magnetic resonance, we calculate the average strength of electric field and components in
the gap illuminated by incident field of different wavelength, as shown in Figure 3.

In Figure 3, all the data are normalized to the magnitude of electric field in free space, which is
presented as the green solid line for comparison. From the figure, we can see that curves show that
all the ratios increase first and decrease after, with peaks existing around the magnetic resonance
(λm = 1040 nm). The average strength of electric field in the gap is more than ten times larger than
that in free space, which is agreed to our expectation. Note that the two curves of total electric
field and the y component almost coincide, whereas the x component stay very low, which means
the polarization of the local field in the gap is mainly along y direction.

Since the optical nonlinearities are greatly dependent on the electromagnetic field, it’s expecting
to be strengthened by field enhancement. In our study, we predict doping the structure with
nonlinear material in the gap would help get enhanced nonlinearity.

In order to make a better comparison with above work, our new nonlinear magnetic metamaterial
composite keep all the settings same with before but the material in the gap between paired
silver strips changed from alumina to an isotropic second-order nonlinear material with refractive
index nd = 1.62 and χ(2) = 3 × 10−10 m/V (an organic nonlinear optical crystal DAST can be
qualified [18]). The amplitude of the incident source is set to be 1× 107 V/m.

First, we set the center wavelength of the fundamental harmonic (FH) source to be at the mag-
netic resonance 1040 nm to check if the second harmonic (SH) is generated. Figure 4(a) illustrates
the SH (520 nm) electric and magnetic field distribution which are normalized to the FH ones in
free space, and the arrows represent the electric displacement. It can be found that the SH elec-
tromagnetic energy is mostly concentrated in the gap with values cannot be ignored. We can also
note that the second-harmonic generation result in two magnetic moments form between the paired

Figure 3: The dependence of the average magnitude of electric field and components on the wavelength of
the incident field.

(a) (b)

Figure 4: Simulated SH (520 nm) electric (a) and magnetic (b) field distribution with arrow representing the
electric displacement.
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Figure 5: The average strength (log10) of SHG at
the exit end of the model for different conditions.

Figure 6: The average strength (log10) of SHG at the
exit end of the model for two different anisotropic
nonlinear composit.

silver strips.
For the purpose of verifying the advantage of our composite in the enhancement of the generation

of SH, we make a comparison about the strength of SHG at exit end between different conditions,
as shown in Figure 5. The figure is plotted by the wavelength of the incident FH source on the
horizontal axis and the average SH electric field intensity (log10) at the exit end on the vertical.

All the data were calculated for TM polarization except the red ones. For the Ag-Al2O3-Ag
structure, there are also SH signals existing in the numerical calculation, which are very weak and
treated as noise in our analyses.

As expected, our composite (Ag-NL-Ag) shows great advantage for SHG around the wavelength
of magnetic resonance (1040 nm). The SH electric field is almost two orders of magnitude larger
than that from one single layer of nonlinear materials with thickness of 30 nm (NL layer) at exactly
1040 nm. The result for composite under TE polarization (Ag-NL-Ag TE) is also presented in the
figure, which is weak and display a non-resonant wavelength dependence over the spectrum range
we study. Besides, the structure of one layer of nonlinear material covering one layer of silver (NL
layer + Ag layer), both thickness of 30 nm, has been studied, which shows no significant benefits
and gets even lower in SHG towards the longer wavelength.

For a better understanding of the generation of second-harmonic in this composite, we have made
a simulation study about the structures filling with two different anisotropic nonlinear materials,
assuming the second-order nonlinear susceptibility has only non-zero components of χ

(2)
xx = 3 ×

10−10 m/V and χ
(2)
yy = 3× 10−10 m/V respectively, as shown in Figure 6.

Thus it can be seen that it is the y-polarized FH electric field in the gap makes a large contri-
bution to the SHG and give rise to a much better effect for structure Ag-χyy-Ag than Ag-χxx-Ag.

In summary, we have investigated the wavelength dependence of the field enhancement in the
gap of paired silver strips and the SHG conversion efficiency from the structures composited with
nonlinear material. We found that, the magnetic resonance property of the nonlinear metamaterial
composite makes a great contribution to the energy localization and SHG, with the strength almost
two orders of magnitude larger than that of a single layer of nonlinear material with comparable
dimensions. We also show that most of the FH electric field in the gap polarized along y direction,
which is the power giving rise to the second-harmonic generation of the composite.
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Abstract— The field rotator is a fascinating device which can be regarded as a special kind of
acoustic illusion, with the capability of making the object covered by it appears like a rotated one.
By exploiting acoustic metamaterials with extremely anisotropic parameters, we have theoreti-
cally designed and experimentally realized an acoustic field rotator that can be employed to rotate
the acoustic wave front by a certain angle. For airborne sound, the designed field rotator sim-
ply comprises an array of identical plates made of acrylonitrile butadiene styrene plastic (ABS).
Both the numerical and experimental demonstrations of the rotation effect illustrate that the
resulting device has a broadband functionality. A nearly perfect agreement is observed between
the numerical simulation and experimental results. The influence of the structural parameters
on its performance has also been investigated. Moreover, we inspect the frequency dependence
of rotation effect and it shows that the designed device can work effectively within a broad band,
as long as the effective medium approximation is valid. In addition, it turns out that by elon-
gating each plate the increase of anisotropy of metamaterial can be conveniently attained, which
contributes to enhance the rotation effect. With the known relationship between the rotated
angle and the structural parameters, the rotation angle can be manipulated conveniently. The
application of the proposed device for non-plane wave has also been discussed and the possibility
of extending the proposed scheme to three-dimensional cases has been considered. With the
capability of rotating acoustic wave front in a controlled manner, the realization of acoustic field
rotator has open up a new avenue for the versatile manipulations on the acoustic waves and may
have potential application in various situations that require special acoustic controls.

Recently, transformation optics [1, 2] as well as transformation acoustics [3] has aroused great
attention. Numerous fantastic devices have been designed and fabricated in experiment, such
as invisibility [4] and illusion cloaks [5], etc.. In this letter, we present the theory design and
experimental realization of an acoustic field rotator, which can rotate the wave front a preset angle
in the center, and it can be regarded as a special acoustic illusion.

We established the mapping between the virtual system and the physical system, and the mass
density ρ−1 in the physical system should be as follows:

ρ−1 = ρ−1
0

(
1 + 2t cos θ′ sin θ′ + t2 sin θ′ −t2 cos θ′ sin θ′ − t

(
cos2 θ′ − sin2 θ′

)
−t2 cos θ′ sin θ′ − t

(
cos2 θ′ − sin2 θ′

)
1− 2t cos θ′ sin θ′ + t2 cos θ′

)

Here the background medium is chosen as air and t = θ0r/(b− a), which is related to the rotated
angle θ0 in the inner cylinder [6].

We proposed a reduced model for the implementability in experiment as showed in Fig. 1. The
cylinder is divided into several “fanlike” cells, and a rectangle made of acrylonitrile butadiene
styrene plastic (ABS) is inserted in each cell, with its macro-axis titling an angle τ/2 with respect
to the tangential direction of the cell. The effective mass density in two different directions ρu and
ρv can be obtained.

The experimental scheme is showed in Fig. 2, where an experimental system is established by
two paralleled Plexiglass plates. An array of 188 rectangles was fabricated with thermoplastics
via 3D printing to meet the theoretical requirement. We detected acoustic pressure in the inner
region of the device in three particular frequencies, 3400 Hz, 5700 Hz and 6700 Hz, and compare
the measured results and the simulations as showed in Fig. 3. Throughout the paper, the software
COMSOL MULTIPHYSICS is used for the numerical simulations. It can be clearly observed
that it has an excellent agreement between the experimental result and the simulation under any
particular driving frequency. The wave front inside the rotator remains a plane, almost identical
as the incident wave, and it has been rotated by a certain angle as if the wave is propagating from
the top-left direction.

Next we inspect the frequency dependence of rotation effect. A slice with a nearly negligible
width is placed in the center of the rotator, stretching across the inner circular region. A minimum
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(a)

(b) (c)

Figure 1: The pattern of the reduced model. In
(a) picture the rectangle’s macro-axis is parallel to
the tangential direction. In (b) picture each rect-
angle is rotated by τ/2. (c) Picture is the enlarged
view of a “fanlike” cell before (dashed line) and after
(solid line) rotation.

Figure 2: Schematic illustration of the experimental
system. The field rotator is put 1 m away from the
sound source, and the pressure in the center region
(red dotted circle) is measured.

(a) (b) (c)

Figure 3: The comparison between the simulated and measured pressure field at (a) 3400Hz, (b) 5700 Hz,
(c) 6700Hz. The left figure is the simulation around the rotator, the enlarged views of the simulated and
measured results in the center are shown in the top-right and bottom-right figures respectively.

scattering caused by the slice can be reached when the slice is parallel to the direction of propaga-
tion. The parameter σ is defined as the integral of the scattering caused by the slice of the inner
circular region. In group A, the inner radius and outer radius of the device are 3.5 cm and 14 cm,
and the size of the rectangles are 2.8mm×16.8 mm. The relationship between the scattering index
σ and the frequency in these structural parameters is illustrated in Fig. 4, the green cycle indicates
the critical frequency, and it is 6800Hz in this group. Another two group B and C have also been
carried out, in which the structural parameters are twice and half of those in group A, and the
critical frequencies are 3400Hz and 13600 Hz, respectively. We can draw a generalized conclusion
that the working standard of the field rotator is kb ≤ 17.4, with k being the wavenumber and b
being the outer radius. The acoustic field rotator should have a broadband functionality due to the
absence of acoustic resonance element, and the rotation effect holds within a considerably broad
spectrum as long as the effective media theory is valid.

In theory, the parameters of ρu and ρv satisfy the relationship ρ−1
v − ρ−1

u = t
√

t2 + 4, and t is
related to the rotated angle θ0 in the center of the rotator. Therefor we are able to manipulate
θ0 by changing the discrepancy between ρu and ρv, which can be obtained by using two kinds of
different materials or simply by enlarging the respect ratio of the inserted rectangles. Here we
keep the width unchanged and adjust the length of the rectangles, and illustrate the relationship
between θ0 and the aspect ratio of the rectangles Fig. 5 is the relationship between θ0 and the
length of the rectangles, it shows that the rotated angle increase with the increase of the length,
and it has a nearly linear relationship.

It is worth noting that although the rotation performance has only been exemplified in plane
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Figure 4: The relationship between the scattering
index σ and the frequency in group A. The green
circle indicates the critical frequency, it is 6800 Hz
in these particular structural parameters.

Figure 5: The rotated angle increase with the in-
crease of the length of the rectangles.

wave, its performance should be irrelevant to the type of wavefront. Further simulations proved
that it can work well in cylindrical wave. Moreover, the possibility of designing a field rotator for
spherical wave in three dimensions will be anticipated in the future.

In summary, we have designed an acoustic field rotator capable of rotating the wave fronts
inside it at a certain angle. It has an excellent agreement between the experimental results and
simulation. We have also inspected the frequency dependence of rotation effect, it demonstrates
that the device has a good performance as long as the effective media theory is valid. In addition,
the rotated angle increases with the increase of the length of the rectangles, and is has a nearly
linear relationship. The designed acoustic field has open a new avenue to the special manipulation
of acoustic wave.
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Abstract— In this paper, a wideband metamaterial absorber with wide-angle polarization
insensitive characteristic is presented. The metamaterial absorber consists of a periodic arrange-
ment of Jerusalem resonators lumped four resistors. Simulations demonstrate that the absorption
rate is above 90% in 8–14.5GHz, and by changing the direction angle of polarization, we achieve
that this structure is polarization insensitive.

1. INTRODUCTION

Matematerials (MM) are novel artificial materials with sepecial properties that arise from their
structure rather than their constituent materials. In recent years, much more researches on meta-
material absorber (MMA) are reported. Since the concept of a perfect MMA was proposed by
Landy et al. in 2008 [1], there has been considerable attention in creating thinner and lighter
MMA. Since then, many MMAs have been proposed and demonstrated with narrow-band, dual-
band and multi-band absorption. More recently, several efforts have been made to improve its
electromagnetic characteristics, such as polarization-insensitive [2, 3], wide incident angle [4] and
wideband absorption [5].

In this paper, an efficient design is presented to achieve a wideband and polarization insensi-
tive MMA in the gigahertz frequency region. This MMA consists of a periodic arrangement of
Jerusalem resonators lumped four resistors, dielectric layer and a metallic background plane, and
the whole thickness is only 2.8 mm. The simulation results indicate that lumped resistors are the
chief contributor of the MMA’s wideband absorption, and this structure is polarization insensitive.

2. DESIGN AND SIMULATE THE ABSORBER

2.1. Structures Design

The structure of MMA unit is illustrated in Fig. 1(a). The top layer consists of Jerusalem resonators
lumped four series-parallel connection resistors set in a periodic pattern and bottom layer is a metal
plane. The periodic array configuration of this unit cell is illustrated in Fig. 1(b) and is designed on
a lossy dielectric board FR4 that has a dielectric constant of 4.4, tangential loss of 0.02 and thickness
of 3 mm. All metals in the absorber are made of copper with a conductivity of 5.8× 107 S/m.

2.2. Full-wave Simulation and Analysis

In more directive perspective, the absorption is defined as A = 1 − S − T = 1 − |S21|2 − |S11|2.
To maximize the absorption rate, we can minimize the reflection and transmission simultaneously
at the same frequency range. Due to the metal background of the absorber, the transmission |S21|
is equal to zero. Full-Wave simulation is taken by using HFSS. By the master-slave boundary
conditions, the simulation of the periodic array configuration of the absorber unit cell can be
achieved. Through optimizing the parameters in Fig. 1(a), the simulation result is shown in Fig. 2,
in which we observe a wideband absorption at about 7.8–15.5 GHz with the absorption rate of over
90%. The surface circuit at resonant frequency is shown in Fig. 3. We can see that most of the
current flows through the resistors, which predicts that by tuning the value of the resistor we can
match to a best absorption frequency range and rate.

2.3. Resistor Value Simulation

From the surface circuit we know that the value of the resistor is the chief contributor of the
absorption. A research on wideband electromagnetic absorber loaded high impedance surfaces has
been proposed by Prof. Costa [6]. It is achieved by considering the impedance of surface. In our
work resistors bring the high impedance to be employed to increase the MMA’s bandwidth, also
can bring high loss to improve absorptivity. In Fig. 4 the absorption rates are plotted for R = 80,
90, 100, 110 Ω. When R = 100Ω the 90% absorption rate bandwidth ranges from 7.8 to 15.5GHz.
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(a) (b)

Figure 1: Stucture of MMA, (a) unit cell, (b) periodic pattern cell (L1 = 2.8mm, L2 = 1.2mm, W = 0.8 mm,
D = 7.9mm, T = 3 mm).

Figure 2: Simulated absorption for normal incident. Figure 3: The surface circuit at resonant frequency.

Figure 4: Simulated absorptivity for different resis-
tors R.

Figure 5: Simulated absorptivity for different inci-
dence polarization angles.

2.4. Polarization Angle Simulation

Another performance we considered is MMA’s polarization insensitive. Fig. 5. shows that wideband
MMA remain high and stable absorptivity with wide polarization angles. We give the simulations
by changing the polarization angle from 0◦ to 90◦ by 15◦ each step, and the results show that the
absorption rates of the different polarization angles are almost at the same frequency range, which
mean that the wideband MMA is polarization insensitive.

3. CONCLUSIONS

In this paper, we have presented a novel polarization-insensitive and wideband metamaterials ab-
sorber, which is composed periodic array configuration of Jerusalem resonators lumped four series-
parallel connection resistors cell. The simulation results show from 7.8 to 15.5GHz absorption rate
is above 90%. The wideband absorptivity was achieved because of the series-parallel connection
resistors of bringing high impedance surface to achieve wideband impedance matching. Polarization
insensitivity capability results from the periodic array configuration of Jerusalem resonators.
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Abstract— In this paper, a detailed study of a single-layer wideband metamaterial absorber
(MMA) applied to radome, which is transparent at the operating frequency and is absorption
at frequencies ranging from 2.4 GHz to 7.1 GHz. The design is discussed by the unit cell and
equivalent circuit model. A unit cell of the periodic structure for the absorber is designed and
simulated. The MMA consists of a two-dimensional periodic array of resistor-loaded square loops
and crosses. The composite structure is thoroughly analyzed by an efficient equivalent circuit
approach and by full-wave numerical simulations. Simulation results show that the proposed
MMA has a wideband absorption range that covering most of the C-band and S-band. A pass-
band at the frequency 11.75 GHz is obtained, which is operating in X-band. It also shows that
the MMA sample is polarization insensitive for TE and TM incident wave.

1. INTRODUCTION

Metamaterials (MMs) have been effectively used to produce highly absorbing structures which led
the microwave engineers to research a new scientific field, with a direct impact on modern microwave
systems. As an artificial medium, the permittivity and permeability of the MMs can be tuned by
changing geometric dimension and shape [1]. Multi-band operation properties of MMs also can
be realized by multiple-frequency resonators design [2, 3]. Generally, there will be more or less
power losses occur when electromagnetic (EM) wave impinge on MMs. In 2008, Landy et al. [4],
first presented a perfect matematerial absorber (MMA) in a narrow-band which can absorb all the
incident EM waves by tuning the magnetic and electrical resonances. In recent years, researchers
have further studied the MMA in the GHz and terahertz (THz) frequency ranges to achieve dual
working band [5, 6], broader bandwidth [7, 8], and polarization insensitive MMAs. Gu et al. [9]
embedded resistors into MMA structures to lower the Q factor to increase the bandwidth in the
GHz regime. Tao et al. [10] used the split-ring resonators (SRR) and bottom metallic layer structure
to realize highly flexible materials in THz which can operate over wide angles of incidence for both
transverse electric (TE) and transverse magnetic (TM) radiations.

In this paper, we present a novel wideband MMA based on a two-dimensional periodic array
of resistor-loaded square loops and crosses. This structure is proposed using low profile single
dielectric layer which shows absorption at a range that covering most of the C-band and S-band.

2. DESIGN OF THE STRUCTURE

The front and bottom view of the basic unit cell of the proposed wide-band MMA based is shown
in Fig. 1. The designed MMA consists of two metallic layers separated by a dielectric substrate,
each of the metallic layers is copper with frequency independent conductivity σ = 5.8 × 107 S/m.
The thickness and relative permittivity of the spacer are h1 = 12 mm and ε1 = 1, respectively. In
addition to the spacer, another thin layer of substrate is introduced to facilitate the fabrication
of this absorber. The thickness and relative permittivity of the spacer are h2 = 0.3mm and
ε2 = 4.3, respectively. The optimized geometry dimension parameters of the unit cell are as
follows: a = 24mm, b = 18 mm, c = 12mm, d = 2.6mm, g = 1.5mm, l = 16.8 mm, R1 = 100 Ω,
R2 = 800 Ω, cd = 8 mm, wl = 2 mm, wc = 1 mm, w = 1 mm.

The absorptivity can be found out from Eq. (1), where A(ω), |S11(ω)|2, and |S21(ω)|2 are the
absorptivity, reflectivity and transmissivity, respectively, at an angular frequency ω,

A (ω) = 1− |S11 (ω)|2 − |S21 (ω)|2 , (1)

3. SIMULATED RESULTS

A full wave EM simulation was performed to get the reflection parameter S11 based on the com-
mercial program, CST MICROWAVE STUDIO 2010. The simulation result of the reflection and
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(a) (b)

Figure 1: (a) Perspective view of the proposed MMA structure unit cell. (b) The bottom view of the basic
unit cell of the proposed wide-band MMA.
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Figure 2: Simulated result of the reflection and transmission curves of wideband absorber. (a) TE and
(b) TM incident radiation.

transmission curves for both TE and TM polarizations as shown in Fig. 2. The absorption curve is
shown in Fig. 3. The simulation results exhibit that there have been a broad absorption band rang-
ing from 2.4GHz to 7.1 GHz with absorption rates of 90%. In addition, it is observed that there is
a transmission peak at frequencies of 11.75GHz with insertion loss of −0.9 dB. It indicates that the
impedance of proposed MMA can be tuned to approximate match to the free space in our interested
frequency range. Due to the center of symmetry, the proposed MMA is polarization-insensitive.

To better understand the physical mechanism and the origin of the five-band CSR MMA, we
have studied the equivalent circuit model is shown in Fig. 4(a). It may be mentioned that R1, L1

and C1 represent the equivalent circuit of the outer loop, while R2, L2 and C2 denote the inner
cross. The short-circuited transmission line section of length h1 represents the conductor-backed
spacer, while the short transmission line section of length h2 denotes the thin substrate. The
transmission line of characteristic admittance Y0 stands for the half free space above the MMA. For
the transmission line circuit shown in Fig. 2, we can obtain the reflection coefficient Γ as follows:

Γ =
Y0 − Yin

Y0 + Yin
(2)

where Yin = YLP + YCR + Yd (3)

YLP =
1

R1 + j
(
ωL1 − 1

ωC1

) = G1 + jB1 (4)
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YCR =
1

R2 + j
(
ωL2 − 1

ωC2

) = G2 + jB2 (5)

Yd =
Y02 (Y02 tan (β2h2)− Y01 cot (β1h1))

Y02 + Y01 cot (β1h1) tan (β2h2)
= jBd (6)

and Y0i = Y0
√

εri, βi = 2π
√

εri

/
λ, i = 1, 2, ω = 2πf , Y0 is the characteristic admittance of free

space. The values of lumped resistors (R1, R2) are determined for optimum frequency response.
The circuit model simulation in Fig. 4(b) is conducted using the following values: R1 = 100 Ω,
L1 = 13 nH, C1 = 0.222 pF, R2 = 800 Ω, L2 = 8.25 nH, C2 = 0.065 pF, R1 = 100 Ω, R2 = 800 Ω,
h1 = 12 mm, h2 = 0.3mm. It is observed that the results from circuit model and CST simulations
are in good agreement.
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Figure 3: Simulated absorptivity of the absorber with wide-band configuration.
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Figure 4: (a) Equivalent circuit model of the wideband MMA. (b) Reflectivity of the absorber calculated
from the equivalent circuit model and CST using periodic boundaries for normal incidence.

4. CONCLUSION

In summary, the absorption properties of a single-layer wideband metamaterial absorber are studied.
The CST simulation results show the absorption range can cover most of the C-band and S-bandwith
absorptivity over 90%. In addition, there have been a transmission peak in X-band with insertion
loss of −0.9 dB. Furthermore, the simulation result exhibits that the absorption of the designed
MMA is nearly unchanged for different polarization angles with TE and TM modes. Such a design
can have some potential applications in EM spatial filter, wavelength selective radiation and radom.
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Abstract— Free-space optical communication is a focus in recent research. Because of the
influence of weather conditions, the transmission channel of free-space optical communication
dramatically changes. This paper describes the design of a new adaptive rate-controlled optical
communication system. The rate adaptively changes through the estimation of the received
signal strength. Usually estimate the channel conditions with a low rate of radio frequency
feedback. Previously the author used a new technique to design an adaptive rate-controlled
optical communication system. It used beacon calibration instead of radio frequency feedback.
In this paper an outdoor experiment is performed along a 186 meters horizontal path. On-off
Keying modulation is used. The preliminary results with adaptive rate control are compared with
that of without adaptive rate control. It appears to be at least an order of magnitude decrease
of the bit-error rate.

1. INTRODUCTION

For a long time, people try to communicate over long distances by free-space optical communication
(FSO) [1]. Long distance communications are often faced with the problems of confidentiality
and spectrum resources. Microwave and radio frequency (RF) communications tend to saturate.
With the exploration of outer space, the need of communication will be stronger. In general,
communication wavelength is proportional to the volume of communication equipment. Shorter
wavelength means smaller volume of the equipment. So the short wave communication, such as
optical communication, can use a telescope as antenna. But the longer wavelength communication
needs to use larger size antenna that we usually placed on the roof. Smaller volume means less
power consumption. As to the outer space satellite, it is very important.

If we count the days from the research of Soviet Union in the last century, the development of
optical communications has experienced at least 60 years. If we count the days from the Baer’s era,
this time is even longer. Initially, the optical communication faces two major problems: one is light
source, and the other is transmission medium. Free-space optical communication has not the same
good luck of fiber communication. In FSO communication, the transmitter and the receiver are
likely to be moving targets. This provides a great technical problem for the FSO. FSO needs to solve
the technical problem of acquisition, tracking and pointing (ATP) [2]. The applications of ATP
technology are generally based on a national strategy. Therefore, this technology greatly increases
the cost of equipment and limits its large-scale commercial applications. FSO needs to solve another
problem. Its transmission medium is extremely unstable, and can produce very bad effect. The
most obvious example is the optical scintillation. There are many researches about this issue, such
as Ref. [3]. As a result, FSO has a low transmission rate and a short transmission distance. High-
speed and long-distance transmission leads to high bit-error rate. Due to the above difficulties,
FSO has not yet received a large-scale commercial application. As to FSO, firstly promoting short
distance communication between roofs is a more feasible development direction. After the market
and demand are mature, it can be extended to ground-to-space or the space-to-space cases.

Due to weather conditions, even if in a 1–2 kilometers distance, FSO is difficult to communicate.
The most often solution is to use radio frequency feedback technology. It uses radio frequency signal
to detect channel conditions. Refs. [4–7] gives theoretical analysis and system designs of adaptive
rate-controlled optical communication system.

Reference [8] use another technique to detect the channel conditions in an indoor experiment is
performed. This technique is based on the beacon light calibration. The second part of the paper
introduces the operation principle of the adaptive rate-controlled optical communication system.
The third part introduces experimental results of outdoor 186 meters horizontal propagation.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 949

2. OPERATION PRINCIPLE

Traditional FSO is based on direct detection. When designs and tests the circuit, this type of
FSO confronts a problem: due to the channel scintillation, the optical signals are very weak and
are drowned in the noise. Threshold mechanism decides that the traditional FSO can not work
efficiently.

The author develops an adaptive rate-controlled FSO system. The flow chart of its operation
principle is shown in Fig. 1.

Detect the beacon

Looking-up the 

table, find its 

corresponding speed

Frequency-dividing 

module

Uncoded signal Channel selection

Electrical 

modulation by 

FPGA

Optical modulation

Transmit it

Begin

Figure 1: The operation flow chart of adaptive rate-controlled FSO.

The beacon is transmitted to the transmitter. The beacon is a cooperative laser. The transmitter
detects and amplifies the beacon. Decides its optical power, looks up the table and decides its speed.
Produces the same speed modulated signal, modulates the laser, and transmits it.

In other people’s work, RF feedback is usually used to decide the channel conditions. Different
from that, in our design, the transmitter continuously detects, amplifies and codes the beacon. In
the atmospheric environment, 1 Gbit/s is a very high transmission speed. This situation usually
means a very weak turbulence, such as the top of mountain. The transmitter will divide the system
clock into 16 frequencies from 250 MHz–1 GHz. The FSO system designed in this paper gives
16 transmission speeds, which correspond to 16 channels from 250 Mbit/s–1 Gbit/s. Because the
magnification is fixed, assuming that the detected voltage is 1.78 V, we assign that the 500MHz
channel is opened, and the other ones are closed. Then FPGA carries the encoded signal onto the
open channel. The above is the process of electrical modulation. Next the electrical modulated
signals are sent to the optical modulator and transmitted.

The power calibration technique of the beacon is introduced in Ref. [8].

3. 186m HORIZONTAL PROPAGATION EXPERIMENT RESULTS

The authors perform a 186m horizontal propagation experiment. The light propagation path is
selected between the tops of two buildings of Hubei University as shown in Fig. 2.

The time of the experiment is at the mornings of August 13–15, 2013. A transmitter and a
receiver are placed on the tops of two respective buildings. The distance between the beams and
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Figure 2: An aerial photograph of the light propa-
gation path (from Baidu map).

Figure 3: Comparison results.

the ground is nearly 24 meters. The diameters of the transmitter and the receiver are 10 cm. The
wavelength of the beacon is 650 nm. The modulation frequency of the beacon is 5 kHz. The beacon’s
calibration time is at midnights. The beacon is placed at the end of the receiver and is transmitted
to the transmitter. After the transmitter detects the beacon, the processing circuit decides the
channel fluctuation conditions. Then an OOK (on-off keying) modulated signal is transmitted
towards the receiver. The transmission speed is adjusted from 250 MHz–1GHz according to the
channel conditions.

We perform alternate measurements. The first launch is a frame of data without adaptive rate-
control. Its transmission rate is 500 MHz. Measure its bit-error rate. Then under the control of
the beacon, we emit a frame of data with rate control according to the turbulent conditions. Also
we test the bit-error rate. Repeat this process. 82 frames of data are tested alternately.

The results are plotted in Fig. 3. The number of the test times is plotted along the horizontal
axis. The bit-error rate is along the vertical axis. The circles are used to show the results without
adaptive rate control, and the points are used for the results with adaptive rate control.

You can see from Fig. 2 that in the adaptive rate control cases, bit-error rate has an obvious
improvement. Comparing with the cases without adaptive rate control, bit-error rate decreases one
order of magnitude with adaptive rate control. Sometimes the bit-error rate without adaptive rate
control is less than that with adaptive rate control. But these cases are comparatively rare. Maybe
it is because the turbulence changes its state during two launches.

4. CONCLUSIONS

In this paper, the authors establish a horizontal link with adaptive rate control. Under the OOK
modulation, adaptive rate control shows its efficiency and bit-error rate improvement. Future
research will compare different modulation modes.
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Abstract— In this paper, we theoretically find that a wide, near complete absorption can be
realized in a heterostructure composed of a dielectric layer and truncated photonic crystals with
a lossy dielectric defect. A dielectric layer is put on the top of the truncated photonic crystals
to gain a relative flatter broadband absorptions. The wide absorption band is located within
transmission band gap of photonic crystals without lossy dielectric defect, which is different of
some previous designs.

1. INTRODUCTION

The perfect absorption is greatly needed in photonic radiation detectors, efficient thermal emitters,
and solar cells [1, 2]. Furthermore, electromagnetic (EM) absorbers with high absorption have been
widely used in steal, EM shielding, darkroom, and so on.

To obtain high absorption, intensive EM field should be localized inside lossy materials. Photonic
crystal with defect can enhance the intensity of the local EM field in the defect layer. Therefore, pho-
tonic crystals containing lossy dielectrics have attracted lots of attentions [3, 4]. A omnidirectional
high absorption of photonic crystal consisting of negative-index material, positive-index material
and defect layer is obtained in [5]. Lately, a efficient multiband absorber by using one-dimensional
periodic mental-dielectric photonic crystal with a reflective substrate is reported by Wang et al. [6].
Moreover, by using metal and Bragg gap, a broadband omnidirectional absorption [7] is realized
in photonic crystal heterstructure. It is noticed that all of broadband absorbers mentioned above
is realized by using the forbidden band of photonic crystal. However, in this paper, we propose a
transmission-type broadband absorber by using the transmission band of photonic crystal.

2. DESIGN

In order to let the all of electromagnetic (EM) wave enter the structures, a heterostructure M(PN)S

D(PN)K is designed. Fig. 1 shows the structure.

M P N N N NP P PD

z

x

y

θ

Figure 1: Schematic of the heterostructure composed of a dielectric layer (M) and a truncated photonic
crystal with lossy dielectric layer (D). P and N represent positive-refractive-index and negative-refractive-
index materials. S and K are the periods.

The reflectance and transmittance of the structure (PN)10 are shown in Fig. 2. The thicknesses
of P and N are denoted as dP and dN . The Drude model can be used to describe the property of
negative-refractive-index materials, in which the relative permittivity and permeability are [8]

εN = 1.21− ω2
ep/

(
ω2 + iγω

)
(1)

µN = 1− ω2
mp/

(
ω2 + iγω

)
(2)
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where ωep and ωmp are the electric plasma frequency and magnetic plasma frequency, and γ is the
damping factor. The transfer-matrix method [9] is used to calculate the reflectance and transmit-
tance. For TM wave, one of the transmittance band shown in Fig. 2 is 78.6–96.7 GHz. We can find
the broadband absorption frequency locate within the pass band in Fig. 3, Fig. 4.

In order to obtain absorption effect, a lossy dielectric defect layer is introduced into the (PN)10

structure. The defect mode can remarkably enhance the fields in the defect layer, so the EM is fully
absorbed by the lossy defect. dd represents the thicknesses of D. Fig. 3(a). show the reflectance,
transmittance and absorbance of the structure (PN)5D(PN)5 as a function of angular frequency
for TM wave. The transmittance is near zero and the reflectance is very small with the max value
0.07. The absorption is calculated by A = 1−R− T . The absorption is very high (0.92–1) within
the transmittance band.

The high absorption is due to remarkably enhance the local electric fields located in the defect
layer, which can be seen Fig. 3(b). It is shown that the simulated distributions of the intensities of
electric field (|E|2) in (PN)5D(PN)5 at the frequency of complete absorption (86.5GHz). When
the electric field intensity of incident wave is taken to be 1, the intensities of electric field can reach
1.4 × 104 in the defect lossy layer. The broadband and high absorption is generated in the defect
layer, which is easily understand. As shown in Fig. 3(b), the magnitude of the electric field at
the left interface between the PC and (PN)5D(PN)5 is 1.01, which shows no reflection at the left
interface. It indicates near all of incident TM wave can enter the structure. From Fig. 3(a), we
can find that the broadband absorption is not flat, which contain five absorption peaks. In order

80 85 90 95 100
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0.8

1.0

ω (GHz)

Reflectance

Transmittance

Figure 2: The reflectance (blue line) and transmittance (black dash line) of (PN)10 as a function of frequency
for TM wave. dP = 6.1 mm, dN = 8.3mm, εP = 1.7, µp = 1, ω0 = 0.16πc/d, ωep = ωmp, ωmp = 5.7ω0 and
d = 6 mm.
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Figure 3: (a) shows the reflectance (blue line), transmittance (black line) and absorption (red line) of
(PN)5D(PN)5 as a function of frequency for TM wave. dd = 25.6mm, εd = 1 + 0.8i and µd = 1. (b) The
distributions of |E|2 of (PN)5D(PN)5 at the frequency of 86.5GHz. All of the other parameters are the
same as those in Fig. 2.



954 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

75 80 85 90 95 100
0.0

0.2

0.4

0.6

0.8

1.0

ω (GHz)

Reflectance

Transmittance

Absorbance

TM

Figure 4: The reflectance (blue line), transmittance (black line) and absorption (red line) of M(PN)5D(PN)5

as a function of frequency for TM wave. dm = 2.8 mm, εm = 1.32 and µm = 1. All of the other parameters
are the same as those in Fig. 3.

to obtain more flatter absorption, a match dielectric layer M is put on the top of (PN)5D(PN)5.
The reflectance, transmittance and absorbance of the structure M(PN)5D(PN)5 as a function of
angular frequency for TM wave is showed in Fig. 4. Here, dm represents the thicknesses of M .

A more flatter broadband absorption is gained in Fig. 4, which is due to the weak coupling of
five independent absorption peaks. We know that the relative permittivity εm, the thicknesses dm

and intensities of the localized EM fields can influence the coupling strength of five independent
absorption peaks. Fig. 4 show a weak coupling of five independent absorption peaks. So, a more
flatter broadband absorption can be obtained. The frequency range of absorption is 80–95 GHz
and the value of absorption is 97–100%.

3. CONCLUSIONS

In conclusion, a broadband, nearly total absorption is realized by heterostructure containing a
impedance matching dielectric layer and truncated photonic crystals with a lossy dielectric defect.
A impedance matching dielectric layer is put on the top of the truncated photonic crystals to get
a relative flatter broadband absorption. The width of absorption band is connected with the pass
band of the (PN)10, which is different of some previous designs [10, 11]. Our proposed transmission-
typed broadband absorber offer additional opportunities to design novel optoelectronic devices.
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Abstract— Based on the theory of light beam interference effect, a new configuration is de-
signed to realize two types of all-optical logic gates including XOR and OR logic gate in two-
dimensional (2D) photonic crystals, and the distribution of the electrical field is simulated by the
Finite-difference in time-domain method. The results show that through this new configuration,
not only the two types of all-optical logic gates can be realized, but the higher light contrast ratio
of the logic state “1” and “0” can also be obtained. The realization of two types of all-optical
logic gates in one configuration is helpful and significant to the optical device integration and
potential in the optical communications. It is noticed that the logic state of “1” and “0” at
output port are defined as the transmission is larger than 0.5 and less than 0.1, respectively.

1. INTRODUCTION

logic gates realized by photonic crystals have been researched and attracted much attentions re-
cently. Logic functions are usually implemented through different ways such as using closed packed
2D photonic crystal structure, self-collimated beams in 2D photonic crystal [1], single-mode wave
interference for on-off keyed signals [2] and multi-mode interference for BPSK signals [3] in the
photonic crystal waveguides. Waveguides are well known for their operating frequency of the pho-
tonic band gaps (PBG) which can control the light propagation of the electromagnetic wave [4, 5].
There have been many reports about logic gates such as NOR logic gate [6], AND logic gate [7] are
realized by the photonic crystal waveguides, Fu et al proposed five logic gates [8], but the scheme
can implement one logic gate function almost by one waveguide configuration. This paper realize
XOR and OR logic gates with one configuration in 2D photonic crystal waveguides and the design
is significant to application in the integrated photonic circuits.

2. PHYSICAL MODEL

The scheme of the 2D photonic crystals is shown in Fig. 1 and the black tunnel denotes the
waveguide. The Silicon rods (white circles in Fig. 1) which dielectric constant is set to 11.56 are
inserted into the air background. Ports A, B, C can be chosen as input ports in logic gates design
and the D ports is considered as output port. The band structure of the 2D photonic crystals
shown in Fig. 2 is obtained by PWE (plane wave expansion) method [8]. The normalized frequency
of the PBG is from 0.46(a/λ) to 0.57(a/λ) and we chose 0.517(a/λ) as the incident wave frequency

Figure 1: The scheme of the 2D photonic crystals. Figure 2: The band structure of the 2D photonic
crystals.
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which can propagate in the waveguide with little light consumption. The electromagnetic wave
propagating is simulated by Finite-difference in time-domain (FDTD) method [9]. The incident
wave is assumed as a continuous wave (CW) which is TM polarized in the following calculations.

3. SIMULATION OF TWO TYPES OF TWO LOGIC GATES

3.1. Realization of the XOR Logic Gate
We chose ports B and C as two input ports and the port A as an idle port. Here, we propose
the amplitude of the electric field of the incident wave is 100 V/m. When the incident waves of
the same amplitude and phase are simultaneously injected into both port B and C, the destructive
interference will occur between the two light beams due to their phase difference equals to π. If
any input port is injected into light, the higher light power can be obtained at the output port D.
It is obviously that no light propagates without input waves. The distributions of the electric field
are shown in Figs. 3(a)–(c), and we can conclude that the scheme realize the XOR logic gate.

(b)(a)

(c)

Figure 3: (a) The electric distribution as EC = EB = E. (b) The electric distribution as EB = E, EC = 0.
(c) The electric distribution as EC = E, EB = 0.

(b)(a)

(c)

Figure 4: (a) The electric distribution as EA = EB = E. (b) The electric distribution as EB = 0, EA = E.
(c) The electric distribution as EB = E, EA = 0.
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3.2. Realization of the OR Logic Gate
If we consider ports A and B as two input ports and the port C as an idle port. When the
two incident waves with the same amplitude and phase are excited at both port A and B, the
constructive interference occurs. If any input port is injected into light, the higher light power can
be obtained at the output port D. If no input wave is injected into any of the input port, there will
be no light power obtained at output port D. The distributions of the electric field are shown in
Figs. 4(a)–(c), and the scheme is considered as OR logic gate.

4. CONCLUSIONS

In this paper, the design of two types of logic gates in 2D photonic crystals is proposed and higher
light contrast ratio between logic state “1” and “0” can be obtained by FDTD method. The results
show that this configuration is helpful in optical device compactness and integration and significant
to optical communications.
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Abstract— In this paper, we demonstrate a new method of fabricating large-area well-ordered
nano-cones using colloidal lithography and inductively coupled plasma (ICP) dry etching, and
discuss the anti-reflectance performance. In the fabrication, we use SiO2 nano-particles as the
mask. Its selectivity in different reacting gases in ICP can result in different shapes of nanostruc-
tures. Before the etching, we use methanol-assisted self-assembly at the air/water interface to
form the patterns. Different ICP etching recipes are used to form rod-shaped and cone-shaped
nanowires with the same height and period. The resultant nano-cone structures are well-shaped
with smooth side walls. After the fabrication, the anti-reflection performance is measured and
compared, which shows that cone-shaped nanowires can reduce the surface reflection to lower
than 4% over the wavelength range of 400–900 nm, while nano-rods can only keep this value at
approximately 6%. Theoretical simulations are also carried out using Comsol, which confirm that
nano-cones provide better anti-reflectance performance.

1. INTRODUCTION

Semiconductor nanostructures have attracted great attention for photovoltaic applications. Solar
cells with surface modified by nanowires are demonstrated to have much lower reflectance, and thus
higher absorption of photons. The improved light harvesting will result in a comparatively higher
power conversion efficiency (PCE).

Abundant researches have been made on Si substrates. However, considering the promising
application of GaAs nanowires for solar cells [1, 2], low cost and practical nanostructuring methods
on III-V materials are in great demand. Generally, III-V compound semiconductor nanowires are
fabricated via chemical vapor deposition (CVD), molecular beam epitaxy (MBE), and vapor-liquid-
solid (VLS) mechanism [3, 4]. However, these methods require complex procedure and expensive
equipment, which have prevented the technology from wide application and mass production. Col-
loidal lithography is a very appealing alternative choice for patterning nanostructures without using
sophisticated equipment and is far less time consuming. In our earlier work, we succeeded in fabri-
cating nano-rods on GaAs substrates using colloidal lithography and ICP dry etching [5]. However,
in practical use, the cylindrical shape makes it difficult to fill the gaps between adjacent nano-rods
with other materials to form electrodes [6] or p-n junctions [1, 2]. Hence, in this paper, a cone-
shaped nanostructure is introduced to mitigate this problem. As for the patterning, we also present
a new method of fabricating large-area well-ordered patterns using methanol-assisted self-assembly
at the air/water interface instead of spin-coating. The fabricated patterns are uniformly-distributed
and the area can be as large as 2× 2 cm2, or even larger. Lower reflection is obtained as compared
to nano-rods with the same period and height.

2. FABRECATION METHOD

We use methanol-assisted self-assembly [7, 8] to form a large-area uniformly-distributed SiO2 nano-
particle mask, as shown in Figure 1. First, we treat the cleaned GaAs substrate with oxygen plasma
in ICP to improve its hydrophobicity. Then deionized water is dropped onto the wafer surface to
form a 2 mm-thick water film, into which we continuously and slowly inject the well-mixed aqueous
suspensions with SiO2 nano-spheres. The methanol-water mixture carries the SiO2 spheres to
water film surface, which quickly disperse. After the sample is dried up, the nanoparticles are left
self-assembled at the sample surface.

In order to obtain a well-ordered monolayer of nano-spheres, it is essential to inject an appropri-
ate amount of the suspension liquid. The SiO2 nano-sphere number n in unit volume of suspension
liquid is given by

n = 6w/
(
πQD3

)
(1)

where w is the SiO2 sphere content (in weight) in unit volume, and Q and D are the density and
diameter of the SiO2 spheres, respectively. The needed volume V of the suspension liquid should
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(a) (b)

Figure 1: (a) Photo of a self-assembled SiO2 nano-spheres sample showing iridescent color, and (b) the top
view by SEM.

Figure 2: Different procedure of fabricating nano-rods and nano-cones.

satisfy
πSQD

6w
< V <

2SQD

3w
(2)

where S is the area of the wafer.
After the self-assembly process, etching of GaAs is performed by ICP (Oxford Plasmalab System

100) using Ar/ BCl3 chemistry. BCl3 is the main reactive gas for etching GaAs, while the accelerated
Ar plasma provides a non-selective etching on both SiO2 and GaAs. The two gases, with a ratio of
1 : 3, result in the cone-shaped nanostructure, as shown in Figure 2.

Figure 3 shows the SEM images of the fabricated nano-cones. For nano-rods, we use a BCl3/Cl2/
N2 chemistry instead to obtain vertical side walls. BCl3 and Cl2 provide high selectivity in etch-
ing GaAs under SiO2 mask, while N2 generates a passivation layer to improve smoothness and
verticality [9].

3. RESULTS AND DISCUSSIONS

Figure 4 shows the simulated and measured reflectance of the nano-cone sample, compared with
those of a nanorode sample and a GaAs substrate. For comparison, the etched nano-rods have the
same period and height as the nano-cones. The simulation was performed using the finite element
method [10]. Both the simulation and experimental results show that the nano-cone sample has
lower reflectance compared to the nano-rod sample, while both exhibit significantly lower reflection
compared to the GaAs substrate. The valleys of both nano-rod and nano-cone curves at 500 nm
in the calculated spectra are due to the grating effect resulted from the assumption of perfect
periodicity, which are absent in the measured spectra. The oscillations in the nano-rod reflection
spectra are due to Fabry-Perot effect inside the cylindrical structure, with a flat top playing the
role as the cavity mirror. The fact that the nano-cones exhibit better anti-reflectance performance
than nano-rods can thus be attributed to the non-reflective sharp tips. In the measured spectra of
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(a) (b)

Figure 3: (a) Top view and (b) side view of fabricated nano-cones by SEM.

(a) (b)

Figure 4: (a) Simulated and (b) measured reflectance of nano-cone and nano-rod modified surfaces.

Fig. 4(b), the reflectance increases after 870 nm, for which the substrates become transparent, are
due to artifact of back reflection from the sample holder.

4. CONCLUSION

In conclusion, we fabricated a large-area uniformly-distributed GaAs nano-cones by colloidal lithog-
raphy and ICP dry etching. The nano-cone structure has smooth side walls and provides anti-
reflectance performance better than that of nano-rod structure.
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Abstract— The THz gap has attracted considerable interest in the last decade in a wide range
of applications (from astronomy to biology) due to the low energy of the THz waves and their
capability to provide chemical recognition and non-destructive inspection. To implement THz-
based solutions, a wide range of components have been developed and efforts are being done to
reduce the system cost through the use of cost effective materials.
This presentation analyzes the development of metal wire grids by using the conductive properties
of graphite. The aim is drawing the wire grid using a simple graphite lead pencil on standard
paper. This would reduce the cost of several wire grid base components, such as polarizers or
filters.
An 8B pencil is used because of its high graphite contents. Parameters such as the pitch of the
structure and its fill factor are set to study the behavior of the metal grid in a frequency range
from 0.1 to 0.7THz. An average pitch of 800 micrometers with a fill factor of 0.8 corresponds
to an ER of 2 dB. The samples are analyzed using a fiber-based pulsed THz Time Domain
Spectrometer in transmission mode. An ultrafast laser pulse impinges on a photoconductive
antenna generating the THz beam that is detected by a similar switch. Preliminary experimental
results show that the increase of the angle between the horizontally-polarized incoming electric
field and the graphite periodic structure corresponds to a decrease of the THz absorption, hinting
at a polarizer behavior.

1. INTRODUCTION

Technology developments along the last decades allow the use of almost the whole energy range of
the electromagnetic spectrum. The different features of each frequency range provide valuable tools
to investigate physical processes of different energy magnitudes. The THz range, that comprises
frequencies from 100 GHz to 3 THz, is quite interesting because it allows the analysis of both the
macro and the microscope world by using non-invasing techniques. Many efforts are being made to
explain the interaction of THz waves with matter. Recent studies demonstrated the transparency
of the THz to some common materials such as cotton, wool or leather but also wood and paper [1].
THz radiation is also used to investigate biological systems, for example to define a label-free sensing
approach for the characterization of genetic material. Researchers demonstrated that is possible
to identify the binding DNA state, by analyzing changes in its refractive index [2]. They are also
usually employ in the analysis of chemical composition of medicines or unknown compounds [3, 4],
that is quite useful both in the pharmaceutical industries and in terms of security issues.

Different methods for THz generation and detection have been developed, which allow THz
time-domain spectroscopy (THz-TDs) and the THz frequency spectroscopy (FDS), THz imaging
and THz ad-hoc devices [5].

Such a variety of application requires suitable and cost effective tools and the implementation
of quasi-optical elements working in the THz frequency range plays an important role.

Retarders, polarizers, and phase shifters, for example, are mainly produced by using complicated
and expensive techniques, such as photolithography (imprinting on a photoresist layer on an infrared
transmitting layer) [6] or chemical evaporation of a metal on an appropriate substrate.

With the aim of reducing the cost of the THz systems [7], we try to identify a polarizing behavior
of a metal wire grid based on the conductive properties of graphite and common paper.

2. EXPERIMENTAL PROCEDURE

Due to its high graphite content ([8, 9]), an 8B lead pencil was used to deposit a thin graphite layer
on common printable paper. A periodic pattern was designed and printed on the sheet and then
it was used as a guide to draw a periodic structure. The key parameters that has to be taken into
account when planning a wire metal grid are the pitch (from center to center), the line width and
the fill factor, that is the ratio between the wire and the pitch width. The polarizing effect takes
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Figure 1: Frequency THz spectrum of the 0.800 mm
pitch wire metal grid. The plot shows the THz
power in the 0, 45, 90 degrees configuration. The
dichroic effect is noticeable in the frequency range
from 0.1THz to 0.4 THz. The THz frequency am-
plitude decreases as the angle between the incoming
THz beam and the direction of the grid decreases.

Figure 2: ER of the metal wire grid based on
graphite as a function of frequency.

place as long as the pitch is a fraction of the incoming THz wavelength [10]. Otherwise, the periodic
structure exhibit a diffraction effect. The sample area is 35× 35mm2 with a pitch of a 0.8 mm and
a wire width of 0.6mm, that lead to a fill factor of about 0.8. As the graphite deposition was hand
made, it wasn’t possible to ensure the deposited graphite amount, but the integrity and precision
of the designed wires was checked by scanning them with an optical microscope.

To characterize the performance of the graphite-based polarizers, a transmission fiber THz-
TDS setup was used. A femtosecond pulsed laser at 1550 nm provides 100 fs excitation pulses, at
100MHz repetition rate. The pulse is split into two branches: the sampling one that impinges on
a photoconductive switch that generates the THz beam, and the probe one that is used to sample
the THz waveform in the photoconductive antenna that detects the THz beam. An optical delay
line is used to scan the THz wave and lock-in detection is employed to improve the dynamic range
of the measurement [11].

The metal wire grid was stuck with tape on an adjustable holder and placed in the optical path
in the collimation area [12]. All the measurements were performed at normal incidence, while the
angle θ between the incoming THz beam and the direction of the grid was changed by rotating the
holder.

In Figure 1 the frequency THz spectrum is displayed. Each line is calculated by considering the
blank paper sheet as reference. It can be noticed that to a decrease of the angle θ corresponds a
decrease in the amplitude of the detected photocurrent signal. In particular, when the direction
of the wire metal grid is perpendicular to the polarization of the incoming THz beam (θ = 90◦)
a maximum of transmission is detected, while a minimum corresponds to the parallel direction
(θ = 0◦). These results agree with the dichroism effect of selective absorption, that assets that only
the components of the electric field parallel to the grid transmission axis pass the polarizer.

To evaluate the polarizing features of the graphite-based wire metal grid, its Extinction Ratio
(ER) is calculated as a function of the frequency (Figure 2).

The achieved ER of 2 dB supports the idea that the wire metal grid based on graphite could be
work as a polarizer.

3. CONCLUSION

A metal wire grid polarizer drawn using ordinary lead pencil based on graphite on common
blank sheet paper has been experimentally demonstrated. Due to the conductive properties of
the graphite, the wire grid shows a polarizing behavior based on the dichroism effect. The low-cost
and the availability of the employed materials make this solution attractive in terms of cost reduc-
tion. Further studies have to be performed to achieve a better ER and to emphasize the polarizing
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behavior of the wire metal grid. Methods to improve their durability and robustness are, among
others, issues that play a key role in the development of a THz polarizer.
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Abstract— This paper present analysis, design and simulation of a compact VHF high power
tubular band pass filter terminated with capacitor. In this analysis all effects of critical distributed
and lumped structures are considered. Full wave simulator (HFSS) is used to analyze and optimize
the filter performance and high power analysis done to achieve high power handling. The peak
power in this filter considered above 10 kW and average power of about 1200 Watt. The insertion
loss of VHF BPF filter is less than 0.6 dB and 0.2 dB bandwidth is about 10 MHz at the center
frequency of 220MHz, the stop-band attenuation is more than 30 dB at 205MHz and 235 MHz
(shape factor is 30 dB/Oct), return loss is better than 20 dB and so VSWR better than 1.2 in
whole pass band. Moreover, the filter is compact in size and the dimensions are 4.5 cm× 50 cm.

1. INTRODUCTION

Lumped element filters are used at microwave frequency to about 18 GHz [1]. Dimensions of theses
filters are much smaller than distributed filters, which is their major advantages. However the use
of larger distributed filters is suitable when insertion loss and power handling are major concern.
Actually one of the most important problems of high power transmitter is harmonic radiation
and the interfering effects on other communication system. Major efforts are been done to reduce
the interferences. To remove the spurious radiation various filters have been presented in [2–4].
Also various type of high power filters in [5, 6] have been proposed. These filters constructed
by dielectric resonator and sinusoidal quasi periodic waveguide structures. In order to solve the
large dimension and power handling difficulties, semi lumped technology was used. Several filters
were realized in a semi lumped approach using both air wound inductors and coaxial transmission
line or surface mounted (SMT) capacitors and microstrip lines. Tubular band pass filters are
narrowband semi lumped approximation of band pass filters. Significant developments have taken
place since 1998 [7]. Super conductor technology and microstrip lumped element circuits has been
introduced as a tubular BPF with fractional band width about 0.6% (narrowband). Of course
when power handling is important, super conducting filter technology is not employed. The later
method has been presented in 2006 [8], as a wide band case which is tubular filter terminated with
inductor. Generally tubular filters may be classified in two categories, one defined as a tubular
filter terminated with categories, one defined as a tubular filter terminated with capacitor as shown
in Fig. 1 [7, 9], and other as a tubular filter terminated with inductor, which is shown in Fig. 2 [8].

Figure 1: Semi lumped element filter terminated with capacitor [2].

In both of them each node containing a ground and all resonators are the same type. This
paper present analysis, design and simulation of a VHF coaxial high power tubular band pass filter
terminated with capacitor. In Section 2 basic filter designs will be introduced, filter geometry and
prototype values are discussed. The realization of filter is presented in Section 3 and the physical
parameters of capacitors and inductors are obtained. In Section 4 simulation and optimization of
the designed filter terminated with capacitor is presented. By using the approach suggested for the
study of filter terminated with inductor [8], the optimization involves computer aided optimization
and full wave EM simulator. Therefore to achieve filter with high power handling and harmonic
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Figure 2: Semi lumped element filter terminated with inductor [8].

spurious rejection, semi lumped approach is considered. Actually the filter was realized with lumped
element and transmission line segments. High power analysis is done in Section 5. In this analysis
all effects of critical distributed and lumped elements are considered. Finally conclusions are drawn
in Section 6.

2. BASIC FILTER DESIGN

Detailed design procedures of initial values of lumped tubular filters can be used in several texts [7, 9].
The design process of filter terminated with capacitors is summarized as follow. First typical LPF
using impedance inverter (Fig. 3(a)) is transformed to corresponding BPF (Fig. 3(b)) by applying
the transformation described in [10], replacing inductors Lai in Fig. 3(a) with Lsi = (wω0/ωc)Lai

and Csi = 1/(ω2
0Lsi) in Fig. 3(b). After that the impedance inverter values are designed based on

normalized element values:

K01 =

√
R0wω0LS

ω′1g0g1
(1a)

Ki,i+1 =
wω0LS

ω′1

√
1

gigi+1
(1b)

Kn,n+1 =

√
Rn+1wω0LS

ω′1gngn+1
(1c)

where w is the fractional bandwidth, ω0 is normalized cut off frequency equal to 1 rad/s, LS is
inductor that specified by user, in this work the inductor chosen as 150 nH. Impedance inverter can
use the tee of capacitors network. Then split the series capacitors (CSi) of series resonators into two
capacitors (2CSi), one on each side of the inductors, negative capacitors between inductor in middle
stages is observed and tee network capacitors converted to the exact equivalent pi. But negative
capacitors at the input and output termination couldn’t be realized, therefore use transformation
was described in [4]. Finally the equivalent circuit of BPF is shown in Fig. 3(c).

The values of series capacitors and shunt capacitors of input and output pi networks, C01 and
Cn,n+1 are achieved respectively.

C01 =

√
Z0 (2ω0CSK01)

2

Z2
0 + (2ω0CSK01)

2 ·
(
1 + Z2

0ω2
0C

2
X0

)

Z0ω2
0

(2)

CP0 = CX0 − C01 (3)

CP1 =
1
ω0

[
Z2

0 (2ω0CS)
Z2

0 + (2ω0CSK01)
2 −

ω0C01

(
1 + Z2

0ω2
0CP0CX0

)

1 + (Z0ω0CX0)
2

]
(4)

In this equations CX0 is chosen as that capacitors of CP0 and CP1 be realizable and is better to
be equal. Therefore coupling and shunt capacitors, Ci,i+1 and CPi,i+1 between inductors, easily
achieved by:

Ci,i+1 =

(
2CS

1−2CSω0Ki,i+1

)2

4CS

1−2CSω0Ki,i+1
+ 1

ω0Ki,i+1

(5a)

CPi,i+1 =
1

ω0Ki,i+1

(
2CS

1−2CSω0Ki,i+1

)

4CS

1−2CSω0Ki,i+1
+ 1

ω0Ki,i+1

(5b)
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(a)

(b)

(c)

Figure 3: (a) Shunt-C coupled series resonator band pass filter, (b) band pass filter using admittance inverter,
(c) equivalent circuit of tubular BPF.

Therefore all parameters of equivalent circuit are obtained. Where CS is series capacitor in series
resonance circuit and it is given by:

CS =
1

ω2
0LS

(6)

In this paper it’s desired to design a filter with band ripple 0.01 dB, fractional bandwidth of 5%
and a shape factor that cause 30 dBc at 10 MHz out band offset. Based on the previous equations,
the obtained values of reactive elements are listed in Table 1.

Table 1: The lumped element values of equivalent circuit obtained by design.

Reactive lumped element Designed values

CP0 = CP5 3.32 (PF)

C01 = C45 3.98 (PF)

CP1 = CP4 3.32 (PF)

L 150 (nH)

C12 = C34 0.6925 (PF)

CP12 = CP34 6.35 (PF)

C′P12 6.35 (PF)

C23 0.506 (PF)

CP23 6.5 (PF)

3. REALIZATION OF THE FILTER

For realization of the filter in coaxial form, physical parameters of distributed and lumped element
should be specified. Consider the topology of four orders Chebyshev band pass filter in Fig. 4,
realized by five series coupling capacitors and four resonators that constructed by lumped and
distributed element. All inductors are the same value and can be chosen optionally. These inductors
have been realized by wire wound air core inductors, shunt capacitors by the gap between metal
disks and outer metal tube, and coupling or series capacitors by dielectric gap between cross sections
of metal disks as it is shown in Fig. 5. This figure illustrated the reactive elements which are used
for practical implementation of this filter. Important criteria in choosing reactive elements such
as inductors, dielectric gap and air gap is considering average and peak power handling which is
discussed in Section 5. As known coaxial capacitors consist of two cylinders sharing the same axis.
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This coaxial capacitor will have inner radius of rd and outer radius of b. Also the distance between
plates is the distance between two radiuses t1 = b − rd. In the case of which distance of between
the inner and outer radius is small, the capacitance of coaxial capacitor is equal to parallel plate
capacitor that is given by (7):

CParallel = −2πεl

ln b
rd

=
2πlεb

b− rd
≈ ε

A

t1
(7)

where, A is the area of outer radius of coaxial capacitor. Series capacitors are:

CSereies = ε
S

tS
= ε0εr

πr
′2
d

tS
(8)

where tS distance between round metal plates and r′d = rd − rs that rs is radius of dielectric shaft
cross from elements. Serial inductors are given by:

L =
(Rn)2

10lsim + 9R
(µH) (9)

R, lsim are mean radius of core and length of coil (in inch), n is number of turn wound wire.
For realizing of physical reactive elements as Table 1, primary parameters values have to choose
optionally. Chosen diameter of copper wire, length of wound wire, diameter of Teflon core, diameter
of aluminum disks and diameter of shaft dielectric, are listed in Table 2. Then by using (7)–(9),
length of metal disk of shunt capacitors, dielectric thickness for series capacitors and number of
wound turn are found.

Figure 4: Configuration of a semi coaxial band-pass filter.

(a) (b) (c) (d)

Figure 5: Physical realization of (a) reactive element, (b) shunt capacitor, (c) coupling series capacitor, (d)
series inductor.

Table 2: The primary physical dimensions of elements have been chosen optionally by user (mm).

parameter Values (mm)

Diameter of copper wire (2Rself) 1.6

Length of wound wire (Lsim) 30

Diameter of Teflon core (2Rteflon) 20

Diameter of coil of core (R) 2Rteflon + 2Rself

Diameter of aluminum disks (2rd) 35

Thickness of air (t1) 8

Diameter of axial dielectric (rs) 8
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4. SIMULATION AND OPTIMIZATION OF THE DESIGNED FILTER

4.1. Optmization Procedure
After design and calculation of physical parameters, an electromagnetic simulation is done. To
optimize the filter, due to the large number of parameters, it will be optimized by using electro-
magnetic simulator and computer aided design method. At the first step, all designed values of
lumped element circuit of BPF, are simulated by ADS Agilent and then the frequency response is
tuned. After that, designed n-order filter, will be divided into 2n+1 stages that consists pi network
capacitors or series inductors. In optimization procedure, the result of EM simulator (Ansoft HFSS)
(for different physical parameters) will be compared with design analysis of ADS, to verify each
other, thus exact values are determined. In this sequence, first stage will be optimized separately,
and then the new stage will be added and optimized when the values of first stage remain steady
and the process of increasing stage continues until (n + 1) stage because of symmetrical structure
of the filter. In addition, all metal disks have the same radius and thickness of dielectric sheet
between metal disk and outer tube is constant along the filter so, at each step of optimization,
maximum two or three parameters are changed and optimized.

4.2. Simulation Result
As described in the previous sections EM simulating by HFSS software is done. Usually frequency
response of the filter structure is different from the design demands. So as mentioned, optimization
should be performed. Each stages of filter one by one added to first stage. Variable parameters
are length of wound wire, number of turn and length of disks. Because of symmetrical structure
the processes of optimization for 6th to 8th stages are not required. Finally EM simulation is done
for the whole filter by adding last stage (9th stage), (Fig. 6). As it is shown in Fig. 6, full wave
analysis of the filter confirms the designed filter and performance of the full wave simulation of
the complete structure, including coaxial connector and dielectric loss tangent. The filter has a
center frequency of 220 MHz, 0.2 dB bandwidth of 10 MHz, insertion loss of about 0.6 dB, better
than 30 dBc rejection in 10 MHz offset from the 0.2 dB bandwidth and a return loss better than
20 dB.

5. POWER-HANDLING ANALYSIS

It’s necessary to use LPF or BPF filter at Output of high power microwave transmitters and
receivers to prevent of harmonics in transmitting and interferences in receiving. So microwave filter
in this application must be capable to handle the high power signals from high power amplifiers.
Average power and peak power should be considered in high power handling. For average power,
critical point is inductor, where the wire of inductors must have enough diameters to tolerate the
current in the filter. The average input power is 1200 Watt and the input impendence is 50Ohm.
Thus, the average current is 5 A. Another important factor is breakdown that can destroy the
filter component and performance by arcing. Breakdown voltage limit depends on RF circuit,
structure geometry and RF frequency. To analysis of electrical field inside the filter, HFSS is used
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filter in frequency 220MHz.
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as a simulator. Actually the voltage breakdown is influenced by the geometry and the dielectric
strength. So for high power analysis, the critical parts across the filter should be considered. Two
methods are used to enhance the breakdown voltage of the filter. The first one is using wider air gaps
between disks and outer metal tube that can enhance breakdown voltages and the second method
is using the thin dielectric sheet in air gaps. The Teflon (PTFE) in the gaps that can enhance the
voltage breakdown to 15.74e6 v/m. A vector plot is used arrows to illustrate the magnitudes and
direction of electrical field which is shown in Fig. 7. It can be seen that the electric field strength
in all over the filter is less than breakdown voltage in air (3e6 v/m) and Teflon (PTFE) with input
power of 10 kW.

6. CONCLUSION

In this paper, a compact VHF semi lumped high power band pass filter is investigated based on
the traditional tubular theory of the filter terminated with capacitors and Chebychev method.
Analyzing of all effects of critical distributed and lumped structures were considered. The high
power analysis of the filter in the realization structure was done. In the final simulation the
complete practical structure were considered and optimization with the full wave analyzing software
(Ansoft HFSS) were done. It is confirmed that the filter topology provides much better high power
handling capability (about 10 kW). The final result are very close to design goal and filter has a
center frequency of 220 MHz, 0.2 dB fractional bandwidth of 10MHz, insertion loss of about 0.6 dB,
better than 30 dBc rejection in 10 MHz offset from the 0.2 dB bandwidth, a return loss better than
20 dB and has a compact size (total length of 50 cm). Based on all experimental considerations in
the full wave analysis and final results of the filter, this filter can be fabricated and use in many
application which the presented in the feature works of the authors.
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Abstract— In this paper a useful, simplex and broadband coaxial-to-microstrip transitions
using GCPW, simple pre-transition, are designed and implemented. The GCPW, pre-transition
section is utilized to provide a smooth transition from coaxial to microstrip. In this transition the
effects of the field and impedance matching with considering possible fabrication errors in total
performance are completely analyzed. Experimental results are very close with simulation results.
The results of 50mm length of Microstrip line with back-to-back transitions show that a ultra
wideband transition with return loss better than −10 dB and in the worth case, total insertion
loss is less than 1 dB up to 30GHz. These good performances and its simplicity, easy fabrication
and good performances make this proposed transition very useful in many applications such as
UWB short range Radars up to 30 GHz and make it a very good candidate for higher frequencies.

1. INTRODUCTION

Microstrip lines are the most widely used planar transmission lines for microwave circuit appli-
cations due to their low cost and ease in circuit layouts [1]. Also in near mm-wave frequency
band, some functional modules are realized by plane structure of hybrid integration, and again
microstrip is the most common transmission line [2]. On the other hand, for most equipment used
for microwave circuit measurements, coaxial structures are normally employed for signal inputs and
outputs. Thus, coaxial-to-microstrip transitions are required [1]. Despite the impedance matching
between the coaxial connectors and the microstrip lines, a discontinuity exists due to the different
electromagnetic (EM) field distributions of these two transmission lines and so signal reflection and
radiation are expected. These problems become worse when the operating frequencies are higher
and having the same characteristic impedance does not always guarantee a good transition be-
tween two transmission lines at higher frequencies [3]. For the past few decades, many techniques
have been proposed to improve the high-frequency performance of coaxial-to microstrip transitions
by modifying the structures of coaxial connectors or microstrip lines for better matching of the
EM field distributions at the transitions [3, 4–7]. However in some of these transitions, only the
impedance is match in a narrow frequency bands and in some others, complicated structure, high
cost and large size make them undesirable. Furthermore it is important to have simplex, low-cost
and wideband coaxial-to-microstrip transition.

In this paper a useful, simplex and broadband transitions between Air-Coaxial SMA connector
and microstrip line is designed and implemented. This transition is designed by the use of a simple
and small size ground coplanar waveguide (GCPW) as a pre transition. The CPW and its various
configurations such as GCPW have several attractive features in comparison with microstrip line.
For example these lines have low wave propagation dispersion up to very high frequency [8]. There
have been intensive studies on transition from CPW to other planner transmission lines [9–11].
However, in the conventional method that connects the coaxial inner conductor and CPW center
conductor on the same plane, higher-order modes arise at the connection section. This results in
the insertion of unnecessary reactance in the line at discontinuous sections in a serial or parallel
manner thereby generating a large mismatch [11].

The GCPW, pre-transition section is utilized to provide a smooth transition from coaxial to
microstrip. The signal and ground current paths through a transition are also critical and these
paths must often be continuous and as close as possible together, to suppress radiation [4]. In this
transition the effects of the field and impedance matching on the bandwidth are discussed. To
study the effects of GCPW section on the transitions, electromagnetic fields of transition structure
in different cut are completely analyzed with CST. Moreover the influence of the possible fabrica-
tion and assembly errors such as slightly gap, height of laminate, misalignment between microstrip
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and center of SMA connector, excitation of higher order modes of SMA in connections and uncer-
tainty of measurement instruments in total performance are completely analyzed and considered.
The simulation results using CST and ADS softwares indicate that the bandwidth is increased to
maximum operating frequency of SMA connector and The experimental results are in good agree-
ment with simulation results. Insertion loss less than 1 dB and return loss better than −10 dB are
obtained from 6 to 30 GHz.

Figure 1: SMA connector [12].

2. PROPOSED TRANSITION

It is important to design a broadband coaxial-to-microstrip transition since the transition band-
width determines the bandwidth over which the effects of the transition can properly be de-
embedded from measurement results [1]. The goal of this work is to develop a coaxial-to-microstrip
transition that works up to 30GHz. The material used in the design are Rogers RT Duroid 5880
with εr = 2.2 and tan δ = 0.0009, the metal thickness is 0.017 mm and the substrate thickness is
10mil and 20 mil. There are many coaxial connectors employed to implement coaxial-to-microstrip
transitions. In this work the SMA coaxial connector which is used in the design is 23 PC35-50-0-
53/199 UE from Huber-Suhner Company. This connector works in a single mode up to 33 GHz [12].
As it is shown in Fig. 1, SMA conductor has inner and outer diameter of 1.52 mm and 3.5 mm con-
sequently which should be considered in simulation structure. The width of the microstrip line is
chosen 1.59mm (20 mil) and .77 mm (10 mil) to yield characteristics impedance of 50 ohm within
the desired frequency band. The length of microstrip line is 50 mm.

As it is shown in Fig. 2, return loss in the Rogers 5880 laminate with the 10 mil of height is
better than of the 20 mil. After adding the SMA connectors to the 10 and 20 mil microstrip lines
with direct soldering the SMA connector to the microstrip lines of back to back transition which are
shown in Fig. 3 and running the full wave analysis with CST software, S-parameters are obtained

Figure 2: S-parameters of an 50 mm length Mline
with ADS software, S11 is the return loss of the
Rogers 20 mil laminate and S33 is for 10 mil.

Figure 3: Proposed transition overall view.
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Figure 4: Scattering parameter of the 10 mil and 20 mil laminates using CST software.

(a)

(c)

(b)

Figure 5: Electrical field in 10 and 20 mil laminate, (a) non coincidence between laminate and coaxial SMA
coneector in height, (b) electrical field mismatch in 10 mil laminate, (c) electrical field mismatch in 20 mil
laminate.

from CST simulation.
Unlike the ADS results; CST results show that the reflection and transmission of the 20 mil

height is better than 10 mil, as it is shown in Fig. 4, which S11, S21 are the S-parameters of the
10mil and the S11 − 1, S21 − 1 are of the 20mil. For investigation of this confliction between CST
and ADS results, Electrical field simulation with CST is run.

As could be seen in Figs. 5(b), (c), electrical fields in 10 mil laminate have more mismatches
against 20 mil in contact point with the coaxial connector. This is because that there is more gap
in the point contact of the 10mil laminate with the proposed SMA coaxial connector against 20 mil
laminate, because the distance between inner and outer diameters of the coaxial connector is about
1mm. As a result the electrical fields has more mismatch in 10 mil laminate, as it is shown in
Fig. 5(a). Field matching as discussed before is very important in all transitions and so for the
transition design in this paper, rogers5880 laminate with 20 mil height is considered.

2.1. Transition Design

The microstrip to coaxial transition that is proposed in this work is shown in Fig. 6. The struc-
ture includes GCPW pre-transition section that ensures proper field match between coaxial and
microstrip lines. The center conductor of GCPW section should has the near same width as the
SMA tab contact (1.51 mm) in center conductor in order to reach good impedance matching and
robust solder connection.

The length of microstrip line is 50 mm. The parameters of the transition are W1 = 1.57, W2 = 2
D1 = 3.6, D2 = 1.1, G1 = 0.54, L1 = 2 and dx = 0.54 (all in millimeter). In the GCPW section
the value of W1 and the value of G1 are chosen in order to yield a characteristic impedance of
50 ohm along the transition within the desired frequency band. The value of W1 is chosen near
equal to the width of microstrip line to avoid abrupt discontinuity and to minimize the reflection
along the transition. In this transition also the number of via and placement of them are optimized
to suppress parallel plate mode and radiation loss and to obtain maximum band width.
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Figure 6: Proposed transition configuration. Figure 7: Proposed structure and cut plane for elec-
trical field study.

2.2. Electromagnetic Field Matching Study
Having the same characteristic impedance does not always guarantee a good transition between
two transmission line at higher frequencies and the field distributions of the transmission line must
also be matched. Therefore the GCPW section used as an interface to match the electromagnetic
field distributions at the coaxial-to-microstrip transition. To study the effects of GCPW section
on the transitions, electromagnetic fields of transition structure which is shown in the Fig. 7 are
analyzed with CST.

Figure 8 shows the magnitude and direction of the electric fields at A1-A2, B1-B2, C1-C2, D1-
D2, E1-E2 cross-sections. This figure indicates that in the presence of GCPW section, the electric
field distributions, step by step, from top (coaxial connector) to down (Microstrip line) figures are
concentrated along the center conductor providing a good matching to the field distribution of the
coaxial connector to Microstrip line.

Figure 8: Magnitude and direction of
the electric field at 15GHz from top to
down: A1A2: center of the coaxial con-
nector, B1B2: coaxial to GCPW contact,
C1C2: center of the GCPW, D1D2: GCPW
to microstrip contact and E1E2: along
microstrip transition structure shown in
Fig. 7.

Figure 9: Scattering parameters of the proposed transition
combined with a microstrip line with the length of 50mm,
against conventional coaxial to microstrip line transition, ex-
tended ground in GCPW and misalignment of the center
conductor.



976 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

3. SIMULATION AND MEASUREMENT RESULTS

Figure 9 compares the S-parameters of the back to back transition structures with and without
GCPW. Adding GCPW section affects the overall bandwidth of transition such that the bandwidth
is wider in the presence of GCPW section. Also for better study of the proposed transition;
simulation results of the transition with the extended ground in GCPW (twice in height and length)
and a slightly gap (.1 mm) and misalignment between microstrip and center of SMA connector
(.1mm) in the In/Out connections are presented in Fig. 9.

As it is shown in Fig. 9, using extended ground in GCPW pre transition more than the proposed
transition in the main design has no valuable effects in the performance, but the misalignment has
destroying effects on the S-parameters.

The proposed transition has insertion loss less than 1.2 dB and reflection better than −12 dB
up to 30 GHz. By the way it is clear that the insertion loss of the 50 mm Microstrip line in
the frequency of 30 GHz is more than .6 dB (using Rogers Microwave Impedance Calculator 2014
or other software) so by removing this insertion loss from the total insertion loss, the proposed
transition has less than .6 dB insertion loss up to 30 GHz.

Experimental results of the proposed transition with considering 50 mm Microstrip line is pre-
sented in Fig. 10. As can be seen from Figs. 9, 10 the measurement results are in very close with
simulation results and some differences between simulation and experimental results are due to the
reasons that were discussed before. In the worth case and in the worth case, total insertion loss; by
removing the insertion loss of the 50 mm Microstrip line and connectors; the proposed transition
has insertion loss less than 1.2 dB that can be improve to .6 dB by doing better assembly, and so
can be used in many applications. Fig. 11 shows the photos of the fabricated transition with the
50mm Microstrip line. As it is seen in Figs. 11(a), (b) there is some gap, and some misalignment
respectively in the assembly. And as discussed before due to these reasons the insertion loss and
resonances are increased.

Figure 10: Experimental transmission and reflection results of the proposed transition considering 50 mm
microstrip line.

(a)

(c)

(b)

Figure 11: Photos of the proposed transition and the 50mm microstrip line. (a) Gap view, (b) misalignment
view and (c) overall top view.
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4. CONCLUSION

In this paper, a very simple, low-cost, low complexity, useful and wideband coaxial-to-microstrip
transition up to 30GHz were presented. The good effects of GCPW pre transition on the overall
bandwidth were discussed. In this transition the effects of the field and impedance matching with
considering other practical effects in total performance were completely analyzed. The measured
and simulated results of back-to-back transition were showed very good agreement. The simulation
and measurement results verified that the fabricated back-to-back coaxial-to-microstrip transition
can achieve a 0.6 dB insertion loss and a return loss better than −10 dB up to 30 GHZ that can be
improve easily by this simple structure. This low complexity low cost and easy fabrication is very
useful in many application such as UWB short range Radars which work in 22–29 GHz, collision
avoidance Radars in vehicular systems and UWB communications. Other transitions to improve
bandwidth and other performances in UWB microwave circuits are under investigation and will be
presented in the future works.
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Abstract— In this paper, an-ultra-high frequency (UHF) passive broadband radio frequency
identification (RFID) Tag Antenna with a novel T-matching network is presented. By slightly
tuned the arm lengths of the T-matching network, the impedance matching between the antenna
and the chip and a broad impedance bandwidth is obtained. Thanks to the bent radiating
element, the size reduction of the proposed antenna is realized. The bandwidth (S11 < −20 dB)
and the corresponding 3 dB PRC bandwidth of the proposed antenna are 133 MHz (835–968 MHz)
and 88 MHz (882–970 MHz) respectively, which means that both bandwidths are wide enough
to cover the whole global UHF RFID frequency band. In the simulated results, a smooth and
stable gain curve between 0.04 dBi to 1.86 dBi is found throughout the entire operating frequency
band, and a gain of 1.38 dBi is obtained at the desired operating frequency point (915MHz). In
conclusion, the designed antenna owns the advantages of low-profile, compact size (56×56mm2),
low cost and stable gain. Based on the simple structure, the designed tag antenna can be easily
manufacture and widely used in practical applications.

1. INTRODUCTION

Radio frequency identification (RFID) technology is a wireless communication technology which
use radio frequency signal to read and write the data with no touching the target. RFID system
consists of reader, tags and application software systems. The tags are divided into passive tags,
semi-active tags and active tags according to whether there is an internal power supply. The tag
is the device that carries data on the RFID systems. The tag consists of an electronic chip and
an antenna. The performance of the tag mainly depends on antenna. In RFID system, the read
distance of the tags is a most important index.

Nowadays, the application field of radio frequency identification (RFID) is quite extensive, such
as supply chain managements, health care, manufacturing, transportation, animal identification,
asset management, logistics,identifying books in library and so on [1]. RFID systems are operated
at widely differing frequencies, such as LF (135KHz), HF (13.56 MHz), UHF (840–960 MHz), and
microwave Frequency (2.45GHz and 5.8GHz). However, according to the different standards of
the globe, the ultra-high frequency (UHF) is divided into different frequency range. For instance
UHF RFID applications is 840–845 MHz and 920–925MHz in China, 865–869MHz in Europe, 902–
928MHz in South America and North America, 908–914 MHz in Korea, 918–926 MHz in Australia,
and 950–956 MHz in Japan. In order to realize cover the entire UHF RFID frequency band, a
broadband folded loop tag antenna with T-matching network is presented in [2]. Its bandwidth is
220MHz (800MHz–1.02 GHz) covering the whole UHF RFID bandwidth and the gain of the tag
antenna is −0.65 dB at 915 MHz. A Two closely spaced bent dipole tag antenna with double-T
matching network is presented [3], where it presents an impedance bandwidth of 78 MHz (848–
926MHz) that not including entire UHF RFID bandwidth. Based on reference [3], amodified
UHF RFID tag antenna using a double-U patch and a double-T matching network is designed [4].
Although the bandwidth ofthe modified tag antenna can reach 102 MHz (875–977 MHz), it can’t
also meet the requirement of covering the whole UHF RFID frequency band. It also has found the
same problem of narrow bandwidth in [5]. The design of [5] realizes conjugate impedance matching
between a dipole and three loading bars, and its bandwidth is about 6 MHz far from coving the
whole global UHF RFID bandwidth.

A compact bent line UHF RFID tag antenna with novel T-matching network is proposed in the
paper. The novel T-matching network is applied to improve broad impedance bandwidth. The
complex impedance matching could be easily attained by slightly tuned the arm lengths of the
T-matching network. Thanks to the bent radiating element, the size reduction of the proposed
antenna is realized. The simulated bandwidth (S11 < −20 dB) of the proposed antenna is 133 MHz
whichcovers the whole global UHF RFID bands. The gain of the operating frequency 915 MHz is
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1.38 dBi. Based on the simple structure and the results, the tag antenna is designed as a practical
application in the whole UHF RFID systems.

2. ANTENNA STRUCTURE AND DESIGN

The geometry of proposed tag antennais shown in Fig. 1. The UHF RFID tag antenna consists
of radiating meander line, a novel T-matching network and an FR-4 layer (εr = 4.6, loss tangent
= 0.02, thickness = 1.6). The tag antenna (yellow part) is carved on the cheap FR-4 layer (gray
part). To get the small size, the radiating part of antenna uses folded micro-strip line. The overall
size of the tag antenna is 0.17λ×0.17λ. In the paper, the UHF RFID tag antenna is designed for a
tag microchip with the impedance of (11-j143) at 915 MHz. The conjugated impedance matching
of the microchip and the tag antenna is easy to implement by adjusting the parameter Lx of the
novel T-matching network.

Figure 1: Structure and parameter of the proposed tag antenna.

3. ANTENNA ANALYSIS AND RESULT

In the example, the Ansoft HFSS is utilized to simulate the designed UHF RFID tag antenna.
Simulated input reactance values of the tag antenna are shown in Fig. 2 with different parameter
Lx. From Fig. 2, we can see that the reactance of the tag antenna increases by extending the
parameter Lx at 915 MHz. The parameter Lx is adjusted to 14.6 mm to get the reactance of the
proposed tag antenna equal to 143 Ω at 915MHz.

Figure 2: Reactance of antenna with each Lx.

Table 1 exhibits the final optimized design parameters of the tag antenna. The size of the antenna
is only 65 mm × 65mm etched on a FR-4 substrate with size of 65mm × 65mm × 1.6 mm. H and
Hcopper show thickness of the FR-4 substrate and the copper, respectively.

Simulated return loss of the designed UHF RFID tag antenna is presented in Fig. 3. The
simulated bandwidth is 133 MHz (835–968 MHz) under the condition of S11 < −20, which cover
the whole global passive UHF RFID frequency band and Fig. 4 shows the power reflection coefficient
(PRC) Γ < −3 dB [6] with bandwidth 88MHz (882–970MHz).

The simulated normalized radiation patterns of the proposed tag antenna at operating frequency
of 915 MHz are shown in Fig. 5. Fig. 5(a) shows E-plane normalized radiation pattern. H-plane
normalized radiation pattern is plotted in Fig. 5(b). The gain of the presented tag antenna is
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Table 1: Optimized design parameters of the proposed tag antenna.

L H Hcopper εr µr L1 L2
56mm 1.6 mm 0.035 mm 4.6 1 9mm 17mm

L3 L4 Lx W W0 W1 W2
25mm 33mm 14.6 mm 2mm 2 mm 2mm 2mm

drawn in Fig. 6 from 800 MHz to 980 MHz. A stable gain curve between 0.04 dBi to 1.86 dBi is
found throughout the entire operating frequency band (840–960MHz), and a gain of 1.38 dBi is
obtained at the desired operating frequency point (915 MHz), which obtains a good read distance
for the proposed UHF RFID tag antenna. The performance of a stable reading range is very helpful
in practice.

Figure 3: Return loss of the tag antenna. Figure 4: Power reflection coefficient of the tag an-
tenna.

   

(a) E-plane                              (b) H-plane 

Figure 5: E-plane and H-plane of simulated normalized radiation patterns.

Figure 6: Gain curve of the tag antenna.
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4. CONCLUSIONS

A broadband meander line UHF RFID tag antenna with a novel T-matching network is presented.
Results demonstrate that the impedance bandwidth (S11 < −20) of the designed UHF RFID
tag antenna is 133MHz from 835 MHz to 968 MHz. Its bandwidth covers the whole UHF RFID
frequency bands. At the same time, the tag antenna owns a good power reflection coefficient
bandwidth 88 MHz (882–970 MHz) and a good gain 1.38 dBi at 915 MHz. Based on the simple
structure and good performance, the designed tag antenna can be easily manufacture and widely
used in practical applications. The UHF RFID tag antenna also has advantages of low cost, low
profile, small size and high gain.
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Abstract— An efficient electrically small planar loop antenna with capacitive feed is proposed
for WiFi applications. The feeding element of our antenna is a printed T-shaped monopole, which
is capacitively coupled to the radiating capacitively-loaded loop and good impedance matching
is achieved through the capacitive coupling mechanism. Thus the capacitive feed leads to high
radiation efficiency, gain and broad impedance bandwidth. The radiating element of the proposed
antenna is comprised of a planar printed loop with an interdigital capacitor inserted on one side
and a copper wall with height of 3 mm and thickness of 0.3 mm attached to the printed loop. The
attached wall enables the antenna occupies more volume, which lowers its Q value and contributes
to larger bandwidth. The proposed antenna exhibits a simulated −10 dB impedance bandwidth
of 190 MHz from 2.39 GHz to 2.58GHz, which is suitable for WiFi application.

1. INTRODUCTION

With the rapid development of mobile communication technology, the demand for electrically small
antennas (ESAs) with miniaturized size, high radiation efficiency and broad bandwidth keeps in-
creasing. Especially for modern mobile terminals, such as cell phones, laptops, and PDAs, the space
available for the antenna is extremely limited. As is known to all, due to the intrinsic small radia-
tion resistance and large reactance, electrically small antennas without external matching networks
are poorly matched to 50-ohm feed lines, leading to low radiation efficiency and small bandwidth.
Many methods have been taken to design ESAs with high performance, including reactive load-
ing [1], shape meandering of wire antennas [2, 3], using dielectric substrate of high permittivity [4],
etc.. In this paper, the problem of impedance matching is solved by coupled-fed technique, which
have been widely used in monopoles [5], PIFAs [6], loop antennas [7], etc..

However, the other challenge in designing ESAs is to increase the bandwidth. According to the
well-known relation between bandwidth and Q [8, 9], the intrinsic bandwidth of ESAs is limited
due to their physical dimensions. In this paper, a copper wall (red part in Figure 1) attached to
the printed loop is introduced. The attached wall enables the antenna occupies more volume, thus
lowers its Q value and contributes to larger bandwidth. The proposed antenna exhibits a simulated
−10 dB impedance bandwidth of 190 MHz from 2.39GHz to 2.58 GHz, which is suitable for WiFi
application.

2. ANTENNA DESIGN

The prototype and configuration of the proposed antenna is depicted in Figure 1 and detailed
dimensions are given in Table 1. A substrate with size of 100 mm × 40mm × 1mm, relative per-
mittivity of 2.6 and loss tangent of 0.002 is used as the system circuit board in this paper. A
system ground plane is printed on the top side of the circuit board, with a no-ground portion of
14mm× 7.5mm at one corner. The antenna is mounted on the no-ground portion.

Table 1: Detailed dimensions of the proposed antenna.

Parameter Length (mm) Parameter Length (mm)
Lr 11.5 Hr 7.5
Wr 1.4 Lf 7.2
Wf1 2.0 Wf2 0.5

g 0.3 Lc 1.7
Wc 0.3 gc 0.2

Figures 1 (a) and (b) give top and 3D view of the antenna, respectively. The radiating element of
the proposed antenna is a modified capacitively-loaded loop (CLL). It is comprised with a printed
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Lr
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gc
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(a) (b)

Figure 1: Geometry of the proposed planar loop antenna. (a) Top view. (b) 3D view.

half rectangular loop with an interdigital capacitor inserted on one side and a copper wall with
height of 3 mm and thickness of 0.3 mm attached to the printed loop. The attached wall (red part
in Figure 1) enables the antenna occupies more volume, thus lowers its Q value and contributes
to larger bandwidth. The interdigital capacitor provides loaded capacitance, which allows the loop
with total length of about 24 mm (about 1/5 wavelength at 2.47GHz) to self-resonates at 2.47 GHz.
The feeding element of our antenna is a printed T-shaped monopole, which is capacitively coupled
to the radiating CLL and good impedance matching is achieved through the capacitive coupling
mechanism. The advantage of using this feeding technique is that the inductive impedance of the
feeding line is effectively canceled by the capacitance introduced by the feed and radiating element.

3. RESULTS AND DISCUSSION

A full-wave simulation of the proposed antenna is conducted with Ansoft High Frequency Structural
Simulator (HFSS). In Figure 2, the simulated reflection coefficients of the antenna are provided. The
proposed antenna with wall height Hwall of 3mm exhibits a simulated−10 dB impedance bandwidth
of 190 MHz from 2.39 GHz to 2.58GHz, covering the bandwidth from 2.4 GHz to 2.48 GHz for WiFi
application. The simulated resonant frequency of this antenna is 2.47 GHz, where the reflection
coefficient is −30.4 dB and radiation efficiency is 98.6%. The far-field properties of the proposed
antenna are also simulated with HFSS and the radiation patterns on three orthogonal planes are
shown in Figure 3. One sees that the maximum radiation of such an antenna is toward its opposite
direction with a tilt angle, and the radiation pattern is symmetrical with respect to the plane of
the planar loop, implying its potential use as electrically small radiators for pattern diversity based
MIMO terminals with very small inter-element space.
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Figure 2: Simulated reflection coefficients of the proposed antenna.

Figure 4 shows the effects of the height Hwall of attached wall of the modified CLL. The simulated
−10 dB impedance bandwidth and resonant frequency of the proposed antenna with different Hwall
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Figure 3: Radiation pattern at 2.47GHz. (a) yoz-plane. (b) xoz-plane. (c) xoy-plane.
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Figure 4: Simulated reflection coefficients of the proposed antenna with different values of Hwall .

Table 2: Simulated bandwidth and resonant frequency with respect to the height of wall Hwall .

Hwall (mm) 1 2 3 4

Bandwidth (MHz)
76

2350–2426
142

2374–2516
190

2392—2582
226

2404–2630
Resonant Frequency (GHz) 2.385 2.432 2.466 2.488

are given in Table 2. We can see that as Hwall increases from 1 mm to 4 mm, the bandwidth
gets broader from 76MHz to 226 MHz, and resonant frequency gets higher from 2.385 GHz to
2.488GHz. As the antenna with larger Hwall occupies larger volume, it has smaller Q value and
broader bandwidth. And larger Hwall leads to smaller current destiny on the radiating CLL, which
lowers the loss resistance, so higher radiation efficiency is obtained. For the good of the balance
between bandwidth and low-profile of the antenna, we choose Hwall = 3mm as the optimal value
of the parameter.

4. CONCLUSIONS

In this paper, we have proposed an electrically small planar loop antenna. A copper wall is attached
to the CLL, which enables the antenna occupies more volume, thus lowers its Q value and con-
tributes to larger bandwidth. The interdigital capacitor provides loaded capacitance, which allows
the loop with total length of about 24mm (about 1/5 wavelength at 2.47 GHz) to self-resonates at
2.47GHz. With the capacitive coupled feeding, the electrically small loop can be directly connected
with a 50-Ohm feed line, and good radiation efficiency and gain have been obtained. The proposed
antenna can be applied in mobile terminals for WiFi application.
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Abstract— The 25 Gb/s BER test set comprises a signal generator that drives an passive
current board including micro-strip line (R6C) through Gennum GN2426A IC and SEMTECH
GN2426A chip generated with a Pseudo Random Binary Sequence (PRBS) of digital 1’s and 0’s,
representing a random data stream. The simple 25 Gb/s testing of passive current board converts
the PRBS data stream from electrical to optical components. The R6C’s price for 25 Gb/s passive
current board of a PRBS generator is almost 1/400 times than the measuring equipment price.
R6C board is a structure for four layers. Its feature of eye diagram is a jitter of 12.614 ps, a bit
rate of 25.35 Gb/s, a fall time of 14.5 ps and a rise time of 12.5 ps. R6C has a useful role under
mass production. It is very cheap and simple high speed testing for 25Gb/s.

1. INTRODUCTION

Today short reach optical communications development require low cost and high speed transceivers.
Internet and consumer electronics products flourish, and promote the development of cloud com-
puting and processing large data [1–3]. Enhance the data processing speed and high capacity
optical transport network (OTN) is the current trend, Therefore, the development of 100 Gb/s
transfer several times even faster optic transceiver [4]. Using vertical cavity surface emitting lasers
(VCSEL) coupled to multimode fibers (MMF) are best solution [5]. The high-frequency signal
transceiver used micro-strip circuit will be necessary to be matched with dependent resistant and
then operate under the reliable communication [6]. PRBS can be considered of the well suited to
the bit error rate (BER) testing and eye diagram analysis in communications system [7, 8].

Between chip and printed-circuit-board (PCB) bit rates and frequency are increased. Testing
the signal integrity effect of PRBS as well as validating the impedance matching of micro-strip is im-
portant when using micro-strip transmission line and connector. Micro-strip is measure impedance
by time domain measurement. Also, the communication system measurement costs are high since
PRBS equipment is expensive and bulky. The authors proposed a 25 Gb/s PRBS generator circuit
board.

The PRBS generator chip connects the PCB using micro-strip transmission line to achieve high-
speed bit rates. PRBS circuit board was combine two micro-strip type, one is the differential
micro-strip, and another is the single-end. Hence, using the micro-strip and PRBS generator IC,
it is possible to Performance the signal integrity property at 25 Gbps. This paper is organized as
follows. In Section 2, In Section 3, the test PRBS circuit board is demonstrated to property the
signal integrity. The Section 4 is conclusion.

Figure 1: Micro-strip layout of top-layer.

2. DESIGN AND EXPERIMENT

In a dual-channel, each channel 25∼28Gb/s programmable PRBS generator is designed at R6C
generator, and the circuit is used to ATMEGA 328P microcontroller unit to control GN 2426A
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Chip. The program is written by ATMEGA 328P or the usage of the computer trigger in GN
2426A chip generates a PRBS signal. GN 2426A chip is operated at reference free clock and data
recovery (CDR) [9] and PRBS generator and PRBS signal length is up to 29 − 1. GN 2426A chip
is two input and output, and each port is connected with the differential and single-end output
shown in Figure 1 [10].

R6C board is used four-layer PCB, and reduced two-layer than standard evaluation board (EB-
GN2426A). R6C board volume at a wide of 6.35 cm and height of 6.7 cm. Table 1, which R6C
circuit board structure of four layers, and each layer was Top-layer, Ground-layer, Vcc-layer and
Bottom-layer, between the IC and K-type connector transmit the signal by micro-strip. Micro-strip
is layout on the Top-layer. The GN 2426A chip transmits Serial data by differential output, and the
signal-end connects R6C board and K-type connector. Using Rogers 4350B PCB in top-layer due
to the required of best transmission efficiency. Micro-strip width and impedance calculate by Polar
software. The micro-strip transmission line width was 9.9mils in differential and 12 mils in single-
end, which the micro-strip width was very close proximity provides better impedance matching and
reduced interconnection losses. Micro-strip impedance calculate differential of 99.94 ohm, single-end
of 49.85 ohm and Anti-pad of 50.47 ohm. The R6C micro-strip is impedance matching.

3. MEASURING RESULTS

Figure 3 shows the measured results of micro-strip impedance by Time-Domain Reflectometry
(TDR). Compare the R6C board with standard evaluation board (EB-GN2426A) in the 25Gb/s.
The R6C board micro-strip impedance curve is smooth and approximation to 50 ohm. Figure 4
shows the 25.35 Gb/s bit rate of the R6C board. The eye diagram shows a clear eye opening and
width of 29.1 ps, height of 70mV, jitter of 12.614 ps, fall time of 14.8 ps and rise time of 12.5 ps.
System reaches for 25.35 Gb/s passive current board of a PRBS generator has been successfully
demonstrated.

Table 1: R6C circuit board structure of four layers.

Layer Material Thickness Dielectric Constant Dielectric Loss Tangent
Top Cu 0.5 ounce(oz.) 0.03mm 1 0

Rogers 4350B 6.6mils 3.66 0.004
Ground Cu 0.5 oz. 0.017 mm 1 0

PP 10 mils 4.2 0.017
Vcc Cu 0.5 oz. 0.017 mm 1 0

FR4 6 mils 4.2 0.02
Bottom Cu 0.5 oz. 0.017 mm 1 0

Figure 2: Passive current board of R6C.
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domain reflectometry (TDR).
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Figure 4: Eye diagram in R6C circuit board gets the bit rate of 25.35 Gb/s.

4. CONCLUSION

This paper uses differential, anti-pad, single-and and via layout impedance matching techniques
match almost 50 ohm. The price of R6C board for 25 Gb/s passive current board of a PRBS
generator was almost 1/400 times than the measuring equipment price and 1/4 times than the
standard evaluation board (EB-GN2426A) price. R6C circuit board dimension was smaller than the
standard evaluation board (EB-GN2426A). The R6C board has better eye diagram at 25.35 Gb/s
bit rate, and its Jitter of 12.614 ps. A PRBS generator was up to 29 − 1 R6C has a useful role
under mass production. It is very cheap and simple high speed testing for 25 Gb/s.
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Abstract— In this paper, a quasi-hexagon shaped band-stop frequency selective surface with a
wideband RCS reduction is proposed. In terms of structural mode scattering, we design a kind of
band-stop FSS as a substitute for the traditional metal reflection board grounded on a hexagon
FSS prototype and the typical Koch fractal curve. Patch dipole antenna is used to confirm the
validity of this method and the result of simulation shows that relative RCS of the patch antenna
with metal ground, there is a considerable out-of-band RCS of the antenna with band-stop FSS
ground plane about 11.3 dB reduction on average, and 27.3 dB reduction on 5.8GHz.

1. INTRODUCTION

Frequency selective surface (FSS) is the free-space counterparts of microwave filters in a trans-
mission line. FSS has been widely applied in microwave antenna, radar and satellite communica-
tions [1–3]. For example, FSS has been used traditionally in stealth technology for reducing the
radar cross section (RCS) of communication and radar antennas as well as protecting receivers of
such systems from interfering signals and jamming [4]. Over the years, a variety of FSS elements
were introduced for band-pass and band-stop applications.

Band-stop FSS is from time to time used as antenna reflection ground [5] to improve the antenna
gain [6] as well as reduce the out-ofband RCS. In this paper, an efficient design is present to achieve
the traditional hexagon shaped band-stop FSS miniaturization, and effective harmonic suppression.
By these excellent electromagnetic characteristics, our new quasi-hexagon shaped band-stop FSS
can get great wideband RCS reduction.

2. DESIGN AND SIMULATED RESULTS

2.1. Structures Design

Figure 1(a) shows the traditional hexagon shaped band-stop FSS unit cell. The top layer consists of
hexagon with length of l and width of w set in a periodic pattern, and the dielectric board consists
of the F4B material with εr = 2.45, tanσ = 0.001 and thickness 0.8mm is used as the dielectric
substrate. All metals in the FSS are made of copper with a conductivity σ = 5.8 × 107 S/m.
According to the particularity of hexagon, we target by the following way of fractal. Fig. 1(b)
shows the first-order fractal structure, the method is from each vertex of hexagon, generate inside
a bend line with the width of the hexagon. From first-order to second-order and the higher order
fractal are adopts similar to the structure of the Koch curve method [7]. Second-order fractal
structure is illustrated in Fig. 1(c).

(a) (b) (c)

Figure 1: Structures of band-stop FSS unit: (a) traditional hexagon; (b) first-order fractal; (c) second-order
fractal. (l = 6 mm, w = 0.1mm).
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2.2. Second-order Fractal Simulate and Analysis

We make full-wave simulations by using the commercial software HFSS. The simulation results of
these three structures are shown in Fig. 2. for the normal incident, in which we observe the Trans-
mission coefficient zeroes are 1GHz, 2GHz, 3 GHz. Compared with the traditional hexagon shaped
band-stop FSS, the second-order fractal FSS with same length is almost 2 times miniaturization.
These three structures have 2 times, 3.5 times, and 5 times respectively higher harmonic resonant
frequency, which verify the second-order fractal FSS has effective harmonic suppression.

Figure 2: Simulations of the three structures FSS.

Figure 3 illustrates the simulation of the parameters of the design second-order fractal FSS
including g unit interval, l1 as the length of the bend line, l2 as the length of Koch curve fractal
line, and the gap width of the bend line. Fig. 3(a) shows the transmission coefficients with different
g, in which we observe increasing the g increases the center frequency, a result of a larger capacity
coupling. Fig. 3(b) and Fig. 3(d) show the transmission coefficients with different l1 and l2, in
which we observe increasing the l1 or l2 decrease the center frequency for the larger electrical
length. Fig. 3(d) shows the transmission coefficients with different g1. It is worth mentioning that
increasing the value of g1, the higher harmonic resonant frequency in not monotonous changing
subsequently.

2.3. RCS Simulate

In order to verifying the RCS reduction of the new hexagon FSS, we design two working at the
same frequency 2.9 GHz patch dipole antennas with metal ground and second-order fractal FSS
ground. Through optimizing the parameters of the second-order fractal FSS, the simulation result
is shown in Fig. 4, in which we observe the refraction index pole at 2.9GHz and zero at 5.8GHz.

 

 

(b) l1=5.7mm l1=5.2mm l1=4.7mm 

(a) g=0.4mm g=0.8mm g=2mm
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(c) l2=0.7mm l2=1.2mm l3=1.7mm 

(d) g1=0.1mm g1=0.4mm g1=0.7mm 

Figure 3: Free-space simulations of second-order fractal band-stop FSS; (a) g; (d) l1; (c) l2; (d) g1.

Figure 4: Free-space simulation of the second-order fractal band-stop FSS for the antenna ground.

Figure 5: Simulation of RCS of the patch antenna with band-stop FSS and metal ground.

Fig. 5 illuminates the RCS of the antennas with metal ground and FSS ground, in which we observe
comparing the antenna with metal ground, RCS of the antenna with FSS ground at out-of-band
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about 11.3 dB reduction on average from 1GHz to 12 GHz, and the most reduction 27.3 dB at
5.8GHz.

3. CONCLUSIONS

In this article, design of a quasi-hexagon shaped band-stop FSS in RCS reduction is presented. The
quasi-hexagon structure is designed by a new fractal method, which effectively achieves the FSS
miniaturization. The second-order fractal band-stop FSS has a great harmonic suppression, which
effectively improve the RCS bandwidth.
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A Spiral Antenna with Integrated Planar Feeding Structure
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Abstract— In practical applications, the low-profile spiral antennas suffer from the lack of
proper planar feeding ways. The vertical balun always has a significantly long length, inconsistent
with the requirements of the low profile spiral antenna geometry. A spiral antenna with integrated
planar feeding structure is proposed in this paper. The antenna used has obviously improved
axial ratio compared to the equiangular spiral antenna at low frequencies. And the traditional
balun in the third dimension is moved to the planar plane. The resulting structure maintains the
typical radiation behavior and the broadband operation of the spiral antennas, but the vertical
balun is integrated at the same plane with the antenna. The overall size of the spiral antenna is
largely reduced.

1. INTRODUCTION

Planar spiral antennas have the advantages of great performance on circular polarization, easy
impedance matching, and the superior radiation efficiency. However, the conventional feeding
structure for planar spiral antennas is situated in the center of the spiral and extends into the third
dimension [1].

Many efforts have been made to feed spiral antennas in the planar plane, but the radiation
behavior always becomes worse at the same time. Feeding the spiral from the terminations on
the perimeter is proposed. This method achieves a completely planar spiral antenna at the cost
of limited band width [2]. The coplanar waveguide (CPW)-fed slot antenna has received consid-
erable attention [3]. Despite the advantages of completely planar structure, the CP (circularly
polarization) bandwidth is also limited.

Feeding the spiral with a transmission line that follows the metal layer beneath the spiral arm
to the center point is proposed [4]. This method is used to feed equiangular spiral antenna and
achieves axial ratio below 5 dB over the frequency range of 3–10 GHz, but it is impossible to feed
the Archimedean spiral antenna in the same way because of its long and thin arms. However, the
Archimedean spiral antenna has a noticeable advantage at axial ratio bandwidth over its equiangular
counterparts. On this condition, this paper uses the similar feeding way to feed a newly designed
spiral antenna. The antenna designed has largely improved axial ratio compared to the equiangular
spiral antenna at comparable size, and the arms are wider and largely shorter than the Archimedean
spiral antenna to make it possible to feed the antenna in similar way with [4]. The spiral antenna
and a Dyson-style balun have been integrated into a multi-layer structure. The resulting structure
maintains the typical radiation behavior and broadband operation of spiral antennas, and achieves
good axial ratio performance without the vertical balun. The overall size of the spiral antenna is
largely reduced.

2. ANTENNA DESIGN

Figure 1 shows the conventional equiangular spiral antenna, Archimedean spiral antenna and the
newly designed antenna. The new spiral antenna edge is described by (1).

r (ϕ) = r0 ∗A ∗
[
arctan (ϕ−B)

C
+ D

]
(1)

where r is the radial distance, ϕ is the winding angle, and r0 is the inner radius. A, B, C and D
are constants related to the defining geometrical parameters of the antennas.

As shown in Figure 1, the Archimedean spiral has thin and long arms and is impossible to be fed
in the new way mentioned in [4]. However, Archimedean spiral has an obvious advantage of axial
ratio bandwidth at comparable size. On this condition, the new kind of spiral antenna is designed
to achieve improved axial ratio and shorted arm length. The design process of the new antenna is
well explained in our former work [5].

Figure 2 shows the newly designed antenna with integrated planar feeding structure. The balun
and the antenna are integrated together at the border. The spiral antenna uses one arm of the
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(a) (b) (c)

Figure 1: The antennas discussed in this paper. (a) Equiangular spiral, (b) archimedean spiral, (c) new
spiral.

Figure 2: The geometry of the proposed antenna. Metal on the front side (black) and metal on the back
side (gray).

Table 1: Parameters of the antennas.

A B C D r0 ϕmax W1 W2 W3

64.1 4.6 3 1 0.2mm 3.75π 25mm 2.5 mm 5 mm

Figure 3: Simulated axial ratio for the new spiral
and equiangular spiral.

Figure 4: Measured and simulated S11.

spiral antenna as ground of the stripline feed network and the center conductor of the strip line
provides the other spiral arm.

The parameters A, B, C, D, r0, ϕmax, W1, W2, and W3 are illustrated in Table 1. The antenna
is constructed on the F4B substrate with the dielectric constant of 2.2, the loss tangent of 0.0009
and the thickness of 0.8 mm, occupying an area of 70× 70mm2.
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(a) (b) (c)

Figure 5: Measured and simulated radiation directivity, (a) 3 GHz, (b) 6 GHz, (c) 9 GHz.

3. SIMULATIONS AND MEASUREMENTS

The antenna performance is investigated by HFSS simulation software. The axial ratio of the new
spiral antenna and equiangular spiral antenna are compared in Figure 3. The new antenna has a
noticeable advantage of axial ratio at low frequencies compared to equiangular spiral antenna at
even smaller size. The radium of the equiangular spiral antenna is 32.5 mm. The radium of the
new spiral antenna is only 28 mm, and the axial ratio is largely improved at low frequencies.

Figure 4 shows measured and simulated results of S11 for the developed spiral antenna with
feeding structure.

Figure 5 shows comparison between simulated and measured results of normalized radiation
patterns for the total gain at 3 GHz, 6GHz, and 9 GHz.

4. CONCLUSION

A new spiral antenna with a planar feeding structure is proposed in this paper. The antenna used
has a noticeable advantage of axial ratio over equiangular spiral antenna. And the traditional
vertical balun has been replaced by integrated planar feeding structure. The resulting structure
maintains the typical radiation behavior and broadband operation of spiral antennas, and achieves
good axial ratio performance without the vertical balun.
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A Novel Compact UWB Antenna with Triple Band-notched
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Abstract— In this article, a novel compact ultra-wideband (UWB) planar monopole antenna
with tri-notched bands is presented. The proposed antenna is fed by a microstrip line and
a partial ground plane. The antenna achieves an operating bandwidth ranging from 2.9 to
more than 11 GHz and triple band-notched properties of 3.22–3.91, 5.15–5.44, 5.70–5.91GHz.
Throughout this article, the simulated and experimental results of impedance characteristic,
gain, and radiation patterns are presented and discussed. The proposed antenna has an overall
dimension of 20× 21.1mm2.

1. INTRODUCTION

Since the US Federal Communications Commission approved the unlicensed use of UWB from 3.1
to 10.6GHz for commercial communications, the ultrawideband technology has drawn more and
more attention for its merits such as low cost, low complexity, wide impedance bandwidth and
omnidirectional radiation pattern [1]. However there still co-exists other communication protocols
such as the world interoperability for microwave access (WiMAX) service (3.3–3.6 GHz) and the
Wireless Local Area Network (WLAN) service (5.15–5.35 GHz, 5.725–5.825GHz). It is necessary
to avert the overlapping frequency bands.

Recently, many new antennas with band-notched function have been put forward for the UWB
systems which can prevent the interference problem. There are lots of ways in which band-notched
characteristics can be achieved. The common and popular method is to insert different shaped slots
on the patch or the ground plane, including U-shaped, -shaped, L-shaped, C-shaped and etc. [2–4].
Apart from this, there are many other methods to create the band-notched property such as using
parasitic structures, adding split ring resonator (SRR) coupled to the feed-line or adopting the
complimentary split ring resonator (CSRR) structure. All of the methods metioned above obey the
same rule that is to introduce a pertubation into the antennas.

In this study, a novel compact UWB antenna with triple notched band at 3.22–3.91, 5.15–
5.44, 5.70–5.91GHz is proposed. A tapered radiating patch is designed to cover UWB working
frequency band. The radiation patch and ground plane of the original antenna are all cut by arc
which is for impedance matching over the whole UWB. Resonating element etched out above the
ground plane generates the rejection at WiMAX band. To achieve the lower and higher WLAN
band-notched characteristics, two independent curved slots is embeded into the radiation patch.
Moreover, the proposed antenna here is significantly smaller and exhibits omni-directional radiation
patterns which makes it a suitable candidate for the UWB system.

2. ANTENNA DESIGN

The configuration of the proposed antenna and its dimensions are exhibited in Figure 1. The
microstrip-fed antenna has a compact size of 20 × 21.1mm2 and is printed on 1.0 mm thick F4B-
2 dielectric substrate with dielectric constant 2.65 and loss tangent 0.001. Because the tapered
geometry of the patch and the microstrip line, the proposed antenna will have good performances
at a very wide band.

As illustrated in the Figure 1, the resonant element symmetrically etched above the ground
plane generates the rejection at WiMAX band and two meandering slots embedded within the
patch is designed to create the notched bands at lower and upper WLAN band. The upper band-
notched slot is longer in length than the lower one corresponding to the lower and higher WLAN
band conversely. Furthermore, the total length of the inserted meandering quarter wavelength slot
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Figure 1: Configuration of the proposed antenna with triple notched-bands: (a) top view of the antenn,
(b) bottom view of the antenna. (Dimensions: W11 = 5.8 mm; W12 = 1.0mm; Ws = 0.3mm; L11 = 2.6 mm;
L12 = 3.7mm; W21 = 6 mm; W22 = 0.9mm; L21 = 2.8mm; L22 = 4mm; t = 1.4mm; a = 1.1 mm;
b = 0.6mm; L3 = 9 mm; L4 = 2mm; Unit: mm).

resonator Li (i = 1, 2) can be calculated from the following formulas:

Li ≈ c

4fi
√

εeff
(1)

εeff =
εr + 1

2
(2)

where c is the speed of light in free space, εr is the dielectric constant of the substrate, fi (i = 1, 2)
is the center frequency of notched bands and εeff is effective dielectric constant.

3. MEASUREMENT RESULTS

The proposed antenna structure is simulated and optimized using Ansoft High Frequency Structure
Simulator. Besides, the photo of the fabricated antenna is shown in Figure 2. From the Figure 3,
one can see the simulated and measured results match well which validates our design concept and
theory.

(a) (b)

Figure 2: Photograph of the fabricated UWB antenna: (a) top view, (b) bottom view.

Figure 4 shows the far-field radiation patterns at 4, 7 and 10 GHz, the copolarization and cross-
polarization in the x-z (E-plane) and y-z (H-plane) planes are given. It can be observed that the
proposed antenna has an approximately omni-directional radiation patterns at these frequencies.
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Figure 3: Simulated and measured VSWR of the proposed antenna.
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Figure 4: Radiation patterns of the antenna at (a) 4GHz, (b) 7 GHz and (c) 10GHz.

4. CONCLUSION

A novel compact UWB planar antenna with tri-notched bands to eliminate interfering signals from
WLAN and WiMAX systems has been presented and discussed. The band notches are realized
by rectangular ring above the ground plane to omit the WiMAX frequency band. To realize the
WLAN notch band, two curved slots is placed into the radiation patch. It is observed from the
measurement that the proposed antenna achieved good UWB performance. Therefore, the proposed
antenna is suitable for UWB applications.
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Abstract— Using the idea of pseudo-random serials phase modulation for reference, an active
jamming method of quasi-coherent noise suppression is proposed for countering wideband radar
of pulse compression system. The basic idea is that the jammer processes interrupted-sampling
in range direction and modulates phases on sampled radar signal according the values of pseudo-
random serials, and then sends the jamming signal to victim radar. This method will form large
amounts of noise around the pulse compression output of target echo. Simulation results shows
that jammer based on this technology needs less jamming power than other non-coherent ones.

1. INTRODUCTION

Coherent radars, for example, pulse compression radar and pulse Doppler radar, can achieve high
coherent processing gain by making use of the characteristics of intra pulse and inter pulse [1].
This coherent processing obviously depresses the efficiency of non-coherent electronic jamming and
puts forward a great challenge for radar jammer. With the development of high-speed large scale
integrated circuits and signal processing method in the electronic counter field, technologies such
as digital radio frequency memory (DRFM) and direct digital synthesizer (DDS) have become
popular measures to counter coherent radars [2]. After detecting radar signal, jammer with two
receive-transmit antennas which work asynchronously should receive and transmit the sampled
signal. But in many occasions, the high isolation between two antennas is difficulty or even unable
to be implemented. To solve this problem, [3] proposes a method based on interrupted-sampling.
The jammer samples a segment of radar signal and then transmits the sampled signal. A train
of false targets will be achieved after the sampled signal passing through the matched filter of
pulse compression radars. [4] introduces a kind of smart noise jamming technology: convolution
modulation noise jamming method. This type of jamming could acquire radar processing gain but
its real-time is not good and can’t be applied in the jammer with only one antenna. This paper
proposes a quasi-coherent jamming signal. Section 2 describes the time domain characteristic and
the frequency domain characteristic of pseudo-random serials phase-modulation signal. Section 3
deals with the interrupted-sampling theory. Section 4 shows the output of pulse compression radar
when the jamming signal feeds the matched filter. Section 5 gives the simulation results of jamming
effect and conclusions.

2. THEORY OF PSEUDO-RANDOM SERIALS PHASE-MODULATION

Pseudo-random serials are usually applied in spread-spectrum communication and the serials can
be created by a shift register under the control of oscillator. The expression of the serials in time
domain is as below:

u(t) =
+∞∑

l=−∞

N−1∑

i=0

rect

(
t− Tc

2 − iTc − lPTc

Tc

)
a(i) (1)

where rect( t
Tc

) =
{

1 |t| ≤ Tc

2
0 else , a(i) = ±1, Tc is the code width and P is the period of pseudo-

random serials, For the pseudo-random serials created by a N bit shift register, P equals to 2N − 1.
From expression (1) we can get the power spectral density [5].

G(f) =
P + 1
P 2

(
sin(πfTc)

πfTc

)2 +∞∑

k=−∞
k 6=0

δ

(
f − k

PT

)
+

1
P 2

δ(f) (2)

Figure 1 illuminates the power spectral density of pseudo-random serials, of which Tc is set
as 0.5µs. The result shows that the main power of pseudo-random serials is concentrated in
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Figure 1: Power spectral density.

[−1/Tc,+1/Tc]. The envelope of power spectral density is determined by the code width Tc, that’s
to say, Tc determines the frequency spectrum width of pseudo-random serials. The shorter Tc is,
the wider the frequency width will be, and the main amplitude will descend.

3. THE THEORY OF INTERRUPTED-SAMPLING AND DIRECT TRANSMITTING

This section briefly introduces the theory of interrupted-sampling and direct transmitting jamming.
The basic procedure is: A serial of rectangle pulse is used for sampling the large band-time product
radar signal and meanwhile the transmitting process takes place at the interval between two sam-
pling processes. Assuming the interrupted-sampling signal noted as p(t) is a rectangular envelope
pulse train with pulse repeat interval Ts and pulse duration τ .

p(t) = rec
(

t

τ

)
∗

+∞∑
n=−∞

δ(t− nTs) (3)

The corresponding frequency spectrum is given as:

P (f) =
+∞∑
−∞

τfs · sa(πnfsτ) · δ(f − nfs) (4)

where sa(x) = sin(x)/x and fs = 1/Ts means the sampling frequency of interrupted-sampling signal.
A special occasion in (4) is Ts = 2τ , i.e., p(t) is a square pulse train, and (4) becomes

P (f) =
+∞∑
−∞

1
2
· sa

(nπ

2

)
· δ(f − nfs) (5)

It is obvious that when n is even except for zero, the amplitude of (5) is zero and it decreases when
n increases. Assume that the radar signal intercepted by jammer is x(t), so that the sampled radar
signal is

xs(t) = p(t)x(t) (6)
and its frequency spectrum is

Xs(f) = P (f) ∗X(f) (7)
Substituting (4) into (7), the expression becomes:

Xs(f) =
+∞∑

n=−∞
τfs · sa(πnfsτ) ·X(f − nfs) (8)

From (8) we can see that Xs(f) is a weighted superposition of the shifted replicas of X(f). The
weighting coefficient is τfs · sa(πnfsτ). In the situation Ts = 2τ , (8) becomes

Xs(f) =
+∞∑

n=−∞

1
2
· sa

(nπ

2

)
·X(f − nfs) (9)
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When n = 0, Xs(f) equals to the spectrum of real target echo wave. Thus this portion could form
a primary false target after matched filter as same as the real target. The other parts X(f − nfs)
shifting ±nfs in frequency can be seen as jamming signals adding ±nfs to f . For a linear frequency
modulated (LFM) signal pulse compression radar, this jamming signal after pulse compression will
form multiple false targets with different amplitude in the range direction. The amplitude is de-
termined by τfs · sa(πnfsτ). These false targets are located symmetrically around the primary
false target. With the increasing of n, the mismatch after matched filter in X(f − nfs) is get-
ting worse, and the amplitude of false target debases heavily. Thus this jamming method of
interrupted-sampling and direct transmitting usually forms 3 to 5 effective false targets. The sim-
ulation parameters are set as below: The radar signal bandwidth is 10MHz, pulse width is 48µs,
and the sample signal period Ts is 4 or 2µs. As is shown in Fig. 2, multiple false are achieved after
pulse compression and the distance between two neighboring false targets are determined by Ts.
An especial instance is that is larger than the bandwidth of radar signal so that X(f ± nfs) n 6= 0
is located outside the bandwidth of match filter. The jamming signal in above occasion generates
only one primary false target and this is the limitation of this type of jamming.
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Figure 2: Pulse compression results of interrupted-sampling and direct transmitting.

4. INTERRUPTED-SAMPLING AND PSEUDO-SERIALS PHASE-MODULATION
JAMMING METHOD

The pseudo-random serials phase-modulation process on sampled signal is the product of (1) and
(6).

xp(t) = u(t)xs(t) (10)
Of which the frequency spectrum is:

Xp(f) = U(f) ∗Xs(f) (11)

From the analysis in Section 2 we know that the pseudo-random serials phase-modulation will
expand the spectrum of modulated signal. Section 3 shows that interrupted-sampling jamming can
form many false targets. (11) means that Xp(f) is the superposition of each expanded false target.
We know that phase-modulation by pseudo-random serials further wrecks the coherence between
interrupted-sampling signal and radar signal, but this jamming method can still get some processing
gain. Thus this jamming effect is similar to noise jamming but the frequency of jamming signal is
around that of radar signal. (10) shows that when the value of pseudo-random serials changes, a
180◦ phase change happens in the jamming signal. This discontinuity caused by phase conversion
will expand the spectrum of signal. Fig. 3 shows pulse compression outputs of target echo, Gauss
noise and jamming signal. In the simulation, the interrupted-sampling period is 4µs with a duty
ratio 50%. The code width of pseudo-random serials is 0.5µs and the length of serials is 511.
The parameter of LFM signal is set as: bandwidth is 10MHz and pulse width is 48µs. From the
results we know that jamming signal forms large amount of noise around the radar echo and Gauss
noise distributes evenly in time domain. The coherence between jamming signal and original radar
signal declines after phase-modulation and thus the processing gain of jamming signal will of course
debase.

As is shown in Fig. 3, the ideal amplitude output of LFM signal after pulse compression is
normalized to 1.00. The jamming signal output descends obviously to the value of 0.14. Meanwhile
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the amplitude of Gauss noise is nearly 0.02. Compared with the non-coherent Gauss noise, this
jamming signal can achieve more processing gain, which means that this method saves jamming
power. Provided that the power of jammer is large enough, victim radar can’t distinguish the
right position of target from the jammed situation. A jammer based on this theory requires lower
jamming power than other non-coherent jammers and it depresses a long distance for the covered
target. Fig. 3 shows that the jamming signal covers 20µs in time domain and depresses 6 kilometers
in range direction. If code width is narrow, the cover distance is relative wide. But the processing
gain decreases when code width becomes narrow, which means that the wider cover distance needs
more jamming power. The simulation result indicates that with the selection of different code widths
and sampling periods we can acquire different depressing distance and different pulse compression
gain. To achieve a long depressing distance we need a narrow code width and large jamming power.
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Figure 3: Pulse compression results of target echo, Gauss noise and jamming signal.
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Figure 4: CFAR threshold results. (a) Jamming condition. (b) Gauss condition.

5. SIMULATION AND CONCLUSION

To validate the effect of this jamming method, we analyze the CFAR threshold of a pulse com-
pression radar. The simulation parameters are set as: The pulse width of LFM signal is 48µs,
bandwidth is 10 MHz, pseudo-random serials code width is 0.5µs. The period of interrupted-
sampling signal is 4µs with the duty ratio of 50%. The power of jamming signal and Gauss noise
is 11.5 dB. The real target is located at the 467th range cell and the jammer is at the 534th range
cell. The CFAR threshold results for quasi-coherent jamming signal and Gauss noise is shown in
Fig. 4. In the simulation, the pulse compression amplitudes of jamming signal and Gauss noise
are normalized to the amplitude of target. From the results we can see that Gauss noise enhances
the CFAR threshold evenly but the target can be still distinguished. The quasi-coherent jamming
signal forms large amount of noise around the real target and the CFAR threshold is too high for
the real target so it can’t be found out.
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Abstract— Basic drift-diffusion model (DDM) of carriers in semiconductor using in a numer-
ical simulator: General Semiconductor Radiation Effect Simulator (GSRES), is studied in order
to identify and reduce the numerical errors of this semiconductor simulator. Numerical approxi-
mations of the semiconductor device EMP effect simulator is analysed. Numerical errors caused
by approximation of the field distribution of lattice temperature, and approximation the of the
recombination rate and generation rate are studied. Application range of this simulator is anal-
ysed according to the numerical errors caused by these approximations. Terms of the simulator
that should be improved and enhanced precision are given.

1. INTRODUCTION

Numerical simulation of semiconductor devices can reflect the physical phenomena and mecha-
nisms of devices, and is important in effect study. This simulation method is proved to be efficient
and accurate as many research papers showed [1–5]. A two-dimension semiconductor device Elec-
tromagnetic pulse effect simulator GSRES (General Semiconductor Radiation Effect Simulator)
is using widely in numerical simulation radiated field (EMP, HPM) effect of semiconductor de-
vice, which is developed by our research group. This simulator contains modeling modularmeshing
modulardata-base of material parameters and Graphical User Interface (GUI). The numerical sim-
ulation of carriers bases on Drift-Diffusion Model (DDM). Two-dimension semiconductor device
and simple circuit can be simulation numerically by this simulator [6–9].

The demand of analysis of error sources rises up while manufacturer technic of device and preci-
sion of experiments are developing [10–12]. For another reason, Verification and validation (V&V)
analysis is required for engineering implementation of GSRES. Bases on these requirement, physical
models (DDM) in GSRES are analysed, possible error sources are evalueated, and contemplation.
of capability of upgrade version GSRES is established.
1.1. Basic Drift-diffusion Model in GSRES
Response capability of device is determined by the movement of carriers in semiconductor ma-
terial [8, 13, 14]. Drift-Diffusion model is used more and more widely in numerical simulation of
semiconductor device since the first use by Gummel. Drift-Diffusion model is based on this equation





∂n
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(
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kbT
q ∇n

)
− (U −G)
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∂t = −∇ ·

(
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)
− (U −G)

∇ · ε∇ψ = −q
(
p− n + N+

D −N−
A

)− ρs

(1)

where n is the concentration of carrier electron and p for hole; N+
D is the concentration of effective

ionic donors and N−
A for acceptor; µn is mobility of electron and µp for hole;

−→
En is the equivalent

electric field intensity to electron and
−→
Ep for hole; ψ is electrostatic potential; ρs is the static charge

and interphase charge; U is the recombination term of carrier. G is the generation term of carrier;
T is temperature; q is charge of electron.

Equation (1) is the basic and mostly used calculation model in GSRES. Analysis of error sources
is base on this model in this paper.

2. APPROXIMATION IN SIMULATION MODEL

The basic DDM in Equation (9) is educed by the solution of electromagnetic Poisson equation base
on energy band and tight-banding theory. In the educe process of basic DDM, these assumptions are
taken: (a) velocity of carriers much more less than light; (b) collisions of carriers in the semiconduc-
tor material are elastic; (c) collisions of carriers do not effect gap of energy band; (d) temperatures
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of carriers and lattice are equality. Approximations of calculation model in GSRES concenter in
two: (1) the approximations induced by energy band and tight banding theory; (2) approximations
induced by DDM. In this paper, our error analysis focuses on the approximations induced by DDM.

In DDM used in GSRES, approximations mostly in: (a) distribution and change of temperature;
(b) recombination and generation rate of carrier; (c) mobility model.

2.1. Approximation Caused by Distribution and Change of Temperature

In Equation (9), the basic DDM takes approximations in the distribution and change of tempera-
ture, the temperature of lattice is assumed to be uniformity and invariablenes and no temperature
effect is taken into the model. If the gradient term of temperature is not 0, the DDM in (1) now is
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∂T
∂t = ∇ · κ∇T + ~J · ~E + (Eg + 3kbT ) · (U −G)

(2)

The forth equation in (2) is equation of heat generation and diffusion. ρ is mass density. cp

is heat capacity. κ is heat diffusion coefficient. Eg is gap of energy band. This equation means:
thermal energy which is absorbered or released in unit volume contains three parts: induced by
heat diffusion as the first term; induced by current as the second term; induced by generation and
recombination of carriers as the third term.

In Equation (2), the gradient term of temperature is not 0, but temperature of carriers is set
to be same with the temperature of lattice, the difference between these two is ignored. When
considered the difference, the forth term in Equation (2) must be changed, the equation current
density of electron and hole and the equation of heat diffusion of lattice is





−→
Jn = qµnn

−→
En + kbµn(n∇Tn + Tn∇n)

−→
Jp = qµpp

−→
Ep − kbµp(p∇Tp + Tp∇p)

ρcp
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∂t = ∇ · κ∇T + (Eg + ωn + ωn) · (U −G) + n(ωn−ω0)

τωn
+ p(ωp−ω0)

τωp

(3)

−→
Jn is current density of electron.

−→
Jp is current density of hole. Tn is the temperature of electron.

Tp is the temperature of hole. $0 is the balance energy of carriers (when temperature of carriers
equivalent to lattice). τωn

is the energy relaxation times of electrons and τωp
is the energy relaxation

times of holes.
The calculation model in (3) considered the energy exchange between carriers and lattice. Car-

riers exchange energy with lattice by collision, and can be characterized by energy relaxation times.
This model is much more precise than models in (1) and (2), and cost much more computer memory
resource and CPU time for numerical simulation.

2.2. Approximation Caused by Recombination and Generation Rate of Carrier

In GSRES, recombination of carriers are numerically simulated by three mechanism [8, 14]: Shockley-
Read-Hall (SRH) recombination mechanism; Auger recombination mechanism; direct recombina-
tion mechanism. SRH recombination characterizes the recombination of carriers nearby impurity
and defects. These impurity and defects which facilitate recombination are defined as recombination
centers. Auger recombination characterizes the recombination of electron-hole pair with the help
of another carrier which absorbs energy from the electron-hole pair. Direct recombination char-
acterizes the recombination of electron-hole pair directly with the help of an electron’s transition
from conduction band to valence band. Commonly, SRH recombination is the mostly mechanism in
semiconductor material. Auger recombination taking more and more rate as the density of carriers
increasing. Direct recombination arises in high injection levels (for instance: power device) only.

In GSRES, these three recombination mechanisms are simulated separately for the difficulty
form numerical simulation. Total recombination rate is the sum of these three.

U = Un = Up = USRH + Udir + UAuger (4)
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The term in right side means SRH recombination rate, direct recombination rate and Auger re-
combination rate.
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τn and τp are lifetime of electron and hole, which rest with density of impurity.
{

τn = TAUN0
1+Ntotal/NSRHN

τn = TAUP0
1+Ntotal/NSRHP

(6)

The implicit value in Equations (5) and (6) of parameters in GSRES can be found in Reference [8].
The generation mechanism of carrier in GSRES is simulated by using an experimental equation

advised by Selberherr [8, 14].

2.3. Approximation Caused by Mobility Model
Using mobility model pertinently can efficiently reduce numerical error, and extend the application
of DDM. Mobility model contains three types in the main [14]: weak field model; surface model;
strong field model; A integrated mobility model ordinarily combines weak field model and surface
model, with modification due to the intensity of electric field.

Various mobility models are modularized in GSRES. A weak field model mostly used is Analytic
Mobility Model, which is numerically fitting by experimental results. It is accurate in the simulation
of diodes. Another weak field model is Philips Mobility Model, which is exactitude in the simulation
of silicon triode. Lombardi surface model mostly used in simulation of silicon MOS device. Lucent
model combines the modification of saturation velocity bulk mobility and surface mobility in strong
field. Hewlett-Packard model can get the same precision in the simulation of MOS device as Lucent
model, but can reduce CPU time efficiently.

These mobility models contains physical mechanism that not in DDM, in order to be tally with
test results. For instance, enhanced diffusion effect caused by heat carriers is taken into modification
of strong field. Impair effect caused surface state and letdown of carriers density caused by quantum
well on Si-SiO2 interface are both taken into surface mobility model. In fact, mobility models are
modifications and complements for DDM, which improve simulation precision, extend application
area, at the same time, aggrandizement instability and complicacy of calculation.

3. ANALYSIS OF ERROR SOURCES

Approximation of temperature and approximation of mobility are found to be the main numerical
sources of GSRES while using this simulator [10–12].

3.1. Errors Caused by Approximation of Temperature
Generation of heat happens in the same time with current. In the case when current is weak,
Joule heat is small, so alteration of device’s temperature is low. In that time, effect of temperature
to performance of device can be ignored [10]. However, if the current is strong, the effect of the
temperature to performance of device may be prominent.

In the case of strong field, insufficiency of energy exchange may happen because the velocity
of carrier is too fast. Insufficiency of energy exchange may happen if the field last for a too short
time. Avoidance of these case can improve simulation precision. Fig. 1 is the simulation result of
1.5KECA39 unidirectional TVS diode, which is a micron device. The numerical data is tally with
test data [12].

3.2. Errors Caused by Approximation of Mobility
Mobility model is an modification and an complement for DDM. Numerical error will extremely be
reduced by using pertinent mobility model contrapose to different structures and parameters. For
instance, Lucent mobility model, which combines Philips Mobility Model and Lombardi surface
Mobility Model, is not often used in simulation of simple device (like diode) for the reason of huge
amount of calculation. But it can efficiently ameliorate numerical precision of the simulation of
MOS device because the intense field in tunnel.
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Figure 1: I-V curve of 1.5KECA39 unidirectional TVS diode.

As mentioned in part 3.1, if the scale of device on one direction is too small, simulation of
thermal effect will be difficult For GSRES. Using surface Mobility model which considers quantum
wall effect can extend the application of GSRES to these submicron device and nano scale device.

4. ANALYSIS OF APPLICATION SCOPE OF GSRES

In order to decide the application scope of GSRES, a validation test is taken. If the simulation
error is less than that of the validation test, GSRES is indicated to be suitable. Otherwise, GSRES
is indicated to be out of the application scope and inapplicable, modification should be taken in
the calculation/physics model or the initial parameters.

In test, errors are mainly caused by two parts: the random error of samples and the errors of
instrument. In the first, Character of TVS diodes are tested to find the random errors of these
diode of same type. The errors are showed in Table 1.

Table 1: Random errors of TVS diode.

Sample 1 Sample 1 Sample 1 errors
breakdown voltage 39.9 38.7 38.8 3.1%

junction Capacitance, 1/C2
D-V curve

(100 Hz)/1016 cm2/CV
−6.676 −7.068 −6.685 5.9%

junction Capacitance, 1/C2
D-V curve

(1MHz)/1016 cm2/CV
−6.641 −7.092 −6.644 6.8%

I-V curve (0.7 V) 0.00102 0.00096 0.00093 9.2%

Random error from samples (TVS diode) is from 3.1% to 9.2%, much greater than that of the
instrument. In this case, error in test process is mainly caused by random error from samples, and
the range of test process error is from 3.1% to 9.2%.

As a result, if the simulation error is less than 3.1% ( as shown in Fig. 1), we may say that
GSRES in the right application scope, because the numerical error is much less than random error
in test. But, in the other hand if the simulation error is greater than 9.2%, GSRES may be out of
the application scope, and modification of numerical method and physics model must be taken.

Figure 2 gives an example of that out of application scope. Change of temperature in TVS diode
under an 1.8V voltage lasts for 4 ns is 35.2 K and under an 1.5 V voltage lasts for 15 ns is 45.7K,
11.7% and 15.1% equally. In high voltage or long time case, basic DDM is out of application scope,
it must be modified and energy balance model should be used.

Figure 3 gives another example of that out of application scope. Basic DDM can not simulates
deep submicron device quite precisely as analysed in part 3. Fig. 4 gives the output characteristics
and transfer characteristics of deep submicron MOSFE. Parameters of MOSFET and experiment
result are download form website [15]. As Fig. 4 shows, simulation error of basic DDM is over 20%,
and out of application scope, while energy balance model shows and precisely simulation result.

As simulation result shows, GSRES with basic DDM can simulate low voltage, small temper-
ature change and micron device precisely. But high voltage, great temperature change and deep
submicron device is out of application scope.
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Figure 2: Change of temperature in TVS diode, parameter of diode model is same with tested sample.

Figure 3: Deep submicron MOSFET model download from website.

Figure 4: Output characteristics and transfer characteristics of deep submicron MOSFET.

5. CONCLUSION

In this paper, DDM in semiconductor effect simulator GSRES is analysed theoretically. For normal
devices, current inside device increases as load voltage increase, which resulting in an augment of
Joule heat. As a result, the temperature of device is not uniformity and invariablenes, gradient
term of temperature is not 0. Equation (1) is not suitability, so modification of lattice temperature
and carrier temperature must be introduced into DDM. Carriers exchange energy with lattice by
collision, and can be characterized by energy relaxation times or mean free path. The numerical
errors will increase because the insufficiency of energy exchange in the case when the scale of device
is too small, or the electric field is too strong, or the period of load voltage pulse is too short. In
order to reduce error, simulations of deep submicron device and strong field should be avoided.

Mobility model is an modification and an complement for DDM. Pertinently use of mobility
model can efficiently reduce numerical error. Appropriate mobility model considers strong field
effect and quantum well effect can efficient reduce the error and extend the application area such
as deep submicron device and nano scale device. This is the next target for our development and
improvement of GSRES.
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Abstract— A novel tri-band PIFA antenna operating at WLAN frequency is proposed. The
antenna has a two-layer structure, resembling a capital E. By folding the E-shaped structure
down, It can largely reduce the size of the antenna. The antenna is feed by the probe, which
extends from the ground plane to connect to the radiating strip. The short-circuit strip connects
with the ground plane is realized by the probe or shorting wall. The whole structure is the
three-dimension version of the simple inverted-F antenna. Three electric current path consititute
three resonant mode, corresponding to 2.4/5.2/5.8 GHz, respectively.

1. INTRODUCTION

Wireless local area network (WLAN) technology have extensively been used in commercial, medical,
and industrial applications over the last decade [1]. Various antenna operating in this frequency
band have been reported. Planar inverted-F antenna (PIFA) is widely applied in mobile terminal
due to its low backward radiation and easily-fabricated structure. And due to the flexibility of PIFA
antenna’s structure, it can be cover the whole WLAN frequency band conveniently. A variety of
designs can be found in the literature [2–5].

In this paper, a novel tri-band E-shaped PIFA antenna for WLAN application is proposed. It
can provide three frequency bands for WLAN application, covering 2.4, 5.2 and 5.8 GHz.

2. ANTENNA DESIGN

A Eshaped tri-band PIFA antenna is presented, illustrated in Figure 1. The antenna can be
considered as a E-shaped plane folded to reduce the size, the antenna balances the capacitive
reactance and the inductive reactance through a short pin with length of 2 mm, which also can
be replaced by a short wall, just slightly tuning the parameters. A thickeness of 0.8 mm FR4-
exopy substrate place below the metal ground to substain the whole structure. The first current

Figure 1: Geometry of the proposed antenna.
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path from point A to B is 42mm, approximately equal to quarter-wavelength in the frequency
2.4GHz, its current distribution pattern is shown in Figure 2(a), it can be observed that the

(a) (b)

(c)

Figure 2: Simulated current distribution of the proposed PIFA antenna, (a) 2.45, (b) 5.28, (c) 5.86 G.

Figure 3: Comparison of the return loss for proposed antenna with/without slot.

(a) (b)

Figure 4: Return loss against frequency with different parameters. (a) L and (b) L1.
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majority of the current is concentrated on AB at frequency 2.4 GHz, the slot extend the current
path, plays a role in enhancing the impedance matching at lower frequency. The second current
path composed of AC and BC parts is about 48 mm close to three quarter-wavelength at 5.28 GHz,
the current distribution in Figure 2(b) verify it well. The third current path BC is about 53mm,
one-wavelength, two current nulls also verify it, at 5.86 GHz, as shown in Figure 2(c).

3. RESULT AND DISCUSSION

The return loss with/without slot are shown in Figure 3, it can be observed that the slot has slight
influence on highfrequency, namely, the length of the ground is enough to excite the resonance of
high-frequency. However the slot improve the impedance match of low-frequency and reduce the
lowest operating frequency.

To further comprehend the working mechanism, the effect of several parameters on the proposed
antenna are studied and displayed in Figure 4. Figure 4(a) implies that the variation of L barely
affect the lower resonant frequency, while Figure 4(b) shows that the increment of L1 has little
impact on the upper resonant frequency.

Figure 5 display the radiation pattern of the antenna at the frequency of 2.44, 5.26 and 5.81 GHz
in the xoz and yoz planes. At the frequency of 2.44 GHz and 5.81GHz, their omnidirectional
characteristic have an advantage over that of 5.26GHz, which may be related with the current

(a)

(b)

(c)

Figure 5: Radiation pattern XOZ plane(left) and Y OZ plane(right) for (a) 2.44GHz, (b) 5.26GHz,
(c) 5.81 GHz.
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distributed along two path. The inclination of radiation pattern is related with three-dimensional
structure.

4. CONCLUSION

A novel tri-band PIFA antenna operating at WLAN frequency is proposed. The tri-band PIFA
only occupies 30× 25× 6mm3. Its working mechanism and radiation characteristic are studied.
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Abstract— In this paper, an antenna with a cosecant squared pattern to work as a radiating
vertical array of SSR antennas is designed. A simple microstrip structure is a dopted to design
as feed network and 11 half-wave dipoles are selected as radiating elements. In order to achieve
desired pattern, amplitude and phase of elements are obtained using a synthesis pattern method.
Equal and unequal Wilkins on power dividers are used to prepare desired power amplitudes to
feed the elements. The designed antenna has nearly 10 dB gain and its main beam in the elevation
plane is 9 degrees above the ground. Its −10 dB Beam width in elevation pattern is 50 deg. and
return loss in central frequency is 22 dB. A one element and a two element array are fabricated
on RT Duroid5880 (εr = 2.2 and tan δ = 0.0009) with thickness of 31 mil and measured to
investigate verification between simulation and measurement and considering mutual coupling.

1. INTRODUCTION

The most common beam shapes found in radar antennas are fan beams which have an upper
boundary to detect small and large targets at both short and long ranges. A special case of the fan
beam is cosecant squared pattern which has significant features. The cosecant squared elevation
beam shape is ideal for detection of small and large targets at both short and long range, including
where the antenna is mounted, on a high tower or hill side. In some radars sensitivity time control
(STC) is used. STC decreases the sensitivity of the radar at short ranges and increases in long
ranges. This system works quite well near the peak of the radar beam, but when used with a
cosecant squared pattern, it creates a problem. It decreases the sensitivity of desired targets at
high elevation angles where the antenna gain is low. The solution to this problem is to boost the
antenna gain at high elevation angles to be considerably higher than requirement for the cosecant
squared pattern. In other words, a desired pattern is a cosecant squared pattern which in high
elevation angles its gain will be more than a typical cosecant squared pattern [1].

Synthesis of cosecant squared patterns was achieved using reflectors [2], non-uniform arrays [3]
and serial fed uniform arrays [4, 5]. The use of microstrip antenna is becoming more and more
common nowadays, among others in the area of aviation, telecommunication and radiolocation
system. For this purpose, microstrip antennas are used to generate cosecant squared patterns.
The typical microstrip implementation is a serial-fed linear array of the type described in [4] and a
wideband conformal microstrip array antenna with cosecant-squared beam [6]. The main drawback
of a serial fed antenna is being narrowband [4]. Any realization of the cosecant squared antenna
using the planar microstrip array would exhibit a narrow bandwidth, even using a parallel-feed
network. Shovel-microstrip array which was introduced in [7] is used for solving that problem.
This structure has advantage of flexibility of the dielectric substrate, which can easily be shaped.

One of the most uses of cosecant squared pattern is in secondary surveillance radar’s (SSR)
antennas, these antennas work in two frequencies, 1030 MHz is used to send signals and 1090 MHz
for receiving signals is used. A prototype integrated microstrip antenna column [8], a two-layer
microstrip antenna for monopulse [9] and microstrip patch that coupling aperture is centered under
the patch and feed line is positioned at right angles to the center of slot [10] are some of fabricated
antennas for SSR systems. In all of above structures multi layers are used to have an acceptable
bandwidth (nearly 8% bandwidth) which for this reason, their fabrication are difficult and have
complicate structure. In this paper, a microstrip structure that is simple and works as a radiating
vertical array, with printed dipoles as elements, is introduced and a one element and a two element
array is fabricated and measured to verify results from simulation and measurement. This new and
simple structure has acceptable bandwidth which is one of the most important criteria in design.
In first section desired pattern is synthesized with Orchard-Elliot method and amplitude and phase
of elements are specified. Next in order to provide our specification for antenna, printed dipole
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is chosen as element, equal and unequal Wilkinson power dividers are used to provide specified
amplitude and phase in elements. Then a special balun for matching feed network with elements
is used. Finally result of designed and simulated antenna, result of measurement of fabricated
element and array are shown.

2. ANTENNA DESIGN

An antenna with desired pattern (modified cosecant squared pattern) is designed in several steps,
at first with a synthesis pattern method, amplitude and phase of elements must be specified. Next
feed network for distributing input power to outputs must be designed, then radiating element with
considering low mutual coupling and required gain and polarization must be selected and matched
with feed network.

2.1. Synthesis of Desired Pattern
Several methods for synthesizing pattern (shaped pattern) can be used. In nonuniformly spaced
array antenna, particle swarm optimization (PSO) [13] method and in uniformly spaced array
antenna Woodward-Lawson, Fourier series [14], and Orchard-Elliot, . . . , methods are used. The
pattern synthesis was performed using the Orchard-Elliot method [15]. For this goal, it has chosen
to conceive a cosecant squared pattern with θ0 = 9 deg., since this case seems optimal for SSR sys-
tems [5]. An array configuration of 11 elements with 0.6λ0 distance between elements in 1060 MHz
is considered in which required amplitude and phase of elements are obtained. These amplitudes
and phases are listed in Table 1.

2.2. Feed Network Design
Weighted power distribution has been used to feed each of elements with specific level of amplitudes
and phases. The level of excitation at the inputs for feeding the individual radiators specifies the

Table 1: Amplitude and phase of elements.

El. Num. Amplitude Amplitude
1 0.0975 −57.00
2 0.1025 −57.00
3 0.2000 −54.00
4 0.2450 −24.00
5 0.2630 −25.00
6 0.5070 −9.000
7 0.5710 62.00
8 0.4310 121.0
9 0.1550 173.0
10 0.0877 96.00
11 0.1025 156.5

Figure 1: The ideal and synthesized cosecant squared patterns.
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radiation characteristics of the array, mainly its effective pattern shape. Array factor which results
from this distribution (synthesized pattern), and an ideal cosecant squared pattern are shown in
Fig. 1, where beam shaping features can clearly be seen.

The required excitations to radiating elements are provided from input power through some equal
and unequal Wilkinson power dividers, which shapes the column’s radiation characteristic according
to modified cosecant squared function. In order to decrease size of feed network, Wilkinson power
dividers from these formulas are designed, shaped and optimized to order in horizontal plane.
Designed feed network is shown in Fig. 2.

The microstrip feed network have been designed for realizing the array excitations using CST
Microwave Studio [12] to provide the required excitation. As it expected, this power distribution
should work in two frequencies well; consequently, the output amplitudes should not change in
regard to frequency (Fig. 3) and slope of output phase lines should be the same as shown in Fig. 4.
These Phase lines have same slope if only length of all paths from input to outputs be the same.

2.3. Antenna Element
The choice of array element is made based on the requirement of bandwidth (10% bandwidth), beam
width, desired radiation patterns in E- and H-planes, compatibility with microstrip structures and
low mutual coupling for realizing an ultimate low SSL with vertical polarization. Several radiating
element candidates exist which can comply with the above requirements. In array applications it
is typically necessary to use elements that can be approximately 0.5λ. For this purpose, a parallel

Figure 2: Designed feed network.

Figure 3: The amplitude distribution. Figure 4: The phase distribution.

(a)

(b)

Figure 5: Designed antenna, (a) top view, (b) bottom view.
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Figure 6: The simulated cosecant squared pattern.

(a) (b)

Figure 7: Fabricated elements, (a) top view, (b) bottom View.

(c) (b)

Figure 8: Result of simulation and measurement of fabricated elements, (a) E-plane, (b) H-plane.

strips printed dipole [11] has been chosen and designed as an array element which satisfies the
above requirements. These radiation characteristics of the element are 5.57 dB gain, angular width
(3 dB) of 157.5 deg. in the azimuth plane, 72.3 deg. in the elevation plane and with −10.7 dB SLL.

2.4. Microstrip to Parallel Strip Balun
Since half-wave dipole has an impedance nearly 73 + j42 ohm and it is integrated to 50 ohm line,
length of element is decreased to omit imaginary part of impedance and a balun is used for matching
microstrip feed network with parallel strips dipole.

3. ANTENNA SIMULATION AND RESULTS

3.1. Analysis and Simulation of Whole Antenna
The designed antenna has been shown in Fig. 5. The feed network and the printed half-wave dipoles
are fabricated on RT-Duroid 5880 substrate (εr = 2.2 and tan δ = 0.0009) with 31mil thickness.
Fig. 6 shows simulated elevation pattern for center (1060MHz) and edge frequencies (1030 MHz
and 1090 MHz). It can be seen that beam shaping is obtained according to the objectives in the
whole band. In this figure, the synthetized radiation pattern is also shown. It has to be noted
that the synthesis was done with considering isotropic elements, therefore the differences between
the synthesis and the simulated pattern at out of 10 dB beam width are due to element radiation
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pattern.

3.2. Array Element Implementation
For investigating the difference between simulation and fabrication and for considering the effect of
mutual coupling between elements, two element array of dipoles has been fabricated, measured and
compared with simulated design. Structure of fabricated array is shown in Fig. 7 and the result for
co-polarization and cross polarization of designed and fabricated array at 1060 MHz are shown in
Fig. 8. In order to result be completely obvious, scale of co-pol and x-pol patterns are considered
same but actually difference between them is 25 dB. As it is shown, simulated and measured results
are almost same.

4. CONCLUSION

A Simple structure with modified cosecant squared pattern for SSR antenna was designed and
presented in L band frequencies (1030± 10 MHz and 1090± 10MHz). Microstrip structure usually
have some limitation in bandwidth but the new structure that was introduced in this paper, solved
this problem. In order to achieve specified criteria for element a simple element such as printed
half-wave dipole was used in which it is compatible with microstrip structure. The array of these
elements has negligible mutual coupling. The simulation results showed that beam shaping is
achieved based on the objectives in the whole band.
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Abstract— Recent developments in the wireless communication industry continue to drive
the requirements for small, compatible, and affordable reconfigurable antennas. Polarization-
reconfigurable antennas can mitigate multipath fading loss and provide a double-transmission
channel for frequency reuse. A polarization-reconfigurable slot antenna, for wireless communica-
tion, is presented in this paper. In the proposed design a new shape of slot antenna based on SIW
structures at the center frequency 31GHz is presented which is linear-polarization (LP)/circular-
polarization (CP) switchable reconfigurable antenna while the antenna is still operable over the
desired frequency band. The proposed antenna is designed and simulated using Ansoft HFSS,
a Finite-Element-Method based EM solver. The computed return loss, for each case, is better
than 10 dB over the 30–32 GHz frequency range. The 3 dB axial ratio BW around is 11% in the
CP state.

1. INTRODUCTION

Wireless communication systems have been developed rapidly in recent years in that systems require
an antenna with a wideband, good radiation performances and sometimes switchable ability. To
obtain the switchable ability of the antenna, the concept of a reconfigurable antenna was proposed
a few years ago [1]. Reconfigurable antennas generally have a frequency, radiation pattern, or
polarization tune ability. Frequency, radiation pattern [2–5], and polarization [6–8] reconfigurable
antennas are alternatives to broadband/multiband antenna, beam forming array, and dual-polarized
antenna, respectively. Polarization-reconfigurable antennas are wireless link terminals that help
increase the performance of communications systems through polarization diversity and frequency
reuse. But few polarization reconfigurable antennas have recently been presented [9–11]. This is
because it’s difficult to simultaneously realize a good impedance matching for circular and linear
polarizations. In this paper, a very simple polarization-reconfigurable slot antenna, for wireless
communication, is proposed.

2. ANTENNA CONFIGURATION AND DESIGN GUIDELINES

The antenna is designed to have the linear and circular polarization. The substrate with εr = 2.33,
tan δ = 0.0009, and thickness of 0.508 mm was used for antenna. The design process consists of
three parts. At first, designing of single slot then, Calculation of coupling factor and second slot
length and finally, reconfigurable antenna design. An overall layout of the designed slots is shown
in Fig. 1.

Figure 1: The layout of the designed slot.
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2.1.
2.1.1. SIW Design
In the previous years, there have been attempt of different kinds to implement the waveguide in the
surface because these elements are cheaper. One of the best method to construct these elements is
using the two line of cylindrical conductors that works as a waveguide. The main difference between
SIW and conventional waveguide is their propagation modes. In the conventional waveguide all
of TMnm and TEnm mode are propagated, but only TEn0 is propagated in the SIW. To design of
purposed antenna the SIW with d = 0.8mm, p = 2 mm, a = 7.2mm, h = 0.508mm, εr = 2.33 is
used. The cut-off frequency of the SIW is 15.2 GHz that is suitable for the purposed application. All
the structures implemented by SIW should be fed accurately. Since dominant modes of rectangular
waveguide and microstrip line are similar. A microstrip line is usually used for SIW feeding. The
optimized dimensions of feed are a1 = 6.096 mm, l = 5.588mm, d1 = 2.286mm, h = 0.508mm,
w = 0.711mm. Fig. 2 shows surface current of SIW.

2.1.2. Single Slot Design
In an effort to decrease the total area occupied by the antenna, the slot configuration was altered
from its standard straight form to an S-shape. From the simulated equivalent magnetic current
distribution on the straight and S-shape slots [Fig. 3, antennas (a) and (b)], it is obvious that they
both closely follow a sinusoidal pattern with the maximum current concentrated in the middle of
the slot. As a result, the two antennas share very similar properties and they only Differ in their
polarization orientation.

Figure 2: Surface current on SIW.

(a)

(b)

Figure 3: The equivalent magnetic current distri-
bution on the (a) straight and (b) S-shape slots.

Table 1:

θ Polarization
1 20 49
2 40 63
3 60 78
4 90 90

Figure 4: The real and imaginary part of normalized slot impedance vs. length of slot.
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Antenna (a) is horizontally polarized, while antenna (b) slant linear polarized. The slot must
be placed in a point on SIW surface which the transverse and longitudinal current distribution
components of the TE10 mode be equal. Two values of x can be found for which |Jx| = |Jy|.
x = a/π (tan−1(λg/2a) is achieved according to the method that is discussed in [12] which a and λg

are the width and guided wavelength of SIW, respectively. At the following point, the transverse
and longitudinal components of the current distribution are equal in magnitude. If an s-slot be cut
at the x point, the produced electric fields in the s-slot branches are equal in magnitude but the
transverse and longitudinal components of the electrical field are not exactly the same in s shape
slot, so it is necessary to optimize the slot to achieve 45 deg. Polarization which θ in Fig. 1 must
be 20◦ and L1+L3

L2
< 0.37. Table 1 shows the effect of θ vs. polarization. HFSS software is used

to simulate an isolated S shape slot to achieve its length according to the method in [13]. Fig. 4
shows the real and imaginary part of normalized slot impedance vs. length of slot. So the length
of slot is obtained 4.12 mm for first slot.
2.2. Calculation of Coupling Factor
By means of the model in Fig. 5, the coupling coefficient, indicating the amount of radiation from
a single slot is derived. The slot is placed in its calculated offset from previous section and the
length of module is λg/2.

The reference planes at two ports should be shifted inward to remove the transmission line
effects. This yields

S =
(

S11 S12

S21 S22

)

S =
(

e2jβ10s 0
0 e2jβ10s

)
Sb

(
e2jβ10s 0

0 e2jβ10s

)

where Sb is the scattering parameters matrix calculated by the simulation software and β10 is the
propagation constant for TE10 mode.

S matrix of calculated slot is shown in Fig. 7. So coupling factor is obtained as follow |S21|2 +
|S11|2 + |S31|2 = 1, |S21| = 0.8, |S11| = 0.079, |S31| = α = 0.59|S21| = 0.8 must be applied to the

(a) (b)

Figure 5: (a) The pattern and (b) the S parameter of straight and S-shape slot.

Figure 6: Structure model to calculate coupling.
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Figure 7: The S matrix of calculated slot.
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Figure 8: The input impedance of first module.

input of second slot to achieve the second slot length to have the same coupling coefficient. But
the input impedance of second module is not 50 anymore. So output of first module should be
applied to output of second module. Fig. 8 shows the input impedance of first module which is 29 Ω
at 32 GHz. With this scenario the length of second slot is obtained 4.32mm. So all of necessary
parameters to design the antenna in Fig. 1 are obtained.

2.3. Reconfigurable Antenna Design and Simulation Result

There are various elements and techniques implemented in order to achieve the tune ability: micro
electromechanical switches (MEMS), varactors, PIN diodes, FET transistors, and special substrate
materials like ferroelectric or ferromagnetic materials. In this paper PIN diodes are used, because
PIN diode’s reliability, compact size, high switching speed, small resistance and capacitance in the
ON and OFF state, respectively, make it most appropriate for the application at hand. But at first
a biased circuit must be intruded for diode. The switch bias network is presented in Fig. 9. An
inductor is necessary for RF signal isolation but lumped elements do not have appropriate behavior
in high frequencies because their self-resonance frequency is less than 31 GHz. The Stub is designed

Figure 9: The biased circuit for diode.

Figure 10: The stub is designed by two λg/4 open
circuit radial stub line.

Figure 11: The S parameter of antenna.
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Figure 12: The computed radiation patterns, in the X-Z and Y -Z planes, at 31 GHz for diode on and off.

Figure 13: The simulated return loss versus the
switch ON state resistance for three different cases
between 2 to 5Ω.

Figure 14: The axial-ratio of the proposed antenna.

by two λg/4 open circuit radial stub line which enhance stub bandwidth (Fig. 10). Furthermore
two 2.7 pF capacitors are used to improve the DC isolation. The diode is placed on slot and its bias
circuit is on a separate substrate which is connected to diode with appropriate wires. The antenna
was designed and simulated using Ansoft HFSS for one switching conditions. Computed return
loss plots, as depicted in Fig. 11 shows that the antenna operate in 30–32 GHz in both case (diode
on and off). The return loss is acceptable in both case and there is not necessary any additional
switch to tune the resonance frequency. The computed radiation patterns, in the X-Z and Y -Z
planes, at 31 GHz for diode on and off, are shown in Fig. 12. The small ON state resistance also
affects the Antenna performance and particularly its input impedance. Full wave analysis was used
to model these effects. For a first order approximation, the diode resistance was modeled as a
thin film resistor on top of the slot and the packaging parasitic elements were neglected in this
analysis. Fig. 13 shows the simulated return loss versus the switch ON state resistance for three
different cases between 2 to 5Ω. As it is shown in this figure, the parasite resistance does not
effect on antenna performances. The radiation of the antenna is acceptably the same. However,
the efficiency and the gain will be reduced compared to a half-wavelength slot due to the resistive
losses caused by the diodes. When diode is on, the gain of antenna is 0.5 dB less than another one
and the side lobe level is more than when diode is off. But In either case, the antenna is expected
to have maximum radiation in θ = 0. Accordingly, the axial-ratio of the proposed antenna is shown
in Fig. 14. As it is shown in this figure when diode is off the ratio of Ex and Ey is one with 90◦
differences in phase but when diode is on, this ratio is not one anymore, so there is not circular
polarization anymore.
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Reconstruction Based on Mixed Orthogonal Basis
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School of Information Engineering

East China Jiaotong University, Nanchang 330013, China

Abstract— Microwave radiometry is the primary means of soil moisture remote sensing and
capable of observation soil moisture all-time, all-weather. But the imaging method of traditional
microwave radiometry has complex structure and low resolution, which limited largely the appli-
cation in regional soil moisture remote sensing. In this paper, we propose a new inversion method
for microwave radiation interferometry imaging based on compressed sensing (CS), by mining the
sparse and compressible information of the microwave radiation image. The proposed method
can break through the limit of the inherent spatial resolution of the imaging system which based
on the Nyquist sampling, achieving the spatial resolution image closely obtained by the expensive
large aperture imaging system, and reducing the complexity and the cost of the hardware of the
imaging system configuration. Due to the complexity of microwave radiation image scene, it is
difficult to sparsely represent the microwave radiation image by single orthogonal basis, so we
make use of the sparse representation in mixed orthogonal basis and the constraint conditions
of total variation regularization of microwave radiation image, and establish the optimal recon-
struction model of microwave radiation image. We solve the optimal solution of reconstruction
model by adopting the alternating direction method (ADM), achieve high resolution microwave
radiation image reconstruction from low-dimensional measurements to high -dimensional data,
and solve the contradiction between the high resolution and the complexity of the system, and
establish evaluation methods of spatial resolution. The simulation results show that, compared
with orthogonal the matching pursuit (OMP) algorithm, the proposed algorithm can achieve
higher spatial resolution.

1. INTRODUCTION

Interferometric synthetic aperture microwave radiometry (ISAMR) integrates small aperture an-
tenna array into large observation aperture, without mechanical scanning, can overcome the short-
comings of real aperture microwave radiometer. However, for L-Band space borne ISARM, in order
to achieve a spatial resolution of 50 km, it still needs 9 meters in diameter antenna array. And with
soil moisture sensing area and the fine structure in the direction of development, need increase
the diameter of antenna array to satisfy the high spatial resolution requirement, the resolution of
radiometer data can be enhanced by using either image processing techniques or special recon-
struction algorithms. ISAMR has evolved into a large and complex system that need hundreds
of millions data to imaging. In this regard, interferometry and conventional microwave radiation
imaging method based on spatial Nyquist is difficult to achieve.

Compressed sensing (CS) theory [1] brought a huge breakthrough in the field of information
processing in recent years,and it has changed the way people access information. The CS model is
shown in Figure 1.

Compressible

signal

STEP 1

Sparse transform

x=Ψ Tu

STEP 2

Observations obtained 

M-dimensional vector:  

b=Φx

STEP 3

Reconstruct signal

Min ||ΨT
u||0

S.t  A
cs
u=b

Figure 1: Compressed sensing theoretical framework.

For encoders, recent results indicate that stable reconstructionfor both K-sparse and compress-
ible signals canbe ensured by restricted isometry property (RIP). However, it is extremely difficult
to verify the RIP propertyin practice. Fortunately, Candes et al. show that RIP holds with high
probability when the measurement matrix are random. Being under determined, the equation
b = ΦΨT u usually has infinitely many solutions. If we know in advance that b is acquired from a
highly sparse signal, a reasonable approach would be adopted to seek the sparsest one among all
solutions, i.e.,
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min
x
{∥∥ΨT u

∥∥
0

: Au = b} (1)

Unfortunately, this l0 decoder is generallyNP-hard and impractical in computation for almost all
realproblems. Candes and other studies show that we can replace the l0 with l1as a signal sparse
approximation measure, i.e.,

min
x
{∥∥ΨT u

∥∥
1

: Au = b} (2)

We can see that the problem (2) is constrained. According to the optimization theory, it can be
transformed into the following unconstrained problem.

min
x

∥∥ΨT u
∥∥

1
+ µ ‖Au− b‖2

2 (3)

where µ > 0.
In literature [3], the CS theory was applied to microwave radiation interference measurement

inversion imaging. By using sparse sampling methods to reduce the sampling rate to optimize the
number of antenna array, and decrease the complexity of the imaging system in some certain extent.
However, for image restoration,recent research [5] has confirmed that the use of total variation (TV)
regularization instead of the l1 term in CS problems makes the recovered image quality sharper,
and the edges or boundaries which is essential to characterize images can be preserved accurately.
Based on the disadvantage of minimum l1 norm in computing speed and matching pursuit algorithm
in the reconstruction accuracy, and according to the microwave radiation image’s characteristic of
multi-structure, in this paper, we propose a new model MixTV-W based on the TV and wavelet
basis combined with alternating direction method (ADM) algorithm, which can overcome the above
disadvantages.

2. BASIC ALGORITHM AND OPTIMALITY

2.1. The Model of MixTV-W

The greatest contribution of this literature is to propose the MixTV-W model. This model is mainly
the combination of mixed orthogonal basis and augmented Lagrangian function. In our approach,
u is reconstructed based on the following model:

min
u

∑

i

‖Diu‖2 + τ
∥∥ΨT u

∥∥
1
+ (1/2)µ ‖Au− b‖2

2 (4)

where
∑
i

is taken over all pixels,
∑
i
‖Diu‖2 is a discretization of the TV of u, and τ

∥∥ΨT u
∥∥

1
is the

l1-norm of the representation of u under Ψ. Ψ is the wavelet basis particularly the Haar wavelet
basis in our experiments, A is a random observation matrix and τ , µ > 0 are scalars which are used
to balance regularization and data fidelity.

We introduce auxiliary variables w = [w1, w2, . . . , wN ], where each wi ∈ R2 and z ∈ R2

therefore the problem (4) is equivalently transformed to the following form

min
w,z,u

∑

i

‖wi‖2 + τ ‖z‖1 + (1/2)µ ‖Au− b‖2
2

s.t. wi = Diu, foralli ; z = ΨT u (5)

To tackle the linear constraints, we consider the augmentedLagrangian function of (5). Then come
to our MixTV-W model:

min
w,z,u,λ1,λ2

`A(w, z, u, λ1, λ2) =
∑

i

{
‖wi‖2 − (λ2)i(wi −Diu) + (β2/2) ‖wi −Diu‖2

2 + τ ‖zi‖1

−(λ1)i(zi − ψT
i u) + (β1/2)

∥∥zi − ψT
i u

∥∥2

2

}
+ µ/2 ‖Au− b‖2

2 (6)

where β1, β2 > 0, for each i(λ1)i ∈ R, (λ2)i ∈ R2, and ψi is the ith column of Ψ. For simplicity,
we assume β1 = β2 ≡ β.
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2.2. Solving the MixTV-W Model by the ADM

However, each iteration of the augmented Lagrangian method (ALM) is relatively expensive. In
contrast, the ADM approach has a much cheaper per-iteration cost. Supposed that wi, zi, and u
respectively denote the approximate minimizers of (6) at the kth iteration which refers to the inner
iteration while solving the subproblem

Firstly, for fixed zi, u and (here and after λ = (λ1, λ2)), the minimization of (6) is equivalent to
solve the so-called “w-subproblem”

min
wi

∑

i

‖wi‖2 − (λ2)i(wi −Diu) + (β/2) ‖wi −Diu‖2
2 (7)

According to the theory of two-dimensional shrinkage operator [5], the minimizer wi is defined by

wi = max
{∥∥∥∥Diu +

(λ2)i

β

∥∥∥∥
2

− 1
β

, 0
}
· Diu + (λ2)i/β

‖Diu + (λ2)i/β‖2

(8)

Similarly, according to the theory of one-dimensional shrinkage operator, the minimizer zi is
defined by

zi = max
{∥∥∥∥ψT

i u +
(λ1)i

β

∥∥∥∥
1

− τ

β
, 0

}
· ψT

i u + (λ1)i/β∣∣ψT
i u + (λ1)i/β

∣∣ (9)

In addition, after the values of wi and ui is determined, u can be achieved by solving (6) which
is equivalent to solve the so-called “u-sub-problem”

min
u

ϑ(u) =
∑

i

−(λ2)i(wi −Diu) + (β/2) ‖wi −Diu‖2
2 − (λ1)i(zi − ψT

i )

+(β/2)
∥∥zi − ψT

i u
∥∥2

2
+ (µ/2) ‖Au− b‖2

2 (10)

The minimizer u can be solved by the least squares method, the value of u is as follows

u = (βψT
i ψi + βDT

i Di + µAT A)T · [−(λ2)iD
T
i + βDT

i wi − (λ1)iψi + βψiz + µAT b
]

(11)

In summary, according to the ADM, the (6) is divided into three sub-problems, and these three
sub-problems can be solved relatively simple arithmetic operations, thereby avoiding the direct
solution more than 1-norm and 2-norm of hybrid optimization question.

Algorithm of MixTV-W:
Input: random observation matrix A, Observation information b, τ , µ, β > 0, tolerance ε.
Initialize u0,(λ1)0(λ2)0, k = 0.
While stopping criteria unsatisfied Do

1) Compute wk+1,zk+1 by solving (8) and (9).

2) Compute uk+1 by solving (11).

3) Update λ1 and λ2 by (λ1)k+1
i = −(λ1)k + β

(
zk+1
i − ψT

i uk+1
)

(λ2)k+1
i = −(λ2)k + β

(
wk+1

i −Diu
k+1

)

4) k = k + 1.

End Do
The stopping criteria is

∥∥uk+1 − uk
∥∥

2
≤ ε.
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(a) (b) (c)

Figure 2: The result of reconstruction under the sampling rate 0.4.

(a) (b) (c)

Figure 3: The result of reconstruction under the sampling rate 0.7.
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Figure 4: Gray value near the edge portion of the moon.

Table 1: The PSNR (dB) of different sampling rates and different algorithms.

algorithm this paper OMP
sampling rate 0.4 0.7 0.4 0.7

Moon 28.43 33.84 25.02 30.42

3. SIMULATION EXPERIMENT

In the simulation experiment, we simulate the microwave radiation image of the Moon by the
proposed algorithm based on the total variation basis and wavelet basis. Also the OMP algorithm
based on the wavelet basis is adopted to simulate the result as the comparision. The two images’
size are 256× 256. Sampling rate is set to 0.4 and 0.7 respectively. The reconstruction results are
presented in Figure 2 to Figure 3.

In the two figures, subgraph (a) are the original, subgraph (b) are the results of the reconstruction
by the algorithm this paper proposed, subgraph (c) are the results of the reconstruction by the
OMP based on the signal basis. We can see that the results of the subgraph (b) in the two figures
are better than the subgraph (c). According to the Simulation data in Table 1, the PSNR of
subgraph (b) in the two figures are higher 2–4 db than subgraph (c).

In each subgraph of the Figure 4, black solid line represents original, red dotted line represents
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reconstruction by algorithm this paper, blue dot and solid line represents reconstruction by OMP.
In the Figure 4, each subgraph shows the grey value of image border and the change illustrat
that the spatial resolution are high. We can see from the figure that the faster the grey value
changes which is the steeper the curve changes illustrating that the spatial resolution are higher.
In each subgraph of the Figure 4, black solid line represents original, red dotted line represents
reconstruction by algorithm this paper, blue dot and solid line represents reconstruction by OMP.
So from the Figure 4 denotes that the spatial resolution of reconstruction by our proposed algorithm
is higher.

4. CONCLUSION

This paper proposed the model based on the mixed orthogonal basis and the augmented Lagrangian
approach, and use the ADM reconstruct the microwave radiation images. The result of simulation
of complex microwave radiation image show that the method we proposed is better than the OMP
method based on the signal basis. However if the image’s structure is too simple, the result used
by our proposed algorithm is not as good as the result of OMP. The next step will focus on the
reconstruction quality, and optimize the reconstruction algorithm.
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Abstract— Estimation of terrain profiles remains very interested in the applications of remote
sensoring. In particular, the high-resolution images obtained by the Airborne or satellite-borne
synthetic aperture radars (SARs) were effectively used in conjunction with the applications of
stereo techniques to perform the estimation. Many simulation models were thus developed and
applied in the stereo techniques to process the optical images to estimate terrain profiles such as
the digital elevation model (DEM) and digital terrain model (DTM). Some typical examples of
technologies revealed in the literatures are summarized in the following. The works in proposed a
new hybrid radar grammetric model as a function of terrain’s slope to establish the stereo DEM
without the need of using any reference cartographic data. The accuracy was examined by using
the topographic 1959 DEM, and Ice, Cloud, and land Elevation Satellite (ICESat) data. It was
applied to ice-covered areas with 1-sigma 25- or 18-m accuracy over less than 30◦ or 5◦ slopes,
respectively. In addition, a systematic elevation lowering of around 10m computed between
1959 DEM and recent elevation data (R-2 and ICESat) could be due to icefield wastage over the
last 50 years.

1. INTRODUCTION

Estimation of terrain profiles remains very interested in the applications of remote sensoring. In
particular, the high-resolution images obtained by the Airborne or satellite-borne synthetic aperture
radars (SARs) [1–3] were effectively used in conjunction with the applications of stereo techniques
to perform the estimation. Many simulation models were thus developed and applied in the stereo
techniques to process the optical images to estimate terrain profiles such as the digital elevation
model (DEM) and digital terrain model (DTM). Some typical examples of technologies revealed
in the literatures are summarized in the following. The works in [4] proposed a new hybrid radar
grammetric model as a function of terrain’s slope to establish the stereo DEM without the need of
using any reference cartographic data. In [5, 6] stereo-techniques using a reference point to estimate
the height difference relative to the reference point are developed. In particular, [5] employs a
known profile as the reference to find the profile of desired terrain. The reference point is selected
in the vicinity of the target point in an one-to-one correspondence. Instead, [6] starts with a single
reference point. The target point most close to the reference point is first estimated. Afterward,
this target point is used as a new reference point to estimate the next target point in a sequential
order. A systematic bias [5] based on a conjecture of being proportional to the height difference
between the target area and the reference area is developed to improve the accuracy. The estimated
height error can be reduced to 1 m or less by correcting such bias if the target points are near the
center row. The approach of using a single reference point dramatically simplifies the systematical
structure at the cost of estimation accuracy.

The work presented in this paper is most related to [5, 6] by estimating the height difference
between the target point and a reference point. The important progress achieved in this works is
that the reference profile is established from the SAR range information of the desired terrain’s
profile under estimation instead of using the existing and known profiles. This approach simplifies
the estimation procedure because the known profile of reference terrain may not be available at
the time of processing. Beside the known profile of reference terrain might be also obtained from
estimation, where the estimation errors exist in the profile. The use of such reference profile may
accumulate errors in the subsequent estimation.

2. STEREO-SAR TECHNIQUE

2.1. Review of SAR Technique
The range-Doppler SAR algorithm [7, 8] used in this work is illustrated which is a two-stage pro-
cessing procedure to process the range and azimuth compressions in a sequential order. According
to the illustration, the received data, s(t, τ), obtained by SAR is first employed to conduct a range
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compression, where t and τ denote the receiving time and variables, respectively. In this procedure,
the data is first transformed in the range domain by applying the fast Fourier transform (FFT)
algorithm over the variable t, s̃(ω, τ) = Ft [s(t, τ)].
2.2. The Developed Processing Algorithm
The algorithm is developed based on the difference of range information obtained by two receivers
of SAR satellites, which can be obtained from two different satellites flying in one pass or a single
satellite flying in two passes along two different paths as illustrated in Fig. 1(a). Here the altitudes
of the two different flight paths are assumed to be same and equal to h so that a trigonometric
relationship can be established between the receivers, S1 and S2, on the two flight paths, and
the target under estimation. This assumption will avoid the possibility of forming any collinear
relationship between the three points, and assure the validity of algorithm. Here the coordinate
system is therefore selected for S1 and S2 to be (0, 0, h) and (rd, 0, h), respectively. Thus S1

serves as a reference point of coordinates with the vector of
−−→
S1S2 pointing to x̂, which makes the

along-track separation is zero, and the across-track separation is rd.
As mentioned in Section 1, the algorithm presented in this work builds up its own reference

profile by using the same set of SAR data obtained from the target terrain profile. The scheme
is illustrated by the geometrical illustration in Fig. 1(b), where a reference point, Pr, in the same
range cell of the target, Pt, is selected. The reference is at a postspacing distance, ∆x to Pt with a
height zr. Fig. 1(b) also shows four dummy circular circles, which are plotted with respect to the
centers at the two satellites on S1 and S2. In particular, the radii of F1r and F2r are the distances,
R1r and R2r measured from Pr while those of F1 and F2 are the distances R1 and R2 measured from
Pt. To establish the reference, the range information, R1r and R2r, is considered. The processing
algorithm is developed according to the differential information received between those at S1 and
S2. The development starts with the expressions of R1r and R2r by

R1r =
√

x2
r + y2

r + (h− zr)
2 (1)

and

R2r =
√

(xr − rd)
2 + y2

r + (h− zr)
2, (2)

respectively. Note that if one considers the strip profile in the vicinity of yr = 0, where in practice
xr, h À yr, (1) and (2) can be approximated as

R1r
∼=

√
x2

r + +(h− zr)
2 +

1
2

y2
r√

x2
r + +(h− zr)

2
(3)

and

R2r
∼=

√
(xr − rd)

2 + (h− zr)
2 +

1
2

y2
r√

(xr − rd)
2 + (h− zr)

2
, (4)

(a) (b)

Figure 1: Configuration of dual satellite path and estimation of target height using the receiving data along
two paths. (a) Configuration of dual satellite paths over a target area. (b) Estimation of θ1 using R1, R2

and rd.
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2.3. Calibration of SAR Range Information Base Two Known Terrain Profiles

The range information obtained by SAR technique experiences the estimation errors, which will
affect the estimation accuracy of terrain’s profile when the information is used to evaluate the height
of terain via any algorithm. It is assumed that the errors are solely caused by the SAR satellite’s
performance for simplification. Thus given a set of satellite’s system parameters, the relative errors
can be considered to be roughly the same regardless the terrain’s profile under estimation. In this
work, this relative error is first examined by using two known terrains’ profiles, which will be used
to correct the estimation errors and improve the accuracy.

3. NUMERICAL EXAMPLES

Examples are presented to demonstrate the utilization of this technique and validate the feasibility.
The relevant parameters of the TerraSAR-X satellite [9], which is used in our simulations. The
target area has a size of 1500 × 150m2 with the center located at (xc, yc) = (350, 0) km. The
altitude of satellite is 750 km. Thus the angular variation of any point in the target area, when
it is observed from the satellite, is significantly small and can be ignored as having been assumed
in Section 2. From the satellite, a total of 8192 pulses are emitted along the track, and the
pulse repetition interval is chosen to be ∆τ = 43.86µs, making an effective aperture length of
L = 8192V ∆τ = 2560 m. The target area of the terrain is discretized into square cells of ∆x×∆y,
where ∆x = 30 m and ∆y = 30 m are used to create 306 sample points. In this case, the range
resolution of SAR is in the order of ∆R = c/2Bw ∼= 2m while the azimuth resolution is in
the order of ∆Ra = λR/(2L) ∼= 5m. The three terrain profiles selected for the examinations
are shown in Figs. 2(a), (b), which are the contoured maps and images of: (a) Mountain area,
Highland Experimental Farm, National Taiwan University, Nantou County, Taiwan; (b) Batura
Glacier, Batura Valley Passu, Gojal, Gilgit-Baltistan, Pakistan. These three regions experienced
special influences by the global weather changes or were used to perform the related studies. In the
simulation, six rows of height data at the sampled points are recorded, with each row containing
51 data points.

(a) (b)

Figure 2: Height error along the center row of the strip area in (a) Mountain area, Highland Experimental
Farm, National Taiwan University, Nantou County, Taiwan, (b) Batura Glacier, Batura Valley Passu, Gojal,
Gilgit-Baltistan, Pakistan.

4. CONCLUSIONS

A stereo-synthetic aperture radar (stereo-SAR) technique is proposed to reconstruct the height
profile of terrains, requiring only one reference point. The technical parameters of TerraSAR-
X satellite is chosen to simulate over three different types of terrain. The rms error of height
estimation can be reduced to one meter, making this technique practical for certain applications.
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Abstract— Nuclear Quadrupole Resonance (NQR) is an advanced diagnostic method for the
spectroscopy of solid state substances. NQR exploits the presence of the electrical quadrupole
moment of the atomic nuclei of certain isotopes. A broad set of substances, both inorganic and
organic, have their quadrupole resonance in the range of ones to tens of MHz. An important fact
is that recognizable quadrupole resonance can be detected in the case of substances present in
explosives, drugs, and medicaments. The utilization of NQR constitutes a promising perspective
for non-contact, non-destructive diagnostics in chemical research, material science, and security
applications. A compact experimental NQR spectrometer has been built at the DTEEE, Brno
University of Technology. The spectrometer enables us to experimentally verify the impact of
various functional blocks on the detection abilities. Selected chemical substances containing
chlorine and nitrogen isotopes were analyzed with the spectrometer.

1. INTRODUCTION

The principles of NQR spectroscopy can be found in reference [1]. Although this technique seems to
be very promising for the detection of explosives [2], it is presently too slow and not very suitable for
field applications [3]. The detection of explosive materials via NQR is now used as a confirmatory
method in airport scanners. This type of detection is mostly based on the presence of nitrogen
isotope 14N. In addition to this, NQR spectroscopy can also be used to detect a variety of other
chemicals, such as those based on chlorine, bromine, or lithium. In this way, it is then possible to
identify drugs, which often contain some of the detectable isotopes.

The experimental NQR spectrometer in our laboratory is designed to measure within the fre-
quency range of up to 100 MHz. Its design, which is based on paper [4], utilizes a SpinCore
radioprocessor and is equipped with a 250 W rf power amplifier. A photograph of the experimental
NQR setup is shown in Figure 1.

Figure 1: The NQR setup during the experiment.

We examined the possibility of detecting some of the compounds and explosive mixtures intro-
duced in Table 1, and we also verified the minimum detectable amounts. These obviously depend
on the specific design of the spectrometer, in particular on the volume of the measuring coil and
the associated power of the rf amplifier. Other aspects significant in determining the minimum
amounts include the sensitivity and low SNR of the amplifiers and acquisition circuitry.
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Table 1: Resonant frequencies of some substances.

Substance Resonant frequency
KClO3 28.09MHz
NaClO3 29.93MHz
NaNO2 3.6 and 4.64MHz
RDX 3.41 and 5.192MHz
HMX 5 and 3.5 MHz
PETN 1 MHz

2. EXPERIMENT

A key part of the spectrometer is the rf preamplifier. We tested an AU-1647 low-noise amplifier by
Miteq and a cascade of two MiniCircuits ZFL-1000LN amplifiers. The best obtained SNR value was
27 dB for the pair of ZFL-1000LN and 38 dB for the AU-1647; furthermore, the cascade comprising
an AU-1647 + 2 × ZFL-1000LN was examined, with the resulting SNR of 22 dB. It is therefore
evident that the increasing number of amplifiers also causes the SNR to decrease.

As an example, we will now describe the results obtained from the measurements of two sub-
stances: potassium chlorate (KClO3) and sodium nitrite (NaNO2). The acquired FID signals are
presented in the graphs in Figures 2 and 3; here, the values on the y-axis are in units of output from
the A/D converter, and the x-axis shows time in seconds. The blue and red curves represent the
components I and Q of the quadrature detection. The applied parameters of the NQR experiment
are given in the description of the image.

Figure 2: The FID of the KClO3 sample at the frequency of 28.1MHz (number of measured points: 512;
excitation pulse length: 80 µs; dead time: 100 µs; interval between the measurements 50 ms; spectral width:
100 kHz; output voltage level: 30 mV). The response time is about 1 ms.

After the time accumulation, the signal was transformed into the frequency domain; the received
spectrum can be seen in Figures 4 and 5. The x-axis is in kHz, while the y-axis is in relative units
of the A/D converter. The spectrum shown here was computed from the signal accumulated from
1000 implementations.

As the resonant frequency of the LC probe slightly shifted after the insertion of the sample, it
is appropriate to tune the resonant circuit only in the presence of the sample. During the mea-
surement, the spectral response often exhibited narrowband artifacts; these unwanted components
can be caused by phenomena such as nonlinearities in the circuit or interferences from nearby ap-
pliances. We also verified the impact of slight changes (within the scale of kHz) in the excitation
signal frequency on the spectrum. Artifacts unrelated to the measured sample remained at the
same position in the spectrum, while the response of the sample was shifted to the other frequency.
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Figure 3: The FID of the NaNO2 sample at the frequency of 4.64MHz (number of measured points: 1024;
excitation pulse length: 75 µs; dead time: 150 µs; interval between the measurements: 70 ms; spectral width:
80 kHz; output voltage level: 40 mV). The response time is about 1 ms.

Figure 4: The spectral response of the KClO3 sample at the excitation frequency of 28.1MHz.

This approach can be used to identify and eliminate artifacts in the measured spectrum.
The spectral response depends on the excitation parameters, especially on the duration of the

excitation pulse: for the strongest spectral response, it is necessary to find its optimal value. When
measuring potassium chlorate, the intensity of the main spectral lines increased with the excitation
pulse lengthening up to 80 microseconds and remained strong up to 200 microseconds. Further
excitation pulse lengthening has an opposite effect, and thus the signal fades. Equally important to
proper detection is the excitation level: at an excessively high level, the sample is overexcited, and
weak or even no NQR response is obtained. A prerequisite for the FID acquisition is the correctly
set dead time, which must be optimally selected to recover the preamplifier transients after the
excitation pulse; simultaneously, the time must not be too long to preclude FID decay.

The averaging methods require us to measure n implementations of the signal. To ensure
high sensibility, this value should be large enough to facilitate the visibility of even small signals;
conversely, a too large n causes measurement time extension and amplifies the artifacts as well as
the correlated noise, which leads to a relative decrease in the signal intensity (despite the fact that
its absolute value increases). The usual number of implementations was therefore around 1000.
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Figure 5: The spectral response of the NaNO2 sample at the excitation frequency of 4.64 MHz.

In accordance with the theoretical knowledge, we observed the influence of the ambient tem-
perature and atmospheric pressure on the experiment. In some cases, we failed to find the NQR
response when the laboratory was too warm or when the atmospheric pressure dropped before a
storm.

3. DETECTABLE AMOUNT OF SAMPLES

The basic parameters for the NQR signal strength are the probe coil volume and duty cycle, i.e., the
ratio of the volume of the measured substance to the working volume of the coil. A major problem
lies in the electromagnetic field distribution in such a coil; thus, the signal depends on the location
of the sample in the coil. In this paper, we present the results obtained from several measurements
with varying amounts of potassium chlorate (KClO3) excited at the frequency of 28.09 MHz. The
experimental arrangement of the test is shown in Figure 6. In a coil having the volume of about
30 cm3 and with a 17 cm3 test tube, the minimal detectable amount of KClO3 was approximately
7 g. For substances with a weaker NQR signal, the measurement in the given configuration does
not make sense. It turned out that any prior mechanical movement affecting the powder sample
exerted strong influence on the NQR signal; it is therefore suitable to let each sample recrystallize
for several hours before measurement.

Figure 6: The experiment with the minimum detectable amount of KClO3. The red abscissa indicates the
center of the coil with the maximum electromagnetic field; the tube filled with over a half of the volume thus
exhibits a substantially higher signal value.
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Abstract— Subsurface imaging 3-D objects buried in layered medium with electromagnetic
waves has recently attracted significant interests. Due to the uncertainty of dielectric parame-
ters of layered background media in practice, most of existing electromagnetic inverse methods
reconstruct the buried objects unfaithfully. In order to accurately reconstruct the objects buried
in multilayered media with unknown dielectric parameters, we develop a new imaging method
named electromagnetic inverse scattering series method (EISSM) for imaging 3-D objects in mul-
tilayered media. The 3-D EISSM combines the inverse scattering series (ISS) theory with a
multi-array tomographic approach. It directly reconstructs the positions of the buried objects
(not their dielectric properties) solely with the dielectric parameters of free space according to
the discontinuities of dielectric parameters. Moreover, the effects of multilayered media to the
position error predicted by EISSM are also analyzed and discussed. Aiming to validate the fea-
sibility of the developed 3-D EISSM, some numerical simulations are given as well as the results
reconstructed by commonly used time reversal mirror (TRM) technique. Through the simula-
tions, the EISSM is capable of positioning 3-D targets buried in multilayered media with less
error than traditional TRM.

1. INTRODUCTION

Subsurface imaging 3-D objects buried in multilayered media with electromagnetic waves has re-
cently attracted significant attentions and been extensively studied. Up to now, various algorithms
have been proposed to circumvent the inherent difficulties in different application backgrounds [1–
5]. However, most of existing electromagnetic inverse methods are based on the assumptions that
the dielectric parameters of multilayered media are exactly known. Owing to the uncertainty of
dielectric parameters of the layered background media in practice, existing methods in [1–5] will
reconstruct the buried objects unfaithfully.

Aiming to accurately reconstruct the buried objects in practice conditions (the dielectric pa-
rameters of multilayered media are unknown), a modified inverse scattering series method (MISS)
based on the inverse scattering series (ISS) theory was developed in hydrocarbon exploration for
1-D and 2-D scenarios [6]. The MISS method reconstructs the electric conductivity of objects with
an approximation that the dielectric permittivity is constant and equal to the value of water.

Different to the MISS method, we develop an imaging method named electromagnetic inverse
scattering series method (EISSM) for imaging 3-D objects buried in multilayered media. The
proposed EISSM combines the ISS idea with a multi-array tomographic approach [7]. It directly
reconstructs the positions of the buried objects (not their dielectric properties) solely with the di-
electric parameters of free space according to the discontinuities of dielectric parameters. Moreover,
the effects of multilayered media to the position error predicted by EISSM are also analyzed and
discussed. In order to validate the feasibility of the developed EISSM, some numerical simulations
are given as well as the results reconstructed by commonly used time reversal mirror (TRM) tech-
nique [8, 9]. Through the simulations, the EISSM is capable of positioning 3-D targets buried in
multilayered media with less error than traditional TRM.

2. THEORY

Figure 1 shows the configuration of a 3-D object buried in a layered medium. In order to avoid the
mutual coupling, an antenna array which consists of a sequence of monostatic pairs is applied. When
a given transmitter emits an electromagnetic pulse, only the corresponding receiver is activated [7].
In addition, the transmitters are assumed as z-directed electric dipoles.
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Figure 1: Typical configuration of an object in a layered medium.

For the model in Figure 1, the wave equations for electric field in the actual medium and free
space are expressed as

(∇2 + k2
m

)
E(r, rs) = −J(ω)δ(r− rs), (1)(∇2 + k2

0

)
E0(r, rs) = −J(ω)δ(r− rs), (2)

where km = ω
√

ε̄mµm, k0 = ω
√

ε0µ0, (ε̄m, σm, µm) are the permittivity, conductivity and perme-
ability of the actual layered medium m, (ε̄, σ, µ) are the permittivity, conductivity and permeability
of the target, (ε0, σ0, µ0) are the permittivity, conductivity and permeability of free space. J is an
excitation source, ω is the angular frequency, the field point r = (x, y, z) and the position of source
rs = (xs, ys, zs).

Define a perturbation operator as

β =
(∇2 + k2

m

)− (∇2 + k2
0

)
= ω2ε0µ0 [(ε̄mµm/ε0µ0)− 1] = k2

0 α, (3)

where the dielectric perturbation α = (ε̄mµm/ε0µ0) − 1. In this paper, µm and µ are assumed as
µ0.

According to the Lippmann-Schwinger equation, electric field E is rewritten as

E(r, rs) = E0(r, rs) +
∫

D
G0(r, r′)β(r′)E(r′, rs)dr′, (4)

where G0 is the Green’s function of free space, D is the image domain.
Assume E = E0 + E1 + . . . + En + . . . =

∑+∞
n=0 En, substitute it into (4) and therefore (4) can

be successively iterated for field E on the right hand side,

E1(r, rs) =
∫

D
G0(r, r′)β(r′)E0(r′, rs)dr′

Denote⇒ (G0βE0), (5)

E2(r, rs) =
∫

D
G0(r, r′)β(r′)E1(r′, rs)dr′

Denote⇒ (G0βE1), (6)
. . .

En(r, rs) =
∫

D
G0(r, r′)β

(
r′

)
En−1

(
r′, rs

)
dr′ Denote⇒ (G0βEn−1), n = 1, 2, . . . , +∞. (7)

Then the scattered field is

Es = E−E0 = E1 + E2 + E3 + . . . = (G0βE0) + (G0βE1) + (G0βE2) + . . .

= (G0βE0) + (G0β(G0βE0)) + (G0β[G0β(G0βE0)]) + . . . . (8)

Assume β and α as a sum of constituent terms,

β = β1+β2 + . . . + βn + . . .=
+∞∑

n=1

βn =k2
0α=k2

0α1 + k2
0α2 + . . . + k2

0αn + . . . = k2
0

+∞∑

n=1

αn, (9)
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where βn and αn are the nth part of β and α, respectively.
Substitute (9) into (8)

Es(rM, rs) =

(
G0

(
+∞∑

n=1

βn

)
E0

)
+

(
G0

(
+∞∑

n=1

βn

)(
G0

(
+∞∑

n=1

βn

)
E0

))
+ . . .

= (G0β1E0) + (G0β2E0) + (G0β3E0) + . . . + (G0β1(G0β1E0)) + (G0β1(G0β2E0))
+(G0β2(G0β1E0)) + . . . + (G0β1(G0β1(G0β1E0))) + . . . , (10)

where Es(rM, rs) is the scattered field measured at the positions of receivers rM .
Match the equal order of βn and therefore the solution of (10) is equivalent to solve following

equations
(
G0k

2
0α1E0

)
= Es(rM, rs), (11)(

G0k
2
0α2E0

)
+

(
G0k

2
0α1

(
G0k

2
0α1E0

))
= 0, (12)(

G0k
2
0α3E0

)
+

(
G0k

2
0α1

(
G0k

2
0α2E0

))
+

(
G0k

2
0α2

(
G0k

2
0α1E0

))

+
(
G0k

2
0α1

(
G0k

2
0α1

(
G0k

2
0α1E0

)))
=0, (13)

. . .

By using Fourier transform and inverse Fourier transform, one can solve (11) with (3) for α1,

α1(x, y, z) = −8
cos3 θ0

c0
Ezs

(
rM, rs;

cos θ0

c0
(2z − zm − zs) +

sin θ0

c0

)
, (14)

where θ0 is the incident angle, x = (xm+xs)/2, y = (ym+ys)/2, rM = (xm, ym, zm), rs = (xs, ys, zs).
Ezs(rM, rs; t) is the z-directed electric field data measured by the receiver at position rM.

Then substitute α1 into (12) to solve for α2, and so on. Finally, α is constructed by summing a
series of constituent terms, i.e.,

α(x, y, z) =
∑∞

n=1

(−1/2)n−1

(n− 1)! cos2(n−1) θ0
·
[∫ z

zs
α1(x, y, z′)dz′

]n−1
· ∂n−1α1(x, y, z)

∂zn−1
. (15)

By using the differential properties of Fourier transform over α1, a closed form of α is derived
as

αEISSM(x, y, z) = α1(x, y, z −∆), (16)

where ∆ = (2 cos2 θ0)−1
∫ z
zs

α1(x, y, z′)dz′. Detailed derivation can be referred to [10].
In (16), αEISSM is an approximate solution of actual α in (15) because it encapsulates an infinite

number of terms through a manipulation of the depth variable z in α1. So, an error will be produced
by using EISSM for positioning the buried target.

In order to well understand the error of EISSM, the position error predicted by α1 is firstly
discussed. For simplicity, the transmitters and receivers are assumed to be placed on the same
plane (zs = zm). So the position predicted by α1 is

ẑR =
∫ zR

zs

cos θ0

c0/
√

εr(x, y, z′)
dz′ × c0

cos θ0
+ zs =

∫ zR

zs

√
εr(x, y, z′)dz′ + zs, (17)

where zR is the real position of target. According to (14), α1 uses c0 of free space to position the
target buried in the layered medium. The position error of α1 is

∆δα1 = ẑR − zR =
∫ zR

zs

√
εr(x, y, z′)dz′ + zs − zR =

∫ zR

zs
(
√

εr(x, y, z′)− 1)dz′. (18)

From (16), the position reconstructed by EISSM is ẑEISSM = ẑR +∆. Then the error in position
predicted by EISSM is

∆δEISSM= ẑEISSM − zR = ẑR − zR︸ ︷︷ ︸
∆δα1

+∆ =
∫ zR

zs

(√
εr(x, y, z′)− 1

)
dz′ +

∫ zR

zs
α1(x, y, z′)dz′

2 cos2 θ0

=
∫ zR

zs

(√
εr(x, y, z′)−1

)
dz′− 4 cos θ0

c0

∫ zR

zs

Ezs

(
rM, rs;

cos θ0

c0

(
2z′−zm−zs

)
+

sin θ0

c0

)
dz′. (19)
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For the planar layered medium shown in Figure 1, (19) can be rewritten as

∆δEISSM =
m+1∑

i=2

(
√

εr(i)−1)li− 4 cos θ0

c0

∫ zR

zs

Ezs(rM, rs;
cos θ0

c0
(2z′ − zm − zs) +

sin θ0

c0
)dz′, (20)

where εr(i) is the relative permittivity of layered medium i and assumed as a constant in layered
medium i (i = 2, 3, . . . , m+1). li is the z-direction thickness of layered medium i (i = 2, 3, . . . , m),
lm+1 is the depth that the target embedded in layered medium m + 1, and

∑m+1
i=2 li = zR.

In (20), the incident angle θ0 and the measured data Ezs are fixed when the transmitters and
receivers are given. So ∆δEISSM relates with zR, εr(i) and li of layered medium according to (20).

3. NUMERICAL SIMULATIONS

In order to demonstrate the feasibility of the proposed method, Figure 2 shows a scenario of a
3-D target buried in the bottom of a three-layer medium. 18 z -directed electric dipole antennas
are co-located to form 9 monostatic pairs with a uniformly space of 15 cm. When a given dipole
transmitter emits a pulse, only the corresponding receiver is activated [7]. 9 transmitters operate
sequentially until completing one full cycle of activations. Then the antenna array moves along
+x direction (scan line) for surveying. In the simulations, the antenna array moves 9 times evenly
along +x direction with an interval of 15 cm. A pulse of Blackman-Harris window (BHW) function
with characteristic frequency of 1.5 GHz is used as a source signal. The dielectric constant and
conductivity of the three layers and the target are (εr, σ) = (1.0, 0.0 S/m), (2.0, 0.01 S/m), (3.4,
0.01 S/m) and (9.0, 2.0 S/m), respectively. The size of the target is 20 cm × 20 cm × 5 cm. The
synthesis data are generated by using FDTD method.

Object

x
y

z Scan line

Antenna array

rε  =1, !σ=0
Layer 1

! rε  =3.4, !σ=0.01
Layer 3

20 cm

5 cm 

20 cm
20 cm

transmitter receiver

monostatic pairs

...
...

monostatic pairs

monostatic pairs

rε  =2, !σ=0.01
Layer 2

15 cm 

5 cm 

! rε  =9

!σ=2

Interface 1

Interface 2

Figure 2: Configuration of an object in a three-layer medium.

With the synthesis data, the results reconstructed under different conditions are given in Fig-
ure 3. In practice conditions, the dielectric parameters of layered background medium are unknown.
So, Figure 3(a) shows the result reconstructed by using time reversal mirror (TRM) technique solely
with the dielectric parameters of free space. Here, Figure 3(a) is used as a reference because TRM
has been widely used for surface-penetrating radar detection [8]. In Figure 3(a), the interface 1 is
accurately reconstructed because the layer 1 is just free space, while the interface 2 is difficult to
detect. The target reconstructed by TRM shifts about 12.9 cm downward to the actual one with
the dielectric parameters of free space. Figure 3(b) gives the result reconstructed by using the
EISSM under the same conditions as Figure 3(a). The interface 1 is accurately imaged and the
interface 2 has a 3.6 cm error downward to the actual one. The buried target reconstructed by the
EISSM deviates about 6.0 cm downward to the actual one. Compared with the TRM, the EISSM
positions the buried target with more accuracy. To simulate more realistic scenario, Gaussian noise
is added to the measured data. The result reconstructed by the EISSM at an SNR of 5 dB is given
in Figure 3(c). From Figure 3(c), Gaussian noise does not affect the positions of subsurface scatters
predicted by the EISSM and just decrease the image contrast.
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Interface1
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Interface1

Target
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Figure 3: Results reconstructed by using (a) TRM with the dielectric parameters of free space; (b) EISSM
with the dielectric parameters of free space; (c) EISSM with the dielectric parameters of free space at SNR
= 5 dB.

4. CONCLUSION

This paper presents an electromagnetic inverse scattering series method (EISSM) for sensing 3-D
object buried in planar multilayered media with unknown dielectric parameters. The advantage of
the EISSM is that it can locate the concealed target without knowing the exact dielectric parameters
of multilayered media. Numerical results demonstrate that the EISSM can position the target
buried in multilayered media with more accuracy than traditional TRM by solely using the dielectric
parameters of free space. For the measured data with Gaussian noise, the EISSM still obtain good
results. The developed EISSM is potentially useful for subsurface sensing the concealed targets in
practice conditions.
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Abstract— This paper presents a data acquisition system (DAS) for body-to-body radio com-
munication channel by using Labview. In order to analyze the characteristics of channel fading
on body-to-body radio communication channel, a real time DAS must be utilized. The software
will be integrated in the measurement system that uses an Agilent Vector Network Analyzer
(VNA) (model PNA E8362B),desktop and an interface buses (GPIB)-USB cable from National
Instrument (NI). A computer connected to VNA will carry out the acquisition of large data. The
measurement data, S21-parameter, will be recorded and stored for offline processing usage. In
addition, by using this software, it is more convenient and easier to collect a large data set. This
software is also able to capture rapid changes of S-parameter values in dynamic human body mo-
tions that requires for further investigation. The comparison of data acquisition between without
and with the integrated software is analyzed. The results demonstrate that DAS satisfies the re-
quirement to obtain real-time data with minimum error up to 0.02 dB for magnitude and almost
0 degree for phase of S11-parameter.

1. INTRODUCTION

Body-centric wireless communications (BCWC) defines as human-self and human-to-human net-
working with the use of wearable and implantable wireless sensors. It is a subject area combining
wireless body-area networks (WBANs), Wireless Sensor Networks (WSNs) and Wireless Personal
Area Networks (WPANs) [1]. In body-to-body radio communication channel experiment involv-
ing dynamic movements, data collection is very critical as a slight movement will cause changes
on the output results. Therefore, to ensure the efficiency and reliability of the system, there are
several requirements need to be properly investigated. Especially, for those dealing with physical
layer issues and the one related to medium access and network layers [2]. Due to this reason, the
significant section of the current studies on body centric networks has been focusing on the charac-
terization and modeling of the propagation characteristics as well as the transmission channel [3].
According to the research, a variety of investigations has concerned on the characterization of the
on-body channel and described how the current human body affects the communication between
two or more devices laced on it [4, 5]. However, limited studies have been done on body-to-body
channel [6]. The aim of this work is to design and analyze performance of DAS for data collection
in dynamic body-to-body radio propagation channel investigation.

2. CHANNEL MEASUREMENT SETUP

The channel measurement system that will consist of an Agilent E8362B vector network analyzer
(VNA), textile monopole antennas (TM) and computer with Lab-VIEW™ 7 software as a controller
to collect the data. The transfer function measurement mode will be operated in a VNA, where port
1 is the transmitting port and port 2 is the receiving port. This corresponds to a S21-parameter
measurement set-up (see Figure 2). The sweep time of the network analyzer, depending on the
number of frequency points within the sweep band, will be automatically adjusted by VNA. The
frequency band that will be used in the measurement is from 2GHz to 3 GHz. Two TM antennas
will be required, antenna1 will be attached on the subjectA (SubA) which is the transmitter, Tx
and the antenna 2 will be attached on the subjectB (SubB) as the receiver, Rx. The experiment
will be carried out in a controlled indoor environment at Embedded Computer Research Cluster,
Universiti Malaysia Perlis.

No other people will be present when the measurement is running, except two student subjects
and the data collectors. The placement of the transmitter (Tx) will be fixed at the right side of



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1047

upper arm on the SubA and the placement of receiver (Rx) will be fixed at the left side of upper
arm on the SubB. The antenna to body separation for both subjects is 10mm air gap. Two 4
meter low loss semi-rigid coaxial cables will be used in the measurement campaign, manufactured
by Huber-Suhner. At first, both of the subjects will be in a static movement for calibration purpose.
During the measurement, SubA will be static and SubB will be having dynamic movement. Figure 1
shows the measurement setup utilizing TM antennas worn on two subjects’ bodies in the indoor
environment.

Textile monopole antenna

Figure 1: Measurement setup utilizing TM antennas worn on two subjects’ bodies in indoor environment.

Figure 2: Measurement setup flow diagram.

3. RESULT AND ANALYSIS

The layout is created on the control panel of Labview. The graphical user interface for DAS is
used to setup the instrument by using LabView interface through the GPIB card to VNA. The
VISA section is the option to select the instrument model to connect with. File path is used to
select the particular file location that user wants to save the data. Measurement type consists of
four S-parameters; S11, S12, S21 and S22, options to choose. The power level is used to select the
required power to use for the particular measurement. For display trace there are two options either
display phase or magnitude of S-parameter. The default setting of sweep point for this experiment
is 1601 points. Besides, the frequency range setup is on the start and stop frequency. Next, the
sweep time is the time range requirement to measure and collect the data. The analyzer display
shows the sinusoidal graph flow of the result as shown on the screen of VNA (see Figure 3).

Table 1 presents the comparison of measured S11 between without and with DAS. The VNA is
calibrated before the measurement starts. To validate measurement result, data is taken without
DAS. First, frequency range, sweep point and sweep time are configured manually. Second, when
the measuring process stops, Save button on PNA is pressed to save the data inside the PNA
network analyzer. Finally, USB thumb drive is used to save S11 parameter from the instrument
by connecting to the USB port of PNA and data is transferred to PC for further analysis. Data is
saved as s2p file. On the other hand, by using DAS, the data is automatically transferred from PNA
to the PC. Figure 4 indicates the differences between PNA and DAS data. The S11 initial values
from frequency of zero to 0.5GHz are almost equal according to the line graph showin Figure 4.
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Figure 3: GUI (graphic user interface) of DAS.

The S11 magnitude at frequency of 0.5 GHz the PNA is 0.218359 dB and in DAS magnitude is
0.268300 dB. Both data has minor difference of 0.05 dB. The PNA magnitude is −0.011856 dB and
DAS magnitude is 0.017873 dB with small difference of 0.006 dB at 1.1 GHz.
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Figure 4: Comparison of PNA and DAS magnitudes in dB.

There is a small mismatch between PNA and DAS magnitudes around 0.02 dB at 1.41 GHz. In
general, the overall magnitude results collected from the PNA and DAS are equal. This proves
that the DAS satisfies the requirement to obtain real time data with minimum error. Figure 5
shows the phase data in degree. It is observed that there is very small variation between DAS
and PNA results. All the data with very small difference can be eliminated after round off the
decimal place. This graph also clearly shows that the phase data collected using DAS achieves
the requirement by attaining almost equal results. This proves that the data acquisition system
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Table 1: Comparison of measured S11 between without and with DAS.

Frequency (Hz) Without DAS With DAS
Magnitude (dB) Phase (degree) Magnitude (dB) Phase (degree)

10000000 −0.467869 −136.450500 −0.392691 −136.505100
109950000 0.432964 0.774235 0.427213 0.634953
209900000 0.315940 14.332120 0.343037 13.643520
309850000 0.229078 30.035230 0.215615 29.792090
409800000 -0.054616 42.314820 -0.059438 42.060970
509750000 0.218359 53.683180 0.268300 53.363010
609700000 0.126100 59.233550 0.144890 58.931260
709650000 0.055836 76.379070 0.059058 76.141650
809600000 0.296493 85.646070 0.293478 85.445640
909550000 0.547233 94.204190 0.551720 94.053250

achieves the requirement and it is reliable and valid to be used for. This concludes that DAS can
synchronize with the measurement data in the PNA.

4. CONCLUSION

This paper discusses a design of DAS for dynamic body-to-body radio communication channel using
Labview software. The comparison of data acquisition between without and with the integrated
software is analyzed. From the obtained results, it is shown that DAS satisfies the requirement to
acquire real-time data with minimum error up to 0.02 dB for magnitude and almost 0 degree for
phase of S11 parameter. As DAS will be employed for data collection in dynamic body-to-body
radio channel, this software is capable of capturing rapid changes of S-parameter values in dynamic
motions. Hence, this software is very potential to be used in the evaluation of channel fading of
dynamic body-to-body radio propagation channel. Further work will be carried out to measure
S21-parameter for dynamic body-to-body radio communication channel using DAS.
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Abstract— In this paper is showing about Beam Switching Antenna that able to shift the
antenna direction by using four microstrip antenna and aluminum. The antenna is using FR-4
and the saiz is 40 mm × 78mm. By using aluminum it able increase the gain from 5.269 dB to
8.128 dB while the directivity is from 7.126 dBi to 11.09 dBi. With this antenna it able to control
the direction of the radiation pattern up to four location.

1. INTRODUCTION

A beam-switching antenna consists of generating a multiplicity of juxtaposed beam (generated by
an array) whose output may be switched to a receiver or a bank of receiver [1]. The addressed space
is therefore served by a set of beam that may be switched on or off according to an algorithm that
is able to sense the desired direction of transmission or reception beam switching antennas may, in
some case [1]. Be cheaper than an equivalents phased array at millimeter wave communications,
particularly when few beams are needed. It deploys fixed set of relatively narrow azimuthal beam [1].

A technique that able to switch the beam of the signal of an antenna with durable material that
able make the signal stronger. The reason for switching the signal for the place that unwanted for
signal is to reduce energy that did not used. It also able use as for security reason that for switch
the location that only authorize people in the longing place of the area.

With using aluminum it able support four antenna in different direction and it also able to
increase the gain by 64% and increase dielectric by 64.25%. The compounds of greatest importance
are aluminum oxide, the sulfate, and the soluble sulfate with potassium (alum) [3]. The oxide, alu-
mina, occurs naturally as ruby (al2o3), sapphire, corundum, and emery, and is used in glassmaking
and refractories. Synthetic ruby and sapphire are used in lasers for producing coherent light [3].

2. ANTENNA DESIGN

The Figure 1 is show the front view of a microstrip antenna that able to generate 2.45GHz frequency
with the gain of 5.269 dB and the directivity is 11.09 dBi. The saiz of the antenna is 60× 80mm.
This antenna is using FR-4 material. FR-4 is a grade designation assigned to glass-reinforced
epoxy laminate sheets, tubes, rods and printed circuit boards (PCB). FR-4 is a composite material
composed of woven fiberglass that flame retardant, chemical resistance and water absorption [2].

Figure 1: Front view of the anatenna. Figure 2: Dimension of the antenna.
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Figure 3: S-parameters.

(a) (b)

Figure 4: (a) Antenna without alumnium plate, (b) an-
tenna with alumnium plate.

3. RESULT AND DISSCUSSION

The dimension in terms of width of the antenna is 40 mm while the length of the antenna is 78 mm
and the height of the FR-4 material is 1.635 mm. The upper site of the antenna is 40 mm in width
and 11mm in height. The both site of the antenna is different saiz and on the right is a bit larger.
On the left is 7.5 mm (Width)× 26mm (height) while on the right site is 7.5mm (Width)× 27mm
(height).

Figure 3 shows that the S-parameter magnitude of the antenna that have been simulate and it
show that the frequency is at 2.4578GHz and the S1,1 is −37.823818.

Figure 4 shows two different type of antenna that the different is with and without aluminum
plate. From Figure 4(a) it shows that the antenna is without aluminum plate while Figure 4(b) is
with aluminum plate and the two black line that across in the middle of the picture is the location
of the aluminum.

The antenna on the right it show that the farfield is much higher than the left side and the
radiation pattern also show antenna with aluminum plate is much sharp compare with the antenna
on the left without aluminum plate this is because the aluminum play important role it not only
act as the antenna holder and also make the antenna gain and dielectric stronger.

4. CONTROLLER PART

The HMC241QS16 & HMC241QS16E are general purpose low-cost non-reflective SP4T switches
in 16-lead QSOP packages. Covering DC — 3.5GHz, this switch offers high isolation and has a
low insertion loss of 0.5 dB at 2 GHz. The switch offers a single positive bias and true TTL/CMOS
compatibility [3]. A 2 : 4 decoder is integrated on the switch requiring only 2 control lines and
a positive bias to select each path, replacing 8 control lines normally required by GaAs SP4T
switches [3].

From Figure 5 shows that the IC model HMC241QS16 can be used to control all the four
antennas. RF 1, 2, 3, and 4 are connect to the each of SMA connector that been solder to the

Figure 5: Function diagram.
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Table 1: Truth table for HMC241QS16.

patch antenna respectively. The FRC in pin 1 is the input signal that from the AP (Access Point)
while Pin 9 and 10 are decoders that use to select which antenna that need to function [3].

From Table 1 it shows that the controller that used to control which direction of antenna that
wanted. As can see from the Control input there have Input A (Pin 10) and Input B, (Pin 9)
that able to control the direction of the signal of the antenna by using two switches it able to
bring the signal that input from pin1 (RFC) and to Pin 14 (FR1), Pin 12 (FR2), Pin 6 (RF3) and
Pin 4 (RF4) [3].

By using the switch is easy to control and can use several of electronic devices such as PLC,
Microcontroller and much more to control the antenna direction.

5. CONCLUSION

This project can be implement in to various kind of place such as library, office, home and much
more. With using 2.45GHz frequency it not only suitable with Wi-Fi and also Bluetooth, video
devices and much more device because 2.45 GHz in Industrial, Scientific and Medical (ISM) radio
bands this is a free frequency. By changing different type of antenna it able to produce different
frequency and by using same technic it able to use several of product such as for GSM used and
military used.
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Abstract— A novel low-frequency wideband and polarization-insensitive metameterial ab-
sorber is presented. It is composed of multiple dielectric slabs, lumped resistors, square-circular
rings and a metal ground plane, with suitable air spacers sandwiched. An absorptive operat-
ing band, determined by absorption A = 1 − |S11|2 − |S21|2 > 90%, is demonstrated in the
frequency range of 1.96 GHz to 7.44 GHz numerically, up to a bandwidth of 116.6%. The wide-
band absorption design is based on the destructive interference of the reflection waves from the
metamaterial and the magnetic resonance of the square-circular loops. The total thickness of the
designed absorber is only 0.094λL, where λL is the free-space wavelength at the lowest operating
frequency.

1. INTRODUCTION

Metamaterials attracts much attention of researchers in the past decade. Various novel theories and
applications based on metamaterials were proposed and studied. A metamaterial perfect absorber,
proposed by David Smith [1–3], is able to provide a good absorption due to the simultaneous
electric and magnetic resonances, however, with a narrower bandwidth. Wideband metamaterial
absorbers have been studied using interference theory [4, 5] and implemented at a higher frequency
band [5]. Low-profile planar absorbing materials have also been designed by using the left-handed
transmission line theory [6, 7], achieving a reduction of 10 dB over a bandwidth of 50% at the center
frequency of 2 GHz.

In this paper, a novel low-profile metamaterial absorber, composed of square-circular metal rings
and lumped resistors, is proposed for wideband absorptive applications. The proposed structural
model is original from the typically square and circular loops, which have strongly magnetic reso-
nance. In addition, the result of the absorber is well explained with the interference theory, which
shows that the metamaterial absorber can obtain wide absorptive bandwidth in a low frequency
range. Simulated results show that this composite structure metamaterial absorber has a low-
frequency wideband absorption in the range of 1.96GHz to 7.44 GHz, almost 116.6% absorptive
bandwidth. Another advantage of this design is that it provides a low profile, about 0.094 free-space
wavelength at the lowest operating frequency.

2. ABSORBER CONFIGURATION AND DESIGN PRINCIPLE

The unit cell of the proposed metamaterial absorber is shown in Fig. 1. It consists of a PEC
ground and three square-circular rings that have different sizes and are printed on three FR4
dielectric layers. The three FR4 dielectric layers have the same thickness, 2 mm, and their relative
permittivity is 4.4. On each square-circular ring, four lumped resistors are employed to connect the
square ring and the circular ring, in order to absorb the coupled energy of the magnetic resonance
of the square-circular rings. As shown in Figs. 1(a) and (b), the unit cell is square, with side length
W = 32mm. The widths of square and circular rings in each layer are the same and denoted by
d. The diameter of the circular loop is Rr. Wt and ss are the width and length of the rectangular
resistors. The FR4 dielectric slabs are separated by the suitable thickness of air space.

For the analysis of such a periodic structure with an infinite size, the PMC and PEC boundaries
are applied to the four sides of the unit cell [8]. The simulated model is shown in Fig. 1(c),
where a waveport is applied to feed. Commercial software Ansys HFSS was used to carry out the
simulations.

For the metamaterial absorber, the expression of the absorption is A(ω) = 1− T (ω)− R(ω) =
1− |S11|2− |S21|2, where A(ω) is the absorption. |S11|2 and |S21|2 are the reflection coefficient and
transmission coefficient respectively that are the function of frequency ω.

For better understanding, the equivalent circuit of the metamaterial absorber is presented in
the Fig. 2. The square-circular rings are equivalent to a parallel LC loop, and lumped resistors
are connected in series to it. Dielectric layers and free space are replaced by the transmission
line with different characteristic impedance. Through tuning the parameters of the metamaterial
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(a)

(b) (c)

Figure 1: Schematic structure of the metamaterial absorber unit cell.

Figure 2: Equivalent circuit model of the proposed metamaterial absorber.

absorber, such as d, Rr, values of resistors, hh, h1, h2, etc., a good impedance matching over a wide
bandwidth to the free space characteristic impedance Z0 can be achieved, resulting in a wideband
metamaterial absorber.

3. SIMULATED RESULTS

The proposed metamaterial absorber is investigated based on the interference theory [4, 5] and
the magnetic resonance [1–3]. The model in Fig. 1(c) is used to find the expected reflection or
absorption. Parameters d, Rr, values of resistors, hh, h1, h2 and the size of the unit cell were
optimized. Table 1 shows the optimized dimensions of each square-circular rings on each FR4
layer. The height of the air space are h2 = 3.4mm, h1 = 1.6 mm, and hh = 3.5mm, as shown in
Fig. 1(b).

Table 1: Dimensions of each square-circular rings on FR4 layers (unit: mm).

Location of layer d ss Rr Wt

Top layer 1.1 1.2 4.2 1.25
Middle layer 1.2 1.2 10.4 1.25
Bottom layer 1.5 2.2 14.8 1.6

In this work, only the reflection needs to be examined, and the absorption is calculated by the
equation A(ω) = 1 − |S11|2. As shown in the Fig. 3, the absorption within the frequency range
of 1.96 GHz–7.44 GHz is over 90%, showing a wide bandwidth of up to 116%. The real part of
normalized equivalent impedance, which is normalized to wave impedance of free space, 377 Ω, is
about one and the imaginary part maintains at around zero at the operating band, demonstrating
that the absorber has a good impedance matching to the free space and its reflection is nearly zero.

The reflection coefficients for different incident angles are also investigated. Figs. 4(a) and (b)
show the simulated results for TE and TM incident cases. It can be seen that a broadband S11 <
−10 dB reflection is obtained at normal incidence for both TE and TM cases. With the increase
of incident angles, the reflection remains unchanged at lower frequency, and has a little changing
at the higher band. In summary, the proposed absorber is able to achieve polarization-insensitive
performance and good absorption for wide-angle incidence, due to its symmetrical structure.
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Figure 3: Simulated results of the absorption and the normalized impedance at 377 Ω.

(a) (b)

Figure 4: Reflection coefficients for incident angles 0◦, 10◦ and 20◦. (a) TE incidence. (b) TM incidence.

Figure 5: The RCS (Radar Cross-Section) reduction of the metamaterial absorber.

The unit cell of the proposed metamaterial absorber is simulated with the boundary conditions,
which means that the absorber is a infinite array and hardly fabricated in reality. To investigate
its RCS (Radar Cross-Section) reduction in practice, a model of 5 × 5 unit cells is applied and
its structure is shown in the inset of Fig. 5. The RCS reduction of the model is the death value
(D-value) between the finite array of the absorber and the PEC ground with the same dimension
of the metamaterial finite array. As shown in Fig. 5, the agreement between RCS (< −10 dB)
reductions of the finite and infinite array is excellent, validating the predicted performance of the
proposed metamaterial absorber.

4. CONCLUSIONS

We propose a metamaterial absorber that has simultaneous magnetic responses and destructive
interference, and has a good impedance matching to free space over a broad frequency band.
By adding the lumped resistors, the employed square-circular rings produce a strong magnetic
resonance loss. Simulations demonstrate that the proposed low-profile planar absorber has a good
absorption (S11 < −10 dB) in the range of 1.96 GHz to 7.44GHz, up to a bandwidth of about
116%. The simulated RCS reduction of a 5× 5 finite array also validates the wideband absorption
performance.
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Abstract— Based on Huygens-Fresnel diffraction integral, the expression of intensity distri-
bution of the self-reconstruction beam is obtained and used to study the intensity evolution of
self-reconstruction beams. It is shown that the intense central spot size of the self-reconstruction
beam is larger than that of the non-diffracting beam before focusing. This property limits the
application of the self-reconstruction beams.

1. INTRODUCTION

In 1998, the self-reconstruction of the non-diffracting beam in free space was fully demonstrated
and explained by Bouchal et al. [1]. In 2002, Garces-Chavez et al utilized the self-reconstruction
property of the beam in the application of manipulation [2]. Furthermore, the self-reconstruction
of the non-diffracting beam in a nonlinear medium has also been examined [3, 4]. Recently, some
researchers have further studied the self-reconstruction phenomenon of the non-diffracting beam [5–
9]. In previous studies, the people seldom considered the variable properties of the parameters of
reconstruction beam. In this paper, using Huygens-Fresnel diffraction integral, we discuss the
self-reconstruction of focused non-diffracting beam generated by axicon. Especially, the effect of
parameters of the reconstruction beams on the intensity evolution of self-reconstruction beams are
considered. We numerically calculate the intensity distribution of the reconstruction beam. In this
way, the beam can be used to micro-manipulate different size particles.

2. THEORETICAL FORMULATION

The electric field amplitude of a zero-order Bessel beam which illuminates on focal lens is given by

E1 (r1) = A0J0 (kr · r1) , (1)

where J0 is the zero-order Bessel function of the first kind, kr is the radial wave vector, and r1 is
the radial coordinate.

Using the generalized Huygens-Fresnel diffraction integral [10], the reconstructing field E2(r2, ψ2)
at the position (r2, L) is characterized by

E2(r2, ψ2)=
(
− i

λB

)
exp(ikL)

∫∫

s

E1(r1, ψ1) exp
{

ik

2B

[
Ar2

1+Dr2
2−2r1r2 cos(ψ1−ψ2)

]}
r1dr1dψ1.

(2)
The electric field of reconstruction beam satisfy rotational symmetry. If the radius of the beam
illuminating on focusing lens is b, by taking the integration of r and ψ, we have

E2 (r2) =
i

λ ·B exp (i · k · L)
∫ b

0
E1 (r1) · 2πJ0

(
k · r1 · r2

B

)
· exp

[
i · k
2B

[
A · (r1)

2 + D · (r2)
2
]]

r1dr1,

(3)
where k is the wave number which is related to λ by k = 2π/λ. The transfer matrix elements A,
B, C, D following

(
A B
C D

)
=

(
1 z
0 1

)
·
(

1 l
0 1

)(
1 0
−1
f 1

)
=

(
1− z+l

f z + l
−1
f 1

)
. (4)

On substituting from Eqs. (1) and (4) into (3), we obtain

E (r, z) =
−i · k
(z+l)

A0 exp(i · k · z) exp
(

ik

2(z + l)
r2

)
·
∫ b

0
J0 (kr · r1) · J0

(
k · r1 · r

z+l

)

· exp

[
i · k · (r1)

2

2(z+l)
− i·k

2f
· (r1)

2

]
r1dr1. (5)
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And the intensity distribution of the reconstruction beams reads

I(r, z)=
(

k ·A0

z+l

)2

·
[∣∣∣∣∣

∫ b

0
J0 (kr · r1)·J0

(
k · r1 · r
(z + l

)
· exp

[
i · k · (r1)

2

2(z + l)
− i · k

2f
· (r1)

2

]
r1dr1

∣∣∣∣∣

]2

. (6)

For correcting the transverse spatial frequency of the reconstructed beam restored to the original,
a second lens is introduced to straighten the overlapping curved wave-fronts. The position z where
the rectifying lens placed must be chosen in z = f + f ′, and the foci of rectifying lens and the
focusing lens satisfy f = f ′. The rectifying transfer matrix elements A, B, C, D following:

(
A B
C D

)
=

(
1 z
0 1

)(
1 0
−1
f ′ 1

)(
1 f + f ′
0 1

)(
1 0
−1
f 1

)
=

( −f ′

f
f ·f ′+f2−f ·z

f ′
f ′

f2 − 1
f ′

−f
f ′

)
.

(7)
Let f = f ′, we obtain

(
A B
C D

)
=

( −1 2f − z
0 −1

)
. (8)

Substituting from Eqs. (1) and (8) into (3), the electric field of the rectifying beam can be derived

E (r, z)=
ik ·A0

2f − z
exp (i · k · z)·exp(− i · k

4f − 2z
·r2)

∫ b

0
J0(kr · r1)·J0

(
k · r1 · r
2f−z

)
·exp

[
i · k

4f−2z
r2
1

]
r1dr1.

(9)
The intensity distribution reads

I (r, z)=E(r, z)·E(r, z)∗=
(

k ·A0

2f − z

)2

·
[∣∣∣∣∣

∫ b

0
J0 (kr · r1) · J0

(
k · r1 · r
2f − z

)
· exp

[
i · k · (r1)

2

4f − 2z

]
r1dr1

∣∣∣∣∣

]2

,

(10)
where the asterisk * represents the complex conjugation.

3. NUMERICAL CALCULATION RESULTS AND ANALYSES

The 3D intensity distribution and the intensity cross sections in different propagation distances are
simulated, shown in Fig. 1 and Fig. 2 respectively.

Figure 1: The 3D intensity distribution of reconstruction beam.

For the sake of convenience, the focal length f is normalized to f = 3. Fig. 1 shows that
the intensity of the reconstruction beams attenuates quickly, the central spot size of the beams
increasing with increasing propagation distance. The phenomenon can be seen easily in the Fig. 2.
In Fig. 2, we note that the intense central spot size becomes larger. Comparing (a) with (c),
the intensity of the beam reduces quickly. These results demonstrate the reconstruction beam is
aberrational. It limits the application, so the reconstruction beam needs to be rectified.

Using the Eq. (10), the intensity distribution of rectifying beams is simulated, where the pa-
rameters f = 3, f ′ = 3. The results are compiled in Fig. 3 and Fig. 4.
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(a) (b) (c)

Figure 2: The reconstruction beam patterns at different points on z-axis. (a) z = 1; (b) z = 3; (c) z = 5.

Figure 3: The 3D intensity distribution of rectified beam.

(a) (b) (c)

Figure 4: The rectified beam patterns at different points on z-axis behind the rectifying lens. (a) z = 0; (b)
z = 2; (c) z = 4.

Figure 3 gives the 3D intensity distribution of rectified beam from which we can see that the
intensity of the beam is almost invariable with increasing propagation distance. According to the
Fig. 4, the intense central spot size, and the intensity of the rectified beam do not change any more
with the propagation distance. Only the number of the bright rings increases. The rectified beam
has the non-diffracting properties.

4. CONCLUSIONS

By using the generalized Huygens-Fresnel diffraction integral, the propagation properties of self-
reconstruction beam are studied. It is shown that the non-diffracting beams can reconstruct its
intensity profile after focusing. But the reconstruction beam occurs aberration opon propagation.
A second lens is introduced to rectify the beam aberration and to get the original non-diffracting
beam. Furthermore, we can generate different parameter non-diffracting beams by altering the
propagation ratio of the foci of rectifying lens and focusing lens. The results obtained in this paper
would be useful for application in micro-manipulation.
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An Improved Method of Diagnosis of Failed Elements in Arrays
Using Genetic Algorithm

Jing Miao, Bo Chen, and Wuqiong Luo
University of Electronic Science and Technology of China, China

Abstract— A cost function was used to compare the calculation pattern (associated to the
chromosome encoded by GA) with the degraded pattern at the samples measured from the far
field radiation pattern. Genetic algorithm was used to minimize the cost function to locate the
failed elements. However, it was found that when using GA to diagnose the failed elements in
an array, this method could not accurately distinguish symmetrical positions if the excitation
of the arrays were symmetrical. In order to solve this ambiguity problem, an asymmetry factor
was introduced in the mentioned diagnosis method to the excitation distribution (amplitude
or phase) of the arrays artificially. This improved method was exploited to a linear array to
validate the method. From the comparison between the symmetrical and asymmetrical excitation
distributions of the arrays, it was showed that the improved method was applicable. And weight
coefficients were introduced in the cost function in order to get better results.

1. INTRODUCTION

Diagnosis of the failed elements of an array was a problem of practical interest, especially in the
large-scale antenna arrays [1]. Array antennas were working in the applications such as trace
tracking, position locating, and communications and so on. The antenna, in such cases, had a lot
of radiating elements, and the failure possibility of the elements increased due to the large number
of radiators. These failed elements made the sidelobe level increased and caused unacceptable
pattern distortion. With the failed elements been found in the array, the radiation pattern can be
restored by changing their feeding distribution [2–5].

Artificial neural network (ANN) technique has been used for finding out the position of the
fault element(s) in the array in [6], a neural network (MLP) is used to locate a maximum of three
failed elements in a 16-element array, in [7], Also using the MLP ANN locate a maximum of two
failed elements in a 6× 6 microstrip patch antenna array. Nan Xu using the SVM (support vector
machine) classifier for failure detection in a 4-element array [8]. A solution to locating the position
of the fault element(s) in the array reported in [9] using genetic algorithms (GA). In that, using
a cost function, the method compares the measured radiation pattern with that corresponding to
the array with a given configuration of failed/un-failed elements. However, this method could not
accurately distinguish symmetrical positions if the excitation of the array was symmetrical.

In order to solve this ambiguity problem, an asymmetry factor was introduced in the mentioned
diagnosis method to the excitation distribution (amplitude or phase) of the arrays artificially. And
weight coefficients were introduced in the cost function in order to get better results.

2. IMPROVED DIAGNOSIS METHOD

When there are failed elements in the antenna array, it would lead to changes in the far field pattern,
particularly the side lobe level. And different numbers and the locations of the failed elements in
the array will make different pattern distortion.

In this paper, each of the elements was assumed to have one of the two states, that were, states
“On” and “Off”. In state “On”, the element worked properly, and in state “Off”, the element does
not work at all [10]. As a theoretical study, the simulation result from HFSS was considered as the
result obtained from the experiment.

Let us consider a linear array of N identical elements. The far field electrical field can be
calculated with the following expression

E(θ, ϕ) = f(θ, ϕ) ·
N∑

n=1

In · exp(jnkdµ) (1)

where f(θ, ϕ) is the element pattern, In is the vector of the excitation of the N elements. µ =
sin θ · cosϕ, The far field directivity of the array expressed in dB was:

F (θ, ϕ) = 20 · log10 |E(θ, ϕ)| (2)
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Encoding the configuration of In, we define the following cost function:

ξ =
M∑

i=1

ωk ·
[
Fchr(θi, ϕi)− FM (θi, ϕi)

]
(3)

M is the number of samples we selected. FM (θi, ϕi) is measurement of the degraded pattern in
M directions (θi, ϕi), Fchr(θi, ϕi) is the amplitude pattern Calculated by (1) and (2) associated
to the chromosome in the same direction. Where Fchr(θi, ϕi) and FM (θi, ϕi) are the normalized
pattern date of Fchr(θi, ϕi) and FM (θi, ϕi). ωk was the weight coefficient, we can get better results
by change the weights. With the weight coefficient introduced can avoid a parameter change range
too large overwhelmed the contributions of other parameters of the cost function. Genetic algorithm
was used to minimize the cost function that compared the calculation pattern (associated to the
chromosome encoded by GA) with the degraded pattern at the samples.

However, it was found that when using GA to diagnose the failed elements in an array, this
method could not accurately distinguish symmetrical positions if the excitation of the array was
symmetrical. Because the pattern calculated Fchr(θi, ϕi) associated to the chromosome is the
same if the failed elements were at symmetrical positions when the excitation of the array was
symmetrical.

In order to solve this ambiguity problem, an asymmetry factor was introduced in the mentioned
diagnosis method to the excitation distribution (amplitude or phase) of the arrays artificially. This
improved method was exploited to a linear array and validate the method. From the comparison
between the symmetrical and asymmetrical excitation distributions of the above two arrays, it was

Figure 1: Linear Taylor pattern radiated by the 32 elements array of λ/2-dipoles with no failures.

Figure 2: Simulation pattern and calculation pattern (8th was failed/25th was failed) when excitation
amplitude was changed.
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showed that the improved method was applicable.

3. ANALYSIS AND APPLICATION

We study a linear array composed of 32 center-fed cylindrical λ/2-dipoles. The pattern, which is
shown in Figure 1, has been emulated by a linear Taylor distribution with SLL = −30 dB and
d = λ/2 using HFSS.

An asymmetry factor was introduced to the arrays by change excitation distribution (amplitude
or phase) of a element artificially. For the selected array elements which need to be changed,
change the element excitation closed to the center of the array will get further damage to the
degraded pattern; however the effect was too small if change the element excitation in the edge
of the array which was easily be overwhelmed by measurement error. So in this article, we select
the 5th element as the one which need to be changed. And the method was verified by change the
excitation amplitude and phase of the 5th element respectively.

Figure 3: Simulation pattern and calculation pattern (8th was failed/25th was failed) when excitation phase
was changed.

Table 1: Performance of genetic algorithm diagnosis of array failed elements when changed the excitation
amplitude and phase of the 5th element respectively. ∆ was the random measurement error.

25 pattern samples ∆ = ±0.75 dB

Failed elements
positions

Success rate (change
the amplitude/change

the phase) ωk was introduced

Success rate (change
the amplitude/change
the phase) without ωk

change the amplitude change the phase change the amplitude change the phase
5 10/10 10/10 10/10 9/10
8 10/10 10/10 10/10 10/10
15 10/10 10/10 10/10 10/10
28 10/10 10/10 10/10 10/10

3, 10 10/10 10/10 9/10 8/10
5, 25 10/10 10/10 9/10 7/10
9, 31 10/10 10/10 8/10 8/10
4, 18 10/10 10/10 9/10 8/10

6, 10, 16 9/10 9/10 7/10 6/10
3, 8, 20 9/10 8/10 7/10 5/10
7, 9, 18 10/10 9/10 7/10 5/10
1, 5, 32 8/10 7/10 4/10 3/10
Total 116/120 113/120 101/120 93/120
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1. Reduced 3 dB the amplitude of the excitation of the 5th element.
2. Reduced 22.5◦ the phase of the excitation of the 5th element.

The 8th elements were set failed in the HFSS models. Figure 2 showed the different between the
simulation pattern and calculation pattern (8th was failed/25th was failed which was the symmet-
rical element of 8th element) when reduced 3 dB the amplitude of the excitation of the 5th element.
And Figure 3 showed the different between the simulation pattern and calculation pattern (8th was
failed/25th was failed which was the symmetrical element of 8th element) when reduced 22.5◦ the
phase of the excitation of the 5th element.

From Figure 2 and Figure 3, by changing either the excitation amplitude or phase of 5th ele-
ment will break the symmetry and solve the ambiguity problem when using Genetic Algorithm to
diagnosis of failed elements in arrays.

In our study 4 random excitation distribution configurations were selected for each of the 3
conditions, they were, one element failed, two failed, and three failed. Each of the configurations
was calculated ten times using GA. In our study, the test patterns were sampled in the region
φ ∈ [−45, 45] and avoid the angle where the pattern amplitude is too small or difficult to measure.
We raised the weight of samples at the main beam and side lobe, and decreased the weight of the
samples with the increasing of the angle away from the main beam.

From Table 1, the performance of genetic algorithm diagnosis of array failed elements by changed
the excitation amplitude and phase of the 5th element respectively were showed above. Diagnosis
of failed elements in symmetrical array can be achieved. And by introducing weight coefficients
into the cost function can get better results (even take random measurement error account).

4. CONCLUSION AND FUTURE WORK

An improved method of diagnosis of failed elements in symmetrical arrays using genetic algorithm
through introducing asymmetry factor to the symmetric excitation arrays by change a certain
element’s excitation amplitude or phase. Failed elements can be found in symmetrical arrays. And
weight coefficients were introduced in the cost function in order to get better results. Finally
through a number of numerical examples shows the effectiveness of the method by simulation and
calculation. The proposed method can be directly applicable to planar arrays. In the future the
mutual coupling between radiating elements should be taken into account.
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Design of a C-band Coaxial Cavity Band Pass Filter

Xingxing Du, Pu Tang, and Bo Chen
University of Electronic Science and Technology of China, China

Abstract— In this paper, a coaxial cavity band pass filter was presented with the volume
of 28 mm × 15mm × 13mm working at 4.88 GHz and the 3 dB bandwidth of 654.52MHz. The
classical comb lines structure in the coaxial cavity filter was un-applicable for small size. The
dressing-line structure was introduced in the coaxial cavity. By adding the capacitance circular
plate on the cavity resonant column, the resonant frequency was increased with the volume of
the cavity reduced greatly, and requirement of small-size was satisfied. The designed filter was
fabricated and measurement was conducted. From measurement, the insertion loss at the center
frequency is less than 0.7 dB. The band rejection is greater than 49 dB at 1–2GHz, and greater
than 39 dB at 8 GHz–18 GHz. These showed that the designed filter met the requirements.

1. INTRODUCTION

With the rapid development of science and technology, waveguide filters, coaxial filter, strip-line
filter and micro-strip filter and so on are widely used in recent years. However, when filters are
asked to withstand high power capacity, low insertion loss, high rejection, narrow bandwidth, cavity
filters are the best choice.

However, the biggest disadvantage of the cavity filter is that its size is much larger than the other
filters available in microwave application. In order to adapt to the development needs of electronic
system miniaturization and portability, to develop new kind and miniaturization of waveguide
filters is a widespread concern subject in the industry. Coaxial cavity filter has a wide operating
frequency range, high-Q value, good electromagnetic shielding, low loss, large power capacity and
other characteristics, taking these factors and design requirements into consideration, this paper
uses a coaxial cavity filter. Since the value of λ/4 at center frequency is approximately L =
λ/4 = c/(4

√
εr) ≈ 15.344mm, that is, the height of the required resonant rod is about 15.344 mm,

this value can not meet the design requirements. Therefore, this designed filter uses loaded coaxial
resonator cavity. Through using a form of stepped impedance to change the resonant rod structure,
the designed filter further reduced the volume of the filter.

This paper is organized as follows: Section 2 presents the proposed resonator structure and
describes the design principles of this structure. Section 3 presents the design of the filter. Section 4
presents and analyzes the obtained results of the proposed filter.

2. RESONATOR STRCTURE

Coaxial resonator cavity [1] are generally divided into three types: λ/2 type, λ/4 type, capacitor-
loading type. From the literature [1], by calculation and simulation, this paper derived the tradi-
tional capacitance-loaded coaxial resonator cavity does not meet the design requirements, therefore,
based on the theory of predecessors, via adding stepped impedance to chang the structure of the
resonator rod, the single cavity model was successfully established. The structure diagram and
equivalent circuit is shown in the following Figures 1(a) and 1(b) is equivalent to lc segment, ca-
pacitance Cd is equivalent to discontinuity capacitance at the interface section lc and section lb,
characteristic impedance Zb of transmission line is equivalent to lb segment, capacitance C0 is
equivalent to a discontinuity capacitance at the gap segment.

Resonance condition of the resonance circuit [2] is:

YL + YR + jωCd = 0 (1)

Here

YL =
1

ZL
=

−j

ωZc tanβlc
(2)

YR =
1

ZR
=
−j

Zb
· Zb + tanβlb/ωC0

Zb tanβlb − 1/ωC0
(3)
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(a) (b) 

Figure 1: (a) The structure of resonator. (b) The equivalent circuit.

From [4], the impedance calculation formula of the rectangular cavity’s resonance bar is

Z =
60√
εr

ln
1.0787R

r
(4)

In (4), r, R respectively represent the radius of the inner and outer conductors.
From [2], the gap capacitance is calculated as

C0 = ε0
πb2

la
+ 4ε0b ln

a− b

la
(5)

From [3], the discontinuity capacitor at the interface section lc and section lb is calculated as

Cd = 2πaC ′
d (6)

C ′
d =

ε0

100π

(
α2 + 1

α
ln

(
1 + α

1− α

)
− 2 ln

(
4α

1− α2

))
+ 1.11 (1− α) (τ − 1)× 10−15 (F/cm) (7)

In (7), α = a−b
a−c , τ = a

c .
Taking these principles and the volume requirements of this design into consideration, the design

uses Chebyshev response. From [3], this paper calculated the cavity number is three.
The resonator cavity uses rectangular cavity, its length and width are 3 mm, the height is 8 mm.
According to the coaxial cavity theory, when the value of resonator impedance is 76 Ω, the Q

value of the resonator is the highest. In the engineering, generally we take 70–80Ω. Taking into
account the processing problems, this design takes 70 Ω. Based on formula (4), the radius c is
calculated as following:

c =
1.0787b
e70

√
εr/60

≈ 1mm (8)

To integrate cavity filter design requirements and simulation, we pre-set the initial of the parameters
as following: 6 mm ≤ lc ≤ 7mm, 0.3 ≤ lb ≤ 0.8, 2 mm < b < 2.8mm, by solving the transcendental
Equation (1), the value of the parameters above were determined: lc = 7 mm, lb = 0.5 mm, b =
2.56mm, then substituted into the HFSS simulation and optimization, we get the optimal resolve.

3. DESIGN

3.1. Proposed Structure Model Establishment
Selected eigenmode solver in HFSS 15, through adjusting the height of the resonator rod in order to
make the cavity resonate at the center frequency 4887.9 MHz, ultimately we obtained the optimizing
value: lc = 6.91mm, lb = 0.5mm, b = 2.53mm, as is shown Fig. 2.
3.2. Coupling Coefficient Extraction
The coupling coefficient between two cavities is

k12 = k23 =
BW√
g1g2

=
BW√
g2g3

= 0.1 (9)

Due to the volume of the filter is much smaller while the coupling coefficient is much bigger,
therefore, we use this coupling structure which is in the form of coupling window plus a connecting
rod, as is shown in Fig. 3. The change curve of the coupling coefficient versus the height of resonator
rod plus line is shown in Fig. 4.
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Figure 2: Proposed structure
model.

Figure 3: Coupling coefficient
extraction between two cavities.

Figure 4: The coupling coefficient
versus the between two cavities
height of resonance rod plus line.

4. RESULTS

The results S21 are shown in Fig. 5. and Fig. 6. As can be seen from the figure, the filter center
frequency is 4887.9 MHz, 3 dB bandwidth is 688.8 MHz, band insertion loss is L0 = −0.5165 dB,
the band rejection is less than −50.2 dB at 1–2GHz, and less than −44 dB at 8GHz–18 GHz, the
results show that it meet the design requirements, simultaneously verify the validity of the theory.

Figure 5: 4.18 GHz–5.48GHz S21 im-
age.

Figure 6: 1GHz–19 GHz S21 image. Figure 7: The physical cav-
ity filter picture.

Figure 8: At 3.3 GHz–6.3 GHz S21 image. Figure 9: 900MHz–6.3 GHz S21 image.

Via processing and debugging, the physical is shown in Fig. 7. Using vector analyzer to measure
the physical filter, the measured results S21 curve are shown in the following Fig. 8, Fig. 9, Fig. 10
and Fig. 11.

As is shown in figures above, the center frequency of the physical filter is 4882.505 MHz, the
frequency deviation is ∆f = 5.4MHz, the bandwidth is 654.517MHz, the insertion loss at the center
frequency is less than 0.7 dB, the band rejection is greater than 49 dB at 1–2 GHz, and greater than
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Figure 10: 4 GHz–18GHz S21 image. Figure 11: 1GHz–18 GHz S21 image.

39 dB at 8 GHz–18GHz, the frequency deviation in the range of allowable error, these results meet
the design requirements.

5. CONCLUSION

The design of a highly miniaturized cavity band pass filter is presented. By adding the capacitance
circular plate on the cavity resonant column, significant size reduction of resonators was obtained.
Using these miniature resonators in a compact designed cavity filter, good performance as well as
considerable size reduction were achieved. Compared with the λ/4 coaxial cavity filter, the volume
of this designed filter reduced 51.37%. Experimental results and simulation results are biased due
to the following reasons: (1). In the filter assembly, the assembly of the resonator rod can not
achieve the ideal simulation conditions, there will be a certain degree of bending and the height
will be also some deviation; (2). The surface finish of the capacitance circular plate as well as
the cavity outer wall on the cavity resonant column can not achieve the ideal simulation case in
the manufacturing process, resulting in some projections or depressions. Overall, the experimental
results agree with the simulation results.
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Abstract— Original Freeman three-component decomposition was found useful in information
extraction from a mix of area: city blocks, forest, ocean and land surfaces, etc.. However, it al-
ways suffers from some inconsistencies with real situation such as negative power and scattering
mechanism ambiguity. It is probably because of the overestimate of volume scattering power.
But intrinsically it is the inconsistency between the assumed models and the PolSAR. The de-
orientation method was initially found useful to alleviate this problem to some degree. However,
because of the boundedness of deorientation, it is sometimes noneffective. Nonnegative eigen-
value decomposition (NNED) can absolutely solve the negative power problem. But the residual
matrix except the volume scattering model is assumed equal to two. So in some sense it is under
the volume scattering dominance assumption. Therefore, the decomposition should be separated
into two individual parts. In this paper, for the pixels that volume scattering dominates, the
NNED will be used. For the pixels that volume scattering doesn’t dominate, we will start with
the assumed models, and focus on developing a generalized model-based decomposition. Be-
cause for model-based scheme, we insist that one should radically start from the models and
then a generalized three-component model-based decomposition is proposed, which consist of the
surface, double bounce and volume scattering. Among it the generalized scattering mechanism
proposed by Cloude is adopted, which provides a more accurate model for surface and dihedral
scattering, and the dominant scattering component will be figured out according to the alpha
angle parameter to be solved in the generalized model. Through this solution, the dominant
scattering mechanism in one pixel will be preserved better. The performance of this approach is
demonstrated and evaluated using the airborne AIRSAR and E-SAR data sets. The results show
the advantages and improvements especially for alleviating the scattering mechanism ambiguity
of oriented buildings from vegetation.

1. INTRODUCTION

Polarimetric target decomposition is found a reasonable and powerful way to analyze and interpret
polarimetric SAR images, by decomposing polarimetric SAR data into several individual compo-
nents representing different scattering mechanisms. There are two kinds of decompositions lying
in the polarimetric decomposition theory, namely coherent and incoherent decomposition, which
respectively deals with the Sinclair scattering matrix (single-look PolSAR data) and the coherency
or covariance matrix (multilook PolSAR data). For many purposes and applications, a statistical
averaging process for coherency matrix to reduce speckle or to compress data volume is necessary,
which makes it impossible to decompose the Sinclair matrix. Therefore, the more widely used and
studied decomposition technique now is the incoherent decomposition.

In Freeman decomposition, the volume model was always subtracted prior to other scattering
mechanisms owing to the assumption that the HV component was only contributed by volume scat-
tering. The nonnegative eigenvalue constraint was proved effective to limit the volume scattering
power significantly. But it should be noted that the nonnegative eigenvalue method was intrinsi-
cally a coercive measure to avoid negative power, which takes the biggest one from all the values
that ensure the residual matrix is still positive semi-definite, in other words, the rank of the residual
coherency matrix is set equal to two. In some sense, it is based on the assumption that the volume
scattering is always dominant, with the result that the surface or dihedral scattering component is
partly replaced by volume scattering component, which is obviously not reasonable for all pixels.
Consequently, the NNED will be employed to the pixels that volume scattering dominates. For
the pixels that volume scattering doesn’t dominate, we cannot use NNED anymore. Instead, we
should undertake from the models themselves. Because for model-based techniques, models should
be more fit with PolSAR data.
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2. DEFICIENCIES DESCRIPTION AND ANALYSIS IN MODEL-BASED APPROACHES

Figure 1 shows the result of Freeman decomposition and its corresponding optical image. In Patch
A are some urban buildings parallel to the radar line of sight, from which we can see that the
buildings have been decomposed into red color displaying in RGB image. However, in Patch B are
some buildings not parallel to radar line of sight, we can see the results display completely green
color in RGB image, and that is to say, the true buildings are misinterpreted as vegetation.

Figure 1: The image on the left is from the Google Earth. The image on the right is the result of Freeman
decomposition.

Yamaguchi added a helix scattering component to the original three component decomposition.
Notably, the volume scattering model is also revised to better fit the real situation. By these steps,
the power assigned to volume scattering is decreased, and the negative power problem and the
scattering mechanism ambiguity are both spontaneously alleviated to some degree. However, be-
cause of its simplified selection criteria of volume scattering model involving the ratio of HH to VV
power, the case of a dominant dihedral scattering with a small contribution from a uniformly ori-
ented canopy may be regarded as the case that volume scattering dominates around the horizontal
or vertical orientation. So we think that the selection criteria can only be applied to the pixels that
volume scattering dominates. Because only under the condition that volume scattering is dominant
can we utilize the total elements in coherency matrix to select a best fit volume scattering model.
So in this paper, for the pixels that volume scattering dominates, the model proposed by Yam-
aguchi will be used for volume scattering, while for the pixels that surface or dihedral scattering
dominates, the original model proposed by Freeman will be maintained.

Afterwards, the orientation angle compensation is also incorporated into model-based method,
which is to minimize the last element, i.e., the cross-polarization HV component in coherency
matrix. On one hand, the purpose is to decrease the value assigned to volume scattering, on other
hand is to rotate the buildings or surfaces in the pixel to the direction orthogonal to the radar line
of sight, i.e., the reflection symmetry condition. However, in some pixels the oriented buildings are
still misinterpreted as vegetation, i.e., this idea will not work under some situations. Next we will
talk about some causes.

First, let we start from the definition of deorientation,

Rθ =

( 1 0 0
0 cos 2θ sin 2θ
0 − sin 2θ cos 2θ

)
, [T (θ)] = Rθ[T ]R−1

θ (1)

where θ can be solved from the following equation,

T ′33(θ) = 0 ⇒ 2θ =
1
2

tan−1

(
2Re(T23)
T22 − T33

)
(2)

it is clear that the deorientation angel 2θ ranges from −π/4 to π/4, but the orientation angel of
the actual object usually ranges from −π/2 to π/2, so if the actual orientation angel is out of the
deorientation angel, the deorientation is noneffective.

Secondly, the deorientation is a measure to fit the PolSAR data into the assumed surface and
dihedral models by rotating the coherency matrix, however, if in one pixel there have buildings
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or surfaces with different orientation angles, even though the deorientation is implemented, one
cannot think that the buildings are readjusted to the direction orthogonal to radar line of sight as
the models predict, under this condition the deorientation will also be noneffective.

3. PROPOSED DECOMPOSITION

3.1. Generalized Scattering Mechanism

The generalized scattering mechanism takes the normalized form of its corresponding Pauli-vector,

u =
[
cos δ sin δ cosωejφ sin δ sinωejϕ

]T
(3)

The coherency matrix of generalized scattering mechanism can be described as follows,

[Tg] =




cos2 δ cos δ sin δ cosωe−jφ cos δ sin δ sinωe−jϕ

cos δ sin δ cosωejφ sin2 δ cos2 ω sin2 δ cosω sinωej(φ−ϕ)

cos δ sin δ sinωejϕ sin2 δ cosω sinωej(ϕ−φ) sin2 δ sin2 ω


 (4)

where δ, ω, φ, ϕ are unknown real angles, together with the power coefficient, there have a total of
5 free variables. It is clearly shown that generalized scattering mechanism takes the possible HV
cross-polarization component contributed by surface or dihedral scattering into consideration.

3.2. Decomposition Framework

As mentioned above, for the pixels that volume scattering dominates, the general NNED will
be used, while for the pixels that volume scattering is not dominant, we use the decomposition
framework as follows,

〈[T ]〉 = fTg + fs

[ 1 0 0
0 0 0
0 0 0

]
+ fd

[ 0 0 0
0 1 0
0 0 0

]
+ fv

[ 0.5 0 0
0 0.25 0
0 0 0.25

]
(5)

in which we adopt the model proposed by Freeman for the volume scattering. Because we insist
that the volume scattering is strongly depolarized and has the biggish entropy. It should be noted
that this decomposition also takes the situation that there have buildings or surfaces with two
different orientation angles into consideration.

Once the coefficients are solved, the alpha angle will be used to identify the dominant scatter-
ing mechanism in one pixel, when applied to the proposed decomposition, it is equivalent to the
following expression,

k =
T (1, 1)

T (2, 2) + T (3, 3)
=

cos2 δ

sin2 δ
(6)

So, if k ≤ 1, Ps = f + fs, Pd = fd, Pv = fv, if k ≥ 1, Pd = f + fd, Ps = fs, Pv = fv.

(a) (b)

Figure 2: (a) General NNED. (b) The proposed.
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4. EXPERIMENTS AND RESULTS

The E-SAR Oberpfaffenhofen polarimetric data are used to test the performance of this approach.
The result of the proposed decomposition is shown in Figure 2. The general NNED are also carried
out for comparison study.

Figure 2(a) shows the result of general NNED, Figure 2(b) shows the result of the proposed
method. Let us see the area in the elliptic region, in which are some buildings in urban areas, from
which we can clearly see that more pixels have been decomposed into dihedral scattering objects
displaying in red color. This indicates that the true scattering mechanism has been preserved better
by the proposed method such as surface dihedral scattering from the oriented buildings and the
result is more consistent with the actual situation.
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Abstract— Original three-component polarimetric decomposition always suffers from some
deficiencies such as negative power and scattering mechanism ambiguity. In fact, it is probably
because of the inconsistency between the assumed models and PolSAR data. In this paper, we
intend to solve the scattering mechanism ambiguity in original three-component decomposition,
and later we will try to find out some solutions aiming at alleviating the negative power prob-
lem. Considering that the nonnegative eigenvalue decomposition (NNED) is only applicative
for the pixels that volume scattering dominates (the details will be discussed in Section 1), an
improved model-based scheme is proposed, in which the decomposition will be hierarchical. If
volume scattering is dominant, a revised NNED is adopted, for which the volume scattering
employs the model proposed by Yamaguchi, and if volume scattering is not dominant, a revised
four-component decomposition is adopted, for which the volume scattering employs the model
proposed by Freeman. The entropy and alpha parameter are employed to identify the dominant
scattering mechanism. Through this revision, the decomposition will be more accurate and the
dominant scattering mechanism in each pixel will be preserved better. To verify and demonstrate
the performance and advantages of the proposed decomposition, the L-band airborne AIRSAR
San Francisco data and E-SAR Oberpfaffenhofen polarimetric data are used. Comparison studies
are also carried out to show the improvements by the proposed method especially for the oriented
urban areas.

1. INTRODUCTION

In the original model-based three-component decomposition, the volume scattering is subtracted
from the original data prior to surface or dihedral scattering, which not surprisingly results in
the overestimation of volume scattering power as well as negative power in remainder scattering
mechanisms. Owing to the overestimation of volume scattering power, research on model-based
polarimetric decomposition has reached a climax in recent several years. The representatives are
Yamaguchi decomposition with orientation angle compensation and NNED. However, deorientation
cannot solve these problems fundamentally, because the double bounce or surface scattering objects
will not always be rotated to the reflection symmetry condition as the original assumed models
predict. So in order to extract the scattering objects better, we should develop and adopt more
suitable and adaptive models. Details will be discussed in Section 2. NNED is a wonderful way
to avoid negative powers completely. But it is under the assumption that the residual matrix has
the rank of two, which cannot be applied to the strongly depolarized situation expect the volume
scattering. In fact this defaults to the dominance of volume scattering. So in this paper, this will
be used for the pixels that volume scattering dominates.

2. GENERALIZED SCATTERING MODELS

For model-based polarimetric decomposition techniques, we think we should firstly start from the
models themselves. So we should develop more suitable models for the PolSAR data. In this
paper, we consider a generalized scattering model for surface or double bounce scattering, which
takes the condition that the oriented surface or dihedral objects can also contribute significant
cross-polarization component. Details will be discussed below.

Assuming the measured coherency matrix to be,

[T ] =

(
T11 T12 T13

T21 T22 T23

T31 T32 T33

)
(1)

the coherency matrix after rotation by angel θ can be obtained by,

Rθ =

(1 0 0
0 cos 2θ sin 2θ
0 − sin 2θ cos 2θ

)
, [T (θ)] = Rθ[T ]R−1

θ (2)
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2.1. Surface Scattering Model

The surface scattering component consists of a first-order Bragg scatterer in which the cross-
polarization component is negligible. The scattering matrix has the form,

S =
[
RH 0
0 RV

]
(3)

in Freeman decomposition and Yamaguchi decomposition, the coherency matrix of surface scatter-
ing model is represented as follows,

[Ts] =




1 β∗ 0
β |β|2 0
0 0 0


 (4)

where β = (RH −RV )/(RH + RV ), |β| < 1, β is unknown to be determined.
Because terrain slopes could rotate the polarization basis and induce significant cross-polarization

component. In order to fit the actual environment, a generalized model for it should be adopted.
According to (2), the generalized surface scattering model can be obtained by the multiplication of
a unitary rotation matrix R(θ) as seen in (2),

[Ts(θ)]=R(θ)




1 β∗ 0
β |β|2 0
0 0 0


 R(θ)−1 =




1 β∗ cos 2θ −β∗ sin 2θ

β cos 2θ |β|2 cos2 2θ − |β|2 sin 2θ cos 2θ

−β sin 2θ − |β|2 sin 2θ cos 2θ |β|2 sin2 2θ


 (5)

2.2. Double Bounce Scattering Model

The double bounce scattering component consists of a dihedral corner reflector, such as the reflection
between the building block walls and the underlying surfaces such as roads. The scattering matrix
can be written as follows,

S =
[
ej2γH RH 0

0 ej2γV RV

]
(6)

in Freeman decomposition and Yamaguchi decomposition, the coherency matrix is represented as
follows,

[Td] =



|α|2 α 0
α∗ 1 0
0 0 0


 (7)

where α = (RH + ejφRV )/(RH − ejφRV ), |α| < 1 and φ = 2γV − 2γH .
Obviously, this model also doesn’t take the possible cross-polarization component induced by

the oriented buildings into consideration. Let the induced orientation angel be θ, the double bounce
scattering model can be obtained by the same way,

[Td(θ)] = R(θ)



|α|2 α 0
α∗ 1 0
0 0 0


R(θ)−1 =




|α|2 α cos 2θ −α sin 2θ
α∗ cos 2θ cos2 2θ − sin 2θ cos 2θ
−α∗ sin 2θ − sin 2θ cos 2θ sin2 2θ


 (8)

3. EXTRACTING DOMINANT SCATTERING MECHANISM

The entropy H and alpha parameters are firstly proposed by Cloude and Pottier, which are won-
derful parameters to distinguish different scattering mechanisms, and based on which the H/alpha
classification scheme was also proposed, the H/alpha space is given as Figure 1 shows.

The dominance of this space is given as follows,

• Class Z1, 2 and 3: Double bounce scattering,
• Class Z4, 5 and 6: Volume scattering,
• Class Z7 and 8: Surface scattering.
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Figure 1: Segmentation of the H/alpha space.

4. DECOMPOSITION FRAMEWORK

The proposed decomposition framework was divided into three individual parts according to the
dominant scattering mechanism, so if one pixel belongs to Z7 and 8 in Figure 1, the decomposition
will be written as follows,

〈[T ]〉 = fs 〈[Ts(θ)]〉+ fd 〈[Td]〉+ fv 〈[Tv]〉+ fc 〈[Tc]〉

= fs




1 β∗ cos 2θ −β∗ sin 2θ

β cos 2θ |β|2 cos2 2θ − |β|2 sin 2θ cos 2θ

−β sin 2θ − |β|2 sin 2θ cos 2θ |β|2 sin2 2θ


 + fd

(0 0 0
0 1 0
0 0 0

)

+
fv

4

(2 0 0
0 1 0
0 0 1

)
+

fc

2

(0 0 0
0 1 ±j
0 ∓j 1

)
(9)

under this circumstance, the surface scattering is dominant, so the surface parameter should be
solved explicitly.

While if one pixel belongs to Z1, 2 and 3, the decomposition is written as follows, similarly, the
double bounce parameter should be solved explicitly,

〈[T ]〉 = fd 〈[Td(θ)]〉+ fs 〈[Ts]〉+ fv 〈[Tv]〉+ fc 〈[Tc]〉

= fd




|α|2 α cos 2θ −α sin 2θ
α∗ cos 2θ cos2 2θ − sin 2θ cos 2θ
−α∗ sin 2θ − sin 2θ cos 2θ sin2 2θ


 + fs

(1 0 0
0 0 0
0 0 0

)

+
fv

4

(2 0 0
0 1 0
0 0 1

)
+

fc

2

(0 0 0
0 1 ±j
0 ∓j 1

)
(10)

At last, if one pixel belongs to Z4, 5 and 6, that is the volume scattering dominant, general
NNED with the volume scattering model proposed by Yamaguchi will be adopted instead. Because
the volume scattering parameter should be solved explicitly.

It should be pointed out that because the unknown parameters we propose are unbalanced
with the observations, consequently, the results of Equations (9) and (10) are both not unique.
Therefore, for each solution, we then perform it to all pixels and then compare the numbers of
negative powers by them, at last, we pick the solution that leaves the smallest relative amount of
negative powers as the ultimate result. What’s more, the models are scarcely possible to fit the
data perfectly, so that the negative powers still inevitably exist in each of the results, so for the
pixels with negative power, we use the Yamaguchi scheme instead this time. And later we will try
to alleviate negative power problem by fitting data into models.

5. EXPERIMENTS AND RESULTS

The performance of the proposed approach is demonstrated using the AIRSAR San Francisco data
sets. Figures 2(a), (b) show the decomposed results by the Yamaguchi scheme and the proposed.
Figure 2(c), (d) show the close-ups of Patch B of Figures 2(a), (b), from the close-ups, we can clearly
see the change in orientated buildings after the proposed decomposition is carried out. The more
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Figure 2: (a) Results of Yamaguchi decomposition and (b) the proposed; (c), (d) close-ups of patches
in (a), (b).

pixels in urban areas in Yamaguchi decomposition have been decomposed into red color, which
indicates the dihedral scattering mechanism from the building walls and the roads. This means
that the buildings correctly turn into red color or to say the red color in urban areas is got enhanced
although they are oriented in different directions. It shows that it is possible to discriminate the
urban areas from forest areas, i.e., the ambiguity in original Freeman and Yamaguchi decomposition
has been alleviated by the proposed decomposition.
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A Method for Pose Estimation of Ship Target from SAR ROI Based
on Ellipse Fitting
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Abstract— Pose estimation of target ROIs (region of interest) is an essential approach in
Synthetic Aperture Radar (SAR) image interpretation. It brings high efficiency and fine accuracy
in the process of target recognition and classification with accurate pose estimation. In this
paper, firstly, the typical methods of target pose estimation are introduced, and the advantages
and disadvantages of them are analyzed. Then, focusing on ship targets in SAR images, a novel
method based on ellipse fitting is proposed to estimate the pose of the ship. According to the
fact that the contour shape of ship target is generally similar to an ellipse in medium resolution
SAR images, the principal axis of the fitted ellipse can be used to estimate the attitude angle of
the ship. The ship target ROI is separated from the background and the contour of the target is
extracted to fit an ellipse through a least squares ellipse fitting method. Although the contour of
the ship target is generally coarse, the ellipse can be stably achieved by the complex real contour
and a minority of singular points does not affect the final result significantly. At last, a number
of experiments with ship target ROIs from TerraSAR-X SAR data are explored, and the mean
error is less than 1.0◦, which shows the robustness and validity of the proposed method in ship
pose estimation with SAR images.

1. INTRODUCTION

Pose estimation of movable targets is very important for automatic target recognition (ATR) in
SAR (Synthetic Aperture Radar) system. In template-based SAR ATR system, classification is
applied by comparing the unknown targets SAR images with the SAR templates of known targets.
Since the sensitivity of SAR images to the attitude angle of the targets, for each kind of the target,
a series of SAR images in different attitude angles are contained in the templates. As a result,
the template library is with massive data for supporting the classification, and it greatly increases
the load of computation of template matching (classification). Therefore, the speed of template
matching will be significantly accelerated and the efficiency of SAR ATR system will be much
improved, if the attitude angle of unknown target is estimated in SAR image before classification
and then the SAR image of unknown target is matched with the template of the known target with
a certain attitude angle in the template library. While in model-based system for automatic target
recognition, the library stores physical or theoretical models of samples, by processing which, images
or feature vectors with any pose and under any arrangement can be estimated. The hypothesis of
target’s type, pose and so on is continually modified until it is matched well enough with the SAR
image containing an unknown target or feature vectors extracted from the SAR image, through
which the classification is explored. Similarly, if the pose of a target can be estimated by the SAR
image accurately, feature vectors extracted from the model can be matched directly with that of
the SAR image so that the efficiency of the SAR ATR system is improved.

Generally, pose estimation based on SAR image should meet two requirements. Firstly, it should
be accurate, which is the most important and required by correct classification. Secondly it also
should be robust against target deployment variation.

2. PREVIOUS METHODS

There are two classic methods for pose estimation of target, the leading edge method and the
encapsulating box method [2]. The former usually focuses on the target of vehicle, whose contour
includes a long straight line named the leading edge. In SAR images, however, it does not show
the same effectiveness to the ship target, since the straightness and uniqueness of ship’s long edge
is not obvious enough. It is hard to choose the leading edge of the ship target properly and if the
wrong choice is made, the estimation error will be great. The latter method ascertains the attitude
angle through rotating the encapsulating rectangle of target. It usually lacks precision. Besides,
plenty of other algorithms have been published on this topic. For example, Kefeng Ji [1], et al. used
the linear regression strategy to find the line around which the scattering centers distribute. It is
easy and fast, but still not accurate enough. Sometimes it is arbitrary and reluctant to fit a line to
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a ship target in SAR images. The experimental results of the three methods above are analyzed in
Section 4.

Most of pose estimation methods depend much on the quality of target extraction from SAR
images. If the extraction is not good enough, this kind of method would become unstable. Unfor-
tunately, noise and clutters of SAR images always bring great influence to the separation. In this
paper, therefore, a new method for pose estimation, which is more robust and valid, is introduced.

3. A METHOD FOR POSE ESTIMATION OF SHIP TARGET BASED ON ELLIPSE
FITTING

The principal axis of the fitted ellipse can be used to estimate the attitude angle of the ship. There
is a priori knowledge that the contour shape of ship target is generally similar to an ellipse in
medium resolution SAR images, so fitting an ellipse to a ship target is reasonable. The flow chart
of the proposed method is shown in Fig. 1. The target is firstly separated from the background
and the contour of the target is extracted for ellipse fitting. Then, an ellipse is fitted to the whole
contour data. Finally the major axis of the ellipse indicates the direction of the ship target.

Segmentation
Extracting

contour

Ellipse 

fitting

Calculating

attitude angle

Figure 1: Flow chart of the proposed method.

3.1. Extraction of Contour Data

The 2-D OTSU segmentation algorithm is explored to deal with the ship target ROI (Fig. 2(a)).
After the morphological image processing, the result is shown as Fig. 2(b), in which the connective
region represents the ship target. Then the Canny operator is used to extract the contour of the
connective region (Fig. 2(c)).

(a) (b) (c) (d) (e)

Figure 2: Schematic diagram of the proposed method. (a) Ship target clip. (b) Extracted target. (c) Ex-
tracted contour. (d) Fitted ellipse. (e) Attitude angle.

3.2. Ellipse Fitting

Ellipse fitting is the most important step in the method. The direct ellipse-specific fitting algorithm,
proposed in Ref. [4], is used to fit an ellipse to the contour data. The precision of the ellipse fitting
method is even stable and convinced enough for obit fitting of the satellite [5]. A general conic can
be represented by an implicit second order polynomial:

F (a,x) = a · x = ax2 + bxy + cy2 + dx + ey + f = 0 (1)

where a = [a b c d e f ]T and x = [x2 xy y2 x y 1]T . F (a;xi) is called the “algebraic distance” of
a point (x, y) to the conic F (a;x) = 0. The fitted conic can be ascertained by minimizing the sum
of squared algebraic distances of the curve to the N data points xi.

D(a) =
N∑

i=1

F (xi)2 (2)

In order to force the the conic to be an ellipse and make the solution simple, Andrew imposes
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the quadratic constraint 4ac− b2 = 1, which may be expressed in the matrix form aTCa = 1 as

aT




0 0 2 0 0 0
0 −1 0 0 0 0
2 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0




a = 1

where C expresses the constraint. Since Bookstein [3] showed if a quadratic constraint is set on
the parameters the minimization (2) can be solved by considering the eigenvalue system:

DTDa = λCa

where D = [x1 x2 . . . xn]T , the constrained ellipse fitting problem may be rewritten as the system

DTDa = λCa (3)

aTCa = 1 (4)

The Ref. [4] stated the one-to-one relationship between the eigenvalues and eigenvectors, the
solutions of (3) subject to the constraint (4). Finally, it proved that (3) has exactly one positive
eigenvalue λi > 0, giving the unique solution ai to (4). Therefore the problem can be solved and
the ellipse can be ascertained by ai. Fig. 2(d) shows the fitted ellipse of the contour of Fig. 2(c).

3.3. Calculation of the Attitude Angle
The major axis is got from the fitted ellipse calculated in Subsection 3.2. The angle that the line
of the major axis rotates counterclockwise to the positive direction of range is defined to be the
attitude angle of the ship target, as θ in Fig. 2(e).

It should be noted that almost all of the existing methods for pose estimation based on SAR
images cannot solve the problem of 180◦ uncertainty. Actually this problem does not cause large
amount of computation. Therefore it is not discussed in this paper.

4. EXPERIMENTAL RESULTS

In order to verify the algorithm performance, 20 ship target clips extracted from the TerraSAR-X
SAR images are used for experiments. This section presents some typical ones which illustrate
the validness and robustness of the new method. The ROI clips, extracted contours and fitted
ellipse are shown in Fig. 3. The experimental results, including the previous methods reviewed
in Section 2 and the proposed method, are shown in Table 1. The performance of the proposed
method is obviously better than the other and its mean error is 0.9◦.

Sometimes the contours may not be ideal enough, e.g., Figs. 3(d), (e) and (f), in which some
singular points, caused by noise and side lobe, make the shapes irregular. Under these circum-
stances, however, the proposed method, compared with other methods in Table 1, still maintain
its accuracy. These experiments show that it is appropriate to introduce the priori acknowledge of
the high similarity between a ship contour and an ellipse. The influence, made by singular points,

Table 1: Experimental data.

Real attitude
angle

Leading edge
method

Encapsulating
box method

Linear regression
method

The proposed
method

Clip. 0 82.8◦ 88.1◦ 82◦ 82.7◦ 82.1◦

Clip. 1 83.1◦ 86.5◦ 83◦ 83.3◦ 83.4◦

Clip. 2 138.2◦ 125.6◦ 146◦ 135.2◦ 138.0◦

Clip. 3 176.5◦ 179.6◦ 168◦ 158.2◦ 174.2◦

Clip. 4 153.9◦ 140.3◦ 160◦ 146.9◦ 154.9◦

Clip. 5 32.1◦ 38.7◦ 34◦ 38.7◦ 31.9◦
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(a)

(d)

 

 

(b)
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(c)

(f)

 

 

Figure 3: Pictures of some experiments. (a) Clip. 1. (b) Clip. 2. (c) Clip. 3. (d) Clip. 4. (e) Clip. 5.
(f) Clip. 6.

(a) (b) (c) (d)

Figure 4: Error distribution of the four methods. (a) Leading edge method. (b) Encapsulating box method.
(c) Linear regression method. (d) The proposed method.

to the result of the ellipse fitting algorithm is limited, since most points of the contour are in
accord with the real shape of the ship target, which reflects the robustness of the method. All of
the experimental results are presented in Fig. 4 in the form of diagram, which show the excellent
performance of the proposed algorithm.

5. CONCLUSION

Nowadays SAR image interpretation is widely used in marine management and ocean survey and
the pose estimation of ships plays an important role in this process. This paper focuses on the
shape of ship target and presents a new method for pose estimation, ftting an ellipse to the ship
contour through the least square fitting algorithm. Experiments with twenty SAR ship ROIs have
proved its validity and robustness. Besides, it is no doubt that the method is timesaving, since the
main computation is used in only once least square fitting.

There is still room for improvement in this method. It can be expected that if the contour data
are filtered to eliminate the singular points, the fitted ellipse will be more similiar to the ship target
and the pose estimation will be more accurate. What’s more, when the fitting similarity is high
enough, we can even use the fitted ellipses, instead of the images, to extract geometric information
and other features of the ship target, avoiding all kinds of interferences in SAR images. These will
be studied in our further research in the future.
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Design of a Doherty Power Amplifier for Performance Enhancement
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Abstract— This work presents theory, design and simulation of an improved Power Amplifier
(PA) based on the Doherty topology. It is theoretically shown that, using multiple iterations of
source-pull and load-pull, a better main PA is accomplished. Taking into account that working
conditions of the main and peak PAs affect the overall performance, the various performance
indicators should be balanced. Optimal bias voltages are determined in the proposed DPA,
providing higher efficiency both at full output power and at 6 dB back-off power, thus validating
practical effects of the design and demonstrating a promising prospect to be used in the future
wireless transmitter applications.

1. INTRODUCTION

Future wireless transmitters in the communication systems tend to be imposed more and more
stringent constraints. To ensure that the communication transmitters could permit signal integrity
upholding, base-station deployment operating cost reduction and an increase in battery life for
mobile stations linearity and power efficiency are both crucial factors which must be considered in
the design [1].

Improving the efficiency of the PA has been studied using efficiency enhancement techniques such
as envelope elimination and restoration (EER), polar modulation, and envelope tracking (ET) [2–
4]. These techniques could provide excellent efficiency performance using a complicated enveloped
PA and/or switching PA, and high linearity performance can be achieved with the help of a digital
predistortion technique.

Compared with technologies mentioned above, the Doherty Power Amplifier (DPA) stands out
for its high efficiency, simple achievement, relatively low cost, small impact on the linearity system
and other advantages. As well as its topology can be easily combined with the feed forward and
predistortion techniques, the DPA has been widely studied and applied in the modern wireless
communication systems.

2. DESIGN OF THE MAIN PA

The main PA is designed in this paper using an N-channel enhanced LDMOS tube MRF6S20010N
of the Freescale Semiconductor with the center frequency of 2.14 GHz.

To guarantee a good performance the input and output matching sections are especially impor-
tant in the design. So the optimum source impedance and load impedance should be found.

There is a platform which can provide templates of Load-Pull and Source-Pull simulations. By
modifying the input signal power, scanning centers, scanning radius and sweep points, it is easy to
get a team of equal efficiency circles and output power circles. Then we can obtain the optimum
load impedance and source impedance according to the corresponding design requirements.

However, since source-pull and load-pull are divided into two separate steps to complete, it is
probably that the source and load impedance end up not optimal. To solve this problem,the concept
of multiple iterations is introduced into the design to achieve convergence solutions as follows [5].

Figure 1: Flow chart of the multiple iterations using the source-pull and load-pull.
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After several steps of multiple iterations, we get the optimum source impedance and load
impedance. With the design of new matching circuits, an improved main PA is done. The new
measured gain and power-added efficiency (PAE) are shown in Fig. 2, better than the results of
single traction shown in the Fig. 3.

Figure 2: Simulation result after multiple iterations. Figure 3: Simulation result before multiple itera-
tions.

3. BASIC DESIGN OF THE WHOLE DPA

In this design, we use the inverted structure of Doherty mentioned in many literatures [6]. The
compensation line after main PA is to enhance the drain resistance at small input power level to
get earlier saturation and improve efficiency. The compensation line after peak PA is to transform
small impedance into large impedance [7].

The transistors used for the main and peak PAs are identical in size and evenly driven. The
main PA was biased in class AB condition and the peak PAs in class C. Using the Wilkinson power
divider, we got the basic design.

4. FACTORS INFLUENCE ON THE PERFORMANCE OF THE DPA

In the DPA, efficiency and linearity are conflicting. In the area of low power levels, main PA works
while peak PA is off, the overall linearity depends on the linearity of main PA. In the area of medium
power levels, the participation of peak PA in Class C mode deteriorates the overall linearity. Only
in the area of high power levels, the gain of main PA compresses while the gain of peak PA expands
and then the effects just balances and makes improvement in the overall linearity. So based on the
purposes of optimizing the DPA performance, the drain bias voltage of main PA and the gate bias
voltage of peak PA are considered about that how to impact on the overall efficiency and linearity.
4.1. Drain Bias Voltage of Main PA
We know that main and peak PAs’ drain bias voltages have a significant impact on the power back-
off range and efficiency of the DPA. Based on the designed circuit above, sweeping and scanning the
drain bias voltage of main PA from 25 V to 35 V by 2 V each step with other parameters unchanged,
we can get the effect trends of gain and efficiency in Fig. 4, as well as the trends of linearity in
Fig. 5.

As the simulation results shown above, since the drain bias voltage decreases, the main PA gets
into saturation at a lower input power level, making efficiency at low power level greatly improved.
But it is precisely because that the main PA unit gets into the saturated zone earlier, leading to
the reduction of the gain and an overall deterioration of linearity at low power.

If we can properly reduce the drain bias voltage or dynamically adjust the drain bias voltage of
the main PA unit according to the case of the input signal envelope, the efficiency of the PA will
be greatly enhanced in a certain level of linearity.
4.2. Gate Bias Voltage of Peak PA
Gate bias voltage of the peak PA determines when it starts to work, so the gate bias voltage
influences the linearity, gain, efficiency and other performance characteristics of the peak PA. The
state of peak PA working in is mainly decided by the gate bias voltage. The lower gate bias voltage
is, the “deeper” state of class C it works in.
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Figure 4: Trends of gain and efficiency. Figure 5: Trends of linearity.

The drain bias voltage of peak PA in this design ranges from 0.1 V to 2 V, stepping by 0.2V.
The scanning results of gate bias voltage of the peak PA are shown in Fig. 6 and Fig. 7.

Figure 6: Trends of gain and efficiency. Figure 7: Trends of linearity.

According to the simulation results, the higher gate bias voltage is, the lower the starting point
of peak PA. The inefficient operation state after its participation makes the total efficiency reduced.
Therefore, the lower the gate bias voltage of peak PA is, the higher the efficiency can be while the
worse the linearity will become.

5. IMPROVED DESIGN OF THE WHOLE DPA

Considering the impact of factors mentioned above on the overall performance of the DPA a bal-
anced choice according to the actual needs of the various performance parameters is proposed. We
make the main PA working in AB condition with a drain bias voltage of 28V and the peak PA in
a proper C condition with a gate bias voltage of 1.96V. With other optimizations not described
in detail, the final improved DPA is completed. The results are shown in the Fig. 8. Compared
with the results shown in the Fig. 9 before improvement, the PAE at saturation point and 6 dB
back point have greatly improved, while the gain and linearity still meet the design requirements
without deterioration.
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Figure 8: Results after improvement. Figure 9: Results before improvement.

6. CONCLUSION

In this paper, an improved design of Doherty PA has been proposed. The design is based on the
use of multiple iterations of source-pull and load-pull and a balanced consideration of the state
of bias. The simulation results show that the proposed Doherty PA has a power-added efficiency
(PAE) much higher than the traditional one with other performances not deteriorated.

REFERENCES

1. Gustafsson, D., C. M. Andersson, and C. Fager, “A novel wideband and reconfigurable
high average efficiency power amplifier,” Microwave Symposium Digest (MTT), Vol. 17, 169–
178, Department of Microtechnology and Nanoscience, Chalmers University of Technology,
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Application of the Method of Fresnel Zone Analysis in Base Station
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Abstract— Along with the LTE mobile communication network rapid demand in China, it
appears more trouble and difficulties in network plan and needs a faster and relative accurate
scientific method to support the BS (base station) location survey with a view to the weakness
transmissibility of the radio wave above 2GHz.
The BS location survey project is one of the important items in mobile communication network
plan before construction; however there are less computation model methods and theoretical
arithmetic based on measured data to be utilized. The conclusion of BS location survey pro-
jection is mainly depended on the experiences and subjective judgments of survey stuffs. In
considering of objective factors of surroundings parameter collection, length of work time and
etc. in location survey, the common methods including propagation model, ray tracing and etc.
have such difficulties and incompetence to apply.
Huygens-Fresnel principle is one of most key point characters of radio wave. In the propagation of
radio, every point on the surface of the wave is a secondary radiation wave of spherical wave. And
space for a bit of radiation field is surrounded by the wave of each point on the arbitrary closed
surface wave from the secondary waves in which the result of superposition of mutual interference
Take advantage of Huygens-Fresnel principle it has greater possibility to adapt the ability range of
BS location survey tools and the requirement of work time with the rapid computation method of
Fresnel Zone in BS location survey project. In this paper, it is reported that Fresnel Zone method
for the mobile communication will be studied in-depth and the application and the propagation
criterion selection of this method will be analyzed concretely.

1. INTRODUCTION

Mobile communication network, especially LTE, is being planned and built in a rapidly increas-
ing speed in China. There are many methods including Okumura model COST231-Hata model,
VolcanoMini model used in the network plan and simulation software. However, these software
are almost suitable for the large computer servers and long-time simulation indoor. They need
hundreds of data from streets, buildings, rivers, forest, towers and the relative position difference
between them to input. The BS location survey project is one of important items in network plan.
It has many different characters to evaluate the propagation environment from the network plan
and simulation software, such as much shorter time to collect building parameters, small computer
equipment as laptop or PAD.

The Fresnel Zone is an application product of the Huygens-Fresnel principle used in the mobile
communication system. It has greater possibility to adapt the ability range of BS location survey
tools and the requirement of work time in BS location survey project. In Sections 2 and 3, the op-
eration method of Fresnel Zone is described concretely. In Section 4, the conclusion and suggestion
are given.

2. FRESNEL ZONE THEORY

According to Huygens-Fresnel principle, in the process of radio transmission, each point on the
surface of the wave is the wave source of a spherical wave of secondary radiation, called secondary
wave source And any point’s radiation field in the space is surrounded by the wave of each point on
the arbitrary closed surface wave from the secondary waves in which the result of superposition of
mutual interference. Obviously, the closed surface on each point of the secondary waves reach the
receiver system is different, which makes the receiver signal of the size of the field intensity change
It is shown as Fig. 1.

Furthermore, the definition of Fresnel Zone can be given visually in Fig. 2. Point Q is the wave
source and point P is the receive point in the free space. The space region which is contained in
the rotation ellipsoid, point Q and P as the focal point, is called Fresnel Zone.

In Fig. 2, S1 is one point in the radio propagation space. And the plane including S1 perpen-
dicular to line QP, gets a circle C1 in Fresnel Zone. The distance between point Q and P is d, the
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Figure 1: Tecondary wave source of Huygens-Fresnel
principle.

Figure 2: Fresnel zone.

distance between point Q and C1 is d1, and the distance between point P and C1 is d2. As the
frequency of the radio is known, the radius of circle C1 can be calculated by Eq. (1) as:

F1 =
√

λd1d2/d (1)

In Fig. 2, the result of QS1+S1P-d, which could be named as T , is the distance different of the
two different path of radio waves between transmitting antenna and receiving antenna. When T
is odd times of λ/2, the two path of electromagnetic wave are on the same role and the electric
field of the receiving point is strengthened. And when T is even times of λ/2, the two path of
electromagnetic wave are on the contrary role and the electric field of the receiving point is offset.
So we could obtain the division of Fresnel Zone.

T = λ/2
T = 2× λ/2

. . .

T = n× λ/2

These formulas define the first Fresnel Zone, the second Fresnel Zone and the nth Fresnel Zone,
respectively.

In free space, the radiation electromagnetic energy from the wave source point Q to point P
is primarily spread by the first Fresnel Zone As long as the first Fresnel Zone is not blocked, the
free space propagation condition could be approximately obtained. So the blocks area between the
transmitter and the receiver is asked to less than a certain ratio of the Fresnel Zone, which means
the antenna can be raised to suitable height.

Including the first Fresnel Zone, the Minimum Fresnel Zone possesses important significance.
The Minimum Fresnel Zone is in the first Fresnel Zone. And when the radio wave passes through
the whole Minimum Fresnel Zone, the signal of different paths are added in the same phase at the
receiving point, so the signal is strengthened.

F0 = 0.577×
√

λd1d2/d (2)

It can be inferred that when the distance between the transmitting antenna and the receiving
antenna is a fixed value, the shorter of the wave length, the smaller of the Fresnel radius of the main
spread area, the more slender of the Fresnel ellipsoid area, and the Fresnel ellipsoid area degrades
to be a straight line as one spread path of light.

3. APPLICATION OF THE METHOD OF FRESNEL ZONE

According to the theory of Fresnel Zone, a practical application method can be used in the BS
location survey for the evaluation of the propagation environment. The BS location survey stuff
can utilize the survey tools to obtain the block’s area relative to the Fresnel Zone of the propagation
environment of the survey building, and then can evaluate the kind, height, pitch angle of the
antenna and that the planned scheme is feasible or not.



1088 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

The application software can run on the Android system mobile phone and PAD. The key
parameters of the application software include the Fresnel radius, the downtilt and the overlap area
of the block and the Fresnel ellipsoid. Each parameter can be inferred from the normal survey tools,
such as laser rangefinder, downtilt measuring instrument. These parameters would be introduced.

3.1. The Fresnel Radius

As the description in Section 2, the Fresnel radius F1 can be deduced by Eq. (1) after the radio
frequency, the distance between the transmitting point and the receiving point d, and. Before the
BS location survey, the mobile network plan has already done. So the radio frequency is known.
And the coverage radius which has been planned in the network plan could be regarded as d.
Depended on the utilization of laser rangefinder, d1 and d2 can be obtained.

3.2. The Downtilt

The downtilt is the inclination of the antenna and the receiving point. It can be obtained by the
downtilt measuring instrument.

3.3. The Overlap Area

The overlap area of the block and the Fresnel ellipsoid is the most difficult and important parameter
in this software algorithm. There are nearly ten cases to consider.

Figure 3 shows the main relationship of Fresnel Zone and the block. A is middle point of
the top side and C is the center of the Fresnel Circle. Then it is defined that angle α is the
inclination of Q to A and α′ is the inclination of Q to C, r is the radius of the Fresnel Circle. Then
H = QA× sinα− cos 3◦×sin 3◦

cos α−OA , H is the relative height of A to C and h is QA× sinα.

Q

P

A

C

Figure 3: Judgment of the overlap area.

When C is out of the block:

(1) r < h. It means that the Fresnel Circle and the block have no overlap area.
(2) r > h. The overlap area can be computed by

2 arccos h
r · πr2

360
− sin

(
arccos

h

r

)
· r · h (3)

When C is in the block:

(1) r < h. It means that the Fresnel Circle and the block have no overlap area.
(2) r > h and the vertical side is more than the value of r plus h and the horizontal side is more

than the value of twice of r. It means that the Fresnel Circle and the block have no overlap
area.

(3) r > h and the vertical side is more than the value of r plus h and the horizontal side is less
than the value of twice of r. The overlap area is (r + h) · y.

We had chosen a roof of dense urban building. Depend on distance meter and laptop, this
method gives the result of different pitch angle of the antenna. When the pitch angle is 3 degree,
the radio wave can bypass the block. When the pitch angle is 10 degree, the radio wave is blocked.
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4. CONCLUSION AND SUGGESTION

The application of the method of Fresnel Zone provides a scientific way and a quick calculation
model to evaluate the propagation environment compared to depending on the experiences and
subjective judgments of survey stuffs in BS location survey, especially in the dense urban. However,
how to simulate the accurate propagation way of radio in a sustainable time is still a difficulty
problem. The work in this paper makes some helpful explore to solve the problem.
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Abstract— In this paper, mutual coupling in two-dimensional rectangle antenna array is in-
vestigated. It is discovered that the mutual coupling matrix for such an antenna array can be
decomposed into the product of a unitary matrix, a diagonal matrix and the Hermitian transpose
of the unitary matrix. If the coupling between the non-adjacent elements is ignored, the unitary
matrix will be the two dimensional discrete sine transform matrix and the diagonal matrix can
be evaluated analytically. When the external excitation voltage of the array is set to be eigen
vectors of the mutual coupling matrix, the resulting voltages on the array elements will also be
the eigen vector of the mutual coupling matrix, except for a scaling factor. By analyzing the
scaling factor, the coupling between the adjacent elements can be calculated.

1. INTRODUCTION

Mutual coupling is caused by the electro-magnetic interactions between the antenna elements inside
the array. It will greatly impact the performance of the beamforming algorithms and the directional
finding algorithms [1, 2].

It is generally accepted that the mutual coupling effect mainly exists between the closely ar-
ranged antenna elements. To monitor the coupling effect, one should inject independent excitation
voltage vectors and measure the voltages on all of the antenna elements. Furthermore, a matrix
inversion is necessary during the final calculation of the coupling coefficients. In [3], a calibration
approach is proposed by using known sources from certain direction. This is, however, not practical
for the real time monitoring of the mutual coupling matrix.

In this work, a novel method to characterize the mutual coupling matrix of the rectangle antenna
array is proposed. The coupling matrix of the array can be decomposed into the product of the
discrete sine transform matrix, a diagonal matrix and the transpose of the discrete sine transform
matrix provided that only the coupling between the neighboring elements in the array is considered.

Based on this fact, the measuring of the mutual coupling between the neighboring elements can
be accomplished by monitoring only one element within the array. It is accomplished as follows:
the excitation voltage vector of the array is set to be the eigen vector of the coupling matrix, i.e.,
the row vector of the discrete sine transform matrix. It can be derived that the voltages on the
antenna terminals will also be the row vector of the discrete sine transform matrix, albeit with a
constant, which relates to the mutual coupling effect. By altering the voltage with respect to the
row vectors of the discrete sine transform matrix and measuring the ratio of the excitation voltage
over the load voltage on the monitoring antenna element, one is able to determine the mutual
coupling coefficients.

2. MATHEMATICAL MODEL FOR THE MUTUAL COUPLING MATRIX IN A LINEAR
ANTENNA ARRAY

The mutual coupling matrix for a linear antenna array can be formulated as

Z =




Z1 Z2 · · · 0

Z2 Z1 · · · ...
...

...
. . . Z2

0 · · · Z2 Z1


 (1)

where Z1 is the self impedance, Z2 the mutual impedance resulting from coupling between neigh-
boring elements, while all the coupling for non-neighboring elements is neglected.

Z can be decomposed by [4]
Z = QDQH (2)
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where Q is the discrete sine transform (DST) matrix and QH is its Hermitian transpose. Matrix
Q has the elements as [4]

Qmn =

√
2
N

sin
(

πmn

N + 1

)
(3)

The diagonal elements of matrix D can be formulated as [4]

Dnn = Z1 + 2Z2 cos
(

nπ

N + 1

)
(4)

The antenna voltage vector and the antenna current vector are related by [5]

U = ZI (5)

The external excitation voltage UE is applied to the antenna elements. However it is not directly
proportionally related to the antenna voltage U, the actual relationship is [5]

U = UE − ZLI (6)

where ZL is the load impedance matrix, which is diagonal when the load impedances are the same
for every antenna elements. Hence, we have [5]

U = Z (Z + ZL)−1 UE (7)

Combining with Eqs. (3)–(5), we have [5]

U = QGQHUE (8)

where G is a diagonal matrix with the diagonal elements of [5]

Gnn =
Dnn

Dnn + ZL
(9)

Therefore, when the excitation voltage of the antenna elements are assumed to be the row vectors
of matrix Q, the real voltage that is applied to the antenna elements will also be the row vectors
of matrix Q, albeit with the factor of Gnn. By measuring the ratio of the real voltage and the
excitation voltage on only one antenna element, the value of Gnn can be obtained. With two
different values of Gnn, one is able to determine the final value of Z1 and Z2.

3. EXTENSION OF THE CONCLUSION TO THE TWO-DIMENSIONAL RECTANGLE
ANTENNA ARRAY

When the antenna array is extended from the one dimensional linear array to the two dimensional
rectangle array, the matrix Z can be formulated by

Z = (Q⊗Q)E (Q⊗Q)T (10)

where ⊗ denotes the Kronecker product. The matrix Q is the same matrix as the one in the one
dimensional array. The diagonal matrix E has its diagonal elements as

EnN+m,nN+m = Z1 + 2Z2x cos
(

nπ

N + 1

)
+ 2Z2y cos

(
mπ

N + 1

)
(11)

There are three unknown variables in the formula, namely Z1 Z2x and Z2y, which are related to
the self impedance and the mutual impedance between the two adjacent elements in the x and y
directions. The impedances can also be obtained by measuring the ratio of the external excitation
voltage over the real antenna element voltage while setting the excitation voltage vector to be the
row vector of

Q⊗Q

In such a configuration, measuring of only one elements’ excitation voltage and real antenna voltage
is adequate. By measuring the ratio three times and setting up the three linear equations, one is
able to calculate Z1 Z2x and Z2y.



1092 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

4. CONCLUSION

We have proposed a novel method to monitor the mutual coupling matrix in linear and rectangle
antenna arrays. The method is based on the analysis of the mutual coupling without considering
the non-adjacent coupling. The method is useful for the application in massive MIMO systems.
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Abstract— Recently, the devices operating in the terahertz (THz) frequency band have aroused
tremendous interests because of their gigantic potential applications in the areas such as security,
public health, and biomedicine. In this work, ultrathin multiband THz metamaterial absorbers
are proposed, and the design, simulation, and theoretical analysis of the absorbers are presented.
First, a dualband absorber consisting of snowflake-type resonator array is designed, which is
printed on a grounded polyimide dielectric spacer. Numerical simulations shows that the proposed
structure has two perfect absorption peaks at 0.952 and 1.818 THz with absorption rates reaching
99.7% and 99.9%, respectively. By carefully designing the geometrical parameters and layout
of the snowflake-type resonators, a quadband absorber with four perfect absorption peaks is
implemented. The numerical simulation result shows that four different absorption peaks appear
at 0.752, 0.950, 1.454, and 1.696 THz with the absorption rates of 98.8%, 97.8%, 92.1%, and 90%,
respectively.

1. INTRODUCTION

Metamaterials, which are constitutive of artificial electromagnetic materials, have attracted con-
siderable interests due to their ability to exhibit novel properties that may not be found in nature,
including negative refractive index, cloaking and sound filtering [1–4].

The THz range is known as the terahertz gap because of its noticeable underutilization. However,
with substantial advance of processing craft extending from the microwave band to the THz band,
the research of THz metamaterials has achieved huge progress. In recent years, the idea of THz
metamaterial absorbers has attracted wide interests among scientists [5–7]. In 2008, the first
THz metamaterial absorber was designed and proposed with an experimental absorptivity of 70%
at 1.3 terahertz by Hu Tao, etc. [8]. Afterwards, a triple-band THz metamaterial absorber was
fabricated by Xiaopeng Shen, et al., which had three distinctive absorption peaks at 0.5, 1.03, and
1.71THz with absorption rates of 96.4%, 96.3%, and 96.7%, respectively [9].

In this paper, we adopt a direct but efficient approach as is illustrated in [10] to achieve two kinds
of multibandTHz metamaterial absorbers based on snowflake-type resonators: a dualbandTHz
absorber and a quadband THz absorber, both of which have perfect absorption rates in the designed
frequency bands over wide angles of incident waves. These two kinds of designs are presented
afterwards. In design A, two distinct absorption peaks appear at 0.952 and 1.818THz with the
absorption rates of 99.7% and 99.9%, respectively; in design B, four distinct absorption peaks
appear at 0.752, 0.950, 1.454, and 1.696 THz with the absorption rates of 98.8%, 97.8%, 92.1%,
and 90%, respectively. The current distributions on the surfaces of snowflake-type resonators in the
peaks of absorption are also presented to gain a better insight into the physics behind the multiple
absorption mechanism.

2. DESIGNS OF MULTIBAND ABSORBERS

2.1. Design of Dualband Absorber
The structure of the dualband absorber is shown in Fig. 1(a), which consists of three layers including
a snowflake-type resonator array, a polymide dielectric spacer and a metallic back layer. The upper
aluminum snowflake-type resonator layer is responsible for the electric resonance when the THz
electromagnetic wave illuminate on the surface. The back layer is also an aluminum sheet, hence
the magnetic field is supposed to drive circulating currents between the upper layer and the back
layer. The entire absorber is the periodic extension of the unit cell (Fig. 1(b)) in both X and Y
directions.

By optimizing the geometry of the snowflake-type resonator and the thickness of the dielectric
substrate, we can adjust the effective permittivity and permeability of the structure to realize the
impedance matching between the structure and the free space, which means the minimum value of
the reflection. The transmission is equal to zero due to the metal back layer. With the definition
of the absorption A = 1− T −R = 1− |S21|2− |S11|2 = 1− |S11|2, we can easily draw a conclusion
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(a) (b)

Figure 1: The structure of the dualbandTHz metamaterial absorber: (a) the perspective view of the unit
cell, (b) the front view of the unit cell.

Figure 2: The simulated absorption spectra of the dualband absorber at various incident angles of THz
waves.

(a) (b)

Figure 3: The current distributions on the surfaces of snowflake-type resonators: (a) at 0.952 THz, (b) at
1.818THz..

that the maximum of the absorption rate could be achieved when the reflection rate meets the
minimum value.

The final optimization geometry of the unit cell is given by: a = 90µm, l = 66µm, w = 6µm,
r1 = 19 µm, and r2 = 15µm. The thickness of the polyimide dielectric spacer is only 10µm, whose
relative permittivity is 3 and tangent loss is 0.03. The commercial software, CST Microwave Studio
2011, is used here for numerical simulations, which indicates that the proposed structure has two
perfect absorption peaks at 0.952 THz and 1.818 THz with absorption rates reaching 99.7% and
99.9%, respectively, for the normal incidence THz wave, as is shown in Fig. 2. It is also shown that
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the absorption rate can still maintained above 95% even when the incidence angle is increased to
40◦.

In order to further investigate the absorption mechanism of the dualband absorber, the current
distributions on the surfaces of snowflake-type resonators at 0.952 THz and 1.818 THz are presented
in Fig. 3. It shows that at 0.952 THz, most of currents are distributed in the central cross structure
while at 1.818 THz most of currents are distributed in the sideward semicircle structures, which
implies that the central cross structure is responsible for the lower frequence absorption peak while
the higher frequence absorption peak originates from the sideward semicircles.

3. DESIGN OF QUADBAND ABSORBER

Basing on the dualband absorber structure, we extend the unit cell in Fig. 1(a) to 2 × 2 of the
snowflake elements, which is illustrated in Fig. 4(a). As presented in Fig. 4(b), the quadband
absorber unit cell is composed of two sets of snowflake resonators with different geometrical pa-
rameters, which means we can achieve a quadband absorber by combining two different kinds of
dualband absorber.

By carefully designing the geometrical parameters and layout of the snowflake-type resonators,
four perfect absorption peaks are finally implemented as plotted in Fig. 5. The ultimate optimiza-
tion geometry of the unit cell is given by: a = 180µm, l1 = 80µm, w1 = 8 µm, l2 = 64µm,
w2 = 15µm, r11 = 24µm, r12 = 18µm, r21 = 23 µm, r22 = 17 µm. From the simulation result we
acquire four excellent absorption peaks which appear at 0.752, 0.950, 1.454, and 1.696THz with
the absorption rates of 98.8%, 97.8%, 92.1%, and 90%, respectively, in the case of normal incidence.
The wide angle performance is also investigated for the case of the quadband absorber which shows

(a) (b)

Figure 4: The structure of the quadband THz metamaterial absorber: (a) the perspective view of the unit
cell, (b) the front view of the unit cell.

Figure 5: The simulated absorption spectra of the dualband absorber at various incident angles of THz
waves.
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that the structure still remain good absorptive performance even when the oblique incidence angle
increase to 40◦ and the center frequencies of absorption peaks almost keep accord with the case of
normal incidence.

Similar to the case of dualband absorber, only the particular part of the snowflake elements is
resonant under each different absorption frequency. The current distributions on the surface of the
structure at four resonant frequencies are omitted here.

4. CONCLUSION

In our paper, a series of ultrathin multiband THz metamaterial absorbers are proposed, in which
the design, simulation and theoretical analysis of the absorbers are presented. The snowflake-type
resonator is adopted to realize a dulaband absorber and based on which a quadband absorber is
subsequently achieved. Simulation results of both dualband and quadband absorbers are provided
to verify our designs. And we’ve also drawn a conclusion that particular parts of the snowflake
structures are responsible for each different absorption peaks by investigating the surface current
distributions.
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Abstract— Multi-band electromagnetic (EM) wave absorbers have attracted considerable at-
tention due to their wide practical applications such as antenna, stealth, and EM compatibility.
In this paper, we present the simulation, implementation, and measurement of a unconventional
multi-band metamaterial absorber, which appears as a cube and is composed of square ring
resistive sheets with a metal plane laid at the bottom of the structure. The simulation and
experiment results show that the proposed structure can eliminate the total reflection of planer
structure and excite multi-resonant peaks at the same time. The proposed EM absorber could
exhibits a promising and flexible method to control the propagation of the EM wave and to
extend the absorption bandwidth greatly.

1. INTRODUCTION

Since N. I. Landy et al. proposed a perfect metamaterial absorber (MA) composed of electric
resonators and cut wires, the researchers have shown extreme interest in the design of absorbers
with nearly perfect absorption by means of using artificial electromagnetic metamaterials [1]. A
great deal of efforts and works have been devoted to this field. But most of them focus on design
an planer absorber exhibiting excellent performance with single-band or multi-band [2–4] and there
is little information available in literatures about 3D multi-band absorbers [5, 6]. Especially, in
the case of a absorber with a polyurethane foam substrate, the total reflect will occur at some
frequencies for the reason that the thickness of the structure and the operating wavelength are
equal.

Aiming at the above problems, the goal of this paper is thus to propose a novel multi-band
metamaterial absorber, which appears as a cube and is composed of square ring resistive sheets with
a metal plane laid at the bottom of the structure. By both numerical simulations and experimental
measurements, the proposed structure eliminates the total reflection of planer structure quite well.
Nearly perfect absorption can be achieved at resonant frequencies. The result demonstrated that
the EM absorber could exhibits a promising and flexible method to control the propagation of the
EM wave and to extend the absorption bandwidth greatly. Although the modeling and experiments
are done in microwave frequencies, the absorber can be easily scaled to find applications at higher
frequency regimes.

2. DESIGN AND SIMULATION

The proposed 3D multi-band metamaterial structure is shown in Fig. 1. Consider a uniform plane
wave with

⇀

E along the positive direction of y axis normally incident on the cubic absorber.
The absorbance can be expressed as: A = 1−|S11|2−|S21|2, where S11 = Z−1

Z+1 is the reflectivity

and Z =
√

µr

εr
is the characteristic impedance of the cube. In the expression of Z, εr and µr are

the effective relative permittivity and permeability of the whole structure respectively.
Since the ground plane of the structure is metal the transmission coefficient S21 will be zero.

Thus, the expression of A will become A = 1 − |S11|2. And the absorbance can be maximized by
reducing the reflection from the structure.

In order to investigate the performance of the cube absorber in microwave region a full-wave
electromagnetic simulation has been performed with a help of CST Studio Suite 2011. A unit
cell boundary condition is set to calculate the reflective coefficient S11. By parameters optimizing,
the final geometric values of the cube are employed as a0 = 17mm, a = 14mm, w = 3.65mm,
Rsq1 = 185Ω/??? and Rsq2 = 70 Ω/???, respectively.
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(a) (b)

Figure 1: (a) One unit of the structure; (b) The 3D periodic array of the structure.

3. RESULTS AND ANALYSIS

According to the optimized model, the absorbance A is calculated by Microwave studio of CST
Studio Suite 2011 and the result is shown in Fig. 2.

Figure 2: Result of simulation: A-1 is the absorbance of 3D cube structure and A-2 is the absorbance of
corresponding planer having no lateral resistive sheets

In case of having no lateral resistive sheets of the cube, the structure will turn as a planar
construction with a large thickness. When a uniform planer TEM wave irradiate on the surface of
the structure, a total reflection, as shown in Fig. 2 will occur at 10.7 GHz for the reason that the
thickness of the structure equals to half of the operating wavelength. However, if there are four
resistive sheets printed on each side of the lateral surface, the total reflective peak at 10.7 GHz will be
avoided since the interaction between these resistive sheets and the incident electromagnetic wave,
as shown in Fig. 2. For 3D cube structure, the resonant peaks of planer structure at 4.8 GHz and
15.5GHz shift to 3.7GHz and 16.6 GHz. The absorbance is improved largely. The 90% absorbing
bandwidth is from 2.7 GHz to 5.8GHz and 14 GHz to 18 GHz. During almost the whole frequency
range, from 2.5 GHz to 18GHz, the absorbance is larger than 80%.

To gain a physical insight into the origin of the absorption peaks, electric field distribution in
the absorbing structure at various resonant frequencies is obtained (see Fig. 3).

(a) f=3.7 GHz (b) f=10.7 GHz (c) f=16.6 GHz

Figure 3: The electric field distribution of the proposed structure at different frequencies.
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Benefiting from the loss of electric power by the square ring resistive sheets which are perpen-
dicular to the metal plane, the total reflection of planer structure with thickness equaling to half
of the operating wave length is eliminated quite well as shown in Fig. 3(b). In addition, due to the
interreaction between the lateral square ring resistive sheets of the cube and the incident wave, the
square ring resistive sheets near the top of the cube offers strong absorption for low frequency EM
wave at 3.7 GHz while the ones near the bottom of the cube strongly absorb the high frequency
EM waves at 16.6 GHz as shown in Figs. 3(a) and (c).

4. EXPERIMENTAL VERIFICATION

Based on the simulation setups, experiments have been also done to validate the absorption behavior
of the proposed absorbing structures with a typical schematic photo shown in Fig. 4.

(a) (b)

Figure 4: The fabricated absorbing structure with resistive square ring: (a) plan view and (b) partial enlarged
view of the resistive sheets perpendicular to PEC.

The resistive sheet of the structure is produced by silk screen printing technology and the total
dimension is 200mm∗ 200mm. Before test, the surface resistance of the resistive sheet is measured
with a four-point resistivity test system and the results show that there is a reasonable resistance
error (about ±10%) between the simulation requirement and the practical printing.

Finally, the absorbance of the proposed absorber is measured. The result dovetailed quite well
is shown in Fig. 5 compared with simulation. Two absorbing peaks are obtained at 3GHz and
14GHz, while the total reflective peak is restrained very well at 10.7 GHz.

Figure 5: Absorbance comparison of the simulation and measurement.

5. CONCLUSIONS

In summary, a unconventional multi-band metamaterial 3D-cube absorber was proposed for multi-
band microwave absorption in frequency range of 2–18GHz. By the means of calculating the
reflective coefficient and analyzing the distribution of the electric field, it is demonstrated that the
cube absorber can eliminate the total reflect of the planer structure quite well. Meanwhile, the
absorbing strength is largely improved compared with the planer absorber. This word provides a
new solution to design multi-band absorbing structure without inducing the phenomenon of total
reflect. Although the modeling and experiments are done in microwave frequencies, the absorber
can be easily scaled to find applications at higher frequency regimes.
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Abstract— In this paper, a possible solution for controlling electromagnetic scattering from
a rectangular groove is presented based on high impedance surfaces (HIS) loaded on the two
sides of the considering groove. The HIS is realized by loading the H-shape frequency selective
surfaces on a grounded dielectric layer, which is optimized according to the relationship between
the scale parameters and its dispersion diagrams. The use of HIS resulting in a significant
scattering suppression for the groove over a wide angular range for transverse magnetic (TM)
polarization, and the maximum reduction of RCS can reach 17 dB compared with the original
structure. Moreover, the monostatic radar cross section (RCS) reduction with the proposed
method is superior to other methods such as loading resistive sheets.

1. INTRODUCTION

As a basic requirement of modern fighter aircraft, improving the stealth properties is becoming
an inevitable trend. However, there are many scattering sources on the aircraft, such as angular
diffraction, cavity scattering and specular reflection, which can cause strong electromagnetic (EM)
scattering and contribute to the radar cross section (RCS) [1]. With the development of low
observable technology, the main scattering sources mentioned above are effectively controlled, and
the scattering resulting from surface defects such as groove is becoming a prominent part in total
scattering, especially in some polarization and incident angles. Therefore controlling the scattering
caused by groove is becoming an important issue in the stealth technology [2–4].

With the increase of study interest in controlling groove scattering, various measures are pro-
posed. Among the most practical and commonly used technique is filling the groove with materials
to form a smooth contoured exterior surface [5, 6]. However, in most cases filling the groove with
materials cannot be fully achieved. For example, in military vehicles, discontinuities occur in-
evitably at the interface between two different materials where two dissimilar parts of the vehicle
meet, such as the interface between a radome and the vehicle skin. For these considerations, there
are also other methods that can reduce the groove radiation without affecting the total area. One
of the methods is introducing a step of proper height between the medium and groove, and then
filling the step with a material to make impedance-matching thus the radiation is reduced [7]. Be-
sides, according to the transmission line theory, the scattering can also be controlled by loading
the resistive sheets around the groove [8]. However, the ways proposed in [7, 8] only considered the
scattering suppression in a single incident angle.

In this paper, a method of loading high impedance surfaces (HIS) to suppress groove scattering
is proposed. Different from the method of impedance-matching to control groove scattering, the
method proposed here is based on surface-wave bandgap properties of HIS [9] to hinder the prop-
agation of surface waves. The HIS is optimized according to dispersion diagrams with different
scale parameters. Then the scattering problem of HIS loading in different incident angles at TM
polarization (the electric field vector is parallel to the plane of incidence) is analyzed, and the
monostatic RCS is also calculated by method of moments (MOM), and is compared with the case
of loading resistive sheets. Furthermore, the E-field intensity in the groove channel is also analyzed
to validate this method.

2. DESIGN OF HIS

The building block of our design consists of a metallic array of sub-wavelength sized capacitive
loaded strip (CLS) inclusions and a metal ground plane, separated by a dielectric spacer of relative
permittivity εr, is shown in Fig. 1. The CLS inclusion has been chosen among others due to its
well established and easily adjustable electromagnetic specifications [10, 11]. The size of a unit cell
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(a) (b)

Figure 1: (a) Front view of the designed HIS. (b) Side view of the HIS.

is given by Lx and Ly. The dimension of a single CLS is determined by its vertical a and lateral b
arm lengths, each being strips of width w.

An equivalent circuit model based on coupled microstrip line theory [12, 13] is used to design HIS.
Through the optimization design, the structural parameters are taken as Lx = 3.8mm, Ly = 9 mm,
w = 0.75mm, a = 1.5mm, respectively, and the permittivity of the dielectric slab is taken as
εr = 3.9.

The dispersion diagram of surface waves propagating along the periodic HIS structure is calcu-
lated by the eigenmode solution [14]. The simulation is based on a unit cell and assumes that the
model extends to infinity in the x, y-plane through the application of periodic boundary conditions.
Fig. 2 shows the behavior of the dispersion diagram as a function of the dimension parameter b.
As shown in Fig. 2, the cut-off frequency of TM waves decreases with the increasing of parameter
b. According to Figs. 2(a) and (b), we can see that the HIS support TM modes kLx = 70◦ and
85◦ when b = 5mm and 6 mm at the frequency of 10 GHz, the kLx can be defined in [9]. However,
Figs. 2(c) and (d) show that there is no TM mode existing on the HIS structure in the cases of
b = 6.6mm and b = 7mm in the frequency of 10 GHz, which meet the requirement of suppressing
the propagation of TM surface waves. For the consideration of minimizing the size, we select the
HIS of b = 6.6mm to be loaded on the two sides of the groove.

(a) (b)

(c) (d)

Figure 2: Dispersion diagrams of the HIS with different b. (a) b = 5 mm, (b) b = 6mm, (c) b = 6.6 mm,
(d) b = 7 mm.

3. RESULTS AND DISCUSSION

In this paper, the scattering properties of a rectangular groove in a finite perfect electric conductor
(PEC) plate will be discussed, and its topology is shown in Fig. 3. Considered that strong EM
radiation will be induced if the propagation direction of the incident waves is orthogonal to the
edge of the plate, the groove is located at the diagonal position of the PEC plate.
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Figure 3: PEC plate with a rectangular groove. Parameters for the PEC plate are: l = 130mm, w = 30 mm
and d = 6 mm, parameters for the groove are: length l′ = 90mm, width w′ = 5mm and depth d′ = 5 mm

Based on the MoM, the monostatic RCS of a rectangular groove in a finite PEC plate are
computed, and the case of no groove PEC plate with similar size are also proposed for comparison,
just as shown in Fig. 4. For small incident angles, the groove scattering is not apparent whether TE
or TM polarizations, because the scattering is mainly caused by the specular reflection under this
condition. For TE polarization, the existence of the groove has no obvious influence on the RCS
with the increase of the incident angle, because the surface waves cannot exist on the PEC plate
and the propagation through the groove is impossible. However, for TM polarization, the surface
waves can emerge on the PEC plate and cause strong scattering when it go through the groove.
The polarization-dependent phenomenon of the groove is consistent with the theory mentioned
in [1]. Considering the polarization-dependent of the groove, only EM scattering properties of TM
polarization is analyzed in the following discussion.

(a) (b)

Figure 4: Monostatic RCS of groove in PEC plate compared with a complete PEC plate for various incident
angles. (a) TE-polarization, (b) TM -polarization.

Then the scattering properties of the finite metal groove with loading the designed HIS is
discussed. The loading operation is performed in two stages. Firstly, two discontinuity steps
between PEC plate and groove are introduced on the two sides of the groove, just as shown in
Fig. 5(a). The structure dimensions of the introduced steps are l = 90 mm, a = 38 mm, d = 1.5 mm.
Nextly, the steps are filled with the designed HIS, just as shown in Fig. 5(b).

To identify the validity of HIS loading, it is necessary to compare the scattering results of the
monostatic RCS with other conditions: the original structure and the case of filling the steps with
resistive sheets proposed in [8]. As the Fig. 6 shows, in comparison with resistive sheets loading,
the HIS loading can reduce the RCS over a wider angular range and the maximum reduction can
reach 17 dB at the incident angle θ = 14◦.

Furthermore, in order to check whether the HIS loading reduces EM penetration through the
groove, we calculate the E-field intensity at the middle plane inside the groove channel (Fig. 7(a)).
Fig. 7(b) shows the E-field intensity inside the groove channel with and without HIS loading at
the maximum RCS reduction angle of θ = 14◦, x and y represent the different positions in the
calculated plane. As shown in Fig. 7, by HIS loading, the E-field intensity inside the groove
channel is decreased nearly in all the positions, and the fields are significantly reduced at the front
edge (x = 2.5mm) of the groove, thus leading to a reduction of the EM radiation induced by the
groove. The variation in E-field intensity is consistent with the simulation results of monostatic
RCS.
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(a) (b)

Figure 5: The HIS loading operation. (a) The introduced steps.
(b) Filling the steps with designed HIS.

Figure 6: Scattering diagram from a
rectangular groove with different load-
ing.

(a) (b)

Figure 7: E-field in the rectangular groove channel. (a) The calculated plane in the groove channel. (b) E-
field in the calculated plane.

4. CONCLUSION

This paper presents a method of HIS loading to control EM scattering of grooves while maintaining
the overall see-through size. The method is based on the surface-wave bandgap properties of HIS to
suppress the surface waves penetrating through the groove. The HIS is optimized according to the
dispersion diagrams with different structure parameters. The monostatic RCS with different loading
are tested numerically using the MOM method. It is observed that a significant RCS reduction
of up to 17 dB can be achieved in comparison to the case of the unloaded groove. Furthermore,
compared the resistive sheets loading, the RCS reduction can be derived over a wider incident
angular range. Finally, the E-field intensity in the groove channel is also analyzed and validate the
proposed HIS loading for reducing the monostatic RCS of the groove target.
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Abstract— A new resonant-type composite right/left-handed transmission line (CRLH TL)
is proposed based on the combination of a complementary triangle split ring resonator pair
(CTSRRP) etched on the ground plane and a series gap embedded in the conductor strip of a
microstrip line. The CTSRRP, which is composed of two identical complementary triangle split
ring resonators (CTSRR) with back-to-back splits, demonstrates negative permittivity. Besides,
a center branch is added to the middle of each triangle split ring to divide it into two parts.
In virtue of this, two current paths of different length are formed which primely improve the
multi-band characteristic of the transmission line (TL). The equivalent capacitor-inductor circuit
model is put forward to analyze the TL. The S parameters are derived from electromagnetic
full-wave simulation through simulation engine Ansoft HFSS13. Then the dispersion curve of the
proposed structure is calculated based on S parameters to attest the left-handed characteristics.
Two left-handed bands and two right-handed bands are observed from the dispersion curve. To
demonstrate the applicability of the new type TL, a tri-band patch antenna of C band is designed
and fabricated. Good agreement between simulated and measured return loss is obtained. Mea-
sured results present that three available bands centered at 4.45 GHz, 5.55GHz and 7.35GHz
respectively are acquired. Peak gain of more than 7 dB and invariable radiation characteristics
can be observed from the simulated radiation patterns. And the cross polarization in working
bands is less than −15 dB with the minimal touching bottom of −55 dB.

1. INTRODUCTION

Left-handed metamaterials became a subject of intensive research when the first left-handed medium
was fabricated and demonstrated with negative refractive index by Smith et al. [1]. Since then,
metamaterial transmission lines have exhibited great value in the implementation of novel mi-
crowave components and antennas because of their unusual properties. In 2002, Caloz and Itoh [2]
proposed a new method to realize metamaterials by using transmission line. Owing to the unavoid-
able parasitical right-handed effect, this metamaterial transmission line with composite right/left-
handed (CRLH) behavior is also defined as the so-called composite right/left-handed transmission
line (CRLH TL) with useful and unusual electromagnetic properties. In 2004, complementary
split ring resonators(CSRRs) were proposed with negative permittivity [3] and were accompanied
with a capacitive gap to obtain left-handed behavior by Falcone et al. [4], which was considered a
breakthrough in this area and in turn opened a way to another crucial innovative orientation of
metamaterial transmission line, namely the resonant-type CRLH TL.

In this paper, a new resonant-type CRLH TL based on a complementary triangle split ring
resonator pair (CTSRRP) is proposed for a tri-band patch antenna. The CTSRRP is composed of
two identical complementary triangle split ring resonators (CTSRRs) with back-to-back splits and
a center branch is added to the middle of each triangle ring to divide the triangle split rings into
two parts. The antenna which is easier to be fabricated because no grounded via is needed exhibits
good performance in impedance width and radiation patterns.

2. ANALYSIS OF CTSRRP ELEMENT

As shown in Fig. 1, the CTSRRP is etched on the ground plane beneath two metal patches separated
by a gap. The metal patches are depicted in grey in Fig. 1(a) and the CTSRRP is depicted in
Fig. 1(b). The 1.5mm-thick substrate with a dielectric constant εr = 2.65 and a loss tangent
tan δ = 0.001 is chosen for all simulation and antenna design. After optimization, the dimensions
are: L = 10 mm, Lp = 13 mm, Wp = 18 mm, g = 0.3 mm, g1 = 0.4mm. And the width of the slot
between the two patches is g2 = 0.2mm.

Figure 1(c) depicts the lumped-element equivalent circuit model of this resonant-type CRLH
TL. Two smaller CTSRRs are formed because of the center branches added to the middle of the
triangle rings. Corresponding to the two current paths engendered by the CTSRRs of different
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(c)(a) (b)

Figure 1: Topology of the proposed CRLH TL. (a) Top view. (b) Bottom view. (c) Equivalent circuit model.

Figure 2: Frequency response of the CTSRRP-
loaded CRLH TL.

Figure 3: Dispersion curve of the CTSRRP-loaded
CRLH TL.

size, there are two shunt resonant tanks formed by Cp, Lp and Ck modeling respectively the two
CTSRRs of different size in the circuit model. The capacitances Cg1 and Cg2 model the series gap.
The inductances Ls1 and Ls2 model the line inductance. C1 and C2 represent partially the line
capacitance and partially the electrical coupling between the series gap and the CTSRRP. Ck1 and
Ck2 are applied to model the resultant interaction between the two CTSRRs.

Figure 2 shows the frequency response of the CTSRRP-loaded CRLH TL obtained from elec-
tromagnetic full-wave simulation through simulation engine Ansoft HFSS13. As can be observed,
the CRLH TL element performs nice characteristic of multi-band which foreshow its application in
the following antenna.

The mathematical formula of dispersion curve is:

|β(ω)d| =
∣∣∣∣Re

[
arccos

(
1− S11S22 + S12S21

2S21

)]∣∣∣∣ (1)

Here d denotes the dimension of one CRLH TL element.
According to (1), the dispersion curve of the proposed structure that is shown in Fig. 3 can

be derived from the S parameters. It is obvious that one element of the CTSRRP-loaded CRLH
TL has two left-handed bands and two right-handed bands in which the four resonant frequencies
in Fig. 2 situate respectively. In general, the results in Fig. 2 and Fig. 3 give strong support to
demonstrate the left-handed performance of the proposed structure.

3. APPLICATION IN ANTENNAS

To demonstrate the possibility of employing this new kind of artificial CRLH TL in the design of
antennas, a tri-band patch antenna has been designed and fabricated. The topology of the antenna
is shown in Fig. 4. It is the same with that in Fig. 1 except for the two segments of feeding line
added to match with the 50Ω SMA connector. The geometrical parameters are Ws1 = 3 mm,
Ls1 = 7.8mm, Ws2 = 1.3mm and Ls2 = 8 mm. Other dimensions are the same with those in
Fig. 1.
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Figure 4: The topology of the designed antenna.

(a) (b)

Figure 5: Photograph of fabricated antenna. (a)
Top view. (b) Bottom view.
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Figure 6: Simulated and measured return loss.

x-z plane y-z plane

Figure 7: Radiation patterns at 4.45 GHz.

Figure 5 shows the photograph of fabricated antenna. Fig. 6 shows the simulated and measured
return loss of the antenna. Good agreement between measured and simulated results is obtained
except for a slight discrepancy in the higher bands. This discrepancy is partially attributable to the
error of the dielectric constant of the utilized substrate and is partially induced by the tolerances of
the dimensions that are inherent in the fabrication process. Almost the same results are obtained
when regarding the tolerances in simulation. From the measured results, the three frequency bands
are centered at 4.45 GHz, 5.55 GHz and 7.35GHz with 10 dB impedance bandwidth of 130 MHz,
350MHz and 110 MHz respectively. It is also observed that the first resonant point centered at
3.85GHz can not work well. This is because the matching condition is not satisfied. It can be found
that the first (centered at 3.85GHz) and third (centered at 5.55GHz) band belong to left-handed
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x-z plane y-z plane

Figure 8: Radiation patterns at 5.55 GHz.

x-z plane y-z plane

Figure 9: Radiation patterns at 7.35 GHz.

bands and the second (centered at 4.45 GHz) and fourth (centered at 7.35GHz) band belong to
right-handed bands when comparing Fig. 3 with Fig. 6 together.

Further simulated results have shown that all the three useful bands shift downwards when L
increases but the third band shift very slightly. The increase in L is in the mechanism directly
enhancing Cp1 and Cp2 and indirectly enhancing C1 and C2. The increase of g2 which brings on
decrease of Cg1 and Cg2 will result in upwards shifting of the second and third bands. While changes
in both g and g1 make little influence.

The simulated radiation patterns for the center frequencies of the three useful bands are pre-
sented in Figs. 7∼9. It is can be observed that the antenna has a relatively invariable radiation
patterns at different frequencies. The antenna radiates like the conventional patch antenna except
for the comparatively big back lobe because of the existence of the CTSRRP on the ground. A peak
gain of 6.8 dB to 7.9 dB is obtained for all the three center frequencies. The maximum cross polar-
ization is less than −19 dB at x-z plane and −15 dB at y-z plane for all different center frequencies.

4. CONCLUSION

A new type of CRLH TL with performance of multi-band is proposed. Simulated and calculated
results demonstrate that the new type TL has two left-handed bands and two right-handed bands.
A novel tri-bands patch antenna of C band is proposed and fabricated based on the proposed TL.
Measured and simulated results show that this antenna exhibits splendid impedance characteristic
and radiation patterns and a peak gain of more than 7 dB is obtained.
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Electromagnetic Force in the Complex Quaternion Space
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Abstract— J. C. Maxwell applied simultaneously the vector terminology and the quaternion
analysis to study the electromagnetic features. Nowadays the spaces of electromagnetic and
gravitational fields can be chosen as the quaternion spaces, and the coordinates of quaternion
spaces are able to be the complex numbers. The quaternion space of the electromagnetic field is
independent to that of the gravitational field. These two quaternion spaces can combine together
to become one octonion space. Contrarily the octonion space can be separated into two subspaces,
the quaternion space and the S-quaternion space. In the quaternion space, it is able to deduce
the field strength, field source, angular momentum, torque, force, and mass continuity equation
etc. in the gravitational field. In the S-quaternion space, it is able to infer the field strength, field
source, and current continuity equation etc. in the electromagnetic field. The results reveal that
the quaternion space is suitable to depict the gravitational features, including the gravity and the
mass continuity equation etc.. Meanwhile the S-quaternion space, it is suitable to describe the
electromagnetic features, including the electromagnetic force and the current continuity equation
etc..

1. INTRODUCTION

In the works about the electromagnetic theory, J. C. Maxwell mingled the quaternion analysis and
vector terminology to depict the electromagnetic feature. Similarly the scholars begin to study
the physics feature of gravitational field with the quaternion and octonion. A. Singh [1] applied
the complex quaternion to deduce directly the Maxwell’s equations in the classical electromagnetic
theory. K. Morita [2] developed the study of the quaternion field theory. Similarly J. Edmonds [3]
utilized the quaternion to depict the wave equation and gravitational theory in the curved space-
time. F. A. Doria [4] adopted the quaternion to research the gravitational theory. A. S. Rawat
etc. [5] discussed the gravitational field equation with the quaternion treatment. Moreover several
of the scientists apply the octonion analysis to study the electromagnetic theory. V. L. Mironov
etc. [6] described the electromagnetic equations and related features with the algebra of octonions.
M. Gogberashvili [7] used the octonion to discuss the electromagnetic theory. O. P. S. Negi etc. [8]
depicted the Maxwell’s equations by means of the octonion.

The ordered couple of quaternions compose the octonion. On the contrary, the octonion is
able to be separated into two parts, the quaternion and the S-quaternion (short for the second
quaternion), and their coordinates can be chosen as the complex numbers. In the paper, it is
able to find that the quaternion space is suitable to describe the gravitational features, while the
S-quaternion space is proper to depict the electromagnetic features.

In the paper, the quaternion space and the S-quaternion space can be introduced into the field
theory, in order to describe the physical feature of gravitational and electromagnetic fields. In
the electromagnetic theory described with the complex quaternion, it is able to deduce directly
the Maxwell’s equations in the classical electromagnetic theory, without the help of the current
continuity equation [9]. In this approach, substituting the S-quaternion for the quaternion, one
can obtain the Maxwell’s equations still. On the basis of this approach, the paper is able to deduce
directly the force and the current continuity equation etc. further. Similarly the paper can apply
the quaternion to research the gravitational theory, deducing directly the force, torque, energy, and
the mass continuity equation etc..

2. FIELD EQUATIONS

In the quaternion space Eg for the gravitational field, the basis vector is Eg = (i0, i1, i2, i3), the
radius vector is Rg = ir0i0 + Σrkik ≡ ir0 + r, and the velocity is Vg = iv0i0 + Σvkik ≡ iv0 + v.
The gravitational potential is Ag = ia0i0 + Σakik ≡ ia0 + a, the gravitational strength is Bg =
h0i0 + Σhkik ≡ h0 + h, and the gravitational source is Sg = is0i0 + Σskik ≡ is0 + s. In the S-
quaternion space Ee for the electromagnetic field, the basis vector is Ee = (I0, I1, I2, I3), the radius
vector is Re = iR0I0 + ΣRkIk ≡ iR0 + R, and the velocity is Ve = iV0I0 + ΣVkIk ≡ iV0 + V. The
electromagnetic potential is Ae = iA0I0 + ΣAkIk ≡ iA0 + A, and the electromagnetic source is
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Se = iS0I0 +ΣSkIk ≡ iS0 +S. The electromagnetic strength is Be = H0I0 +ΣHkIk ≡ H0 +H, with
H0 = H0I0. Herein Ee = Eg ◦ I0. The symbol ◦ denotes the octonion multiplication. rj , vj , aj ,
sj , Rj , Vj , Aj , Sj , h0, and H0 are all real. hk and Hk are all complex numbers. i is the imaginary
unit. i0 = 1. j = 0, 1, 2, 3. k = 1, 2, 3.

Two quaternion spaces, Eg and Ee, may compose one octonion space, E = Eg + Ee. In the
octonion space E for the electromagnetic and gravitational fields, the octonion radius vector is
R = Rg + kegRe, the octonion velocity is V = Vg + kegVe, with keg being the coefficient. The
octonion field potential is A = Ag + kegAe, the octonion field strength is B = Bg + kegBe. From
here on out, some physics quantities are extended to the octonion functions, according to the
characteristics of octonion. Apparently V and A etc. are all octonion functions of R.

The octonion field source S of the electromagnetic and gravitational fields can be defined as,

µS = −(iB/v0 + ¤)∗ ◦ B = µgSg + kegµeSe − (iB/v0)∗ ◦ B, (1)

where the field strength is B = ¤ ◦ A. Bg = ¤ ◦ Ag, Be = ¤ ◦ Ae. The quaternion operator is
¤ = ii0∂0 + Σik∂k. ∇ = Σik∂k, ∂j = ∂/∂rj . µ, µg, and µe are coefficients. µg < 0, and µe > 0. ∗
denotes the conjugation of octonion. v0 = ∂r0/∂t. v0 is the speed of light, and t is the time. In the
case for single one particle, a comparison with the classical field theory reveals that, Sg = mVg,
and Se = qVe. m is the mass density, while q is the density of electric charge.

The paper adopts the gauge condition, h0 = −∂0a0 + ∇ · a = 0. And then the above can
be written as h = ig/v0 + b, with h = Σhkik. One component of gravitational strength is the
gravitational acceleration, g/v0 = ∂0a + ∇a0. The other is b = ∇ × a, which is similar to the
magnetic flux density. Similarly the paper adopts the gauge condition, H0 = −∂0A0 +∇ ·A = 0.
While the electromagnetic strength can be written as H = iE/v0 + B, H = ΣHkIk. The electric
field intensity is E/v0 = ∂0A +∇ ◦A0, and the magnetic flux density is B = ∇×A.

Expanding of Eq. (1) is able to deduce the Maxwell’s equations in the classical electromagnetic
theory, and the Newton’s law of universal gravitation in the classical gravitational theory when
b = 0 and a = 0.

Table 1: The multiplication table of octonion.

1 i1 i2 i3 I0 I1 I2 I3

1 1 i1 i2 i3 I0 I1 I2 I3

i1 i1 −1 i3 −i2 I1 −I0 −I3 I2

i2 i2 −i3 −1 i1 I2 I3 −I0 −I1

i3 i3 i2 −i1 −1 I3 −I2 I1 −I0

I0 I0 −I1 −I2 −I3 −1 i1 i2 i3
I1 I1 I0 −I3 I2 −i1 −1 −i3 i2
I2 I2 I3 I0 −I1 −i2 i3 −1 −i1
I3 I3 −I2 I1 I0 −i3 −i2 i1 −1

3. OCTONION FORCE

In the octonion space, the octonion linear momentum density P is defined from the octonion field
source S, and can be written as follows,

P = µS/µg, (2)

where P = Pg + kegPe. Pg = {µgSg − (iB/v0)∗ ◦ B}/µg, and Pe = µeSe/µg.
From the above, one can define the octonion angular momentum, L = (R + krxX)× ◦ P, and

the octonion torque density, W = −v0(iB/v0 + ¤) ◦ L. Herein X is the integral function of field
potential A, and × denotes the conjugation of complex number, with krx being the coefficient. If
we neglect the contribution of some tiny terms, the octonion torque density W will be reduced to
the term (2Pv0) approximately, when r is one three-dimensional vector. And then the octonion
force density N can be defined as,

N/2 = −v0(iB/v0 + ¤) ◦ P, (3)
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and the above can be expressed as,

N/2 = −v0(iBg ◦ Pg/v0 + ik2
egBe ◦ Pe/v0 + ¤ ◦ Pg)

= −kegv0(iBg ◦ Pe/v0 + iBe ◦ Pg/v0 + ¤ ◦ Pe), (4)

where N = Ng + kegNe. Ng/2 = −v0(iBg ◦ Pg/v0 + ik2
egBe ◦ Pe/v0 + ¤ ◦ Pg) situates on the

quaternion space Eg, including the inertial force, gravity, and electromagnetic force etc.. Ne/2 =
−v0(iBg ◦ Pe/v0 + iBe ◦ Pg/v0 + ¤ ◦ Pe) stays on the S-quaternion space Ee, and is the interacting
term between the gravitational and electromagnetic fields.

Table 2: The multiplication of the operator and octonion physics quantity.

definition expression meaning
∇ · a −(∂1a1 + ∂2a2 + ∂3a3)
∇× a i1(∂2a3 − ∂3a2) + i2(∂3a1 − ∂1a3) + i3(∂1a2 − ∂2a1)
∇a0 i1∂1a0 + i2∂2a0 + i3∂3a0

∂0a i1∂0a1 + i2∂0a2 + i3∂0a3

∇ ·A −(∂1A1 + ∂2A2 + ∂3A3)I0

∇×A −I1(∂2A3 − ∂3A2)− I2(∂3A1 − ∂1A3)− I3(∂1A2 − ∂2A1)
∇ ◦A0 I1∂1A0 + I2∂2A0 + I3∂3A0

∂0A I1∂0A1 + I2∂0A2 + I3∂0A3

3.1. Gravitational and Electromagnetic Forces
In the quaternion space Eg, the component Ng of octonion force N can be written as follows

Ng = iN i
10 + N10 + iNi

1 + N1, (5)

where Pg = ip0 + p. p = Σpkik. Pe = iP0 + P. P = ΣPkIk. P0 = P0I0. N1 = ΣN1kik,
Ni

1 = ΣN i
1kik. Pj , pj , N1j , and N i

1j are all real.
When there are the gravitational and electromagnetic fields, the above can be expressed as

N i
10/2 = −b · p− k2

eg(B ·P), (6)

N10/2 = v0∂0p0 − v0∇ · p + g · p/v0 + k2
eg(E ·P/v0), (7)

Ni
1/2 = −v0∂0p + p0g/v0 − v0∇p0 − b× p + k2

eg(E ◦P0/v0 −B×P), (8)

N1/2 = −v0∇× p + g× p/v0 + p0b + k2
eg(E×P/v0 + B ◦P0), (9)

where N10 is the power density, including the term capable of translating into the Joule heat in the
electromagnetic field. N i

10 contains the current helicity of electromagnetic field. N1 is the torque
derivative. Ni

1 is the force density, including that of the inertial force, gravity, Lorentz force, and
energy gradient etc.. ∇(B∗ ◦ B/µg) is only dealt with the gradient of the norm of field strength,
but is independent of the mass as well as the quantity of electric charge.

When Ng = 0, the equation for force equilibrium is yielded from Ni
1 = 0. The mass continuity

equation is derived from N10 = 0, and it will be reduced to that in the classical field theory when
there is no field strength. The part current helicity of charged particle can be inferred from N i

10 = 0.
While N1 = 0 can deduce the curl of toque component pv0. And this equation can infer the angular
velocity of Larmor precession with respect to the orbital angular momentum of charged particle.
The equation Ni

1 = 0 means that the gravitational acceleration g is the counterpart of the linear
acceleration, v0∂0v . The equation N1 = 0 states that the component b is the counterpart of the
velocity curl, ∇× v, which is the double of the precessional angular velocity when the dimension
of vector r is 2.

Comparing with the force density in the classical field theory states that k2
eg = µg/µe < 0. The

force density Ni
1 in the above requires that the gravitational field must situate on the quaternion

space Eg, while the electromagnetic field can only stay on the quaternion space Ee, but not vice
versa. The inertial force term (−v0∂0p) plays a crucial role in the space discrimination.
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3.2. Interacting Force
In the S-quaternion space Ee, the component Ne of octonion force N can be written as follows

Ne = iNi
20 + N20 + iNi

2 + N2, (10)

where N20 = ΣN20I0, Ni
20 = ΣN i

20I0. N2 = ΣN2kIk, Ni
2 = ΣN i

2kIk. N2j and N i
2j are all real.

When there are the gravitational and electromagnetic fields, the above can be expressed as

Ni
20/2 = −b ·P−B · p, (11)

N20/2 = v0∂0P0 − v0∇ ·P + g ·P/v0 + E · p/v0, (12)
Ni

2/2 = −v0∂0P− v0∇ ◦P0 + g ◦P0/v0 − b×P + p0E/v0 −B× p, (13)
N2/2 = −v0∇×P + g×P/v0 + b ◦P0 + E× p/v0 + p0B, (14)

where N20 covers the current continuity equation.
When Ne = 0, the equilibrium equation of force-like is yielded from Ni

2 = 0. The current
continuity equation is derived from N20 = 0, and it will be reduced to that in the classical field
theory when there is no field strength. Meanwhile Ni

20 = 0 deduces the helicity-like of the charged
particle. N2 = 0 states that the strength components b and B will impact the curl of the torque
component (Pv0).

Table 3: Some definitions of the physics quantity in the gravitational and electromagnetic fields described
with the complex quaternion/S-quaternion spaces.

physics quantity definition note
radius vector R = Rg + kegRe k2

eg = µg/µe < 0
integral function X = Xg + kegXe

field potential A = i¤× ◦ X
field strength B = ¤ ◦ A gauge condition
field source µS = −(iB/v0 + ¤)∗ ◦ B field equations
linear momentum P = µS/µg

angular momentum L = (R+ krxX)× ◦ P krx = 1/v0

octonion torque W = −v0(iB/v0 + ¤) ◦ L torque, work, energy
octonion force N = −(iB/v0 + ¤) ◦W power, force

4. CONCLUSIONS

The paper introduced the quaternion/S-quaternion space into the field theory, to describe the
physics features of gravitational and electromagnetic fields. The space extended from the electro-
magnetic field is independent of that from the gravitational field. Meanwhile the space of gravita-
tional field and of electromagnetic field can be chosen as the quaternion space and S-quaternion
space respectively. Furthermore the components of those two spaces and of relevant physics quan-
tities may be complex numbers.

The above means that the vector analysis and quaternion analysis are suitable to describe the
physics feature of gravitational and electromagnetic fields within two different confines. To a certain
extent, the vector analysis may describe the vast majority of physics features of those two fields.
Within a wider range, the quaternion analysis is able to depict more physics features of those two
fields, including the force and continuity equation.

It should be noted that the paper discussed only some simple cases about the angular momentum,
torque, force, and continuity equations etc. in the field theory described with the quaternion/S-
quaternion. However it clearly states that the complex quaternion and S-quaternion spaces are
able to availably describe the physics features of electromagnetic and gravitational fields. This will
afford the theoretical basis for further analysis, and is helpful to research the property of the force
and of continuity equations in the following researches.
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Computing Illuminated Area and Scattering for Double-bounce for
SAR Manmade Target’s Characteristic Modeling

Kai Yang, Kefeng Ji, and Huanxin Zou
College of Electronics Science and Engineering, National University of Defense Technology

Changsha, Hunan 410073, China

Abstract— We take the perfect electrical conductor (PEC) dihedral with large dimension for
example to analyze its double-bounce illumination cases for SAR manmade target’s characteristic
modeling. The completeness of the illumination cases is proved by rigorous mathematical rea-
soning and the range of the transmit aspect angle corresponding to each integral case is offered.
The total scattering field is derived. Experiment results validate the dihedral’s double-bounce
scattering effect for each illumination case.

1. INTRODUCTION

SAR targets’ scattering modeling is of great importance in SAR image interpretation. It can be
derived by a variety of approaches. Model using physical optics (PO) maintains high computational
efficiency and excellent accuracy under certain conditions. Double-bounce scattering effect can be
found in a variety of manmade targets in real world scenes, such as ship-to-sea, vehicle-to-ground,
building-to-ground, etc. [1–3]. However, determining the illuminated area of the double-bounce,
as the primary task of this model, is very difficult. Thus, a complete solution to determine the
illuminated area easily and accurately is derived in this paper.

Under the assumption of high-frequency and far field, we take the PEC dihedral with large
dimension for example to analyze its double-bounce’s illumination cases and find that there existed
six classes of different integral(s) domain along with the transmit angle varying. Then the complete-
ness of the illumination cases is proved by rigorous mathematical reasoning and the range of the
transmit aspect angle corresponding to each integral case is also offered. Dihedral’s double-bounce
scattering effect corresponding to each integral case is computed based on PO integral equation.
And combining the results of the double-bounce scattering effect with the single-bounce scattering,
total scattering field of the right-angle dihedral is derived. Experiments validate these conclusions.
And the proposed method can be extended to other scatterers whose scattering are dominated by
double-bounce scattering effect.

2. ILLUMINATION CASES CALCULATION AND DEMONSTRATION

Reference 4 gives PO integral

~E =
−jkη

4π

∫

S

r̂ ×
[
r̂ ×

(
2n̂× ~Hi

)]
e−jk~r′(k̂t−r̂)dS (1)

where k is the wavenumber, k = 2πf/c, η is the impedance, and
√

j ≡ −1. r̂ is the receive direction,
n̂ is the unit vector norm to the surface S, ~Hi is the polarization of the incident magnetic field, ~r′
is a vector from the origin to a point on the surface S, and kt is the transmit direction.

Taking one step further, we can get

~E = −jkη

4π

{
r̂ ×

[
r̂ ×

(
2n̂× ~Hi

)]}
I (2)

where I =
∫
S e−jk~r′(k̂t−r̂)dS. Using formula (2), reference 5 gives the bistatic scattering solution

for a rectangular plate. Employing the same manner, we can derive the total scattering solution
for a right-angle dihedral. And the main task is how to calculate I for double-bounce.
2.1. Illumination Cases Analysis
Given the incident and scattered wave direction depicted in Figure 1, write them in Cartesian
coordinates as

k̂t = − (x̂ cosφt sin θt + ŷ sinφt sin θt + ẑ cos θt) (3)
r̂ = x̂ cosφr sin θr + ŷ sinφr sin θr + ẑ cos θr (4)
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The PEC right-angle dihedral is shown in Figure 2. Based on geometric optics (GO), we can get
the single-bounce specular scattered wave direction, i.e., the double-bounce incident wave direction,

ŝyz = x̂ cosφt sin θt − ŷ sinφt sin θt − ẑ cos θt (5)
ŝxz = −x̂ cosφt sin θt + ŷ sinφt sin θt − ẑ cos θt (6)

where subscript denotes the plate reflected rays.

X

r̂
ˆ

tk−

Z

Y

r

t

t

r

θ

φ

φ

θ

Figure 1: Bistatic spherical coordinate geometry.
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Figure 2: Right-angle dihedral.

From Figure 2, we get four corners coordinates: P1 = (a, 0, L/2), Q1 = (a, 0,−L/2), P2 =
(0, b, L/2), Q2 = (0, b,−L/2). Based on space geometry, we can obtain the coordinates of the
projections for four corners: P ′

1 = (0, a tanφt, L/2− a cot θt/ cosφt), Q′
1 = (0, a tanφt, −L/2

−a cot θt/ cosφt), P ′
2 = (b cotφt, 0, L/2− b cot θt/ sinφt), Q′

2 = (b cotφt, 0, −L/2− b cot θt/ sinφt).
Because of 0◦ ≤ φt ≤ 90◦, we know that the projection points must be on the positive axis. If
projection points, P ′

1, Q′
1, are both on the plate, they must satisfy

tanφt ≤ b/a (7)

Similarly for P ′
2, Q′

2, they must satisfy

tanφt ≥ a/b (8)

From formula (7) and (8), we can get
Conclusion 1: two set of projection points P ′

1, Q′
1 and P ′

2, Q′
2, are no more than one

set on the plate.
On the other hand, ∣∣P ′

1 −Q′
1

∣∣ =
∣∣P ′

2 −Q′
2

∣∣ = L (9)

We have
Conclusion 2: P ′

1 and Q′
1 are no more than one point on the plate, as same for P ′

2
and Q′

2.
From Conclusion 1 and 2, we can easily acquire
Conclusion 3: P ′

1, Q′
1, P ′

2 and Q′
2 are no more than one projection point on the plate.

If all four points aren’t on the plate, there are two cases. One is that all four points are up the
plate. The sufficient and necessary conditions of this case are

− b cot θt > L sinφt, −a cot θt > L cosφt (10)

The other case is all four points are down the plate. And the sufficient and necessary conditions
are

b cot θt > L sinφt, a cot θt > L cosφt (11)

2.2. Illuminated Area Determination

Now, we know there are at least six illumination cases. Further analysis shows that there only exist
six cases. Next, we prove the completeness of the six illumination cases by rigorous mathematical
reasoning now.

Case 1: when P ′
1 is on the plate, the sufficient and necessary conditions are

0◦ ≤ θt ≤ 90◦, tanφt ≤ (b/a) , cot θt ≤ (L/a) cos φt (12)
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Case 2: when P ′
2 is on the plate, the sufficient and necessary conditions are

0◦ ≤ θt ≤ 90◦, tanφt ≥ (b/a) , cot θt ≤ (L/b) sinφt (13)

Case 3: when all four points are down the plate, the sufficient and necessary conditions are
formula (11).

Case4: when Q′
1 is on the plate, the sufficient and necessary conditions are

90◦ ≤ θt ≤ 180◦, tanφt ≤ (b/a) , 0 ≥ cot θt ≥ − (L/a) cos φt (14)

Case 5: when Q′
2 is on the plate, the sufficient and necessary conditions are

90◦ ≤ θt ≤ 180◦, tanφt ≥ (b/a) , 0 ≥ cot θt ≥ − (L/b) sinφt (15)

Case 6: when all four points are up the plate, the sufficient and necessary conditions are formula
(10).

All these illumination cases are shown in Figure 3 respectively.

Figure 3: Illumination (illuminated area) of double-bounce for right-angle dihedral corresponding to illumi-
nation Cases 1–6.

Since Cases 4–6 are similar to Cases 1–3, now we just analyze the latter. The former can be
done using the same manner. From Figure 3, we can see that there exist three cases for one plate
of the dihedral, as shown in Figure 4. In the light of combination theory, there will be six cases
existing.

Figure 4: Illumination Cases (I)–(III) for one plate of the dihedral.

Now we analyze which case one plate is in when the other one (without loss of generality, we
suppose it is yz plate) is in Case I. From Conclusion 1, we know that it is impossible for two plates
both in Case I. The difference between the Cases II and III is the slope of the plate upper edge’s
projection. The bigger is for Case II, and the smaller is for Case III. We know that the slope of the
plate’s diagonal line is

k = −L/a (16)

The slope of the projection line is
k′ = − cot θt/ cosφt (17)

Since yz plate is in Case I, from formula (12), we know k′ ≥ k. Thus, this plate must be in
Case II. Using the same analyzing manner, we have the following conclusions:
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Conclusion 4: if one plate is in Case I, the other one must be in Case II.

Conclusion 5: if one plate is in Case II, the other one must be in Case I.

Conclusion 6: if one plate is in Case III, the other one also must be in Case III.

From Conclusions 4–6, we know that there just exist six illumination cases for right-angle dihe-
dral for arbitrary transmit angles. The range of the transmit aspect angle corresponding to each
illumination case are given in formula (10)–(15) respectively and illuminated area are shown in
Figure 3.

Figure 5: Comparison of bistatic dihedral polarization response for formula (19) and a shooting and bouncing
rays prediction for six illumination cases.
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3. SCATTERING FIELD CALCULATION

Section 2 analyzes illumination cases and gives the range of the transmit aspect angle corresponding
to each illumination case. Thus, we can easily calculate I = for each illumination cases,

I(1,2,3)
xz = ej L

2 ψz

jψz
X sin c

(
X
2

(
ψx + cot θt

cos φt
ψz

))
e
−j X

2

“
ψx+ cot θt

cos φt
ψz

”
− e−j L

2 ψz

jψz
X sin c

(
X
2 ψx

)
e−j X

2
ψx

I(1,2,3)
yz = ej L

2 ψz

jψz
Y sin c

(
Y
2

(
ψy + cot θt

cos φt
ψz

))
e
−j Y

2

“
ψy+ cot θt

sin φt
ψz

”
− e−j L

2 ψz

jψz
Y sin c

(
Y
2 ψy

)
e−j Y

2
ψy

I(4,5,6)
xz = ej L

2 ψz

jψz
X sin c

(
X
2 ψx

)
e−j X

2
ψx − e−j L

2 ψz

jψz
X sin c

(
X
2

(
ψx + cot θt

cos φt
ψz

))
e
−j X

2

“
ψx+ cot θt

cos φt
ψz

”

I(4,5,6)
yz = ej L

2 ψz

jψz
Y sin c

(
Y
2 ψy

)
e−j Y

2
ψy − e−j L

2 ψz

jψz
Y sin c

(
Y
2

(
ψy + cot θt

sin φt
ψz

))
e
−j Y

2

“
ψy+ cot θt

sin φt
ψz

”

(18)

where superscripts 1, 2, 3 and 4, 5, 6 indicate illumination Cases 1–3 and 4–6, respectively. And
the subscripts xz and yz indicate the plate reflected rays. ψx = k (cosφt sin θt − cosφr sin θr),
ψy = k (sinφt sin θt − sinφr sin θr), ψz = k(cos θt + cos θr). And X = b cotφt, Y = b for Cases
1, 4, X = a, Y = a tanφt for Cases 2, 5, X = L tan θt cosφt, Y = L tan θt sinφt for Case 3,
and X = −L tan θt cosφt, Y = −L tan θt sinφt for Case 6. Combining I with the result given by
Reference 6, we obtain the bistatic 3D scattering solution for a right-angle dihedral,

~Etotal =
jk

2π

{
Eθθ̂r

[
L sin c

(
L

2
Z

)
sin θr

(
a sin c

(a

2
X

)
e

ja

2
X sinφt + b sin c

(
b

2
Y

)
e

jb

2
Y cosφt

)

− sin θr(Ixz sinφt + Iyz cosφt)]− Eφθ̂r [(sin θt cos θr (Ixz cosφr− Iyz sinφr) +

sin θr cos θt (Ixz cosφt − Iyz sinφt))+L sin c

(
L

2
Z
)[

a sin c
(a

2
X

)
e

ja

2
X (cos θr cosφr sin θt

− sin θr cos θt cosφt) + b sin c

(
b

2
Y

)
e

jb

2
Y (− cos θr sinφr sin θt +sin θr cos θt sinφt)

]
+

Eφφ̂r

[
L sin c

(
L

2
Z

)
sin θt

(
a sin c

(a

2
X

)
e

ja

2
X sinφr + b sin c

(
b

2
Y

)
e

jb

2
Y cosφr

)

+sin θt(Ixz sinφr + Iyz cosφr)]} (19)

where X = k(cosφt sin θt + cosφr sin θr), Y=k(sinφt sin θt + sin φr sin θr), Z = k(cos θt + cos θr).

4. EXPERIMENTS

Six sets of experiments corresponded to six different illumination cases are done. The dimensions
of the dihedral are L = 1, a = 0.5, b = 0.5. And the results shown in Figure 5 have excellent
agreement with the SBR predictions. For easy comparison, formula (19) is organized into co/cross-
pol scattering. V indicates vertical polarization (θ-pol), H indicates horizontal polarization (φ-
pol), and the first script indicates receive polarization while the second script indicates transmitter
polarization (HV polarization is omitted since the response is zero).

5. CONCLUSION

We take PEC dihedral with large size dimension for example to compute illuminated area and
scattering for double-bounce for SAR manmade target’s characteristic modeling. From results, we
can see that what we derive shows excellent agreement with the SBR predictions. These indicate
that the six illumination cases we derived are right and also mean that our method computing the
illuminated area of dihedral is valid. Using the same method, we can compute illuminated area and
scattering for double-bounce for other scatterers whose scattering are dominated by double-bounce
scattering effect.
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Abstract— The range comparison monopulse radar measures angles by comparing the range
of the difference-channel signals with the range of the sum-channel signal. Practically, It has
been generally accepted that what the radar measures is not the directions of the target, but
angular glint errors. In order to realize this characteristic of radar target, a wide-band radar
simulate system based on CATR (Compact Antenna Test Range) was used in this researching.
By making use of high-frequency phase shift correcting algorithm, the effect of test errors caused
by the difference-sum channels’ non-equilibrium was weakened. With paying close attention to
the complex dimension expend radar target, an algorithm including HRRP (high resolution range
profile) method was used to extract and describe the nicety of angular scintillation. At last, the
scintillation measurement results of double balls union and airplane model have been laid out.

1. INTRODUCTION

Angular scintillation, or angle glint, in the tracking loop of a radar missile seeker arises from warps
in phase front of the scattered wave produced by interference between the individual centers of
scattering on a complex target. Because the seeker attempts to orient itself at right angles to the
phase front, these warps can produce a substantial displacement between the apparent radar center
and the physical center of target. It will cause the angle test error that induces an inaccurate result.
Because the glint is a type of connatural character of radar target, getting the angular scintillation
to a nicety will accelerate the advancement of radar system and target identity research.

Generally, the methods of measuring angle glint can be distinguished into three classes: outdoor
static testing, indoor static testing and dynamic testing. As an admitted fact, the targets scattering
characters test result that obtained in CATR (Compact Antenna Test Range) Anechoic Chamber
are exact. In order to realize this characteristic, a wide-band radar simulate system based on CATR
was designed in this researching. The theory of Monopulse Radar Antenna angle testing and a new
kind of calculating formula and angle glint analyze method based on HRRP (High Resolution Range
Profile) have been expounded in the following disquisition. At last, a test result on angle glint of
double-ball union and airplane model have been laid out.

2. THE METHOD OF ANGLE TEST BY MONOPULSE RADAR ANTENNA

2.1. Angle Test Elements
The range comparison monopulse radar measures angles by comparing the range of the difference-
channel (∆) signals with the range of the sum-channel (Σ) signal. Considering the solution in polar
coordinate, the single (Σ-∆) antenna pattern can be shown as Fig. 1, the pattern function is F (θ),
the beam angle is θ0, the target angle is ∆θ, then the ranges of receiving singles A1 and A2 are,

{
A1 = kF (∆θ − θ0)
A2 = kF (∆θ + θ0)

(1)

k is a const decided by radar equation. Because the ∆θ is very small, the ranges of Σ signal and
∆ signal are,

AΣ = A1 + A2 = kFΣ(θ) ≈ K (2)
A∆ = A1 −A2 = kF∆(θ) ≈ Kηε (3)

where: η = F ′∆(0)
FΣ(0) and K = kFΣ(0), the ε is the angle error which gained by ratio A∆ and AΣ.

2.2. Acquirement of the Angle Error
Commonly the acquirement of the angle test result is based on range comparison between the
signals of difference-channel and sum-channel directly. If the input signal of the IQ receiver are
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Figure 1: Monopulse radar antenna beam in one
angular test plane.

Figure 2: (Σ-∆) antenna pattern with the differ-
gain.

SΣ(t) = K cos(ωt + ϕ0) and S∆(t) = Kηε cos(ωt + ϕ0), the response by Σ and ∆ can be described
as,

ΣI = K cosϕ0, ΣQ = K sinϕ0 (4)
∆I = Kηε cosϕ0, ∆Q = Kηε sinϕ0 (5)

According to the angle test elements, the angle error calculate expression is,

ε =
∆
Σ

cosϕ = sgn (ΣI∆I + ΣQ∆Q)
|∆I + j∆Q|
η |ΣI + jΣQ| (6)

sgn(∗) is a function to get the sign of ΣI∆I + ΣQ∆Q and describes the direction of the angle
deflexion.

However, every independent receive channel couldn’t be symmetric with another absolutely,
these independence often represent as differ gain or differ phase. It will cause the (Σ-∆) antenna
pattern and angle testing curve to face a differ-error, as it shows in Fig. 2 and Fig. 3. When the
differ gain and differ phase is subsistent in the same time, the 0◦ angle will leap on the angle testing
curve. It is a serious balk that radar cannot estimate where is the 0◦ angle spot, see Fig. 4 the blue
line with ‘+’ in green circle. In order to avoid the 0◦ angle spot error, the angle error calculate
expression has to be improved.

Figure 3: Angle testing curve with differ-phase. Figure 4: The angle testing curve with different an-
gle error calculate expressions.
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From Equation (6),

ΣI∆I + ΣQ∆Q =
1
4
|Σ| |∆| cos (ϕ∆ − ϕΣ) =

1
4
|Σ| |∆| cos(ϕ) (7)

Improve the angle error calculate expression to following result from Equations (6) and (7),

ε =
ΣI∆I + ΣQ∆Q

η |ΣI + jΣQ| =
A∆

ηAΣ
cosφϕ (8)

Calculating with the Equation (8), the cosφϕ will be always 0, so the angle error is 0 at the 0◦
angle spot, even if the channel is not symmetric. As it is shown by the red line in Fig. 4.

3. WIDE-BAND ANGULAR SCINTILLATION MEASUREMENT IN CATR ANECHOIC
CHAMBER

3.1. Angle Glint Test in CATR Anechoic Chamber
As in Fig. 5, CATR in anechoic chamber is a common type of target scattering characters testing
laboratory, which is made of reflecting antenna system that can take the spherical wave into plane
wave to satisfy the far field test condition. As the above description, Angle Glint is a connatural
identity of target which is not dependent with the range between radar and target in far field area,
so the specialty of CATR is suitable for glint measurement. If the culmination of the reflecting face
is spot O, the angle between center line of antenna beam and x axis is α, the points of intersection
between center line of antenna beam and reflecting face is P0, P1, and P2. According as the
geometry, angle glint ẽ = r̃ε, because the target’s moving in the plant wave area (target area) will
not cause the change of angle error test result.

Figure 5: Configuration of CATR reflecting antenna
system.

Figure 6: The double balls union with looking down.

From the angle glint calculation method, it is necessary to get r̃ only with geometry. For spot
P0, {

yP0 = (c + xP0) sin(α)
y2

P0 = 4cxP0
(9)

Then,

yP0 = 2c

(
1− cosα

sinα

)
= 2c · tan

(α

2

)
(10)

So the angle glint calculation expression is,

r̃ ≈ |CP0| =
√

(xP0 − c)2 + y2
P0 = c

(
1 + tan2 α

2

)
(11)

Then,
ẽ ≈ εc

(
1 + tan2 α

2

)
(12)

3.2. Excellences of Dealing with HRRP
As the above dissertate, by using Equation (12) the angle error in different distance cells can be
achieved, the refined measurement of angle glint of complex target is capable. Every radar target
can be regarded as a series of scattering spot in wide-band system perfectly. When the test result
is deal with HRRP, the main parts that redound to increase the angular scintillation will be clearer
than in narrow band system. To realize this particular can improve the research on mechanism
about angle glint phenomenon and control technology of angular scintillation.
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4. RESULTS AND DISCUSSIONS

In this section, the angle glint measurement results about double balls union and an airplane model
have been laid out. When the test is actualizing, the range comparison monopulse radar system is
working in Ka wave band and the frequency width is 500MHz.

4.1. Double Balls Union
The double balls union is made of two aluminous balls with diameters 60.01 mm and 79.2 mm. In
the experimentation, these balls was put in line and 50 cm away from each other, as Fig. 6. They
were irradiated for 180◦ to get the angle glint in horizontal plane. The HRRP dealing result in angle
changes is shown as Fig. 7. In this figure, it can be seen that both ∆-channel and Σ-channel are test
the location distributing characters of the target, with Equation (8) and certain restrain arithmetic
the angle glint in the distance cells where the double balls union is has been extracted. If the piece
of the middle cells of angle glint is been take into rectangular coordinates, the traditional target
angle glint will placed, and the comparison with theory calculate result in narrow band has been
done in Fig. 8. There is the general identical movement between the test result and the calculate
result, the differentia is resulted in noise of laboratory and the deference of frequency width.

Figure 7: The test result of the double balls union,
the HRRP with angle in ∆-channel (UP), the HRRP
with angle in Σ-channel (Down-L), and the angle
glint in different distance cells (Down-R).

Figure 8: The angle glint curve of middle cell (red)
and comparison with theory calculate result (blue)
by double balls union test.

Figure 9: The test result of airplane model, the
HRRP with angle in ∆-channel (UP), the HRRP
with angle in Σ-channel (Down-L), and the angle
glint in different distance cells (Down-R).

Figure 10: The angle error curve of middle cells by
airplane model.
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4.2. Airplane Model
In the same way, the angle glint measurement result of airplane model has been enumerated that
are shown Fig. 9 and Fig. 10.

5. CONCLUSION

In this paper, author further discussed a type of new technique on target angular scintillation
measurement, expatiated how to test target angle glint with wide-band range comparison monopulse
radar in CATR anechoic chamber. A formulation about the excellences on dealing the angle error
test result with HRRP has been given in the treatise also. At last, some measurement examples
have been shown. Based on the comparison between the test result and the calculate result, it can
be proved that the type of wide band test technique that this paper advanced is feasible.
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Abstract— Efficient and unsplit-field finite-difference time-domain (FDTD) implementation of
the complex frequency-shifted perfectly matched layer (CFS-PML), based on the digital signal
processing (DSP) techniques and the material independence relations via applying the electric
flux density (D) and the magnetic flux density (B), is proposed for truncating three dimensional
FDTD computational domain entirely composed of dispersive material realized with a Drude
model. The CFS-PML implementation is introduced based on the stretched coordinate PML
(SC-PML) and the uniaxial anisotropic PML (UPML), respectively. The implementation of the
proposed CFS-PML formulations is based on the SC-PML due to the fact that has advantage of
simple implementation in the corners and the edges of the PML regions. Moreover, these proposed
formulations are completely independent of the material properties of the FDTD computational
domain and hence can be applied to truncate arbitrary media without any modification because
of the D-B constitutive relations used in Maxwell’s equations. Besides, the DSP techniques
include the Bilinear Z-transform (BZT) method and the Matched Z-transform (MZT) method,
respectively. However, from the point of view of the Courant-Friedrichs-Levy (CFL) condition,
to the best of our knowledge, time step based on the BZT only needs to meet CFL condition,
whereas time step based on the MZT method has to make it smaller for retaining stability and
desirable accuracy. Consequently, the former one is introduced into the proposed formulations.
A numerical example has been carried out in a three dimensional FDTD computational domain
to validate the proposed formulations. It is clearly shown that the proposed formulations with
CFS scheme are efficient in attenuating evanescent waves and reducing late-time reflections.

1. INTRODUCTION

One of the most widely methods in electromagnetic simulations, finite difference time domain
(FDTD) method [1], has been used in various fields. Recently, the Z-transform method has been
incorporated with FDTD scheme to model dispersive frequency dependent electromagnetic applica-
tion [2]. This method takes the advantage of simplicity as it allows direct FDTD implementations
of Maxwell’s equations.

Meta-materials are specifically referred to as a class of artificial materials that have simultaneous
negative electric permittivity and magnetic permeability [3] in a certain frequency band. These
meta-materials have drawn considerable attention owing to their unusual electromagnetic proper-
ties [4]. To model open region double-negative (DNG) meta-material problems, absorbing boundary
conditions (ABCs), such as perfectly matched layer (PML), are needed. New PML formulations
have been successfully introduced for modeling DNG meta-material problems [6].

In this paper, an efficient DSP implementation of the CFS-PML is proposed based on stretched
coordinate PML (SC-PML) and D-B formulations. In addition, these formulations are implemented
using the electric flux density D and magnetic flux density B fields instead of the conventional E
and H fields. This method has the advantage of making the PML completely independent of the
material properties of the FDTD computational domain.

2. FORMULATIONS

In three-dimensional (3D) SC-PML regions, the frequency domain modified Maxwell’s curl equa-
tions can be written in terms of D and B as:

jωε0D(ω) = ∇s ×H(ω) (1)
jωµ0B(ω) = −∇s × E(ω) (2)

where D and B are given by

D(ω) = εr(ω)E(ω) (3)
B(ω) = µr(ω)H(ω) (4)
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where εr(ω) and µr(ω) are, respectively, the relative permittivity and permeability of the FDTD
domain and the operator ∇s is expressed as

∇s = x̂S−1
x ∂x + ŷS−1

y ∂y + ẑS−1
z ∂z (5)

and Sη , (η = x, y, z) is the PML stretched coordinate variable given by [6].

Sη = 1 +
ση

jωε0εr(ω)
(6)

with the CFS scheme, Sη was defined as

Sη = κη +
ση

αη + jωε0εr(ω)
(7)

where ση and αη are assumed to be positive real and κη is real and ≥ 1. εr(ω) and µr(ω) are, re-
spectively, the DNG meta-material permittivity and permeability which are assumed to be identical
and realized by the Drude-type DNG mode [4] as

εr(ω) = µr(ω) = 1 +
ω2

p

−ω2 + jωΓ
(8)

where ωp and Γ are, respectively, the medium plasma frequency and loss factor.
Now the vector components of the curl operators of (1) and (2) are written out in three dimen-

sions

jωε0Dx(ω) = S−1
y

∂Hz(ω)
∂y

− S−1
z

∂Hy(ω)
∂z

(9)

jωε0Dy(ω) = S−1
z

∂Hx(ω)
∂z

− S−1
x

∂Hz(ω)
∂x

(10)

jωε0Dz(ω) = S−1
x

∂Hy(ω)
∂x

− S−1
y

∂Hx(ω)
∂y

(11)

jωµ0Bx(ω) = −S−1
y

∂Ez(ω)
∂y

+ S−1
z

∂Ey(ω)
∂z

(12)

jωµ0By(ω) = −S−1
z

∂Ex(ω)
∂z

+ S−1
x

∂Ez(ω)
∂x

(13)

jωµ0Bz(ω) = −S−1
x

∂Ey(ω)
∂x

+ S−1
y

∂Ex(ω)
∂y

(14)

It is clearly and easily observed that similar form can be found among (9)–(14).
First, let us consider the discretization of (14) taken as an example in the edges of SC-PML

regions, which are overlaps of PML’s faces that run parallel with the z direction Transforming (14)
from the frequency to the Z-domain, Equation (14) can be written as

(1− z−1)µ0Bz/∆t = − 1
Sx(z)

∂Ey

∂x
+

1
Sy(z)

∂Ex

∂y
(15)

where ∆t is time step and Sη(z), (η = x, y, z), can be obtained by applying the bilinear transform
method [7] using relation jω → (2/∆t)(1− z−1)/(1 + z−1)

Sη(z) = wη
(1 + uηz

−1 + θηz
−2)

(1 + vηz−1 + ϕηz−2)
(16)
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where

wη = κη

[
(∆t/2)2(αηΓ + ε0ω

2
p + (σηΓ)/κη) + (∆tαη/2) + ε0 + (∆tε0Γ/2) + (∆tση)/ (2κη)

]
[
(∆t/2)2(αηΓ + ε0ω2

p) + (∆tαη/2) + ε0 + (∆tε0Γ/2)
]

uη =

[
2(∆t/2)2(αηΓ + ε0ω

2
p + (σηΓ)/κη)− 2ε0

]
[
(∆t/2)2(αηΓ + ε0ω2

p + (σηΓ)/κη) + (∆tαη/2) + ε0 + (∆tε0Γ/2) + (∆tση)/(2κη)
]

vη =

[
2(∆t/2)2(αηΓ + ε0ω

2
p)− 2ε0

]
[
(∆t/2)2(αηΓ + ε0ω2

p) + (∆tαη/2) + ε0 + (∆tε0Γ/2)
]

θη =

[
(∆t/2)2(αηΓ + ε0ω

2
p + (σηΓ)/κη)− (∆tαη/2) + ε0 − (∆tε0Γ/2)− (∆tση)/(2κη)

]
[
(∆t/2)2(αηΓ + ε0ω2

p + (σηΓ)/κη) + (∆tαη/2) + ε0 + (∆tε0Γ/2) + (∆tση)/(2κη)
]

ϕη =

[
(∆t/2)2(αηΓ + ε0ω

2
p)− (∆tαη/2) + ε0 − (∆tε0Γ/2)

]
[
(∆t/2)2

(
αηΓ + ε0ω2

p

)
+ (∆tαη/2) + ε0 + (∆tε0Γ/2)

]

substituting (16) into (15), we obtain

(
1− z−1

)
µ0Bz/∆t = − 1

wx

(
1 + vxz−1 + ϕxz−2

)

(1 + uxz−1 + θxz−2)
∂Ey

∂x
+

1
wy

(
1 + vyz

−1 + ϕyz
−2

)

(1 + uyz−1 + θyz−2)
∂Ex

∂y
(17)

Introducing the following auxiliary variables:

φzx =
1

wx

1
(1 + uxz−1 + θxz−2)

∂Ey

∂x
= −uxz−1φzx − θxz−2φzx +

1
wx

∂Ey

∂x
(18)

φzy =
1

wy

1
(1 + uyz−1 + θyz−2)

∂Ex

∂y
= −uyz

−1φzy − θyz
−2φzy +

1
wy

∂Ex

∂y
(19)

(18) and (19) can be written in simple FDTD form, respectively, as

φn+1
zx = −uxφn

zx + Qn
zx +

1
wx

∂E
n+1/2
y

∂x
(20)

Qn+1
zx = −θxφn

zx (21)

φn+1
zy = −uyφ

n
zy + Qn

zy +
1

wy

∂E
n+1/2
x

∂y
(22)

Qn+1
zy = −θyφ

n
zy (23)

where Qn+1
zx and Qn+1

zy are auxiliary variables. Substituting (20) and (22) into (17), we obtain

Bn+1
z = Bn

z +
∆t

µ0

[− (
φn+1

zx + vxφn
zx + mn

zx

)
+

(
φn+1

zy + vyφ
n
zy + mn

zy

)]
(24)

mn+1
zx = ϕxφn

zx (25)
mn+1

zy = ϕyφ
n
zy (26)

where mn+1
zx and mn+1

zy are auxiliary variables. Similar manipulations can be obtained for the FDTD
implementations of (9)–(13).

3. NUMERICAL STUDY

To validate the proposed methods, a 3D numerical test was carried out for validating the proposed
formulations. In this numerical example, a Gaussian pulse was excited at the center of 50∆x ×
50∆y× 50∆z 3D domain composed of DNG meta-material realized by a Drude model [4] with the
following parameters: ωp = 2.665 × 1011 rad/s and Γ = 1 × 108 rad/s. Under these parameters,
both εr(ω) and µr(ω) are negative in the frequency range 0–42.5GHz. The excited Gaussian pulse
was given by Hz = sin(2πfct) exp(−((t − T0)/τ)2), where fc = 30 GHz, τ= 26 ps and T0= 4τ .
The computational domain was truncated by 10 cells thickness PML, as shown in Fig. 1. The
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tion.

0 200 400 600 800 1000 1200 1400 1600 1800 2000
Time step

R
el

at
iv

e 
re

fle
ct

io
n 

er
ro

r 
(d

B
)

 

 

Conventional SC-PML
BZT-based CFS-PML
MZT-based CFS-PML

-160

-150

-140

-130

-120

-110

-100

-90

-80

-70

-60

-50

-40

-30

Figure 2: Relative reflection error versus time step.

observation point was chosen to be in the diagonal direction of the source and located one space
cell from the PML corner region. The space cell size was taken as ∆x = ∆y = ∆z = 0.5 mm. The
time step size was chosen to satisfy the Courant-Friedrichs-Lewy (CFL) stability limit [1] for the
3D case.

The results are shown in Fig. 2. The maximum relative errors of the conventional SC-PML, the
BZT-based CFS-PML, the MZT-based CFS-PML are −45 dB, −70 dB, and −70 dB, respectively. It
can be concluded from Fig. 2 that the absorbing performance of the proposed BZT-based and MZT-
based CFS-PMLs have 25 dB improvement in terms of the maximum relative reflection error as
compared with the conventional SC-PML, and also holds better absorbing performance as compared
with the conventional SC-PML in terms of reducing late-time reflections.

4. CONCLUSION

The CFS-PML formulations have been presented for truncating dispersive material FDTD com-
putational domains. These formulations are independent of the material properties of the FDTD
computational domains due to their features of the D-B constitutive relations. A numerical test
carried out in a 3D FDTD computational domain shows that the proposed formulations provide
better absorbing performance as compared with the conventional SC-PML without CFS scheme.
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Abstract— The delay time of echo generated by the moving target simulator is discrete, and
the moving trace of simulated target is discontinuous. In order to solve this problem, firstly, the
radar digital signal processor must adjust the range gate, and the range error will be limited
within one range cell. Then the rest error cannot be removed but can be adjusted by phase
pre-compensation in simulator. The idea is that let the phase of simulated target be equal to the
one of the real target at sampling time. After the phase pre-compensation, a real continuously
moving target will be generated and the problem will be solved. Then MATLAB simulation of
the method is done for linear frequency modulation radar system. The simulated results can be
used to validate the effectiveness of the method.

1. INTRODUCTION

At the present time, with the development of direct digital synthesizer (DDS) and digital signal
processing (DSP) technique, the moving target simulator (MTS) can simulate a moving target
with high Doppler frequency resolution and high amplitude resolution [1–5]. A MTS based on
digital radio frequency memory (DRFM) and the impact of discrete delay time of the MTS on
radar system coherency were separately analysed in [6]. The delay time of target generated by
the MTS is discrete, so the range of simulated target is discrete and it is hard to simulate real
moving target. In other words, the simulated target will jump towards the radar step by step. Its
track is discontinuous, especially for high range resolution (HRR) radar. It is hard for us to find a
method to solve the problem in previous references. So this paper will present a method to solve
the problem.

2. COMPOSITION OF THE MOVING TARGET SIMULATION SYSTEM

Figure 1 shows the composition of the moving target simulation system. The radar and MTS share
a common clock source. The radar transmitter is turned off and the receiver is turned on. Then the
MTS generates the needed target according to the instructions of the radar. The DSP in the radar
will adjust the range gate and the DSP in MTS will compensate the phase error. More details will
be shown below.

Figure 1: Composition of the moving target simulation system.

3. PROBLEM ANALYSIS

The pulses transmitted by the radar are

st = rect
(

t− nTr

τ

)
sin(Ωt0t) (1)
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where Ωt0 = 2πft0, ft0 is carrier frequency, τ is pulse width, Tr is pulse repetition interval (PRI),
n is integer. Consider a point target which is moving towards the radar at velocity v. Let R0 refer
to the range at time t = 0 (time reference), the pulses received by radar are

sr = rect
(

ut− nTr − t0
τ

)
sin(uΩt0t− φ0) (2)

where u = 1 + 2v/c, t0 = 2R0/c, φ0 = Ωt0t0. When the reflected pulses leading edge strikes the
radar, the time is

trn0 =
−τ/2 + nTr + t0

u
(3)

Now, the MTS should transmit signal sr at time trn0. But the delay time of MTS is discrete, and
trn0 is continuous function of v. As a result, the delay time error is generated by MTS, and the
simulated target will jump towards the radar. Consider a MTS with the delay time resolution Tdl.
The delay time of MTS referring to trn0 is

tm = fix
(

trn0

Tdl

)
Tdl = mTdl, m = fix

(
trn0

Tdl

)
(4)

where fix(x) is MATLAB function. The delay time error is

∆trn = trn0 − tm ≥ 0 (5)

Now let us analyse the impact of delay time error on the radar. Suppose that the sampling interval
of the radar is Ts < Tdl. The simulated target and the real target locate at different range gates
and their phases are different at the sampling time, as illustrated in Fig. 2.

Figure 2: Illustrates the impact of delay time error on the radar.

4. METHOD TO SOLVE THE PROBLEM

We should firstly adjust the range gate. The number of range cell to be adjusted is

∆rn = fix
(

trn0

Ts

)
− fix

(
tm
Ts

)
(6)

The adjusting process is shown in Fig. 2, and ∆rn = 1. After that, the simulated target and the
real target will equivalently locate at the same range gate, as shown in Fig. 3. Then, the equivalent
delay time error is given by

∆tn =
[
trn0 − fix

(
trn0

Ts

)
Ts

]
−

[
tm − fix

(
tm
Ts

)
Ts

]
= ∆trn −∆rnTs (7)
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Figure 3: Equivalent result of range gate adjusting. Figure 4: Simulated target after phase pre-
compensation.

The error ∆tn cannot be removed due to the discrete delay time of MTS and their phases are
different at sampling time. However, we can compensate the phase differences. The idea is that
the MTS pre-adjusts the signal (2) and let the phase of the simulated target be equal to that of
the real target at sampling time. In other words, their waveforms are the same at sampling time.
That is why we do range gate adjusting firstly. In Fig. 4, the delay time error is ∆tn. But at any
sampling time, their phases are equal and their waveforms are the same. So the radar digital signal
processor will not treat them as distinct targets and they are the same for the radar. Then the
simulated target would not jump towards the radar but continuously move towards the radar as
real target. The adjusted signal transmitted by MTS is

srm(t) = rect
[
t− tm − τ/2

τ

]
sin[uΩt0(t + ∆tn)− φ0] (8)

5. APPLICATION TO LINEAR FREQUENCY MODULATION (LFM) RADAR

Consider a radar system using LFM waveforms. The pulse width is τ = 10 µs, bandwidth is
B = 200 MHz, PRI is Tr = 0.1ms, the carrier frequency is ft0 = 1.4 GHz and the sampling frequency
is Fs = 800 MHz. Then a point target is moving towards the radar at velocity v = 800m/s and its

Figure 5: Trace of true moving target. Figure 6: Trace of simulated moving target before
adjusting.

Figure 7: Trace of simulated moving target after adjusting.
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initial range is R0 = 40 km. After pulse compression, the trace of real target is shown in Fig. 5.
Now consider a simulator with delay time resolution Tdl = 1/225µs. The trace of simulated target
before adjusting is shown in Fig. 6. We can see that the trace is discontinuous, which implies that
the simulated target is jumping towards the radar. After adjusting the range gate and adjusting
the phase differences at sampling time, the trace of simulated target is nearly the same as the trace
of real target, as shown in Fig. 7.

6. CONCLUSION

This paper treats the radar and MTS as a cooperation system to solve the problem. Firstly,
the radar must adjust the range cell error, and then the MTS should pre-compensate the phase
differences at sampling time. The equivalent effect on radar is that the simulated target will
continuously move towards the radar. The MATLAB simulation results can validate the method.
After solving the problem we can simulate real moving target by using MTS.
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Abstract— The dynamic RCS of an aircraft target varies dramatically with target geometry
and motion information (position and velocity), the values fluctuate and have no pattern. So
the fluctuation models are often adopted to describe the statistical nature of dynamic RCS. In
this paper, we first introduce a simulation method of dynamic RCS for aircraft target. Secondly,
a brief introduction of Chi2 distribution and Lognormal distribution model is given, and Gaus-
sian Mixture distribution is proposed in order to describe the fluctuation more accurately. The
parameter estimation method is discussed in detail to find the best fitting result. As an exam-
ple, the dynamic RCS data of an aircraft target are analyzed with Chi2 distribution, Lognormal
distribution model and Gaussian Mixture distribution. The fitting results show Gaussian Mix-
ture distribution can provide a better approximation of the dynamic RCS than the other two
distributions in accordance with error-of-fit and Kolmogorov-Smirnov fitting goodness test.

1. INTRODUCTION

RCS (Radar Cross Section) is an important parameter reflects target scattering ability for incident
EM waves. It is often applied in the radar detection and target recognition field [1]. The dynamic
RCS of aircraft in the movement has practical significance which can be acquired by field mea-
surement and simulation method. Due to the high cost and uncertainty of field measurement, the
latter is often adopted. The combinations of PO (Physical Optics) method with PTD (Physical
Theory of Diffraction) [2, 3] are often used to evaluate the static RCS of the target in the simulation
process.

RCS of aircraft depends on geometry and orientation whose values are often time-varying during
its movement [4]. It has been advantageous to treat the target RCS as a statistic items for the
dynamic RCS with random fluctuation. Statistical distributions are used for RCS characterization.
Much work has been done over the years in statistical modeling of RCS, including conventional
distribution such as Chi2 distribution, Rice distribution, Lognormal distribution and some new
distributions such as Weibull distribution, NCGG (Non Central Gamma Gamma) distribution [5]
and Two State Rayleigh-Chi distribution [6].

The EM calculation model of an aircraft is modeled and all-attitude static RCS database is
calculated firstly in this paper. The dynamic RCS of spiral flying is calculated by linear interpolation
based on static database. Then, the brief introduction of three distributions is given, and parameter
estimation procedure of GM (Gaussian Mixture) distribution is provided. In addition, statistical
characterization of dynamic RCS using three fluctuation models was investigated. The comparison
results show that GM distribution can provide a better approximation of the dynamic RCS.

2. SIMULATION METHOD OF AIRCRAFT’S DYNAMIC RCS

2.1. Static RCS Calculation
In this section, the EM calculation model was modeled and the all-attitude static RCS database
was calculated in FEKO as shown in Figure 1. The EM model was modeled by the size of scale
target after multiplying its scale ration, and static RCS value was calculated by PO method at the
steps of 1◦ under L band (165 MHz) for HH polarization. The target coordinate center is located
at the geometrical center of the target. The attitude angle was defined as shown in Figure 1. The
pitch angle is from X axis round to Z axis in the XOZ plane, and the azimuth angle is from X
axis round to Y axis in the XOY plane.
2.2. Dynamic RCS Series
After the all-attitude static RCS database was calculated, the dynamic RCS series of the special
flight path can be acquired by following procedures. Firstly, we predestined path the aircraft flies
with and radar position as shown in Figure 2. Given the aircraft make a spiral flying with radius
40 km under speed 1.4 Ma at height 9 km level plane. From the flight path, the aspect angles of radar
line of sight in radar coordinate system can be calculated easily. A coordinate transformation need
to be done in order to acquired the aspect angles in target coordinate system. Then, the dynamic
RCS can be acquired according to aspect angles using linear interpolation method. Plot of dynamic
RCS for the aircraft in given flight path is provided in Figure 3.
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Figure 1: Aircraft EM model and all-attitude static RCS database.

Figure 2: Aircraft flight path and radar position. Figure 3: Dynamic RCS series.

3. TARGET FLUCTUATION MODELS

Among the existing RCS distribution models, Chi2 distribution and Lognormal distribution are
worthwhile to promote. The parameter analysis has been discussed detailedly in [7, 8]. The statis-
tical modeling method of dynamic RCS using Gaussian Mixture distribution is proposed.

3.1. Chi2 Distribution l

This model was introduced by Swerling and assumes that the PDF (Probability Density Function)
of the target RCS is a generalized Chi2 distribution is as Eq. (1)

p (σ) =
k

Γ (k) σ̄

(
kσ

σ̄

)k−1

exp
(
−kσ

σ̄

)
, σ > 0 (1)

In Eq. (1), σ is RCS variable and σ is the mean of RCS value. k named double-degrees of freedom
is equal to σ2/variance of σ. Parameter k can be positive integer or non-integer. So it’s fitting to
different distributions is very good. Γ(k) is a gamma function with parameter k. The PDF (1)
subsumes as a special case the Swerling I-IV and Marcum distribution, corresponding to k =
1, 2, N, 2N and ∞ [9].

3.2. Lognormal Distribution

The fluctuation RCS of targets such as ships and missiles is often well modeled as a log-normal
random variable. The PDF of Lognormal distribution can be written as Eq. (2)

p (σ) =
1

σs
√

2π
exp

(
−(Inσ − µ)2

2s2

)
, σ > 0 (2)
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In Eq. (2), σ is RCS variable. µ is the mean of σ and s is the standard deviation of σ. The normal
and Lognormal distributions are closely related. If the RCS value σ is distributed log normally
with parameters µ and s, then Inσ is distributed normally with mean µ and standard deviation s.

3.3. Gaussian Mixture Distribution
Gaussian Mixture distribution is a semi parametric density estimation method, and it combines the
advantages of parameter estimation method and non-parametric estimation method [10]. Gaussian
Mixture distribution has been used widely in the field of voice recognition, image processing, and
microarray gene expression data and so on. The PDF of Gaussian Mixture distribution is as Eq. (3)

f (x,Θ) =
M∑

i=1

ai√
2πsi

exp

(
−(x− µi)

2

2si

)
(3)

where Θ = (a1, a2, . . . , aM ; µ1, µ2, . . . , µM ; s1, s2, . . . , sM ), ai is the weight of number i component,

and it meets
M∑
i=1

ai = 1. The variable µi and si are the mean and variance of number i compo-

nent respectively. If the component number M is enough, the Gaussian Mixture distribution will
approximates any continuous distribution with perfect accuracy.

The Expectation Maximization (EM) method is often adopted to estimate the parameter of
Gaussian Mixture distribution. Given that

p (x|Θ) =
M∑

i=1

aipi (x |θi ) (4)

In the Eq. (4), θ = (µ, s), pi(x|θi) is the number i Gaussian component with θi.
The iterative formula to calculate parameter by EM method is as Eq. (5):





anew
l = 1

N

N∑
i=1

p(l |xl,Θg )

unew
l =

N∑
i=1

xip(l |xi, Θg )
/

N∑
i=1

p(l |xi,Θg )

snew
l =

N∑
i=1

p(l |xi,Θg ) (xi − unew
l )2

/
N∑

i=1
p(l |xi, Θg )

(5)

In the Eq. (5), p(l|xi, Θg) = ag
l pl(xi|θg

l )
p(xl|Θg) = ag

l pl(xi|θg
l )PM

j=1 ag
j pj(xi|θg

j )
.

4. RESULTS

4.1. Fitting Results
The statistical modeling of dynamic RCS distribution and fitting method has been discussed for
many years. We choose the Chi2 distribution, Lognormal distribution and two-order Gaussian Mix-
ture distribution to fit the PDF (probability density function) and CDF (Cumulative Distribution
Function) of dynamic RCS. The fitting parameters of Chi2 distribution and Lognormal distribution
can be estimated by non-linear least squares algorithm. The distribution parameters of Gaussian
Mixture distribution are estimated by EM method. The fitting results are shown in Figure 4.

4.2. Result Analysis
The errors-of-fit ef is used to compared the fitting result which defined as Eq. (6)

ef =
∑

i

[pe (σi)− pm (σi)]
2 (6)

In Eq. (6), pe(σi) is the RCS statistical distribution and pm(σi) is the fitting result of these distri-
butions. The errors-of-fit are provided in Table 1.

The non-parametric fitting goodness test procedure is investigated to evaluate the probability
model of the RCS sample data for three distributions applied above. The Kolmogorov-Smirnov
test [11] statistically measures the absolute errors between an observed CDF of sample values and
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(a) (b)

Figure 4: Fitting result of distribution of dynamic RCS. (a) PDF distribution. (b) CDF distribution.

Table 1: Errors-of-fit and K-S test results.

Chi2 Lognormal GM
errors-of-fit 0.43% 0.22% 0.05%

K-S test result 0.1232 0.0417 0.0377

a specified continuous distribution function. The test function is shown in Eq. (7), in which F (x)
is the statistical CDF of dynamic RCS data and F ′(x) is CDF of the fitting results. If the test
result is too large, it can be determined that the distribution used is not applicable for the data.
The results of K-S test are shown in Table 1.

D = max
∣∣F (x)− F ′ (x)

∣∣ (7)

From the fitting curves, errors-of-fit and Kolmogorov-Smirnov test results, it is can be concluded
that Gaussian Mixture distribution and Lognormal distribution are better than Chi2 distribution
for dynamic RCS of this target. In addition, the fitting result of Gaussian Mixture distribution
is a quite better than Lognormal distribution form its extreme little errors-of-fit. Therefore, the
dynamic RCS data can be modeled accurately by Gaussian Mixture distribution.

5. CONCLUSION

A new approach to obtain dynamic RCS quickly in the predestined path is proposed firstly in this
paper. After time-varying attitude angles of radar line of sight in aircraft coordinate were calculated
based on coordinate transformation, the dynamic data was obtained from all-attitude static RCS
database using linear interpolation method. A statistical modeling method of dynamic RCS based
on Gaussian Mixture distribution is investigated. The comparison on statistical characterization
of dynamic RCS under typical paths using Ch2 distribution, Lognormal distribution and Gaussian
Mixture distribution is analyzed. The fitting results show that Gaussian Mixture distribution is
the best applicable among three distributions to describe the dynamic RCS. The research result of
this paper can be applied in statistical characterization of aircraft’s dynamic RCS, and can provide
a reliable support for accurate simulation and examining of moving target’s echo.
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Abstract— For studying the EM signatures of full-size target, it demands outdoor or indoor
room large enough for measurement, but the construction of outdoor and indoor room which
satisfy the far field conditional both lead to costly installation and require extraordinary elaborate
technique, say nothing of carrying out the imaging and RCS diagnostic for stealth weapon in
active service. This paper meets the demand of the development with the stealth and anti-stealth
weapon, aims at the shortage of outdoor and indoor measuring of the far field electromagnetism
feature, presents a research on 3-D near-field to far-field transformation algorithm, in which the
far-field condition could not be satisfied on both vertical and horizontal plane for the target
under test, and the target is illuminated by a spherical wave. A 3-D multi-scattering center
model is built for the target and the near-field data is sampled by 3-D scan, using the extensions
of spherical-wave function in cylindrical coordinates, the relationship between far-field and near-
field scattering field is deduced under the condition that the antenna works at cylindrical-scan
mode. The RCS and image pattern can be achieved by the 3-D IFFT algorithm and interpolation
technique. The simulation results show that the algorithm is precise and effective.

1. INTRODUCTION

RCS measurement is necessary for designing stealth weapon system as well as for the research
of the electromagnetic scattering properties of radar-illuminate target. The theory and algorithm
of electromagnetic scattering computation can be verified by RCS measurement, moreover, it’s
difficult to compute electromagnetic scattering of complex and large objects, but the data can be
obtained visually by RCS measurement.

However, due to the strong frequency-dependent scattering behavior of electromagnetic waves,
it is often necessary to conduct the measurements using full-size structures rather than scale-models
at high frequencies. Consequently, even moderately large components, as well as larger full-scale
structures, have to be measured using outdoor radar measurement ranges. To reduce the cost
and time consumed in outdoor range measurement, it is advantageous to develop a capability
for characterizing representative structural components that are electrically large within a near
distance. This always involves the near-field to far-field RCS measurements transformation methods
which is mentioned in [1–5]. The near-field RCS measurement method based on plane scan mode
has been presented in [6], while numerical simulation results proves the feasibility and superiority
of the method.

But near field to far field transformation based on plane scanning mode is in the rectangular
coordinate, in which the near field data grabbing is conducted on the wide plan scan stand, the near
field testimony for the electro-magnificent dimension target requires high demand to the aperture
and machining decision of the scan stand, however, many microwave anechoic or indoor testing
yard could not reach the above criterion because of the confinement of the field. The more widely
used near field scatter data collection mode is cylindrical-scan mode (the target rotates, and the
radar antenna move along the vertical line to the ground), in order to control the test cost and
improve the efficiency.

This paper presents a near field to far field transformation method based on cylindrical scan
mode, which utilize the extensions of spherical-wave function in cylindrical coordinates, to deduce
the relationship between far-field and near-field scattering field in cylindrical scan mode.

2. NEAR FIELD TO FAR FIELD TRANSFORMATION

The near field cylindrical scan illustration setup is shown in Fig. 1, in which the emit and receive
antenna is placed along the vertical track (axis z), move linearly in a fixed step, and the target
rotates under the control of the rotate platform in a linearly equal angle interval, antenna measures
and records the scatter field data of the target, including the amplitude and phase, on every wave
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Figure 1: Cylindrical scan mode illustration.

frequency according to the fixed starting frequency and band width, then move to the next record
point to repeat.

The time-harmonic weight of the electro-magnetic wave is e−jωt, the scattering field signal of
the target backscatter could be written as:

u(k, ϕ, z) =
1

(4π)2

∫∫∫
γ(x′, y′, z′)

[
e−j2kR

R2

]
dx′dy′dz′ (1)

where,
R =

√
(x′ − ρ cosϕ)2 + (y′ − ρ sinϕ)2 + (z′ − z)2 (2)

The square brackets in Equation (1) is double-distance spherical factor e−j2kR/R2, as to the three-
dimensional scatter target, the near field illumination is spherical illumination, as to set up the
relation between the near field scatter and far field scatter, the double-distance spherical wave
factor needs to be transformed into the single-distance spherical factor e−j2kR/R.

According to the character of the Fourier Transform, the realization of the transformation be-
tween the double-distance spherical wave factor and the single-distance spherical factor is very
convenient when assuming wideband measurements, it just needs to conduct 2 Fourier transform
in the frequency domain and distance domain, as follows:

U(k, y, z) ==
1
π

∫
R

[∫
u(k, y, z)e−j2kRdk

]
ej2kRdR (3)

The Equation (3) equals to add-up the echo data u(k, ϕ, z) in the distance domain, in which the
add-up factor is R, the detailed process is shown in following diagram:

R

2

e

R R

Range Weighting

1-D FFT

(Frequency

Domain)

1-D IFFT

(Range

Domain)

-j2kR e -j2kR
(k, ϕ, z) (k, ϕ, z)(R, ϕ, z)

Figure 2: The distance domain add-up process.

Then the Equation (1) transforms into

U(k, ϕ, z) =
1
4π

∫∫∫
γ(r′)

[
e−j2k|r−r′|

4π |r − r′|

]
dr3 (4)
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The square brackets in the above equation are spherical wave factor, also called as the free space
Green Function, which has the form:

ψ =
e−j2k|r−r′|

4π |r− r′| (5)

Express ψ with the basic wave function in rectangular coordinate

ψ =
∫∫∫

κxκyκz

A(κx, κy, κz)e−jκ·rdκxdκydκz (6)

In the infinitely large uniform space, the point source field located at the source point r′ satisfies
the scalar Hermhoz Equation

∇2ψ + k2ψ = δ
(
r− r′

)
(7)

Conduct the plane wave extension of the Green function under the 3-dimensional rectangular
coordinate, the Equation (4) changes its form into:

ψ =
j

8π2

∫∫∫

kykz

e−j[kx|x−x′|+ky(y−y′)+kz(z−z′)]

kx
dkydkz

In which 



ky = κy

kz = κz

kx =
√

k2 − k2
y − k2

z

(8)

Calculated from the above equation, k2
x+k2

y+k2
z = k2, the factor kx(x−x′)+ky(y−y′)+kz(z−z′)

in the Equation (7) denote the plane wave’s phase factor, and j/8π2kx represents the plane wave
amplitude. The integration transform could be utilized to simplify the 3-D integration with 2-D
integration, and deduce the spherical factor extension under cylindrical coordinate.

In cylindrical coordinate, the wavenumber and coordinate have the form:




kx = kρ cosϕ
ky = kρ sinϕ
x− x′ = ρ cosϕ′
y − y′ = ρ sinϕ′
k2

ρ + k2
z = k2

(9)

Using the above relation, the Equation (7) transforms into

ψ =
j

8π2

∫ ∞

0

e−j
√

k2−k2
ρ(z−z′)

√
k2 − k2

ρ

kρdkρ

∫ π

−π
e−jkρρ cos(ϕ−ϕ′)dϕ

J0(x) =
1
2π

∫ π

−π
e−jx cos(ϕ−ϕ′)dϕ

(10)

Subscribe into Equation (5), and one gets

ψ =
j

4π

∫ ∞

0

J0 (kρρ) e−j
√

k2−k2
ρ(z−z′)

√
k2 − k2

ρ

kρdkρ (11)

Using the relation between the Brussels Function and Hanker Function, the above equation can be
expressed as

ψ =
j

8π

∫ ∞

0

H2
0 (kρρ)e−j

√
k2−k2

ρ(z−z′)

√
k2 − k2

ρ

kρdkρ (12)
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Subscribe the Equation (12) into Equation (3)

U(k, ϕ, z) =
∫

ρ(r′)
j

8π

∫ ∞

0

H2
0 (kρρ)e−j

√
k2−k2

ρ(z−z′)

√
k2 − k2

ρ

kρdkρdr3 (13)

Using the Hanker Function’s Add-up theorem

H2
0 (kρρ) =

∞∑

n=0

H2
n(kρρ)ejnϕJn(kρ′) (14)

Subscribe the Equation (14) into Equation (13)

U(k, ϕ, z) =
∞∑

n=0

H2
n(kρρ)ejnϕJn(kρ′)

j

8π

∫ ∞

0

e−j
√

k2−k2
ρ(z−z′)

√
k2 − k2

ρ

kρdkρ (15)

Transform the Equation (15)’s Integration order and add up, one gets

U ′(k, ϕ, z) =
∞∑

n=0

H2
n(kρρ)ejnϕej

√
k2−k2

ρz
∫ ∞

0

j

8π
Jn(kρ′)

e−j
√

k2−k2
ρz′

√
k2 − k2

ρ

kρdkρ (16)

Set S0 =
∫∞
0

j
8πJn(kρ′) e

−j

√
k2−k2

ρz′√
k2−k2

ρ

kρdkρ, and connect with Equation (9), and the Equation (16) is

simplified as

U(k, ϕ, z) =
∞∑

n=0

H2
n(kρρ)ejnϕejkzzS0 (17)

Conduct 2D Fourier Transform to Equation (17)

∫ ∞

−∞
e−jkzzdz

∫ 2π

0
U ′(k, z, ϕ)e−jnϕdϕ =

∞∑

n=0

H2
n(kρρ)S0 (18)

Tidy up Equation (18) and one gets

S0 =
∞∑

n=0

∫∞
−∞ e−jkzzdz

∫ 2π
0 U ′(k, z, ϕ)e−jnϕdϕ

H2
n(kρρ)

(19)

When the distance between antenna and target satisfy the far field condition, and the following
calculation approximation stands ∣∣r − r′

∣∣ ∼= r − r · r′ (20)

And
e−j2k|r−r′|

4π |r − r′| =
e−j2kr

4πρ
ej2kr·r′ (21)

At the same time, the Hanker Function large volume approximation is

H(2)
n (kρρ)
kρρ→∞

=

√
2

πkρρ
e−j(kρρ− 2n+1

4
π) (22)

Subscribe the Equations (19), (21), (22) into Equation (17), the transform relation between near
field and far field scattering under cylinder scan mode after tidy-up

SFF (k, ϕ, kz) =
√

ρ

πkρ
e−jρ(kρ−k)ej 2n+1

4

N∑

n=0

ejnϕ

H2
n(kρρ)

∫ ∞

−∞
e−jkzzdz

∫ 2π

0
U ′(k, z, ϕ)e−jnϕdϕ (23)
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The above equation is the near-far field transform relation under scan-frequency system, and it could
be applied into the spot-frequency system, which needs only substitute U(k, z, ϕ) with u(k, z, ϕ),
where the H2

n is the second sort n order Hanker Function, truncated at the kD+10 order, where D
is the minimum diameter of the cylinder surrounding target which have the same concentric point
with the survey circular. The SFF (k, ϕ, kz) in Equation (23) is the 3-dimension wave number data
of the target. Utilizing the 3D-IFFT imaging arithmetic under rectangular coordinate, conducting
the 3D reverse Fourier transform to the Equation (23), one could get the far field image of the
target. However, before conducting the 3D reverse Fourier transform, the extrapolated far field
SFF (k, ϕ, kz) needs to be interposed according to the relation (k, ϕ, kz) → (kx, ky, kz), in order to
finish the reestablishment of the target image. Meanwhile, interpose the SFF (k, ϕ, kz) according to
the mapping relation of Equation (9), the far-field RCS is related to the far-field pattern via

σ(k, φ) = 4π |SFF (k, φ)|2 (24)

3. SIMULATION EXAMPLES

In order to testify our transformation method, numerical simulation is conducted to observe the
actual imaging performance. In the numerical scene, the point target’s position and RCS amplitude
is shown in Fig. 3. The simulation measurement parameters are: central frequency f0 is 4 GHz, the
scan band width B is 4 GHz, he frequency points number is 301, the cylinder scan radius is 5 m, the
moving scale along axis z is ±3m, the scan step is 2 cm, the scan azimuth angle is −180◦ ∼ 180◦,
the angle interval is 0.5◦. The RCS variation relation with azimuth angle, pitch angle and frequency
is shown in Figs. 4∼6.

Through calculation, the average square error of the near field extrapolation data and far field
data in azimuth angle, pitch angle and frequency domain are 0.1608 dB (5◦ smooth window),
0.3046 dB (1◦ smooth window), 0.4101 dB. The 3-dimensional rebuild image is shown in Fig. 7.
From the imaging results, one can find that the scattering center position in 3D image is identical

Figure 3: Scatters distribution map.
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Figure 7: Point scatters 3D rebuild image.

with actual situation. And the largest position error is only 1 cm; the largest amplitude error of
the scattering center is below 0.3 dB.

4. CONCLUSIONS

This article studied near field to far field transformation based on cylindrical scan mode. This
arithmetic first transformed the double-distance spherical wave factor in echo data into the single-
distance spherical wave factor, and utilize the 3D rectangular coordinate extension theorem of
the spherical electro-magnetic wave into plan wave, established the relationship between near field
backscatter and far field backscatter field, finally obtained the far field RCS character by 3D IFFT
and 2D interpose and target’s image. The numerical simulation result testified the validity and
effectiveness of the above transformation arithmetic.
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Abstract— Compared and analyzed the surface impedance defined by the basic definition
of surface wave and by the reflection coefficient of thin radar absorbing material (RAM) lay-
ers backed with a perfect electric conductor (PEC) plate, the relationships between its surface
wave attenuation property and its reflection characteristics can be founded. Equivalent surface
impedance for a perfect electrical conductor (PEC) plate coated by a thin layer of RAM can be
easily obtained based on the reflection coefficient for an infinite plate coated with same thin RAM
layers, which can be regarded as a function for computing the attenuation of surface wave in this
RAM layers. In this paper, two kinds of reality RAM for single layer coating and two layers
coating will be considered for verifying this approach respectively. For two layers coating, the
mono-static radar cross section (RCS) reduction properties of a slab coated with this RAM are
discussed for evaluating the attenuation of surface wave because the equivalent medium theory
is not appropriated under this condition. The proposed approach is effective and advantageous
especially for thin multi-layers RAM coating.

1. INTRODUCTION

In recent years, with the development of low observable technology, much interest has been shown
in reducing the non-specular scattering caused by surface wave. Surface wave becomes one of the
most important issues in RCS design since the main scattering sources such as specular reflections
are effectively eliminated [1]. The control of surface wave has been utilized as the motivation
for exploring new RAM as well as the shaping of edges and other electromagnetic discontinuities.
Surface wave radiates energy at discontinuities such as edges of the target [2]. By reciprocity, surface
wave will be excited by plane electromagnetic (EM) wave incident upon such a discontinuity [3].
Properties of surface wave in absorbing layers are widely investigated, such as the works done
by Ufimtsev [4, 5], Paknys [6], and Neve [7]. In these literatures, fundamental characteristics of
surface wave including attenuation and propagation constants, electric and magnetic losses, phase
and energy velocities, etc., are analyzed. These works start with the definition of surface wave, but
ignore the properties of surface wave in multi-layers RAM coating. The equivalent medium theory
is not appropriated for computing the surface wave properties under this condition of multi-layers
RAM coating. Thus, it is necessary to study another approach for evaluating the surface wave
properties especially for the case of multi-layers RAM coating.

Based on the Collin’s guided wave analysis method of dielectric plate [8], equivalent surface
impedance of thin coating layers over which surface wave propagates is defined to predict the
performances of surface wave attenuation. Reflection coefficient of an impedance-coated surface
can be measured expediently at plane EM wave incidence from normal to near grazing incidence.
Then, attenuation properties of surface wave in thin RAM at oblique incidence can be obtained.
Relationships between the surface wave properties and the reflection characteristic of a grounded
dielectric slab covered a doubly periodic array of metal patches was analyzed [9], but this problem
is still needed further research.

In this paper, the relationships between its surface wave attenuation property and its reflection
characteristics will be founded by compared surface impedance defined by the basic definition of
surface wave and the reflection coefficient at plane EM wave incidence respectively. Single layer
RAM coating and two layers RAM coating are considered respectively for analyzing this conclusion.
For single layers RAM coating, an actual magnetic material is considered. For two layers RAM
coating, two kinds of actual RAMs will be considered, in one of the materials exist only electric
loss, in another exist simultaneously electric loss and magnetic loss, and their relative permittivity
and relative permeability are obtained from measured data. Based on these intrinsic parameters,
reflection properties of the entire coating layers can be computed for various combinations of coating
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thicknesses and coating orders according to the transmission line theory. For thin RAM layers, this
planar coated structure is equivalent to an impedance-coated surface, and its surface impedance
can be obtained based on computed reflection coefficient. The properties of surface wave in RAM
layers have certain correspondence to its contributions to mono-static RCS reduction. According
to this conclusion proposed in Ref. [10], the mono-static RCS reduction of a slab coated with
corresponding thin RAM layers are calculated to validate the analysis of surface wave attenuation
property in thin RAM layers based on their electromagnetic reflection characteristics.

In the following discussion, unless otherwise indicated, the analysis is limited to the attenuation
and propagation property of TM surface wave in thin RAM layers, since the analysis of transverse-
electric (TE) surface wave is similar.

2. DESIGN

2.1. The Attenuation of Surface Wave
We consider the two-dimensional (2-D) TM surface wave in thin homogeneous RAM layer backed up
by a perfect conducting plane. Schematic of the problem is illustrated in Figure 1. In this figure,
region 1 is free space; region 2 is a thin RAM layer with equivalent relative permittivity ε and
equivalent relative permeability µ. The layer thickness is denoted by d. the wave number in free-
space is denoted as k0 = $

√
ε0µ0 = 2π/λ0, where ε0, µ0 is the permittivity and the permeability of

free space respectively, ω is the angular frequency of harmonic oscillation and λ0 is the free-space
wavelength. The time dependence exp(−jωt) is assumed and suppressed below.

Based on Ref. [11], the surface wave attenuation can be obtained,

β′′ = −k0Im




√
1−

(
ηs

s

Z0

)2

 (Np/m). (1)

where

ηs
s =

Etan

Htan
= −Z0

k1

k0
(2)

2.2. Reflection at the Interface of Free Space and the Thin RAM Layer Backed by Ground
Plane
In the case of TM polarization, the electric field vector is parallel to the plane of incidence as shown

in Figure 2. The wave is incident at an angle θi with respect to the surface normal
Λ
n and reflected

at an angle θr. Region 1 is free space with parameters (ε0, µ0) and region 2 is the thin RAM layer
with parameters (ε, µ).

Base on the Maxwell’s equation, we obtain

ηr
s = − Einc

x + Eref
x

H inc
x + Href

x

= −cos θiZ0(1− Γ)
1 + Γ

(3)

where ηr
s represents the surface impedance based on the reflection coefficient. Eq. (2) is consistent

with the Eq. (9.20) in Page 426 of Ref. [12].
ηs

s can be equivalent with ηr
s under the certain conditions, which is the main target in this paper.

Figure 1: Model for surface wave analyzing. Figure 2: Plane wave incidence on a plane boundary.
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(a) (b)

Figure 3: The relative permittivity and relative permeability dispersion characteristics. two actual absorbing
materials: (a) RAM A, and (b) RAM B.
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Figure 4: Surface impedance defined by surface wave characteristic and by the reflection coefficient of RAM
A backed with a perfect electric conductor (PEC) plate, and its thickness is 0.5 mm.

3. RESULTS AND ANALYSIS

3.1. Single Layer RAM Coating

In this paper, two kinds of RAMs for single layer coating and two layers coating will be considered,
RAM A is obtained on the basis of polymer composites filled with carbonyl iron and Co2Z fer-
rite [13], but RAM B is obtained on the basis of Carbon black in polyethylene, which the relative
permittivity ε and relative permeability µ shown in Figure 3 are gained from measured results. For
single layer RAM coating, only RAM A is considered, and its thickness is 0.5 mm.

Based on the transmission line theory, the reflection loss determined in coating layer of RAM
A with the thickness of 0.5 mm can be obtained for TM polarization, and the surface impedance
defined by surface wave characteristic can be obtained based on the Formula (2), and the surface
impedance defined by reflection coefficient at 30◦ of incidence angle is also proposed for comparison,
just as shown in Figure 4. We can observe that the surface impedance defined by surface wave
characteristic is exactly identical to that defined by reflection coefficient. That is to say, the
evaluation of surface wave attenuation property in thin RAM layers based on their electromagnetic
reflection characteristics is good enough.

3.2. Two Layers RAM Coating

Considered the propagation properties of surface wave, the equivalent medium theory is not appro-
priated for thin multi-layers RAM coating. Therefore, the evaluation of surface wave properties of
thin multi-layers RAM coating is very difficult. In this paper, based on the relationships between
the properties of surface wave in coated RAM layers and mono-static RCS reduction performances
of the coated slab [10, 15], its surface wave characteristics can be easily obtained.

Double layers coating order is kept and as follow, the bottom layer is RAM A with the thickness
of 0.5mm, and the top layer is RAM B with the thickness of 1.0mm. To this case, the surface
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Figure 6: Mono-static RCS with TM polarization for different frequency ((a) 4 GHz, (b) 10GHz).

impedance based on the reflection coefficient can obtained according to the Eq. (3). Supposed that
the ηs

s can be equivalent with ηr
s , the surface attenuation of this structure can be obtained based on

the Eq. (1), just as shown in Figure 5. In the following, the surface attenuation defined by reflection
coefficient will be certified based on the relationships in between the travelling wave attenuation
and the radar cross section reduction.

In this paper, a slab will be considered to lie in the xy-plane with a plane wave incident at
an angle θi with respect to the z-axis, as shown in Figure 2. The flat plate (aluminum slab) of
size a × b = 5λ × 5λ (λ is the wavelength in free space) and thickness equal to 0mm, has RAM
coatings on the upper surface. Based on the definition of the RCS of surface traveling wave [15],
the main-lobe of surface traveling wave is located at 75◦.

Figure 6 shows the mono-static RCS with TM polarization at 4 and 10 GHz. Tapered R-card [16–
18] was loaded to the edges of the considered metal slab to reduce its edge scatter. The mono-static
RCS of uncoated slab is also provided for RCS reduction analysis. The differences between mono-
static RCS for coated and uncoated cases are shown by RCS reduction values. Based the RCS
reduction at the observe angle of 75◦, the surface wave attenuation can computed, 3.82Np/m
and 9.82 Np/m for 4 GHz and 10GHz respectively. Compared these results with Figure 5, good
agreement is observed.

4. CONCLUSION

The surface wave attenuation property can be obtained based on the reflection coefficient of thin
RAM layers backed with PEC ground plate. This approach is effective and advantageous especially
for thin multi-layers RAM coating. The case of double layers RAM coating is analyzed in this
paper, and the results verify this analysis effectively. In general, the thickness of surface wave
absorbing materials layers should be much thinner than the effective wavelength, and its refractive
index is large relative to free space, which is a prerequisite to using this approach. In conclusion,
we verified that the surface impedance Zs with near constant for all angles of incidence defined by
reflection coefficient of plane wave incidence on it is practically identical to that defined by surface
wave properties.
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Abstract— To facilitate the high speed data access/storage with vibrating and swaying proof,
the Solid State Drive (SSD) is now commonly integrated with mobile or portable device like
Ultrabook with its compact size. Besides RFI noise generated from such high speed digital de-
vice is observed imposing an inferior impact on RF wireless communications performance, it is
also possible that the SSD storage module might be failed for data accessing caused by high
level RF transmitted power from various transmitters of wireless communications systems. In
addition, when WiFi tethering is used for cloud applications with the 3G/4G WWAN network
through smart phone, the transmitted RF power from mobile phone might also affect the data
access/storage of SSD memory. Because when we use WWAN network for Internet surfing, we
would usually place the mobile phones by side of ultrabook/notebook computer with built-in
SSD and thus the high level output signal from nearby mobile phone might cause memory map-
ping error of SSD. To analyze the EM immunity characteristics of SSD and related memory
module, we will categorize the coupling mechanism of RF power between SSD and RF trans-
mitter into antenna coupling, circuitry coupling, and cavity resonance coupling. With the help
of dedicated near-field RF signal generator and stripline [1] for closely located digital modules
like SSD and flash memory in this study, we can identify the location and root cause of data
accessing and storing degradation to benefit the manufacturers for proper SSD integration with
mobile or portable device with compact design form limitation. We also evaluated the pass/fail
EM immunity characteristics for SSD storage module, and hope to apply the IEC 63132 [2] series
IC-EMS measurement techniques on the component level to help solving the problem and further
improve the integrating design to meet the EMC/performance requirement in the future study.

1. INTRODUCTION

Cloud computation and always-connected Internet service attracts the most industrial attention
for the past few years. Therefore, the Solid State Drive (SSD) and flash memory is now com-
monly integrated with mobile or portable device with its inherent vibrating and swaying proof
characteristic. Owing to its compact size and fast processing speed, the Solid State Drive (SSD) is
also commonly found installed in Ultrabook and similar devices. Besides such high speed digital
module has malignant impact on RF receiving performance of wireless communications, the digital
components or modules might also suffer functional degradation due to near field electromagnetic
interference. For instance, when WiFi tethering is used for cloud applications with the 3G/4G
WWAN network through smart phone, the transmitted RF power from mobile phone might also
affect the data access/storage of SSD memory. Because when we use WWAN network for Internet
surfing, we would usually place the mobile phones by side of ultrabook/notebook computer with
built-in SSD and thus the high level output signal from nearby mobile phone might cause memory
mapping error of SSD. The scenario of WiFi tethering with mobile phone placed aside of SSD is
illustrated in Figure 1, which explains the RF output signal of mobile phone might cause the bit
error of SSD memory access.

2. RF TRANSMITTED POWER COUPLING MECHANISM FOR EM IMMUNITY
ANALYSIS

To quantify the RF power impact on SSD functionality from transmitters of various wireless com-
munication systems via embedded or integrated antennas as shown below in Figure 2, we conduct
the 1000 times test for data bit read/write/erase operation to validate the SSD module.

From the analysis of above illustration, it indicates the major RF coupling being circuitry
coupling and direct antenna coupling. The circuitry coupling means that the SSD suffers noise
coupling from the mini-coaxial cable connecting WLAN/WWAN antennas and WLAN/WWAN
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Figure 1: Scenario of WiFi tethering with mobile phone placed aside of SSD.

Figure 2: SSD module suffers WLAN/WWAN antennas and cable coupling.

(a) (b)

Figure 3: (a) Detailed coupling mechanism between WLAN/WWAN antenna and SSD module. (b) Cavity
resonance coupling between WLAN antenna and SSD module.

module. If the antennas are further moved down to ultrabook computer base due to the shrinking
lid form limitation design, the SSD will even suffer direct RF power coupling from those transmitting
antennas which is categorized as “Antenna Coupling”. The possible coupling mechanism between
WLAN/WWAN and SSD module is detailed in Figure 3(a).

We also found out that even the SSD is moved away from the transmitting antenna, as shown
below in Figure 3(b), high level transmitted RF power might still couple to the SSD module and
cause functional failure. Since the chassis of Ultrabook is normally made of Al-Mg alloy and forms
a cavity structure, we therefore call such phenomenon as “cavity resonance” coupling. From the
possible coupling mechanism mentioned above, it could provide designers the solution for RFI
problems by modifying the components placement layout for better isolation between SSD and
transmitted antennas to enhance the EM immunity capability.

3. IMMUNITY CHARACTERISTICS REQUIREMENT FOR SSD INTEGRATED WITH
RF RADIATORS

Before SSD is integrated or installed into Ultrabook or similar portable device, the SSD manufac-
turers should take the following issues into consideration.

1) The SSD should remain its normal operation when the antennas of wireless communications
transmits and radiates RF power. Because the near field magnetic field from antennas might
cause strong coupling to SSD, and therefore it is necessary to conduct SSD EMS test with
dedicated portable generator.

2) The SSD should remain its normal operation when the antennas of wireless communications
transmits and radiates RF power, which the RF current from main PCB or mini-coaxial cable
might also couple the magnetic flux to SSD. Therefore it is necessary to conduct SSD EMS
test with stripline fixture.
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3) With more and more programing and erasing activities for SSD accessing/storage, the “wear-
ing” effect decreases the isolation property of dielectric and changes its tunneling effectiveness
as shown in Figure 4. The effect will ultimately result in the following consequences.

a) Incorrect reading from the NAND cell after relatively short retention times.
b) Program/erase failure.

Therefore, it is required for SSD EMS test that should also pass the test and remain functional
operation after 1000 times Read/Write activities.

Figure 4: Isolation property of dielectric and tunneling effectiveness of NAND cell.

4. IMMUNITY TEST PROCEDURES AND MEASUREMENT SETUP

To help the SSD manufacturers identify the level of SSD’s RF immunity from high level nearby
radiators, we propose the RF testing procedure for SSD immunity diagnosis.

1) Use the self-developed dedicated SG module (for GSM/WCDMA) to impose RF power on
SSD module for electromagnetic susceptibility test as shown in Figure 5(a). The portable SG
device for this EMS test is used to simulate whether the SSD is in normal operation or not
when nearby WWAN antennas radiate the RF power.

2) Put the SSD on stripline to observe whether the SSD is abnormal or not when RF power is
injected into the terminated stripline as shown in Figure 5(b). The stripline is used to simulate
the RF current flow either from main PCB or from mini-coaxial cable in ultrabook/notebook
PC. During the test SSD is placed on top of the stripline which is transmitting signal and
couples the magnetic flux to SSD to observe whether the SSD operation is abnormal or not.

3) Use WWAN (like GSM/WCDMA) transmitting antennas built in PNS (Platform Noise Scan-
ner) to execute SSD EMS test. This test case simulates the condition for mobile phone being
placed beside the SSD module, as shown below in Figure 6(a).

(a) (b)

Figure 5: (a) Portable SG device for SSD EMS test. (b) Configuration of Stripline for SSD EMS test.

(a) (b)

Figure 6: (a) Test condition for mobile phone placed beside the SSD. (b) The PNS setup for EMS test using
mobile phone simulator.
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We place the SSD under the GSM/WCDMA transmitting antenna and observe if the SSD
operates abnormally or not. It should be noted that Ex, Ey, Hx, Hy of horizontal components
be taken into account, where E and H denotes the electric field and magnetic field respectively.
The PNS test setup is illustrated in Figure 6(b).

4) Finally, we will evaluate SSD endurance under EMS Test. After 1000 times Read/Write
operation, the SSD should also pass the EMS test of step 1 and 2 in order to ensure sufficient
life time of SSD.

The EMS test plan and procedure described above is totally based on the actual applications,
and it can provide manufacturers an efficient diagnosis to solve the EMS problems and improve
the quality of product. On the other hand, if the SSD fails some of the SSD near field EMC test
criteria described above, then the ultrabook/notebook PC manufacturers will refuse to utilize such
SSD from system crashing.

5. ESTIMATION OF IMMUNITY LEVEL AND CORRESPONDING FREQUENCY
RANGE FOR SSD EMS TEST

The power level and frequency range for immunity test against transmitters of WWAN system
depends on communication band the rated transmitting power. The maximum Tx power level for
EMS test in each band is estimated first as shown below in Table 1, and then the test is executed
to validate the proper function.

Table 1: Maximum Tx power level for EMS test.

Table 2: SSD near field EMS test by SG module. Table 3: SSD near field EMS test by stripline.
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6. TEST RESULTS

After performed the EMS tests mentioned earlier for sample SSD module for various operating
modes, the results are summarized as following.

7. CONCLUSION

The SSD EMS test against RF power from WWAN transmitters is conducted to evaluate the
immunity level and shielding effectiveness needed for SSD integrated with nearby RF transmitting
module. For the Ultrabook and notebook PC manufacturers, they can benefit the SSD failure
analysis against WWAN/WLAN systems and further utilize the isolation techniques from this
study. As to the SSD related manufacturers, they can also benefit from this study about failure
mode from EM susceptible test to identify their SSD design weakness for future improvement.
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Abstract— High resolution imaging or super resolution imaging is always a hot topic in the
field of artificial metamaterials. Since the conventional optical imaging lenses suffer from the
so-called diffraction limit, the resolution is limited to half a wavelength. In order to break
this restriction, many metamaterial-based superlenses and hyperlenses have been proposed and
investigated. In this work, we present a simple high-resolution imaging system, which is composed
of a magnifying lens and a planar focusing lens. The all-dielectric metamaterial magnifying lens
is a modified hemispherical solid immersion lens (SIL) with impedance-matching layer, which is
made of gradient-index materials. The high permittivity materials in the core of the magnifying
lens can magnify evanescent waves that carry subwavelength imaging information. The magnified
waves will propagate smoothly to the free space by the matching layer outside the core region.
The planar focusing lens will gather the imaging information and produce the image. Therefore,
the image formed by the focusing lens contains the magnified subwavelength-imaging information.
The planar focusing lens is designed by geometry optics and cylindrically symmetrical. In the
simulation, two point sources with a distance of less than half a wavelength are embedded in the
core of the magnifying lens. Thus, the two point sources are imaged at the focus of the planar
focusing lens with enlarged distance. Both of the magnifying lens and planar focusing lens are
made of isotropic dielectric metamaterials, hence, such a simple high-resolution imaging system
works efficiently in a broad band.

1. INTRODUCTION

To break Abbe’s “diffraction limit” [1], a lot of theoretical and experimental works have been
reported in recent decade [2–8]. In 2000, J. B. Pendry proposed a theory about “perfect lens”
composed of negative permittivity and negative permeability, which can amplify the evanescent
waves and realize the perfect imaging [2]. After that, metamaterial-based superlens [3, 4] and hy-
perlens [5–8] have been proposed and investigated to achieve the subwavelength imaging. Recently
a dielectric metamaterial magnifier was proposed, it is capable of creating a virtual color image
with far-field subwavelength information [9]. The magnifier is a gradient refractive index lens that
can magnify the imaging target and enhance the resolution. The corresponding device was verified
experimentally soon after that, which is also a modified immersion lens [10].

In this work, we propose and design a planar focusing lens, together with the modified immersion
lens to form a simple imaging system in microwave band. The simple imaging system can magnify
electromagnetic information of the object, and focus the image in the focusing plane. Both the
magnifying lens and planar focusing lens are made of inhomogeneous isotropic dielectrics which is
easier to implement. The simulation result shows that these two lenses can produce a magnified
image in front of the planar focusing lens. It was verified that the simple high-resolution imaging
system have excellent super-resolution performance in simulation from 12 to 16 GHz.

2. THEORETICAL ANALYSIS

The main component of our high-resolution imaging system is the magnifying lens. Because of the
symmetry of lens structure, we construct a half spherical magnifying lens. The design of magnifying
lens follows the coordinate transformation shown in Figures 1(a) and 1(b). The real and virtual
spaces are denoted with (x, y, z) and (x′, y′, z′) respectively. In order to construct the magnifying
lens a two-fold transformation needs to be implemented. First, the region I ′ in the virtual space
is compressed into region I in real space. Second, the annular region II ′ in the virtual space is
stretched into region II in the real space.

When compressing region I ′ into region I, the transformation formula is

r =
L

R− t
r′, φ = φ′ (1)

To stretch the annular region II ′ into region II, the following transformation can be used

r =
R− L

t

(
r′ −R

)
+ R, φ = φ′ (2)
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(a) (b)

Figure 1: The schematic illustration of coordinate transformation for the design of magnifying lens. (b) The
far-field patterns of two sources (s1 and s2) in the real space (a) is equivalent to two sources (s1’ and s2’) in
the virtual space.

After some approximate treatment, the simplified refractive index of magnifying lens is

n(r) =

{
R
L r ≤ L
R
r L < r ≤ R

(3)

The planar focusing lens is composed of two parts, the core (Part A in Figure 2) and the
matching layer (Part B in Figure 2). Two pieces of thin layer can achieve the impedance matching
between the core and the free space. Both of the refractive index distributions of two parts are
illustrated in Figure 2. The refractive index distribution of the magnifying lens is also shown in
Figure 2, which is governed by Equation (3). The core of the magnifying lens is composed of
high permittivity materials. The refractive index of the annular region outside the core decrease
gradually from the center to the periphery. The distance between two point sources S1 and S2 are
magnified by the magnifying lens, then the planar focusing lens will focus the imaging information
and produce the magnified image. The magnification factor of our simple high-resolution imaging
system can be adjusted according to specific case. In this work, we set the magnification factor as
four to demonstrate the amplification characteristic of high-resolution imaging system.

S1

S2

S1  

S2  

1

2

3

4

1.5

2.5

3.5

B B
A

Figure 2: The refractive index distribution of magnifying lens and planar focusing lens. The distance of two
point source S1 and S2 will be magnified in the imaging plane.

3. NUMERICAL DEMONSTRATION OF HIGH RESOLUTION IMAGING

To verify the performance of the designed high-resolution imaging system, numerical simulations are
made by using commercial package, COMSOL Multiphysics. The simulation results are illustrated
in Figure 3. We set the distance of the sources as 7 mm and free space wavelength λ0 = 21.4 mm.
It can be seen from the date that the distance of sources is smaller than the half-wavelength. It is
obvious that two sources cannot be separated in the far-field image plane. Figure 3(a) shows the
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simulation result without the solid immersion lens. The size of Part A in the planar focusing lens is
78mm ∗ 450mm, Part B is set to be 6 mm∗ 450 mm. The planar focusing lens is designed using the
theory of geometry optics [1]. By phase compensation the lens can gather the information and then
reproduce them in the imaging plane, which is represented by the red dotted line in Figure 3(a).
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×104 ×104

Figure 3: The electric field distribution (a) without and (b) with magnifying lens.

In Figure 3(b), the electric-field distribution of two sources with the magnifying lens is illustrated.
We set R = 80 mm, L = 20 mm and the free space wavelength λ0 = 21.4mm. The parameters of
the planar focusing lens are the same as the above. By observing the electric field distribution, two
sources are clearly separated comparing with Figure 3(a).

In order to further illustrate the effect of our simple high-resolution imaging system, we analyze
the magnitude distributions of the electric fields. In Figure 4(a), two sources are clearly focused
on the red dotted line. To validate the broadband feature of our system, we make the similar
simulations at the wavelength of 25 mm, 21.4 mm and 18.75 mm. Then the magnitudes of electric
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Figure 4: (a) Distribution of the magnitude of electric field; (b) The magnitude of electric fields along the
red dotted line under four different cases.
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field on the red dotted line are shown in Figure 4(b). The red line in Figure 4(b) is the simulation
result without the magnifying lens. Only one peak represents that two sources cannot be separated.
The lines of other three colors are the simulation results at the wavelength of 25 mm, 21.4 mm and
18.75mm with the magnifying lens, respectively. All of them have two peaks and the distance
between them is about four times long of the real distance between the two sources. It means that
our simple high-resolution imaging system has excellent super-resolution performance from 12 to
16GHz.

4. CONCLUSION

In this paper, we propose a high-resolution imaging system in two dimensions. The simulation
result demonstrates that imaging system can work well in a broadband. We will investigate the
high-resolution imaging system in three dimensions in near future.
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Abstract— In this paper, we will introduce an ultrathin metasurface, which is based on de-
structive interference between the incident and reflected waves and therefore leads to dramatic
decrease of backward RCS. The main lobe and some of the side lobes of the scattering pattern
of the targets could be suppressed significantly. When the phase shifts of metallic patches of
the metasurface are randomly distributed, the reflected energy from the random metasurface will
be scattered in various directions, resulting in the RCS reduction. By comparing the scattering
pattern of the designed metasurface and a pure metallic plate with the same dimensions, the
backward RCS can be reduced by more than 10 dB within the whole X band.

1. INTRODUCTION

With many novel detection systems and precision-guided weapons developed, stealth technologies
based on metamaterials [1–15] have attracted much attention in the military field. As radar is
the mainstream technology for target detection, RCS reduction [16–19] plays an important role for
military targets to survive.

In this paper, we have proposed an ultrathin metasurface [20] based on destructive interference
between the incident and reflected waves to reduce the RCS of targets. By tuning the structural
parameters of the composing elements, a phase range of 0◦–360◦ can be realized. Through partic-
ular arrangement of these basic elements, the whole metasurface can reflect the incident waves in
different directions, resulting in RCS reduction. Simulation results have shown that the backward
RCS of this metasurface is reduced by over 10 dB in comparison to a pure metallic plate.

2. DESIGN AND SIMULATION

In our design, a single-layer metasurface, which is more compact in size, is designed to realize the
backward RCS reduction instead of multilayer structures. And a multi-resonance structure has
been chosen as the basic unit as shown in Fig. 1, which is composed by an inner quadrate ring
and an outer ring with several branches on a grounded substrate. This structure can create two
adjacent resonant frequency bands so as to broaden the frequency band of the basic unit, which
can also be used as the unit of reflect-array antennas. In addition, the two-ring combination can
also increase the total phase shift range by introducing a second resonant band.

F4B (ε = 2.65) is chosen as the substrate of the metasurface, and the thickness is 4mm. The
line width d is 0.35 mm, and the gap width g is 0.3 mm. The unit period b is 10 mm. The reflected
phase varies with the change of the branch length. We have plotted the reflected phase curves with
the branch length changing from 0.2 mm to 2.4mm at 8 GHz, 9 GHz, 10 GHz, 11 GHz and 12 GHz
in Fig. 2. The linearity of the reflected phase curves can meet the final design requirements as in
Fig. 2.

Figure 1: The front view of the basic unit. Figure 2: Reflected phase curves versus length of
different frequencies.
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Figure 3: The final design of the metasurface for backward RCS reduction.

(a) (b)

(c) (d)

(e)

Figure 4: Comparison between the backward RCS of the metasurface and that of the pure metallic plate at
(a) 8 GHz, (b) 9 GHz, (c) 10GHz, (d) 11 GHz, (e) 12 GHz under normal incident waves.
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The final metasurface is a 20 ∗ 20 array as shown in Fig. 3. For waves incident normally, the
reflected energy from the single layer metasurface will be scattered in various directions since the
phase shifts of metallic patches are designed to be randomly distributed. And it can be concluded
that the phase has a linear relationship with the length l from Fig. 2. In our design, we have ran-
domly produced a 20∗20 phase matrix ranging from 0 to 360 degrees first. Then the corresponding
dimensions for the phases can be obtained from Fig. 2. With all these parameters confirmed, we
construct the model through the electromagnetic simulation tool CST and compare the RCS of the
metasurface and that of a pure metallic plate in X band, as shown in Fig. 4.

Also we have plotted the backward RCS reduction in Fig. 5 based on the simulation results.
From Fig. 5, we can conclude that when covered by the designed metasurface, the RCS of targets
can be reduced by at least 10 dB in the whole X band. And it can even reach above 20 dB at some
frequencies, which proves the correctness of our design.

Figure 5: Backward RCS reduction in X band under normal incident waves.
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Abstract— A kind of bi-reflective anisotropic metasurface has been proposed, which can ma-
nipulate the polarization states of the electromagnetic waves independently. The bi-reflective
anisotropic metastufaces are made up of two mutually perpendicular I-shaped structures, which
have capacities to control the vertical and horizontal polarizations by using each of I-shaped
structures, respectively. Two typical devices of such reflective anisotropic metasurfaces have
been proposed: polarization converters and polarization beam splitters. Polarization converters
are designed by using homogenous anisotropic metasurfaces with thickness of λ0/10, which can
transform a linearly polarized incident wave into a circularly polarized wave in a broad frequency
band. Polarization beam splitters are designed by using gradient anisotropic metasurfaces with
thickness of λ0/15, which can manipulate the vertical and horizontal polarizations to different
directions independently. The full-wave simulated results of polarization converters and polar-
ization beam splitters are calculated by using of CST, and good polarization conversion and
splitting are clearly observed, which verify the capacities of such reflective anisotropic metasur-
faces to manipulate the polarization states of electromagnetic waves.

1. INTRODUCTION

Reflective metasurface made up of an array of subwavelength structures has been attracted more
and more attentions in recent years, which has a lot of potential applications such as mantle cloak-
ing [1], controllable surface [2], absorbers [3] and so on [4]. The most of reflective metasurfaces are
isotropic with the same responses for both TE-polarized and TM-polarized waves, which limits the
ability to control the different polarizations of the electromagnetic waves. However, the anisotropic
reflective metasurface provides a method to manipulate the TE-polarized and TM-polarized waves
independently, which has much stronger ability to control electromagnetic waves.

Polarization converter is one of applications for anisotropic reflective metasurface to modulate
the polarization states of electromagnetic waves [6]. However, the most of existing reflective po-
larization converters are narrow band. Many efforts have been made to expand the bandwidth by
using multilayered structures [7, 8], but thicknesses of the structures are increased obviously.

Polarization beam splitter (PBS), which can separate two orthogonally polarized reflected waves
two different directions, is another application for anisotropic reflective metasurface in both mi-
crowave and optical regions. Gradient periodic array placed on a top of grounded printed circuit
board (PCB) are required for designing such reflective PBS. The isotropic metasurfaces are usually
used to realize reflectarray antenna [9, 10], and the anisotropic metasurfacesare usually used to
control the reflection of different polarizations [11, 12].

In this paper, we propose an anisotropic reflective metasurface to manipulate the different polar-
izations of the electromagnetic waves independently. The metasurface is made up of two mutually
perpendicular I-shaped structures placed on a grounded PCB, which has capacity to control the
vertical and horizontal polarizations by using each of I-shaped structures, respectively. Two above
mentioned devices have been designed by such reflective anisotropic metasurfaces in the paper: po-
larization converter and polarization beam splitter. Polarization converter can transform a linearly
polarized incident wave into a circularly wave in a broadband, which is designed by homogenous
anisotropic metasurface. Polarization beam splitter can separate the vertical and horizontal polar-
izations to different directions independently, which is designed by gradient anisotropic metasur-
faces. The full-wave simulations are calculated by using CST, and good polarization conversion and
splitting are clearly observed from the simulation results, which demonstrate that these reflective
anisotropic metasurfaces have good ability to control orthogonally polarized electromagnetic waves
independently.

2. DESIGN AND SIMULATION

We start from the unit cell shown in Fig. 1(a), which is composed of two mutually perpendicular
I-shaped structures fabricated on grounded printed circuit board (PCB) of F4B, whose relative



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1165

permittivity is 2.65 and loss tangent is 0.001. Figs. 1(b) and (c) are the electric-field distributions
of unit cell at 10GHz, which show that the x directional I-shaped structure is only excited by
x-polarized waves as shown in Fig. 1(b) and the y directional I-shaped structure is only excited
by y-polarized waves as shown in Fig. 1(c). Hence the responses of horizontal (x) and vertical (y)
polarizations can be controlled independently by each of I-shaped structures.

(a)

(c)(b)

Figure 1: Unit cell of metasurface and its electric-field responses. (a) The structure of the unit cell. (b)
Electric-field distributions under x-polarized waves. (c) Electric-field distributions under y-polarized waves.

The first device realized by reflective metasurface is polarization converter, which is made up
of homogenous periodic units as shown in Fig. 1(a). The linearly polarized incident waves can be
converted into circularly polarized waves in a broadband after reflected by the metasurface. The
dimensions of unit cell are a = 6 mm, w = 0.4mm, lx = lly = 2mm, ly = 3.6mm, llx = 4.4mm
and t = 3 mm. We assume that the linearly polarized incident waves propagate along −z direction,
which are reflected by metasurface as shown in Fig. 1(a). The magnitudes and phases of S11-
parameter for both x- and y-polarized incident waves are demonstrated in Fig. 2. The simulated
results show that the magnitudes of S11-parameter for both x-and y-polarized waves are nearly 0dB
with total reflection as shown in Fig. 2(a), while the phase difference between x- and y-polarized
reflected waves is −90◦ or 270◦ from 9.5 GHz to 10.7 GHz as shown in Fig. 2(b). We define a
new local coordinate system of uvw, and the angle between the u axis and x axis is ϕ = 45◦ as
shown in Fig. 3(a). In order to transform a linear-polarized incident waves to a circular-polarized
reflected waves, the linear-polarized waves are illuminated to the metasurface along the −z axis
with u polarization. Hence total electric field of E can be decomposed to Ex = E cosϕ and
Ey = E sinϕ with |Ex| = |Ey| for ϕ = 45◦. From the simulation results shown in Fig. 2, we
can obtain that the magnitudes of reflected electric-field vectors of Erx and Ery are equal, i.e.,
|Erx| = |Ery|, while phase difference between Erx and Ery is arg(Ery) − arg(Erx) = 270◦ or −90◦
from 9.5GHz to 10.7 GHz, which imply that such linear-polarized incident waves can be transformed
into circular-polarized reflection waves in a broad frequency band from 9.5 GHz to 10.7 GHz. We
define the Suu and Suv are the reflection coefficients of u-polarized and v-polarized reflection waves
compared to the u-polarized incident waves, and the full-wave simulated results magnitudes and
phase differences of Suu and Suv are shown in Figs. 3(a) and 3(b), respectively. The results show
that the magnitudes of Suu and Suv are nearly equal from 9.5 GHz to 10.7 GHz, i.e., |Suu| = |Suv|,
while the phase difference between the Suu and Suv is −90◦ shown in Fig. 3(b), which imply that
the circular-polarized reflected waves are achieved.

The second device realized by metasurface is polarization beam splitter (PBS), which is made
up of inhomogeneous gradient unit cells. The metasurface is designed gradually changed along the
x direction with a phase discontinue of φ(x), which can make the reflection waves deflected with
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(a) (b)

Figure 2: The simulated results of S11 parameters for x- and y-polarized waves. (a) Magnitudes. (b) Phases
and phase difference.

(a) (b)

Figure 3: The simulated magnitudes and phase differences of Suu and Suv, in which Suu and Suv are the
reflection coefficients of u-polarized and v-polarized reflection waves compared to the u-polarized incident
waves. (a) Magnitudes. (b) Phases and phase difference between Suu and Suv.

an angle of θ as shown in Fig. 4(a). The relationship between φ(x) and θ can be defined as:

φ(x) = φ(x0)− k · x · sin θ (1)

where k is the wave number in free space, and φ(x0) is the phase at location of x = x0, which can
be a constant.

In order to realize the required phase discontinue in Eq. (1) by using metasurface, we first
investigate the phase responses of S11-parameter of the unit cell by changing its dimensions as
shown in Fig. 4(b). From the simulation results, 360◦ phase shift for y-polarized reflected waves
can be obtained by changing the ly from 2 mm to 5.1 mm, while the phases of x-polarized reflected
waves will not be affected by changing the ly. Similarly, 360◦ phase shift for x-polarized reflected
waves also can be obtained by changing the lx from 2 mm to 5.1 mm, while the phases of y-polarized
reflected waves will not be affected by changing the lx. Hence, the lx and ly can be adjusted to
obtain different reflected phases of x-polarized and y-polarized waves independently, which imply
that the deflection of x-polarized and y-polarized reflected waves can be controlled independently.
We remark that the meta-structures are fabricated on the grounded PCB of F4B, whose thickness
is 2 mm.

Based on above discussions, we designed a PBS, which can deflect x-polarized and y-polarized
reflected waves to the different directions of θx and θy in xz plane, respectively. According the
Eq. (1), the φx(x) and φy(x) should be designed independently to control the x- and y-polarized
waves:

φx(x) = φx(x0)− k0 · x · sin θx, (2)
φy(x) = φy(x0)− k0 · x · sin θy. (3)

In which θx and θy are deflection angles for x- and y-polarized waves, respectively. We define that
θx (or θy) is positive (or negative) for reflected beam deflected clockwise (or anticlockwise)to z axis
in xz plane, respectively. The and of the designed PBS are demonstrated in Figs. 5(a) and 5(b),
respectively, in which φx(x0) = φy(x0) = 0 and θy = −θx = 30◦. From the simulation results shown
in Fig. 4(b), the dimensions of the unit cells can be obtained to satisfy the Eqs. (2) and (3), and one
period of the designed gradient anisotropic metasurface is demonstrated in Fig. 5(c), in which lx(ly)



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1167

(a) (b)

Figure 4: (a) The sketch of incident plane waves and reflected waves deflected by reflective metasurface. (b)
The reflective phase responses of unit cell for both x- and y-polarized waves by varying the length of ly at
10GHz.

are decreased (increased) gradually from left to right. The red dots shown in Figs. 5(a) and 5(b)
are the decreased phase realized by using actual unit cell, which show good agreements with the
calculations. A further full-wave simulation has been made by using CST to show the performance
of our designed PBS. A plane wave illuminates to the metasurface along −z direction with normal
incidence, whose electric-field vector is polarized with an angle of ϕ = 45◦ to the x axis as shown in
Fig. 5(c). Hence both x- and y-polarized electric vectors can be achieved by decomposing the total
electric vector. The simulation results of near electric field distributions in Figs. 5(d) and 5(e) show
that the reflected waves are clearly separated to two different directions: x-polarized (horizontal
polarized) wave is deflected to −30◦ and y-polarized (vertical polarized) wave is deflected to 30◦,
which have good agreements with the theoretical expectation.

(e)

(a)

(d)

(c)

(b)

Figure 5: The phase shifts generated by one period of metasurface along x direction (a) for x-polarized
waves and (b) for y-polarized waves. (c) One period of designed metasurface. (d) The near electric-field
distribution of x-polarized reflected waves at 10GHz. (e) The near electric-field distribution of y-polarized
reflected waves at 10 GHz.

3. CONCLUSIONS

In this work, we proposed a kind of reflective anisotropic metasurface, which can manipulate the
vertically and horizontally polarized waves independently. Two functional devices have been pro-
posed based on such metasurfaces: broadband polarization converter and polarization beam split-
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ter. Polarization converter is made up of homogeneous anisotropic metasurface with thickness of
λ/10, which can transform linear polarized incident waves to circular polarized waves in a broad
frequency band from 9.5 GHz to 10.7 GHz. Polarization beam splitters are made up of gradient
anisotropic metasurface with thickness of λ/15, which can deflect horizontally and vertically polar-
ized reflected waves to different directions with angle of θx = −30◦ and θy = 30◦. The metasurfaces
are designed and simulated, which show good performances of broadband polarization conversion
and polarization beam splitting.
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with the Complex Quaternion
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Abstract— J. C. Maxwell represented the physical feature of electromagnetic field with the
vector terminology and the quaternion analysis. The method inspires other scholars to apply
the complex quaternion depicting the classical field theory. The complex quaternion is able to
deduce the field equations and force in the electromagnetic and gravitational fields, and predict
some inferences. One of them is that the gravitational mass is variable. The gravitational mass
will fluctuate with the alteration of the electromagnetic and gravitational strengths. Further the
gradient of the variable part of the gravitational mass may form the gradient force. The gradient
force can be used to capture the charged/neutral particles, and even the dark matter particles.
And it is capable of explaining the bidirectional jets phenomenon of the accretion disc surrounding
certain objects. The results reveal that the feature of the gravitational mass is different to that of
the inertial mass. Strictly speaking, only in the case there is neither the electromagnetic strength
nor the gravitational strength, the gravitational mass may equal to the inertial mass accurately.
Therefore it is necessary to further validate the Eötvös experiment under the uniform and strong
electromagnetic strength.

1. INTRODUCTION

In 1843 W. R. Hamilton invented the quaternion. Later J. T. Graves and A. Cayley introduced
independently the octonion. In the twentieth century the scholars began to apply the complex
quaternion/octonion to depict the electromagnetic theory [1], and even the gravitational theory [2].
In the twenty-first century the researches on these field theories have been inheriting and further
developing. In the field theory described with the complex octonion, it is able to deduce directly
the Maxwell’s equations [3] and the force equilibrium equation, and refine further the inference
that the gravitational mass varies with the fluctuation of field strength [4]. Moreover the energy
gradient associated with the variable gravitational mass will impact the movement of the particle.
The deduction can be applied to capture the low-speed neutral particle.

The field theory described with the complex octonion believes that the comparative strong grav-
itational and electromagnetic strength will evidently result in the fluctuation of gravitational mass.
In the gravitational field, the gravitational acceleration will decrease the gravitational mass. In
the electromagnetic field, the electric intensity increases the gravitational mass, while the magnetic
flux density decreases that. It is similar to the mass difference amongst some particles in the strong
nuclear field, including the proton/neutron, and the charged/neutral pi meson etc..

The gradient of the norm of field strength is one component of force, and may be called as the
‘gradient force’ for the moment. The gradient force will result in the accretion disc surrounding
certain objects to emit jet bidirectionally [5]. For the magnetic flux density, the gradient force
is attractive. For the electric intensity, the gradient force is repulsive. In the gravitational and
electromagnetic fields, when the gradient force is attractive, the particle will be in repeating motion
within one local region, which is similar to the repeating motion of the quark particle with the
asymptotic freedom. When the gradient force is repulsive, the particle will be in repeating motion
within one local region, which is located in between two face-and-face and collinear gradient forces.
And it is similar to the repeating motion of charged particle in the magnetic mirror effect.

Up to now each Eötvös experiment [6] has only been validated in the weak gravitational field,
but has never been tested in the strong gravitational field. Further the Eötvös experiment has never
been tested in the electromagnetic field, and the high-speed situation. So the scholars never stop
doubting the validity of Eötvös experiment. In the force equilibrium equation, the force includes
the inertial force, gravity, energy gradient, and Lorentz force etc.. As long as the energy distribution
is no uniform, the energy gradient, as one part of force, will impact the equilibrium relation of the
inertial force and the gravity. Therefore it is necessary to further validate the Eötvös experiment
under an electromagnetic environment.
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2. FIELD EQUATIONS

In the quaternion space Eg for the gravitational field, the basis vector is Eg = (i0, i1, i2, i3), the
radius vector is Rg = ir0i0 + Σrkik, and the velocity is Vg = iv0i0 + Σvkik. The gravitational
potential is Ag = ia0i0+Σakik, the gravitational strength is Bg = h0i0+Σhkik, and the gravitational
source is Sg = is0i0 + Σskik. In the S-quaternion space Ee (short for the second quaternion
space) for the electromagnetic field [7], the basis vector is Ee = (I0, I1, I2, I3), the radius vector is
Re = iR0I0 + ΣRkIk, and the velocity is Ve = iV0I0 + ΣVkIk. The electromagnetic potential is
Ae = iA0I0 + ΣAkIk, the electromagnetic strength is Be = H0I0 + ΣHkIk, and the electromagnetic
source is Se = iS0I0+ΣSkIk. Herein Ee = Eg◦I0. The symbol ◦ denotes the octonion multiplication.
rj , vj , aj , sj , Rj , Vj , Aj , Sj , h0, and H0 are all real. hk and Hk are all complex numbers. i is the
imaginary unit. i0 = 1, i2k = −1, I2

j = −1. j = 0, 1, 2, 3. k = 1, 2, 3.
Two quaternion spaces, Eg and Ee, may combine together to become one octonion space, E =

Eg+Ee. In the octonion space E for the electromagnetic and gravitational fields, the octonion radius
vector is R = Rg + kegRe, the octonion velocity is V = Vg + kegVe, with keg being the coefficient.
The octonion field potential is A = Ag + kegAe, the octonion field strength is B = Bg + kegBe.
Apparently V and A etc. are all octonion functions of R.

The octonion definition of field strength is,

B = ¤ ◦ A
where Bg = ¤ ◦ Ag, Be = ¤ ◦ Ae. The quaternion operator is ¤ = ii0∂0 + Σik∂k. ∇ = Σik∂k,
∂j = ∂/∂rj . v0 = ∂r0/∂t. v0 is the speed of light, and t is the time.

In the quaternion space Eg, the gauge condition is, h0 = −∂0a0 +∇ · a = 0. And then the Bg

is reduced to h = ig/v0 + b. The gravitational acceleration is, g/v0 = ∂0a +∇a0, while the other
component of gravitational strength is b = ∇× a, which is similar to the magnetic flux density. In
the S-quaternion space Ee, the gauge condition is, H0 = −∂0A0 +∇ ·A = 0. Therefore the Be is
reduced to H = iE/v0 +B. The electric field intensity is E/v0 = ∂0A+∇◦A0, while the magnetic
flux density is B = ∇×A. Herein a = Σakik, h = Σhkik. A0 = A0I0, A = ΣAkIk. H0 = H0I0,
H = ΣHkIk.

The octonion field source S of the electromagnetic and gravitational fields can be defined as,

µS = −(iB/v0 + ¤)∗ ◦ B = µgSg + kegµeSe − (iB/v0)∗ ◦ B, (1)

where µ, µg, and µe are coefficients. µg < 0, and µe > 0. ∗ denotes the conjugation of octonion. In
the case for single one particle, a comparison with the classical field theory reveals that, Sg = mVg,
and Se = qVe. m is the mass density, while q is the density of electric charge. For the charged
particle, there is Ve = Vg ◦ I(Ij). The unit I(Ij) is one function of Ij , with I(Ij)∗ ◦ I(Ij) = 1.

Expanding of Eq. (1) is capable of deducing the Maxwell’s equations in the classical electro-
magnetic theory, and the Newton’s law of universal gravitation in the classical gravitational theory
when b = 0 and a = 0.

Table 1: The multiplication of the operator and octonion physics quantity.

definition expression meaning
∇ · a −(∂1a1 + ∂2a2 + ∂3a3)
∇× a i1(∂2a3 − ∂3a2) + i2(∂3a1 − ∂1a3) + i3(∂1a2 − ∂2a1)
∇a0 i1∂1a0 + i2∂2a0 + i3∂3a0

∂0a i1∂0a1 + i2∂0a2 + i3∂0a3

∇ ·A −(∂1A1 + ∂2A2 + ∂3A3)I0

∇×A −I1(∂2A3 − ∂3A2)− I2(∂3A1 − ∂1A3)− I3(∂1A2 − ∂2A1)
∇ ◦A0 I1∂1A0 + I2∂2A0 + I3∂3A0

∂0A I1∂0A1 + I2∂0A2 + I3∂0A3

3. OCTONION FORCE

In the octonion space, the octonion linear momentum density P is defined from the octonion field
source S, and can be written as follows,

P = µS/µg,
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where P = Pg + kegPe. Pg = {µgSg − (iB/v0)∗ ◦ B}/µg, and Pe = µeSe/µg.
From the above, one can define the octonion angular momentum, L = (R + krxX)× ◦ P, the

octonion torque W, and octonion force N in the Table 2. Herein X is the integral function of field
potential A, and × denotes the conjugation of complex number, with krx being the coefficient.

If it is able to neglect the contribution of some tiny terms, the octonion torque will be reduced
to, W ≈ (2Pv0), when (Σrkik) is one three-dimensional vector. And then the octonion force is
written as follows,

N/2 = −v0(iBg ◦ Pg/v0 + ik2
egBe ◦ Pe/v0 + ¤ ◦ Pg)

−kegv0(iBg ◦ Pe/v0 + iBe ◦ Pg/v0 + ¤ ◦ Pe),

where Ng/2 = −v0(iBg ◦Pg/v0 + ik2
egBe ◦Pe/v0 +¤◦Pg) stays on the quaternion space Eg, including

the inertial force, gravity, and Lorentz force etc.. Ne/2 = −v0(iBg ◦ Pe/v0 + iBe ◦ Pg/v0 + ¤ ◦ Pe)
situates on the S-quaternion space Ee, and is the interacting term between the gravitational field
and electromagnetic field, including the current continuity equation etc..

In the quaternion space Eg, when there are the gravitational and electromagnetic fields, the
force term Ng can be expressed as

N i
10/2 = −b · p− k2

eg(B ·P), (2)

N10/2 = v0∂0p0 − v0∇ · p + g · p/v0 + k2
eg(E ·P/v0), (3)

Ni
1/2 = −v0∂0p + p0g/v0 − v0∇p0 − b× p + k2

eg(E ◦P0/v0 −B×P), (4)

N1/2 = −v0∇× p + g× p/v0 + p0b + k2
eg(E×P/v0 + B ◦P0), (5)

where Ng = iN i
10 + N10 + iNi

1 + N1. Pg = ip0 + p. p = Σpkik. Pe = iP0 + P. P = ΣPkIk.
P0 = P0I0. N1 = ΣN1kik, Ni

1 = ΣN i
1kik. Pj , pj , N1j , and N i

1j are all real.
When Ng = 0, the equation for force equilibrium is yielded from Ni

1 = 0. The mass continuity
equation is derived from N10 = 0, and it will be reduced to that in the classical field theory when
there is no field strength. The strength components b and B will impact the current helicity of
charged particle according to N i

10 = 0. While N1 = 0 can deduce the curl of toque component
pv0. And it is capable to infer the angular velocity of Larmor precession with respect to the
orbital angular momentum of charged particle. The equation Ni

1 = 0 means that the gravitational
acceleration g is the counterpart of the linear acceleration, v0∂0v. The equation N1 = 0 states
that the component b is the counterpart of the velocity curl, ∇ × v, which is the double of the
precessional angular velocity when the dimension of vector r is 2.

The force Ni
1 consists of the inertial force, gravity, Lorentz force, and proper energy gradient

etc.. Comparing with the force density in the classical field theory states that k2
eg = µg/µe < 0

and krx = 1/v0. The inertial force (−v0∂0p) claims that the gravitational field must situate on the
quaternion space Eg, while the electromagnetic field has to stay on the quaternion space Ee, but
not vice versa.

4. VARIABLE GRAVITATIONAL MASS

In the electromagnetic and gravitational fields, the inertial mass density is m, and the gravitational
mass density is mg = m + m′, with m′ being {−B∗ ◦ B/(µgv

2
0)}. Obviously the mg will fluctuate

with the alteration of the electromagnetic strength Be and of gravitational strength Bg. According
to Eq.(4), the variation of gravitational mass density is,

m′ = −(b∗ · b− g∗ · g/v2
0)/(µgv

2
0)− (B∗ ·B−E∗ ·E/v2

0)/(µev
2
0) . (6)

Comparative strong field strength will impact the fluctuation of gravitational mass. Apparently
the magnetic flux density B or the gravitational acceleration g will cause the decrease of gravi-
tational mass. While the electric field intensity E or the gravitational strength component b will
result in the increase of gravitational mass.

On the basis of the existing Eötvös experiments, the application of comparative strong electro-
magnetic strength will impact the ratio of these two masses to a certain extent. This test scheme
can be considered as one direct validation experiment for the variable gravitational mass. One of
inferences about the variable gravitational mass is the gradient force, which can be regarded as the
indirect evidence for the variable gravitational mass.
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According to Eq. (4), when ∇m = 0, the gradient force can be written as,

NB/2 = −v0∇p0 = −v2
0∇(m + m′) = ∇(B∗ ◦ B/µg) . (7)

In the electromagnetic and gravitational fields, the gradient force is in a directly proportional
to the gradient of the norm of field strength. And the gradient force is independent to not only
the mass and electric charge of the test particle, but also the direction of field strength. Either the
steep gradient of field strength or the strong field strength can result in the prominent gradient
force. It can be used to impel the bulk flow of the plasma, and drive/capture the particles of the
normal matter and even of the dark matter.

In the electromagnetic and gravitational fields, four components of field strength are capable of
impacting the gradient force.

(1) For the magnetic flux density B or the gravitational acceleration g, the gradient force has
the attraction effect. And it will arouse the repeating motion of the particle within one local region,
which is similar to the reciprocating motion of the small object fixed on the end of the spring.

(2) For the electric field intensity E or the gravitational strength component b, the gradient
force has the repulsion effect. Also it will cause repeating motion of the particle within one local
region, which is similar to the repeating motion of charged particle in the magnetic mirror effect.

Specially the distribution of the gravitational strength component b is similar to that of the
magnetic flux density B. Because of the closing feature of b force-line, the magnitude of b within
the central region of galaxy will increase drastically. According to the above analysis, the galaxy
center may emit the jet and counter-jet along the precessional axis associated with b. When the
axis of total angular velocity keeps still, the precessional axis will circle around the axis of total
angular velocity. Such as the Cygnus X-1, Messier 87, SS433, and neutron star etc..

Table 2: Some definitions of the physics quantity in the gravitational and electromagnetic fields described
with the complex quaternion/octonion spaces.

physics quantity definition note
radius vector R = Rg + kegRe k2

eg = µg/µe < 0
integral function X = Xg + kegXe

field potential A = i¤× ◦ X
field strength B = ¤ ◦ A gauge condition
field source µS = −(iB/v0 + ¤)∗ ◦ B field equations
linear momentum P = µS/µg

angular momentum L = (R+ krxX)× ◦ P krx = 1/v0

octonion torque W = −v0(iB/v0 + ¤) ◦ L torque, work, energy
octonion force N = −(iB/v0 + ¤) ◦W power, force

5. CONCLUSIONS

For a long time, the scholars never stop doubting the validity of Eötvös experiment. Up to now each
Eötvös experiment has only been validated in the weak gravitational field. And it has never been
tested in the strong gravitational field, or in the strong electromagnetic field, or in the high-speed
situation. Apparently the Eötvös experiment should consider more influence factors, including the
uniform and comparative strong electromagnetic strength etc..

The application of the complex quaternion approach can depict the classical electromagnetic
and gravitational theories. Further it is able to predict some inferences, including the variable
gravitational mass, gradient force, and repeating motion within one local region etc.. In the de-
scription method of complex quaternion, the variation of gravitational mass is related with both of
the electromagnetic strength and the gravitational strength. And that the gradient of the norm of
electromagnetic strength and of gravitational strength yield the gradient force. The force is inde-
pendent to not only the direction of field strength, but also the mass or electric charge of the test
particle. The gradient force can drive/capture several kinds of particles, and confine the motion
of test particles within the local region. And it is capable of explaining the jet phenomenon of
accretion disc surrounding certain objects along the precessional axis.
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The paper discussed the variability of gravitational mass in the electromagnetic and gravita-
tional fields, and some simple applications of gradient force. And it expatiated on distinctly some
major influence factors to alter the gravitational mass, and the application range of the variable
gravitational mass etc.. It set the foundation for the further research about the gravitational mass.
In the following study, we plan, (1) to validate the Eötvös experiment within some comparative
strong uniform magnetic fields; (2) to observe the repeating motion of the escaping particles near
the ends of magnetic mirror, based on the existing experiments of magnetic mirror; (3) to apply
the gradient force to capture particles of the normal matter, and even of the dark matter.
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Abstract— In this paper, the barium strontium titanium (BST) is employed to form the
modem layer in the metamaterial. We demonstrate an active metamaterial device capable of
efficient real-time control and manipulation of microwave radiation. It is demonstrated that both
the resonance frequency and bandwidth of the metamaterial can be tuned by varying the external
electric voltage. Additionally, BST-based metamaterial with different geometries are explored.

1. INTRODUCTION

Well-structured artificial electromagnetic material, known as metamaterial, has realized many
unique phenomena which natural materials cannot be. In recent years, reconfigurable metama-
terial has some exciting properties in scientific areas, including sensors, cloaks, and switches in
optical communication [1–3]. Through the modulation of voltage, magnetic field, etc. [4–7], artifi-
cial electromagnetic materials add some new properties into materials. And makes them have more
extensive applications [8].

A great deal of work in metamaterial has used microwave radiation, this is because the microwave
is widely used in communication as well as the ease of fabrication of sub-wavelength structures at
these frequencies. Here, we demonstrate that the metamaterial with capacitor structure conclude
BST film could achieve good effect of modulation in microwave frequency. Because the BST film
has a high dielectric constant in the microwave and could be modulated by the external electric
voltage [9]. This paper introduces a new method of modulating structure resonance frequency by
voltage. The equivalent capacitance of the structure can be dramatically tuned, and the resonance
frequency shifts subsequently.

2. LAALO3-BASED METAMATERIAL

Figure 1(a) shows the LaAlO3-based metamaterial unit, the substrate is made by LaAlO3 which
permittivity is 25, the top electrode is made by gold and the BST films is between them. The
surface impedance can be characterized as a capacitor. The equivalent circuit model is shown in
Figure 1(b).

(a) (b)

Figure 1: (a) Schematic of the unit, the parameter: d is 3.5 mm, h is 251 µm (includes the thickness of BST
film is 1 µm), and (b) equivalent circuit model.

2.1. Analytical Modeling
The reflectance R for LaAlO3-BASED metamaterial with square patches is obtained by [10]

R =
Zs − η0

Zs + η0
(1)

where η0(= 377Ω) is the intrinsic impedance of free-space, and Zs is the total surface impedance.
Here we set the periodic constant d = 3.5 mm, the length of the cross b is 3 mm. the thickness of
electrode both on the top and bottom is 200 nm, with the BST film between them. And the width
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of the electrode is 120µm. The thickness h of the substrate which was made by LaAlO3 is about
0.25mm. We set the length of the bottom electrode n = 300µm in order to keep the overlapping
part between the electrodes is 50µm.

We get the variation range of dielectric constant is 74.6% from 0 to 1500V/mm of the biased
voltage [9]. Therefore, we will know the reflectivity under different dielectric constant due to applied
voltage.
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Figure 2: (a) Reflectance of the structure made by Au, relative dielectric constant are 220, 206, 192, 178, 164
and (b) Reflectance of the structure made by Pt. relative dielectric constant are 210, 197, 184, 171, 157 [11].
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Figure 3: Parametric study of BST-based metamaterial with (a) thickness of BST film; (b) coincidence
length between top and bottom electrode; (c) width of electrode; (d) length of the cross.
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2.2. Study of Geometries

The thickness of BST film, the width of the electrode, the length of the bottom electrode and the
cross may has an impact on the resonance frequency of the structure.

Figure 2(a) shows that the thickness of BST film has no effect on the resonance frequency with
the permittivity of the BST film is 220. But this situation is based on that the stability of the
permittivity of the BST film. And the thickness of the BST film will affect the permittivity if
the voltage stay the same. So, if we want to keep the resonance frequency do not shift during
the growing of the BST film, we must increase the voltage the same magnification of with the
thickness. Figure 2(b) shows the influence of the top and bottom electrode’s coincidence length on
the resonance frequency. The black line means the coincidence length is 50µm, and the green line
means the horizontal distance between the top and bottom electrode is 100µm, where we signed
−100µm. We could easily get the coincidence length has an impact on the resonance frequency
when it is negative. But has no effect when it becomes positive (black line and red line coincide
in Figure 2(b)). From Figure 2(c), we could clearly see that the width of the electrode has huge
impact on the resonance frequency. And Figure 2(d) show the length of the cross has no impact
on it.

2.3. Different Geometric Shape

Other interesting geometric shape is studied here (see Figure 4(a)), and its reflection is plotted in
Figure 4(b). The modulation bandwidth is 0.3 GHz, it is similar to the original structure. This
indicate the modulation ability are more dependent on the special properties of BST materials
under applied voltage.
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Figure 4: Parametric study of BST-based metamaterial with (a) thickness of BST film; (b) coincidence
length between top and bottom electrode; (c) width of electrode; (d) length of the cross.

3. CONCLUSION

In this work, the structure which could be adjusted by applied voltage has been proposed and
demonstrated. The parameter of the structure has been fully studied and compared. At last, the
comparison of the tuning results of different structures confirm the tuning properties was mainly
from the material itself.
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Abstract— Compact blocking layers made of wide band gap semiconductors, such as TiO2,
ZnO, are widely used to suppress recombination at the conductive FTO substrate/electrolyte
interface in dye or quantum dot sensitized solar cells, especially in the solid-state devices. Though
sharing similar mechanism, blocking layers in p-type sensitized solar cells are rarely studied. Our
recent works have demonstrated that the compact NiO films dependent upon the preparation
ways play important roles in both p-type dye and quantum dots sensitized solar cells. In p-type
dye sensitized NiO solar cell, the compact NiO layer prepared by spin-coating of a sol-gel film,
can prevent the recombination at the FTO glass/electrolyte interface and retard the whole cell’s
recombination kinetics. Therefore, the fill factor and photovoltage can be increased, leading to
a 40.77% improved performance of p-type solar cell. In p-type organometal halide perovskite
sensitized mesoporous NiO solar cell, it is found that only the spray pyrolysis deposited NiO
dense film is effective for selective hole gathering, rather not the sol-gel deposited NiO dense film.
The difference may be ascribed to their coverage status on the rough FTO glasses. The existence
of such a NiO block layer not only effects on the cell performance but also determines the current
flow direction in the p-type perovskite sensitized NiO solar cell.

1. INTRODUCTION

Most of the reported dye or quantum dots sensitized solar cells are based on n-type mesoporous
semiconductors like nanocrystalline TiO2, which we can call n-type sensitized solar cells. Their
efficiency record moves very slowly in recent years [1, 2]. Efforts to make efficient p-type sensitized
solar cells as the important supplementary to conventional n-type sensitized solar cells have at-
tracted growing interests, because it provides a possible solution to break through the efficiency
bottleneck by combining them to build pn tandem cell [3–5]. To suppress interfacial recombination
is important for high efficiency p-type solar cell. One approach is to build an electron barrier at the
conductive FTO substrate/electrolyte interface [6]. The cell configuration for such p-type sensitized
solar cells is illustrated in Figure 1. NiO thin film is used as blocking layer because of its wide band
gap, suitable valance band position and chemical stability [7].

In this paper, we report two methods to prepare compact NiO thin films as the compact blocking
layers. One was made by spin-coating (SC) and the other was accomplished by spray pyrolysis
(SP). There is a big morphology difference between the two kind NiO films. It’s found that the SC
deposited NiO blocking layer plays a critical role in p-type dye sensitized solar cell on enhancing
open-circuit voltage (Voc) and short-circuit current density (Jsc); while the SP deposited NiO
blocking layer plays a critical role on determining the current flow direction of p-type perovskite
sensitized NiO solar cell.

Figure 1: Schematic diagram of the DSSC with a NiO blocking layer.
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2. EXPERIMENTAL SECTION

Compact NiO thin film preparation.
Compact film 1 made by spin-coating: 0.5 M Nickel acetate tetrahydrate in 2-methoxyethanol

was used as the so-gel precursor for deposition, which was subsequent deposited on cleaned FTO
glass by spin coating at the speed of 2000 rpm for 30 seconds. Finally, the film was sintered at
550◦C for 3 h [8].

Compact film 2 prepared by spray pyrolysis: 0.04 M nickel acetylacetonate in acetonitrile was
spray pyrolysed on FTO glass at 500◦C by using an air nozzle. After that, the film was further
sintered at 500◦C for 30 minutes [6].

3. RESULTS AND DISCUSSION

As the SEM image in Figure 2 clearly shown, the morphology of SC deposited NiO compact film
is different from SP deposited NiO compact film. For the SP deposited film, an ultrathin layer
of NiO fully covers the turreted FTO microcrystals without changing the FTO surface roughness
(Figures 2(a)–(c)). In contrast, the SC deposited film (Figure 2(d)) leads to a flat the NiO capture
surface, concaves between the turreted FTO microcrystals have been filled by sol-gel NiO. However,
such kind compact layer has a lot of sub-micron pin-holes inside due to volume shrinking during
evaporation and sintering procedures.

Figure 2: SEM images of (a) bare FTO substrate; (b) NiO film made by SP on FTO surface substrate and
(c) its cross cross-section view; (d) NiO film made by SC on FTO substrate.

Figure 3(a) clearly depicts the performance difference between the p-type “P1 dye” sensitized
NiO solar cells with and without SC deposited NiO blocking layer. By introducing such a blocking
layer, the solar cell’s Voc, Jsc and fill factor (FF) are all improved, which in total results in a
40.77% higher solar conversion efficiency in comparison to the solar cell without blocking layer
as clearly shown in Table 1. The inherent reason for such improvements should be ascribed to
the recombination suppression at the FTO glass/electrolyte interface. The transient photovoltage
decay curves in Figure 3(b) strongly support this point. The lifetimes, quoted as the time taken to
reach 1/e of the initial photovoltage, are 8.9ms and 2.9 ms respectively for the solar cells with and
without the blocking layer. The results suggest that the whole solar cell’s recombination kinetics
is significantly retarded by the FTO surface passivation, which highlights the importance of such
blocking layer.

Figure 4 compares the CH3NH3PbI3 perovskite sensitized mesoporous NiO solar cells with and
without the SP coated compact NiO blocking layer. We previously found that the SC coated
blocking layer cannot work in the perovskite sensitized solar cell system, which might be due to the
pin-holes, leading to short circuit contacts between perovskite and FTO. In such a case, the solar
cell works as a n-type cell, just like the J-V curve of the solar cell without compact NiO blocking
layer (Figure 4(a)). The current flow direction is the same as that of the conventional n-type dye or
quantum dots sensitized TiO2 solar cells. What the FTO substrate gathers is the photon-induced
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Table 1: Performance of NiO DSSC with and without blocking layer.

Voc (mv) Jsc (mA/cm2) FF η

NiO blocking layer 81.54 4.16 32.36 0.107
Without blocking layer 65.37 3.82 31.24 0.076

(a) (b) (c)

Figure 3: (a) J-V curve of NiO DSSC with and without blocking layer; (b) and (c) open-circuit voltage decay
curves of DSSC fabricated with and without blocking layer.

(a) (b)

Figure 4: J-V curves of the perovskite sensitized NiO solar cells with (a) and (b) without a SP coated NiO
blocking layer.

electrons transfer though the perovskites not the holes transfer from the mesoporous NiO network.
If a SP coated NiO blocking layer is added, the current flow will be p-type like, namely, the front
FTO glass will collect the photoinjected holes. This comparison strongly highlights the important
role of the SP coated blocking layer in determining the current flow direction in perovskite sensitized
NiO solar cell. The morphology of the NiO compact layer is very important for the blocking effect.

4. CONCLUSIONS

Compact nickel oxide thin films on FTO glass have been successfully fabricated by spray pyrolysis
and spin coating methods. SEM characterizaiton shows that the morphologies are different between
SP and SC coated compact films. Compact NiO blocking layers are essential for p-type dye or
perovskite sensitized solar cells. Not only do they play the roles as electron barriers but also boost
the cell performance.
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Abstract— Evaluating wide-band performance of ground-penetrating radar (GPR) antennas
is a challenging task due to the complex electromagnetic coupling effects between the GPR
antennas and the platform. Typically, the efficiency of conventional methods utilized to deal
with the problem is quite low. However, there are various frequency sweeping techniques which
can achieve fast analysis of antennas over a broadband. Accordingly, this paper describes an
efficient hybrid scheme, based upon the electric field integral equation (EFIE), for modeling a
GPR antenna which is mounted on an electrically large platform.
In this paper, an antenna with two half-elliptical-shape arms, which is an improvement of bowtie
antennas, is presented with resistances loaded in the terminal. A shallow rectangular conducting
backed cavity is attached to the antenna. On the other hand, the best uniform rational ap-
proximation technique is applied to analyze the wide-band property of the antenna since it can
avoid repeatedly solving the integral equation at each single frequency point. The main scheme
of the frequency sweeping method is as follows: 1) determining the Chebyshev nodes within a
given frequency range; 2) computing the equivalent surface currents of antennas at the frequency
points corresponding to those Chebyshev nodes; 3) calculating the wide-band response of surface
currents according to the Chebyshev series. Finally, the Maehly approximation is utilized to
improve the accuracy by matching the Chebyshev series to a rational function.
In the hybrid scheme, the adaptive integral method (AIM) is applied to accelerate matrix-vector
products as the IE algorithm and the impedance matrix is stored in a sparse form to facilitate
analysis of large antenna-platform system. It is easy to combine the best uniform rational approx-
imation technique with AIM but also other IE methods which are suited for modeling radiation
of antennas. This hybrid method greatly extends the range of conventional numerical modeling
for GPR antenna system. Furthermore, the efficiency and capability of the presented algorithm
can be validated by the designed GPR antenna.

1. INTRODUCTION

As an effective instrument, ground penetrating radar (GPR) has been widely used in the geophysical
research field based on a nondestructive testing (NDT) technique. It is well known that the antenna
system is one of the most critical parts in the GPR equipment. To design a GPR antenna, there
are several aspects which should be taken into account, such as structure, bandwidth, polarization,
gain. In this paper, a half-ellipse antenna (HEA) is employed as a result of its simple structure and
linear-phase characteristic in the operating frequency band. Furthermore, the radiation properties
can be improved by attaching a conducting rectangular reflector above the HEA and adding loaded
resistors between the antenna and the reflector.

In general, the GPR antenna is usually mounted on a platform for the convenience of motion.
One of the most popular methods for antenna analysis is the frequency domain integral equation
solved using method of moments (MoM) [1]. However, if MoM is utilized to analyze the antenna-
platform system, the number N of unknowns resulting from MoM will be so large that excessive
computer memory and long solution time are required. To facilitate the analysis of large prob-
lems, some fast numerical techniques have been proposed to reduce the memory storage and the
computation complexity, such as fast multipole method (FMM) [2], multilevel fast multipole algo-
rithm (MLFMA) [3], precorrected fast Fourier transform (p-FFT) [4], sparse-matrix/canonical-grid
(SM/CG) [5] and adaptive integral method (AIM) [6]. All of these approaches reach the computa-
tional complexity and the memory requirements to O(N1.5log(N)) and O(N1.5), which is less than
O(N2) for the conventional MoM.

Since the GPR antenna works over a broadband, the frequency response of the antenna is con-
cerned mostly. With the fast algorithm, it is still time-consuming due to the repeated solution of
matrix equation at each frequency point. Over the past few years, there were some efforts to achieve
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fast frequency sweep, such as impedance matrix interpolation [7], asymptotic waveform evaluation
(AWE) [8], model-based parameter estimation (MBPE) [9] and the best uniform approximation
technique [10]. Among these methods, the best uniform rational approximation technique is ex-
cellent for simplicity and accuracy. To begin with, it implements the Chebyshev approximation at
certain selected frequencies within the considered wideband, that is, the Chebyshev nodes. Then,
the Maehly rational approximation is adopted to improve the numerical results. Compared with
other approximate solutions, the best uniform rational approximation can be incorporated into the
existing computer codes.

In this paper, AIM is combined with the best uniform rational approximation technique to ana-
lyze the antenna-platform system over a wide frequency band. To achieve the analysis fast, AIM is
employed to store all the full matrices in a sparse form and accelerate matrix-vector products. Fur-
thermore, the best uniform rational approximation is applied to implement fast frequency sweeping
by avoiding repeatedly solving integral equation at each frequency point. Finally, numerical results
show that the HEA has a good radiation property and the proposed hybrid method is valid and
efficient.

2. METHOD DESCRIPTION

2.1. Adaptive Integral Method (AIM)
To analyze the antenna above the platform with integral equation approach, AIM is employed to
reduce the matrix storage and to accelerate the matrix-vector multiplications.

The procedures of AIM can be summarized as follows:

1) enclose the antenna and platform in a cube and partition the cube uniformly into Cartesian
cells;

2) establish auxiliary basis functions and calculate the translation coefficient;
The RWG basis function [11] fn(r) and its convergence ∇·fn(r) can be approximated as linear
combinations of Dirac delta functions:

ψα,n(r) ∼=
(p+1)3∑
u=1

Λα,nuδ(r− rnu) α = x, y, z, d

ψα,n(r) ∈ {fx,n(r), fy,n(r), fz,n (r) ,∇ · fn(r)}
(1)

where Λαnu are the translation coefficients for the x, y, z components and the divergence of
basis function, rnu = (xnu, ynu, znu) is the coordinate of the grid, and p is the order of the
translation. Therefore, the translation coefficient can be obtained via matching the multipole
moments to basis functions.

3) By using the near-zone threshold dnear, the impedance matrix can be divided into near-zone
group and far-zone group, which can be expressed as follows,

Z = Znear + Zfar (2)

The element of near-zone interaction matrix Znear can be calculated by the conventional MoM,
and the element of far-zone interaction matrix Zfar can be calculated as follows:

Zfar = ΛGΛT − Z̃ (3)

where Λ denote the translation coefficients; G is the Green’s function matrix; and Z̃ the
inaccurate contributions from the near-zone grid sources which should be removed.

4) Since G is a Toeplitz matrix, this fact can make use of FFT to accelerate the matrix-vector
multiplication as follows,

ZI = (Znear + Zfar)I

=
(
Znear − Z̃

)
I + ΛIFFT

{
FFT (G) FFT

(
ΛT I

)}
(4)

Due to that Znear, Λ and G are all sparse matrice, the memory requirements can be reduced
drastically.
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2.2. The Best Uniform Rational Approximation Technique

When the frequency response of the antenna is of interest, the matrix equation can be written as
follows,

Z (k) I (k) = V (k) (5)

where Z(k), I(k) and V(k) are the impedance matrix, unknown coefficients, and excitation vector,
respectively. And all of them are frequency dependent. It can be seen that Equation (5) must
be solved repeatedly for different frequency points within the interest band, which must be very
time-consuming.

To alleviate this problem, the best uniform rational approximation technique is introduced as
follows:

1) For a given frequency band f ∈ [fa, fb] and the wave-number k ∈ [ka, kb], the coordinate
transform is expressed as:

k̃ =
2k − (ka + kb)

kb − ka
k̃ ∈ [−1, 1] (6)

2) The Chebyshev nodes within the band [ka, kb] can be obtained as follows,

ki =
k̃i (kb − ka) + (ka + kb)

2
(7)

where k̃i = cos
(

i− 0.5
n

π

)
, i= 1, 2, . . . , n (8)

3) Based on the Chebyshev approximation theory, the unknowns coefficients vector I(k) can be
expressed as,

I (k) = I

(
k̃ (kb − ka) + (ka + kb)

2

)
≈

n∑

l=1

clTl

(
k̃
)
− c1

2
(9)

where cl is the coefficient and given by

cl =
2
n

n∑

i=1

I (ki) Tl

(
k̃i

)
(10)

Furthermore, Tl(x)(l = 1, 2, . . . , n) is lth order of the Chebyshev polynomial, and the recursion
formula about Tl(x) is concluded below,





T0(x) = 1
T1(x) = x

. . .
Tl+1(x) = 2xTl(x)− Tl−1(x)

(11)

4) The Maehly approximation is applied to improve the accuracy of the numerical solution by
matching the Chebyshev series to a rational function as follows,

I (k) ≈ RLM

(
k̃
)

=
PL

(
k̃
)

QM

(
k̃
) =

a0T0

(
k̃
)

+ a1T1

(
k̃
)

+ . . . aLTL

(
k̃
)

b0T0

(
k̃
)

+ b1T1

(
k̃
)

+ . . . bMTM

(
k̃
) (12)

In generally, b0 is set to be 1. Substitute (12) into (9) and use the identity

Tp(x)Tq(x) =
1
2
(Tp+q + T|p−q|(x)) (13)
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the unknown coefficients ai (i=0,1,. . . , L) and bj (j=1,2,. . . , M) can be obtained as:




a0 = 1
2b0c0 + 1

2

M∑
j=1

bjcj

ai = ci + 1
4bic0 + 1

2

M∑
j=1

bj(cj+i + c|j−i|)

i = 1, 2, . . . , L

(14a)




cL+2 + cL

cL+3 + cL+1
...

cL+M+1 + cL+M−1

cL+3 + cL−1

cL+4 + cL
...

cL+M+2 + cL+M−2

· · ·
· · ·
...
· · ·

cL+M+1 + cL−M+1

cL+M+2 + cL−M+2
...

cL+2M + cL







b1

b2
...

bM


 = −2




cL+1

cL+2
...

cL+M




(14b)
Once the coefficients of the rational function are calculated, the induced current distribution

can be obtained at any frequency within the whole frequency band.

3. HALF-ELLIPSE ANTENNA AND NUMERICAL ANALYSIS

3.1. Half-Ellipse Antenna
The geometry of the half-ellipse antenna is shown in Fig. 1. The half-ellipse antenna was mounted
at the open side of the cavity. The length and the width of the cavity are 300mm and 180 mm,
respectively. Furthermore, two 100-Ω resistors were used to connect each end of the antenna to the
cavity. The dimensions of the antenna are as follows: 2L = 270mm, W = 120 mm, and h = 20 mm,
where 2L is the length of the antenna, W is the antenna width, and h is the height of the cavity.
As seen in Fig. 2, the GPR antenna was located above the top of the conducting platform, whose
size is 800 mm × 600 mm × 260mm.

2L
W

resistor

300

180

  h

(a) (b)

Figure 1: Geometry of the half-ellipse antenna. (a) 2-D view. (b) 3-D view.

3.2. Numerical Analysis
In this section, numerical results will ben presented to show the accuracy and efficiency of AIM in
conjunction with the best uniform rational approximation (L = M = 4) for solving the wideband
problem of the half-ellipse antenna on the platform. All the computation is performed on a PC
with Intel Core i5-2400 CPU 3.10GHz and 2.0G RAM. Furthermore, all the variables used in the
program code are double precision.

In the simulation, the frequency response of the half-ellipse antenna over 0.1 to 1 GHz is analyzed
and the interval is 9 MHz. The whole structure is modeled by triangular meshes. And there are 1546
basis functions on the surface of antenna while 8342 basis functions are on the surface of platform.
Firstly, the conventional MoM is employed to calculate the normalized radiation pattern of the half-
ellipse antenna, as shown in Fig. 3. It can be seen that the antenna has a smooth main lobe and
good directivity. Furthermore, the higher the frequency, the smaller the backward radiation. Fig. 4
shows the input impedance of the antenna mounted on the platform over the frequency band. The
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results computed by the direct AIM agree very well with that obtained by AIM combined with the
Maehly approximation technique, which shows the proposed algorithm is valid. On the other hand,
it is indicated that the real part of HEA’s impedance is around 100-Ω from 100 MHz to 750MHz.
Table 1 shows some computational characteristics of the two methods. The presented algorithm
can reduce the solution time drastically without significant memory increase. Therefore, it is an
efficient approach to solve the wideband problem of antennas on a large conducting platform.

200

600

800

Figure 2: HEA on the top of the platform.

Figure 3: Normalized radiation pattern of the
HEA.

Figure 4: Frequency response of input impedance.

Table 1: Computational characteristics of the two methods for Fig. 4.

Method Memory (MB) Total CPU time (h)
Direct AIM 142 35.2

Maehly 147 4.5

4. CONCLUSION

AIM in conjunction with the best uniform rational approximation technique has been presented to
achieve fast frequency sweep analysis of a half-ellipse antenna mounted on a conducting platform.
Numerical results show that the HEA has a smooth main lobe, good directivity, and small backward
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radiation. The real part of HEA’s impedance is around 100-Ω from 100 MHz to 750MHz. On the
other hand, the proposed algorithm in this paper can offer saving in terms of CPU time without
significant memory increase than the conventional one.

ACKNOWLEDGMENT

This project was supported by China Postdoctoral Science Foundation. (Grant No. 2014M550839).

REFERENCES

1. Harrington, R. F., Field Computation by Moment Methods, MacMillan, New York, 1968.
2. Coifman, R., V. Rokhlin, and S. Wandzura, “The fast multipole method for the wave equation:

A pedestrian prescription,” IEEE Antennas Propag. Mag., Vol. 35, No. 3, 7–12, Jun. 1993.
3. Song, J. M., C. C. Lu, and W. C. Chew, “Multilevel fast multipole algorithm for electromag-

netic scattering by large complex objects,” IEEE Trans. Antennas Propag., Vol. 45, No. 10,
1488–1493, Oct. 1997.

4. Phillips, J. R. and J. K. White, “A precorrected-FFT method for electrostatic analysis of com-
plicated 3-D structures,” IEEE Trans. Computer-Aided Design Integr. Circuits Syst., Vol. 16,
No. 10, 1059–1072, Oct. 1997.

5. Li, S. Q., Y. Yu, C. H. Chan, K. F. Chan, and L. Tsang, “A sparse-matrix/canonical grid
method for analyzing densely packed interconnects,” IEEE Trans. Microwave Theory Tech.,
Vol. 49, No. 7, 1221–1228, Jul. 2001.

6. Bleszynski, E., M. Bleszynski, and T. Jaroszewicz, “AIM: Adaptive integral method for solving
large-scale electromagnetic scattering and radiation problems,” Radio Sci., Vol. 31, No. 5,
1225–1251, 1996.

7. Fan, Z. H., Z. W. Liu, D. Z. Ding, and R. S. Chen, “Preconditioning matrix interpolation
technique for fast analysis of scattering over broad frequency band,” IEEE Trans. Antennas
Propag., Vol. 58, No. 7, 2484–2487, Jul. 2010.

8. Ma, J., S. X. Gong, X. Wang, Y. Liu, and Y. X. Xu, “Efficient wide-band analysis of anten-
nas around a conducting platform using MoM-PO hybrid method and asymptotic waveform
evaluation technique,” IEEE Trans. Antennas Propag., Vol. 60, No. 12, 6048–6052, Dec. 2012.

9. Wang, X. D. and D. H. Werner, “Improved model-based parameter estimation approach for
accelerated periodic method of moments solutions with application to analysis of convoluted
frequency selected surfaces and metamaterials,” IEEE Trans. Antennas Propag., Vol. 58, No. 1,
122–131, Jan. 2010.

10. Chen, M. S., X. L. Wu, W. Sha, and Z. X. Huang, “Fast and accurate radar cross section
computation over a broad frequency band using the best uniform retional approximation,”
IET Microw. Antennas Propag., Vol. 2, No. 2, 200–204, Mar. 2008.

11. Rao, S. M., D. R. Wilton, and A. W. Glisson, “Electromagnetic scattering by surfaces of
arbitrary shape,” IEEE Trans. Antennas Propag., Vol. 30, No. 3, 409–418, Mar. 1982.



1188 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

Electromagnetic Characterization of Tunable Bandpass Filters with
a PET-controlled Perturber

G. C. Wan, J. X. Hong, Z. G. Zhou, X. W. Zhang, and M. S. Tong
Department of Electronic Science and Technology

Tongji University, Shanghai, China

(Invited Paper)

Abstract— Electromagnetic (EM) analysis is performed for a tunable bandpass filter with
a magnetodielectric perturber controlled by an elastic piezoelectric transducer. The structure
includes a perturber as a superstrate which consists of thin ferrite film with a high permeability
and Rogers dielectric material with a high permittivity in a sandwich style. The structure is of
multiscale feature because the thickness of the thin film is very small but cannot be ignored. The
problem can be solved by surface integral equations (SIEs) in the integral equation approach, but
the conditioning of system matrix may not be good. We use volume-surface integral equations
to formulate the problem in this work and the disadvantage of pure SIEs can be overcome. A
numerical example is presented to illustrate the approach.

1. INTRODUCTION

Tunable bandpass filters (BPFs) are vital microwave components and they have been widely used
in communication systems. The design of tunable BPFs is challenging because they require a low
loss and compact size. Recently, the tunable BPF with a magnetodielectric perturber controlled
by an elastic piezoelectric transducer (PET) was developed and it looks very promising [1]. Such
a tunable BPF uses a perturber as a superstrate touching on the microstrip and its position can
be controlled by a PET. The perturber is made of a high-permeability ferrite film and a high-
permittivity dielectric Rogers material in a sandwich style. The resonant frequency of the BPF
can be tuned by applying different bias DC voltages to the PET or by using different layers of
magnetodielectric sandwich. The tunable BPF can be easily fabricated with a compact size and
low loss and its resonant frequency could be adjusted in a wide range.

Characterizing the tunability of the BPF relies on the electromagnetic modeling and analysis
although a costly experimental method can be used. The structure is of multiscale characteristic
because some dimensions are very small compared with others in geometry. Although the thickness
of microstrip and ground may be ignored to simplify the analysis, the small thickness of high-
permeability ferrite film cannot be ignored due to its significant influence and should be accounted
for carefully [2]. The structure can be modelled by surface integral equations (SIEs) when all
materials are assumed to be homogeneous [3], but the SIEs may not generate well-conditioned
system matrices, especially for multiscale structures. Also, the SIEs need to use appropriate basis
functions to represent the electric and magnetic current densities, respectively, in the method of
moments (MoM) solution [4] and the choice of the basis functions or testing schemes could strongly
affect the accuracy of solutions [5]. In this work, we use volume integral equations (VIEs) to
describe the dielectric substrate and magnetodielectric perturber, and form volume-surface integral
equations (VSIEs) after combining with the SIE governing the conducting microstrip and ground.
The VIEs or VSIEs are usually more well-conditioned because they include the second-kind of
integral equations [8]. We present a numerical example to demonstrate the analysis of the BPF
and its effectiveness has been verified.

2. GOVERNING INTEGRAL EQUATIONS

The BPF structure includes both conducting microstrip and ground, dielectric substrate and Rogers
material, and magnetic ferrite film. We assume that the microstrip and ground are perfectly electric
conductors (PECs) with a negligible thickness and their EM feature can be described by the electric
field integral equation (EFIE) when disregarding the coupling with other parts [3]

− n̂×Eex(r) = n̂× iωµ0

∫

S
G(r, r′) · JS(r′) dS′, r ∈ S (1)
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where JS(r′) is the electric current density induced on the conductor surface S whose unit normal
vector is n̂ and Eex(r) represents a delta-gap excitation at an appropriate position in a port. Also,
G(r, r′) is the dyadic Green’s function defined by

G(r, r′) =
(
I +

∇∇
k2

0

)
g(r, r′) (2)

where I is the identity dyad, k0 is the wavenumber of the free space with a permittivity ε0 and a
permeability µ0, and g(r, r′) = eik0R/(4πR) is the scalar Green’s function with R = |r − r′| being
the distance between an observation point r and a source point r′. For homogeneous penetrable
materials with a relative permittivity εr and a relative permeability µr, we can use the VIEs to
catch up with the EM characteristic when disregarding the coupling with the conductors [3]

E(r) =Eex(r) + iωµ0

∫

V
G(r, r′) · JV (r′)dr′ −∇×

∫

V
G(r, r′) ·MV (r′)dr′, r ∈ V (3)

H(r) =Hex(r) + iωε0

∫

V
G(r, r′) ·MV (r′)dr′ +∇×

∫

V
G(r, r′) · JV (r′)dr′, r ∈ V (4)

where Eex(r) = Hex(r) = 0 inside the materials and

JV

(
r′

)
= iωε0(1− εr)E

(
r′

)
(5)

MV

(
r′

)
= iωµ0(1− µr)H

(
r′

)
(6)

are the volumetric electric and magnetic current densities inside the materials, respectively. When
considering the coupling of fields produced by the current density on the conductors and the volume
current densities inside the materials, we can form the following VSIEs

0 = n̂×
[
Eex(r) + iωµ0

∫

S
G(r, r′) · JS(r′) dS′ + iωµ0

∫

V
G(r, r′) · JV (r′)dr′

− ∇×
∫

V
G(r, r′) ·MV (r′)dr′

]
, r ∈ S (7)

E(r) = iωµ0

∫

S
G(r, r′) · JS(r′) dS′ + iωµ0

∫

V
G(r, r′) · JV (r′)dr′

−∇×
∫

V
G(r, r′) ·MV (r′)dr′, r ∈ V (8)

H(r) = −1
2
n̂× JS(r′) +−

∫

S
∇g(r, r′)× JS(r′) + iωε0

∫

V
G(r, r′) ·MV (r′)dr′ dS′

+∇×
∫

V
G(r, r′) · JV (r′)dr′, r ∈ V (9)

from which the unknown current densities can be solved and the frequency characteristic of the
structure can then be found.

3. METHOD OF MOMENTS (MOM) SOLUTION

The above VSIEs can be solved by the MoM in which the surface current density on the conductors
is expanded by the Rao-Wilton-Glisson (RWG) basis function [6] while the electric flux density
and magnetic flux density inside the materials are represented with the Schaubert-Wilton-Glisson
(SWG) basis function [7], i.e.,

JS(r′) =
Nc∑

n=1

Jnen(r′) (10)

D(r′) =
Nd∑

n=1

Dnfn(r′) (11)

B(r′) =
Nd∑

n=1

Bnfn(r′) (12)
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where en(r′) is the RWG basis function and Nc is the number of RWG triangle pairs while fn(r′)
is the SWG basis function and Nd is the number of SWG tetrahedron pairs. Also, Jn, Dn, and Bn

are the expansion coefficients for the current densities, respectively. The flux densities are related
to the current densities inside the materials through D(r′) = ε0εrE(r′) and B(r′) = µ0µrH(r′),
respectively, i.e.,

JV (r′) = iωκεD(r′) (13)
MV (r′) = iωκµB(r′) (14)

where κε = 1
εr
− 1 and κµ = 1

µr
− 1 are the contrast ratio of permittivity and permeability,

respectively. The above VSIEs can be transformed into a matrix equation by using the RWG and
SWG basis functions as testing functions to test corresponding equations, respectively. By doing
so, we can obtain the following matrix equation

−
〈
em(r),

Eex(r)
iωµ0

〉
=

Nc∑

n=1

Jn〈em(r),G(r, r′), en(r′)〉

+
Nd∑

n=1

Dn〈em(r),G0(r, r′), fn(r′)〉, m = 1, 2, . . . , Nc (15)

Dm

〈
fm(r),

fm(r)
iωµ0ε(r)

〉
=

Nc∑

n=1

Jn〈fm(r),G(r, r′), en(r′)〉

+
Nd∑

n=1

Dn〈fm(r),G0(r, r′), fn(r′)〉, m = 1, 2, . . . , Nd (16)

Dm

〈
fm(r),

fm(r)
iωµ0ε(r)

〉
=

Nc∑

n=1

Jn〈fm(r),G(r, r′), en(r′)〉

+
Nd∑

n=1

Dn〈fm(r),G0(r, r′), fn(r′)〉, m = 1, 2, . . . , Nd (17)

where G0(r, r′) = −iωκ(r′)G(r, r′). The above matrix equation can be solved with a matrix solver
so that the unknown current density and flux density can be found.
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4. NUMERICAL EXAMPLE

We present a numerical example to demonstrate the approach. A tunable BPF as shown in Figure 1
is considered and the geometry is defined by l = 22.0, w = 20.26, h = 1.28, s1 = 9.0, s2 = 0.23,
s3 = 0.07, s4 = 1.2, d = 0.254, t = 0.01, a = 20, and b = 10, all in millimeter (mm). The
substrate and Rogers material of the perturber have a relative permittivity εr = 10.2 and a relative
permeability µr = 1.0 while the relative permittivity and permeability of the ferrite film are εr =
13.0 and µr = 10.0, respectively. Figure 2 shows the solutions of S parameters (magnitude) for
the structure with or without the perturber and the results are close to the experimental results as
shown in [1].

5. CONCLUSION

In this work, we address the EM analysis for a tunable BPF structure which includes a PET-
controlled perturber with a high-permittivity Rogers material and high-permeability thin ferrite
film in a sandwich style. Although the problem can be solved by pure SIEs with an assumption of
homogeneous penetrable materials, we use the VSIE to solve it instead. Compared the SIEs, the
VSIEs can usually result in a well-conditioned system matrix with the regular basis functions and
testing scheme. A typical numerical example has been presented to demonstrate the effectiveness
of the approach.
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Abstract— The installed radiation patterns of antennas on large platforms are of great interest
when installing antennas. The computation of installed radiation patterns is challenging due to
the large size of the platform. To reduce the effort of modeling the large platform, this work
adopts the hybridization of the method of moments (MoM) and physical optics (PO) method.
The multi-level fast multipole method is used to accelerate the solution of matrix equations, so
that a large MoM region can be used to improve the accuracy of modeling the antenna and its
surrounding structures. Another challenge of modeling antennas on large platforms comes from
the complexity of the antennas. Furthermore, when an antenna is outsourced, detailed design
information may be unavailable to those who install the antenna, which hinders direct modeling
of antennas on large platforms. In this case, equivalent models of antennas are derived based
on their uninstalled far field radiation patterns. Using the equivalent models, installed radiation
patterns of antennas can be computed without knowing their detailed design information. By
combining the hybrid method with the equivalent model, the installed radiation patterns are
computed efficiently.

1. INTRODUCTION

Nowadays, there are many antennas installed on large platforms such as aircrafts, ships, missiles,
etc.. A large platform may significantly affect the performance of antennas and it is highly desirable
to know the antennas’ performance on the large platform. Since these platforms are usually bulky,
it is expensive to fabricate them. Meanwhile, it is difficult to find a large measurement site which
is able to accommodate large platforms. Furthermore, it is tedious to move and rotate a large
platform during measurement. Due to the aforementioned difficulties, scaled models are usually
used in practical measurements. On the other hand, simulation provides a cost-effective and con-
venient option to evaluate the performance of antennas on large platforms. Therefore, simulation
of antennas on large platform attracted much interests in the past decades.

In order to satisfy tight specifications, the design of an antenna may be complex. In the mean-
while, as the frequency of operation rises, the electrical size of the platform increases. The com-
plexity of the antenna design and the large electrical size of the platform make it challenging to
simulate antennas on large platforms. The challenges come from the following aspects. First of all,
it is usually time consuming to model electrically large structures, unless certain approximation is
introduced. Second, in practice, the antenna may have tiny features requiring fine meshes. This
leads to a mixed-scale structure, whose numerical modeling usually results in an ill-conditioned
matrix. Third, there are cases where the antenna design details are unavailable. This happens
when the antenna is provided by external manufacture. Last but not least, because antennas in
various frequency bands coexist on a platform, wide-band simulation is needed when interference
between antennas is computed.

For fast modeling of electrically large platforms, it is desirable to use hybrid low frequency-high
frequency methods, where the effect of large platform is taken into account by high frequency meth-
ods such as physical optics (PO) method [1, 2]. In order to deal with the challenge of modeling
multi-scale structures, various domain decomposition methods were developed [3–8]. These meth-
ods divide small-scale and large-scale structures into sub-domains and model every sub-domain
separately. Different schemes were proposed to account for the coupling between sub-domains,
and more details about these coupling schemes are available in [3–8]. Although domain decompo-
sition methods facilitate the modeling of multi-scale structures, they require the detailed design
information of antennas. In [9], the fast multipole technique was used to model antennas without
their design details. In the meanwhile, the equivalent sources can be used to represent complex
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radiators [10–13]. In [11], wide-band analysis was accelerated by an adaptive frequency sampling
technique, which could also be used for wide-band simulation of antennas on large platforms.

Despite the aforementioned progresses, it is still challenging to analyze antennas on large plat-
forms without antennas’ design information. First, although equivalent sources are effective to
represent antennas, it usually takes long time to derive these equivalent sources. Second, most ex-
isting hybrid low frequency-high frequency methods use a small low frequency region, which causes
inaccuracy when the surrounding environment of the antenna is complex.

To achieve fast and accurate computation of antennas’ installed radiation patterns, this work
combines physics-inspired equivalent model of antennas with a recently proposed hybrid multilevel
fast multipole method (MLFMM)-PO method. In the physics-inspired equivalent model, it is
assumed that the type of the antenna is known and the radiation mechanism of the antenna is
utilized to simplify its equivalent model, which reduces the effort of constructing equivalent model.
Furthermore, different from existing hybrid methods, the new hybrid method relies on the efficiency
of MLFMM and uses a large MLFMM region to accurately model the antenna and its surrounding
environment. In the meanwhile, for efficiency consideration and based on locality principle, only a
small region near the antenna is used to compute the incident magnetic field in PO region.

2. DESCRIPTION OF THE METHOD

In order to model the antenna without its design details, an equivalent model is constructed based on
the antenna’s radiation pattern. A popular equivalent model is the equivalent dipole model [12, 13].
In the work of [12, 13], a number of small dipole antennas are placed on the Huygens’ surface
enclosing the antenna. Because the number of dipole antennas is large, it may take long time to
optimize the dipole antennas. In practice, it is reasonable to assume that the type of the antenna
is known, because such information can be provided by the vendor. In this case, one may utilize
the antenna’s radiation mechanism to simplify the equivalent model. For example, [15] presented
a physics-inspired equivalent model for microstrip antenna. Based on the radiation mechanism of
the microstrip antenna, only four equivalent dipole antennas with three optimization parameters
are required and excellent accuracy is obtained [15]. Furthermore, a simple equivalent model of
the slotted waveguide antenna was proposed in [16]. In both [15, 16], the antenna’s radiation
mechanisms are taken into consideration when constructing the equivalent model, and thus the
effort of optimizing the equivalent model is reduced.

Once the equivalent model is obtained, it is used together with the hybrid method to compute the
installed radiation pattern. In most existing hybrid integral equation method (IEM)-PO methods,
only two regions exit, namely IEM region and PO region. In this case, the IEM region is usually
chosen to be small. Otherwise, it will be very time consuming to calculate the incident magnetic
field in the PO region. Recently, Zhao et al. proposed a three-region hybrid method, where the IEM
region is further divided into coupled and decoupled IEM regions [14]. Here, the method of [14] is
further accelerated by MLFMM and the hybrid method is named as hybrid MLFMM-PO. Figure 1
illustrates the region division in the hybrid MLFMM-PO. It is seen that the whole computational
domain is divided into three regions, two of which are around the antenna to be analyzed. Note
that the equivalent model of the antenna is also included in the coupled MLFMM region. The
terms ‘coupled’ and ‘decoupled’ are used to indicate whether the MLFMM region is coupled with
PO region. Here, it is assumed that the energy reflected from PO region to MLFMM regions
is negligible. In this case, one only needs to consider the first-order coupling from the coupled
MLFMM region to PO region. Furthermore, the surface of the large platform and the equivalent
model is assumed to be perfect electric conductor. The MLFMM regions are then modeled by the

Figure 1: Region division of hybrid MLFMM-PO.
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following well-known electric field integral equation

− j

ωµ
t̂ (~r) · ~Ei (~r) = t̂ (~r) ·

∫∫

s

(
1 +

1
k2
∇∇

)
~J
(
~r ′

)
G

(
~r, ~r ′

)
d~r ′, (1)

where S denotes the surface of MLFMM regions. ~Ei is the incident electric field on S. For equivalent
model using small dipole antennas, the incident electric field is only non-zero at the dipole antenna
feeding port. If equivalent model with current source is used, the incident electric field is the
radiated field of the current source. By solving Equation (1) with MLFMM, the induced current
on S is obtained. The induced current in the coupled MLFMM region and the current source of
the equivalent model (if any) are used to compute the incident magnetic field in the PO region.
Namely,

~H i (~r) = ∇×
∫∫

Sc

~J
(
~r ′

)
G

(
~r, ~r ′

)
d~r ′ +∇×

∫∫

So

~J0

(
~r ′

)
G

(
~r, ~r ′

)
d~r ′. (2)

In (2), Sc denotes the surface of the coupled MLFMM region, J0 is the current source of the
equivalent model, and S0 is the surface where J0 exists. With ~H i, the PO current is simply
~JPO(~r) = 2n̂(~r)× ~H i(~r). Finally, the installed radiation pattern is computed using ~J on S, ~J0 on
S0 (for equivalent model with current source) , and ~JPO in PO region.

3. NUMERICAL RESULTS

This section presents simulation results to illustrate the capability of the proposed method. Code
validation is first conducted using four dipole antennas above a 20λ×20λ square conducting plane.
A microstrip antenna is then modeled using its equivalent model, and the hybrid MLFMM-PO is
used to compute its radiation pattern on the 20λ× 20λ rectangular conducting plane.

Figure 2 presents the far field radiation pattern of an array consisting of four quarter-wavelength
dipole antennas. The results from hybrid MLFMM-PO agree well with those of MLFMM, except
these angles in the shadowed region. The discrepancies in the shadowed region is due to the ignored
edge diffraction, which can be fixed using the uniform theory of diffraction [14]. For this example,
in-house developed codes are used for both methods. The CPU time required by MLFMM and
hybrid MLFMM-PO is 3,611 and 233 seconds, respectively. The memory costs are 600.3 and
53.2MB for MLFMM and hybrid MLFMM-PO, respectively.

(a) XOZ plane (b) YOZ plane

Figure 2: Radiation pattern of four dipole antennas above a 20λ× 20λ square conducting plane.

Figure 3 shows the normalized radiation pattern of the microstrip antenna above the 20λ× 20λ
square conducting plane. Results from the proposed combined method are validated by those from
FEKO [17]. Again, except for angles in the shadowed region, the proposed combined method agree
well with FEKO. Note that the equivalent model of the microstrip antenna is obtained using the
phaseless normalized radiation pattern of the microstrip antenna, which is usually available in the
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(a) φ-component in XOZ plane (b) θ-component in YOZ plane

Figure 3: Normalized radiation pattern of a microstrip antenna above a 20λ× 20λ square conducting plane.

data sheet of the antennas. The CPU time and memory cost are summarized in Table 1. It is seen
that the CPU time of the proposed method is close to that of FKEO, while the proposed method
requires twenty times less memory. Because FEKO requires detailed design of the antenna, it is
difficult to make fair comparison between the proposed method and FEKO. Meanwhile, different
code implementations make it more difficult to conduct efficiency comparison. However, considering
FEKO incorporates state-of-the-art techniques, the proposed method can be considered as efficient.
Therefore, the proposed method renders efficient prediction of an antenna’s installed radiation
pattern, without knowing its design details.

Table 1: Summary of CPU time and memory costs.

Method CPU time (Minutes) Memory cost (GB)
FEKO 11 2.61

The proposed combined method 16 0.11

4. CONCLUSION

This paper presented a combined method for efficient prediction of antennas’ installed radiation
patterns without knowing antennas’ design details. Numerical results have shown the validity and
efficiency of the proposed method. Except for these angles in shadowed region, excellent agreement
has been observed between the proposed method and its alternatives. The proposed method requires
no detailed design information of the antenna, and it is very useful when the antenna design is not
provided by the its vendor. Work is undergoing to improve the accuracy in shadowed region by
including the diffraction effect.
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Abstract— In this paper, a novel electromagnetic (EM) modeling method by integral equation
domain decomposition method with hybrid basis functions is developed for the solution of multi-
scale problems. Based on the integral equation domain decomposition method, the original
multi-scale object were decomposed into several closed sub-domains and transmission condition
is enforced on the touching faces to maintain the continuity of current across the interfaces.
The higher order hierarchical vector basis functions and low order Rao-Wilton-Glisson (RWG)
basis functions are used in different sub-domains to reduce remarkably the number of unknowns.
Because the domain decomposition method provides an effective preconditioner, the convergence
history will be much better than traditional method of moments (MoM). And because of the
non-conformal property of the domain decomposition method, each sub-domain can be meshed
independently, which enables the mesh generation be much easier than the traditional method,
especially for complex multi-scale objects. Finally, some numerical results are given to validate
the ability of the present method.

1. INTRODUCTION

Method of Moments (MOM) based on integral equation (IE) is one of the most well-known method
for electromagnetic scattering, radiation problem. Compare to the differential equation method,
finite element method (FEM) and finite difference method (FDM), the unknowns of the integral
equation method is only distributed on the surface of perfect electric conductor (PEC), the number
of unknowns is much less than them. And because the Green’s function satisfy the radiation condi-
tion automatically, the absorption boundary condition (ABC) is not required. However, application
of the MoM usually leads to a dense matrix equation. At the same time, MoM discretized with low
order basis as Rao-Wilton-Glisson (RWG) basis functions or roof-top basis functions [1] often leads
to a great deal of unknowns, it is difficult to solve the electrically large problems. This is because
both the memory requirement and computational complexity of matrix vector multiplication is
O(N2) where the N is the number of unknowns. To overcome this difficulty, two categories have
been developed. One of the categories is develop the fast algorithm to accelerate the matrix-vector
multiplication in iterative methods, in order to reduce the computational complexity and memory
requirement, such as well-known multilevel fast multipole algorithm (MLFMA) [2] with the com-
plexity of O(N log(N)), adaptive integral method (AIM) [3], IE-FFT [4]. Another category is to
discretize the IE with higher order basis functions to reduce the dimension of the matrix. The higher
order basis function can be also categorized as two kinds, the interpolatory type and hierarchical
type [5–7]. By using the orthogonal Legendre polynomials and modified Legendre polynomials com-
bined with the scaling factor in the hierarchical vector basis function, a well-conditioned matrix is
obtained in [6].

However, the simulation of multi-scale problems with IE method in the real world will lead to
an ill-conditioned dense matrix equation. When the iterative solvers are used to deal with the
matrix equation, the solvers always converge very slowly or even do not converge at all. When
the high order hierarchical vector basis function were used, the convergence will be even worse.
Recently, a novel non-conformal, non-overlapping integral equation domain decomposition method
(IE-DDM) has been developed by Peng et al. [8, 9]. It divides the original domain into many smaller
sub-domains and provides a very effective preconditioner for the multi-scale ill-conditioned dense
matrix. Because the non-conformal property of the IE-DDM, each sub-domain can be meshed
independently.

In these paper, a non-conformal non-overlapping integral equation domain decomposition method
(IE-DDM) with hybrid basis functions is presented to simulate the EM scattering of multi-scale
objects. The high order hierarchical vector basis functions and low order RWG basis functions can
be chosen in different sub-domains based on its local physical and geometrical property.
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2. HYBRID BASIS FUNCTIONS

2.1. High Order Hierarchical Basis Function
As shown in Fig. 1(a), the surface current defined on the higher order hierarchical vector basis
function (HOHV) based on the quadrilateral which were proposed in [6] can be expressed in the
following:

fHO = Jsuâu + Jsvâv (1)
where âu and âv are the covariant unit vectors with âu = ∂~r/∂u and âv = ∂~r/∂v. ~r(u, v) is local
coordinate the position vector corresponding to ~r(x, y, z) on each patch with the −1 ≤ u, v ≤ 1.
The u−directed current can be expanded as:

Jsu =
1

ηS(u, v)

Mu∑

m=0

Nv∑

n=0

bu
mnC̃mPm(u)CnPn(v) (2)

where bu
mn are the unknown coefficients, ηS(u, v) is the Jacobian factor, which is defined as ηS(u, v) =

|âu × âv| and Mu, Nv are the basis order along the current flow direction and transverse direction.
The v-directed current can be also obtained just need to interchange the u and v in (2). Pm(u)
and Pn(v) are the Legendre polynomials, P̃m(u) and P̃n(v) are the modified Legendre polynomials,
which can be defined as:

P̃m(u) =

{1− u, m = 0
1 + u, m = 1
Pm(u)− Pm−2(u), m ≥ 2

(3)

C̃m, Cn are the scaling factor, defined as:

C̃m =

{√
3

4 , m = 0, 1
1
2

√
(2m−3)(2m+1)

(2m−1) , m ≥ 2
(4)

Cn =

√
n +

1
2

(5)

Obviously, (2) will be degenerated to the well-known roof-top basis function, when the order of the
function equals to one. Only this order’s basis function has the nonzero value across the edge of
the adjacent patches.
2.2. RWG Basis Function
As shown in Fig. 1(b), the well-known RWG basis function based on triangular can be expressed
as following:

fRWG =





lmρ+
m/2A+

m, r ∈ T+
m

lmρ−m/2A−m, r ∈ T−m
0, others

(6)

where T+
m and T−m are the adjacent triangles that support the mth RWG basis function, lm is the

length of common edge, A+
m and A−m are the areas of the triangles T+

m and T−m , respectively. ρ+
m

and ρ−m are a vector pointing from a free vertex of triangle T+
m to a point r in to it, and a vector

pointing from a point r in T−m to its free vertex, respectively.

(a) (b)

Figure 1: (a) The high order hierarchical basis function defined on the quadrilateral. (b) The RWG basis
function associated with the m-th edge.
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Figure 2: EM scattering from a PEC object. Figure 3: The notation of the decomposition of the
original PEC object.

(a) (b)

Figure 4: (a) The Geometry and dimension of the simplified ship. (b) Domain partition by using IE-DDM
with hybrid basis functions to solve the EM scatteing of the simplified ship.

3. FORMULATION

Considering the electromagnetic scattering of a PEC object Ω, as shown in Fig. 3. It can be
decomposed into two non-overlapping objects Ω1 and Ω2, as shown in Fig. 4. The HOHV basis
functions fHO based on quadrilateral are used to discrete the current on the surface of Ω1, the RWG
basis functions fRWG are used to discrete the current on on the surface of Ω2. The system matrix
equations can be written as:

[M]x = [b] + [N]x (7)

where

[M] =




AΓ̄1Γ̄1
AΓ̄1Γ

+
1

AΓ+
1 Γ̄1

AΓ+
1 Γ+

1

AΓ−2 Γ−2
AΓ−2 Γ̄2

AΓ̄2Γ
−
2

AΓ̄2Γ̄2


 (8)

The matrix bocks AΓ̄jΓ̄j
,AΓ̄jΓ

+
j
, AΓ+

j Γ̄j
,AΓ+

j Γ+
j
, stand for the self-coupling of each sub-domain

Ωj , j = 1, 2 itself.

[N] =




CΓ̄1Γ
−
2

CΓ̄1Γ̄2

BΓ+
1 Γ̄1

BΓ+
1 Γ+

1
DΓ+

1 Γ−2
DΓ−2 Γ+

1
BΓ−2 Γ−2

BΓ−2 Γ̄2

CΓ̄2Γ̄1
CΓ̄2Γ

+
1


 (9)

b =
[
bΓ̄1

,bΓ+
1
,bΓ−2

,bΓ̄2

]T
(10)

x =
[
JΓ̄1

,JΓ+
1
,JΓ−2

,JΓ̄2

]T
(11)

The matrix blocks CΓ̄1Γ
−
2
, CΓ̄1Γ̄2

, CΓ̄2Γ̄1
,CΓ̄2Γ

+
1

stand for coupling among each sub-domain, and
the DΓ+

1 Γ−2
, DΓ−2 Γ+

1
are the cement matrixes that enforcing the transmission condition.To realize a
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fast solution of Equation (7), a preconditioner is necessary. Here, the inverse of matrix M is used
as the preconditioner, as follows,

M−1 [M−N]x = M−1b (12)

Because it is difficult to calculate the inverse of the matrix M, directly, especially for the electrically
large problem, the inner-outer iteration based on the Krylov subspace method can be used to solve
the equation.

4. NUMERICAL RESULT

In the numerical example, the EM scattering from a simplified PEC ship model is investigated.
The incident plane wave illuminate the model along the negative of the z axis, at 0.6GHz. The
dimension and geometry of the ship is shown in Fig. 4(a). This ship is decomposed into 4 closed sub-
regions, the domain partition of this ship and the mesh of the IE-DDM with hybrid basis functions
are shown in the Fig. 4(b). The second order HOHV basis functions are used in the first sub-region,
the RWG basis functions are used in the other sub-regions. Traditional higher order MoM can also
be used to solve this problem, but because of the multi-scale property of the geometry, it will lead
to an ill-conditioned matrix. The maximum and minimum size of HOHV basis functions are 0.5λ,
0.01λ, if the mesh size less than 0.1λ the first order are used and the others use the second order.
The bistatic RCS for H-H polarization of the IE-DDM with hybrid basis functions compare with
traditional MoM discretized with RWG basis functions are shown in the Fig. 5. Obviously, the
result of the IE-DDM with hybrid basis functions agrees with the result of the MoM discretized
with RWG basis functions. The computational statistics of these three methods are shown in the
Table 1. The GMRES [10] method is used both in the inner and outer iteration, the convergence
tolerance of outer iteration is 0.01, and the convergence tolerance of inner iteration is 0.001.

Figure 5: The result of the ship of IE-DDM with hybrid basis functions compare with the result of MoM
discreted with RWG basis functions.

Table 1: Computational statistics of the ship.

Method Unknowns Mem. (GB) Time Filling/Iteration (hh:mm) Iter. Num.

MoM-RWG 89,739 60 121:00 86

HO-MoM 25,034 4.7 03:00 / 01:07 2420

IEDDM/HBFs 21,421 3.5 02:45 / 00:08 9

5. CONCLUSION

The integral equation domain decomposition method with hybrid basis functions is developed to
solve time harmonic multi-scale EM scattering problems. By using this method, the HOHV basis
and RWG basis can be chosen in different sub-regions and several multi-scale problems can be
solved, successfully.
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Abstract— Left handed materials which have both negative permittivity and permeability,
have been the area of potential research over a decade. This paper elucidates antenna parameter
optimization using Double Negative Group (DNG) Electric SRR, having 19.13 THz as resonant
frequency forming metamaterial array embedded in antenna substrate at high frequency (THz).
Ansoft HFSS has been used to design and analyse the RMPA (Rectangular Microstrip Patch
Antenna) with design frequency 22.5 THz and operating range of 20 THz to 25 THz having FR4
(εr = 4.4) as substrate material. Nicolson Ross Wier (NRW) method has been used to retrieve the
material parameters from transmission and reflection coefficient. Upon incorporation, remarkable
enhancement in parameters is observed whereby bandwidth increases by factor of 3.75, directivity
increases by 5% and front to back lobe ratio improves by 31% with ESRR metamaterial.

1. INTRODUCTION

The past few years have been very eventful with respect to the evolution of the concept and
implementation of ‘left-handed materials (LHMs)’. ‘Metamaterials’ (MTMs) are engineered to
modify the bulk permeability and/or permittivity of the medium [1]. It is realized by placing
periodically, structures that alter the material parameters, with elements of size less than the
wavelength of the incoming electromagnetic wave. It results in “meta” i.e., “altered” behaviour or
behaviour unattainable by natural materials. Slight changes to a repeated unit cell can be used
to tune the effective bulk material properties of a MTM, replacing the need to discover suitable
materials for an application with the ability to design a structure for the desired effect. Examples
of MTMs are single negative materials (SNG) like ε negative (ENG) which have effective negative
permittivity and µ negative (MNG) which have effective negative permeability, and double negative
materials (DNG).

It is worth recalling that negative values of permittivity are inherently bandlimited phenomena
and such a condition can hold only at a certain frequency (accompanied with imaginary part of
permittivity). Frequency for which real part of permittivity hits value ‘ −2’ and infinity condition
goes named as Frohlich frequency [2]. Particle shape has effect on the value of negative permittivity
corresponding to Frohlich resonance. The geometry of negative permittivity particle has a strong
effect on its surface plasmonic properties.

A fresh approach to microwave and optical devices presented itself with the interesting break-
through in the area of MTMs at high frequencies. The need of hour is to optimize the antenna
parameters (gain, bandwidth, directivity) without altering its dimensions, i.e., external control over
antenna parameters using MTM. The software tool HFSS is used because it is a high performance
full wave electromagnetic (EM) field simulator [3].

This paper abridges the design of RMPA with resonant frequency 22.5THz and operating fre-
quency range of 20 THz to 25 THz having FR4 (εr = 4.4) as substrate material in Section 2.
Section 3 describes proposed DNG MTM Electric SRR having negative refraction in the designed
RMPA range. Section 4 elucidates upon their application in antenna parameter optimization by
embedding their array in the middle of the antenna substrate and just below the microstrip rect-
angular patch. Section 5 concludes the paper.

2. RMPA DEISGN

2.1. Design
RMPA, i.e., Rectangular Microstrip Patch Antenna, as the name implies consists of a rectangular
patch over a microstrip substrate. Its major disadvantage is relatively low-impedance bandwidth
which limits the field of application of these antennas. Bandwidth of RMPA can be improved by
several methods available in literature, e.g., use of thick substrates, addition of parasitic patches.
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The implication of such methods will not just increase the complexity of system, but will have
adverse effect on gain of the antenna. Also, such methods involve changes in the parameters of the
designed antenna. This calls for a novel technique to increase the bandwidth of antenna without
altering its paramenters and without much effecting the antenna’s radiation properties. Henceforth,
metamaterial based antennas have been introduced [4].

Transmission Line model represents RMPA as two slots of width, w, and height, h, separated by
transmission line of length, l. Thus, it is a non homogeneous structure made up pf two dielectrics,
i.e., substrate and air. This shows that substrate and air will have different phase velocity and the
dominant mode of propagation will be quasi-TEM. Therefore effective permittivity, εeff , comes into
consideration. There is fringing effect at the edges of patch, due to which the patch appears to be
longer. So, Leff , i.e., effective length is defined which is obtained by adding 2∆l (additional length
∆l due to fringing on each end) to the length obtained by using mathematical design equations [5].
Ground plane has length, lg, and width, wg. The tangential components of electric field are in
phase. Therefore, maximum radiated field is normal to the surface of the structure. However,
normal components of the electric field at the two edges along the width out of phase. Hence, no
radiation in broadside direction.

Microstrip feed using quarter wave transformer has been used for feeding the antenna as calcu-
lated from Equation (7). The input impedance is taken at the base of microstrip feedline and is
referred to 50 Ω. i.e., Zo.

Zqw =
√

Zrmpa ∗ Zo (1)

where the Wqw and Lqw represent the width and length of the quarter wave transformer as calculated
from Zqw, i.e., impedance of quarter wave transformer using txline software by AWR. The operating
frequency range of the RMPA, shown in Figure 1, designed for Electric SRR MTM is from 20 THz
to 25THz with centre frequency 22.5 THz with FR4 (εr = 4.4) as substrate. Constructional details
are shown in Table 1.

Frequency range 20–25THz

Center frequency 22.5THz

εr 4.44

εeff 3.78

h 0.5 µm

w 4.06 µm

Leff 3.43 µm

∆L 0.22 µm

L 2.98 µm

Lg 15 µm

W g 15 µm

Lqw 1.88 µm

W qw 0.15 µm

Lzo 1.76 µm

W zo 0.98 µm

Table 1: Design parameters of RMPA for ESRR MTM. Figure 1: Rectangular microstrip patch antenna.

2.2. Simulation Results
RMPA has been simulated in HFSS. Figure 2 shows the simulation results where S11 is return loss
or reflection coefficient.

Simulation results have been shown in Table 2.
It can be seen that S11 is crossing 10 dB line and VSWR is less than 2. Bandwidth is 0.326 THz,

which is range of frequencies with VSWR < 2.

3. PROPOSED MTM

In 1968, Russian scientist Veselago [6] postulated a negative material and theoretically proved the
phenomenon that a uniform plane-wave followed the left hand rule in a medium with negative
permittivity (ε) and negative permeability (µ). The first work in this direction was by Pendry.
He created a medium consisting of thin wires arranged in a periodic array [7]. These wires acted
as a plasma medium, whereby ε varies with frequency, Pendry next achieved a negative µ with
a periodic array of metallic loops called Split Ring Resonators [8]. In a medium composed of
these rings the permeability, µ, varied with frequency, and could become negative. In 1999, Smith
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Figure 2: (a) Return loss, (b) 3D polar plot, (c) VSWR, (d) radiation pattern in E and H plane of RMPA.

combined the rod and ring materials to finally produce a material with simultaneously negative ε
and µ, a left-handed material [9]. The wire strips affect the ε and the split-ring resonators (SRRs)
alter the µ of the medium thus giving a frequency dependent negative material with both the
parameters negative. The wire medium and the SRRs have certain frequency dependence. The rod
gives negative permittivity, ε, and ring material creates a negative permeability, µ, this combined
rod and ring material gives negative index of refraction.

Electric SRR metamaterial has been proposed behaving as DNG, i.e., Double Negative Group.
Such materials have negative permittivity and negative permeability in the same frequency region.
Thus having negative refraction in the same [10, 11] region. The parameter retrieval, i.e., parameter
extraction using S parameters [12] has been followed using NRW approach to observe the nega-
tive refraction region of MTM. The constructional details along with the curve showing negative
refraction are as under.
3.1. Constructional Details
It is constructionally very simple, and has been designed as per Figure 3(a) with design parameters
specified in Figure 3(b). It forms the LC resonant structure by having capacitance due to the
dielectric gaps and inductance due to the conducting loops [13]. Each unit cell is designed on a
0.5µm thick FR4 substrate with length a = 1.3µm. The thickness of the metal strip is 0.035µm
and is made up of gold.

Parameter
 

Value (in µm) 

 

a 1.3 

b 1.1 

c 0.08 

d 0.04 

e 0.18 

(a) (b)

Figure 3: Electric SRR shaped MTM, (a) unit cell designed in HFSS, (b) constructional details.

3.2. Simulation Results
Ansoft HFSS has been used to simulate the unit cell designed in Figure 3(a) by assigning the
boundaries (E field and H field) and lumped ports (1 and 2). Nicolson Ross Wier method has
been used to calculate the material properties from transmission and reflection coefficients. It can
be observed as in Figure 4(a) that region of negative refraction extends from 19.12 THz.

4. MATHEMATICAL PROOF

Proposed MTM has magnetic properties because of internal inductances and capacitances. It can
be simplified in terms of combinations of C and L. Using transmission line theory (quasi-static
regime), we can draw its equivalent circuit as in Figures 5(a), (b).

The L is the inductance per unit length of the loop and C1 and C2 are the capacitances of the
gap.

The expressions for L and C are given by Equations (2) and (3) as below [11]:

Ls =
2µob

π

[
sinh−1

(
b

c/2

)
− 1

]
(2)

where µ = µo is the vacuum permeability and parameter values can be referred to Figure 4(b).
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Figure 5: (a), (b) Equivalent LC circuit of ESRR.
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Figure 6: Embedding ESRR MTM array inside RMPA substrate, (a) side view, (b) top view.
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Figure 7: (a) Return loss, (b) E and H radiation pattern, (c) 3D polar plot, (d) VSWR.

Therefore, Lm is 2.037× 10−12 H.

C =
εA

d
(3)

where C is the expression for calculating parallel plate capacitance with C1 as capacitance between
the ring and C2 as capacitance in the electric gap of the ring.

Therefore, C1 is 0.0062× 10−15 F and C2 is 0.014× 10−15 F.
Neglecting high frequency losses, magnetic resonance frequency is given by Equation (4)

ωm =

√
1

L · (C1 + C2)
(4)

Thus, magnetic resonance frequency is found out to be 24.8 THz. However, using simulational
study of MTM in Ansoft HFSS, magnetic resonance frequency has been found out to be 19.12 THz.
Thus, net error between simulational and analytical study of Electric SRR is around 23%.

5. ANTENNA PARAMTER OPTIMIZATION

5.1. Design
Antenna is characterized by different parameters, e.g., gain, bandwidth, VSWR, 3 dB beamwidth
in E, H plane, return loss. These parameters have been obtained for RMPA as in Table 2 using
HFSS. Parameter optimization is done by embedding the proposed Electric SRR metamaterial in
middle of substrate in array of 3× 4 elements spaced at 0.4µm from each other and center of the
array coincides with the center of the antenna substrate just below the patch as shown in Figure 6.
5.2. Simulation
Simulation results for MTM array inside RMPA substrate are shown in Figure 7.

Table 3 gives the obtained simulated values of parameters and comparison of ESRR MTM array
RMPA with RMPA without MTM.
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Table 2: Simulation results of RMPA
at 22.5 THz.

Parameters RMPA

S11 (dB) −14.06

VSWR 1.49

Bandwidth (THz) 0.326

H plane gain in dB 5.86

E plane gain in dB 5.86

Peak

directivity (dB)
4

Front to back

lobe ratio
121

Table 3: Simulation and comparison results of ESRR MTM array
embedded in RMPA substrate.

Antenna/

Parameters
RMPA

RMPA

with MTM

Improvement

(approx)

S11 (dB) −14.06 −13.75 −2%

VSWR 1.49 1.2 24%

Bandwidth (THz) 0.33 1.24
3.75 times

increase

H plane gain in dB 5.86 1.92 1/3rd

E plane gain in dB 5.86 1.92 1/3rd

Peak directivity (dB) 4 4.21 5%

Front to back

lobe ratio
121 158.95 31%

6. CONCLUSION

Upon designing and analysing proposed MTM inside RMPA substrate we obtain results as in
Table 3. It can be seen that bandwidth is almost three times with proposed Electric SRR MTM,
directivity has been enhanced by 5%. Thereby,improving Front to back lobe ratio by 31%. However,
gain (S21) is reduced by 33%. Trade off lies in improvement of above antenna parameters over gain
and return loss.
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Abstract— In this paper, we design an elliptical core silicon nanowire embedded spiral photonic
crystal fiber (SN-SPCF) using fully vectorial finite element method. Further, we analyze the
various optical properties, namely, waveguide dispersion, birefringence and effective nonlinearity
by varying the ellipticity for a wide range of wavelengths from 0.450µm to 2.050 µm. The
proposed structure exhibits a high birefringence of 0.74143 for a small ellipticity of 0.3 at a longer
wavelength of 2.05 µm. Besides, we investigate the evolution of supercontinuum generation both
in spectral and temporal domains as a function of ellipticity at 1.550 µm wavelength for an input
pulse of width 100 fs and peak power of 50 W in a fiber of 2 mm length. The numerical results
corroborate that the proposed SN-SPCF provides a wider bandwidth of supercontinuum (600 to
2600 nm) and the findings of this work may be useful in ultrahigh-resolution optical coherence
tomography.

1. INTRODUCTION

In recent times, supercontinuum (SC) generation in photonic crystal fibers (PCF) has attracted
considerable attention because of its wide applications in the fields of the optical communica-
tions, optical coherence tomography (OCT), optical metrology, time resolved absorption and spec-
troscopy [1–3]. Photonic crystal fibers are ideal media for SC as the desired dispersion can be
achieved to help generate supercontinuum for a specific wavelength. By this way, it is possible to
convert a light of fixed wavelength into both longer and shorter wavelengths around the operat-
ing wavelength. The basic requirements for the generation of broadband continuum are anomalous
group velocity dispersion (GVD) with a small third order dispersion (TOD) and a high nonlinearity
at the operating wavelength [4].

Recently, the generation of SC in photonic nanowires (PhNs) has received significant interest
because of their unique properties and wide range of applications [5]. The dielectric waveguides
with a nanocore diameter exhibit a remarkably strong field confinement, enhanced light-matter
interactions and strong control over linear and nonlinear optical properties. When a nanowire
made of silicon is embedded into a photonic crystal fiber, the resulting structure is referred to as
a silicon nanowire embedded photonic crystal fiber (SN-PCF) wherein the core diameter is lesser
than the operating wavelength [6, 7]. This SN-PCF provides the enhanced linear and nonlinear
optical properties and hence, it has attracted considerable interest in the recent past. Thus, with
this special nanowire, it is possible to generate supercontinuum within a short length of fiber with
less input power.

The motivation for choosing a novel biomimetic spiral structure PCF stems from a myriad
of possible applications in nonlinear optics, especially, in SCG and pulse compression with the
properties of high nonlinearity assisted by tunable dispersion [8]. The main advantages of the
spiral PCF are the improved field confinement and the less air filling fraction in comparison to
conventional PCF. Here, we report the supercontinuum of bandwidth wider than 1500 nm with less
input peak power (50 W) using a short piece (2 mm) of SN-PCF.

In this work, we design a silicon nanowire embedded spiral photonic crystal fiber (SN-SPCF)
with elliptical nanocore for generating supercontinuum with the requirements mentioned above.
The paper is laid out as follows. In Section 2, we present the design analysis of the proposed
structure. In Section 3, we study the optical properties of the fundamental mode, namely, the group
velocity dispersion (GVD), third order dispersion (TOD), birefringence and effective nonlinearity
by varying the ellipticity of SN-SPCF. Further, we investigate the evolution of SC in both spectral
and temporal domains at 1.550µm wavelength in Section 4. Finally, we summarize the findings in
Section 5.
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2. DESIGN OF THE PROPOSED SN-SPCF

The schematic cross section of the proposed SN-SPCF is as shown in Fig. 1(a). It is composed of
circular air holes in the cladding arranged in a spiral array and an elliptical defected core, with a and
b being the major and the minor axes diameters, respectively. Generally hybrid waveguides have
been fabricated by means of the pressure-cell filling technique, splice-filling technique and direct
fiber drawing technique [9]. In the proposed structure, the outer cladding air hole distribution is
composed of 9 spiral arms each containing 5 air holes. In each spiral arm, the first air hole is at
a distance of r0 = 1.2µm from the center and each successive air holes are placed at an angular
displacement of θ. The distance of the nth air hole of that spiral arm is rn = rn−1 +(0.8×dh) with
an angular displacement of θn = 360◦/(n ×N) from the previous hole of the spiral arm. Here, N
is the total number of spiral arms and dh (= 600 nm) is the diameter of the air hole in each arm.

We study the optical properties of the fundamental mode by increasing the ellipticity (b/a)
value by keeping a constant and by varying b as a function of the wavelength from 0.450µm to
2.050µm. We fix the major core diameter as a = 550 nm and slightly increase the ellipticity (b/a)
from 0.3 to 0.7 in steps of 0.1. At this juncture, we point out that this range of ellipticity (b/a)
results in a dimension comparable to that of the diameter of the nanowire, i.e., less than 1µm [10].
In the simulation, we fix the diameter of the air-holes in the cladding to be higher than the major
core diameter a to meet with the requirements of SC generation. The electric field distribution of
the x-polarized fundamental mode for SN-SPCF with the parameter of b/a being 0.5 at 1.55µm
wavelength is as shown in Fig. 1(b).

3. LINEAR PROPERTIES

In this section, we delineate the important linear effects, namely, second and third order dispersions
and birefringence. It is known that the dispersion does depend on both operating wavelength and
the nanocore diameter. The core diameter dependent GVD and TOD of the x-polarized mode have

(a) (b)

Figure 1: (a) Geometrical structure and (b) mode field distribution of the proposed SN-SPCF with an
ellipticity of 0.7.

(a) (b)

Figure 2: (a) Group velocity dispersion and (b) third order dispersion of the proposed SN-SPCF for various
ellipticity.
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been determined from the second and third derivatives of the computed neff . The variations of
GVD and TOD of the x-polarized mode over the entire wavelength for various ellipticity are as
shown in Figs. 2(a) and (b).

From Fig. 2(a), it is clear that the SN-SPCF exhibits anomalous GVD for all ellipticity at a
chosen wavelength as the field distribution inside the elliptical nanocore increases gradually towards
the cladding region. Upon increasing the wavelength, the GVD value increases on the negative side
as a result of less confinement within the core and the same trend is observed for all ellipticity
values. We achieve a less anomalous GVD of −0.0265 ps2/m for an ellipticity of 0.7 at 0.450µm
wavelength. We find almost a flattened TOD up to 1.050µm wavelength for all ellipticity values.
It is noticed that for further increase in wavelength, the TOD increases slowly. We report a less
value of TOD as 0.018 × 10−3 ps3/m at 0.450µm wavelength for 0.7 ellipticity. Next, we turn to
compute the birefringence for the proposed fiber. The SN-SPCF exhibits a high birefringence of
0.4017 for 0.3 ellipticity at 1.55µm wavelength, which is two to three orders of magnitude higher
than that of the elliptical PCF (1.94× 10−2) and conventional elliptical-hole PCF (4.91× 10−3) at
1.55µm [11, 12].

4. NONLINEAR PROPERTY

Due to the small core diameter and high nonlinear index coefficient of silicon (4×10−18 m2/W), the
SN-SPCF exhibits tight light confinement compared to that of the conventional PCF. The variations
of the effective nonlinearity (γV ) against wavelength of the fundamental mode for various ellipticity
values are depicted in Fig. 3. The small core ellipticity exhibits tight mode confinement and very
high nonlinearity (1908 W−1m−1) at 0.450µm wavelength compared to other ellipticity fibers.

Figure 3: Variation of effective nonlinearity of the SN-SPCF for different ellipticity.

5. SIMULATION OF SUPERCONTINUUM GENERATION

To investigate the generation of SC in SN-SPCF, we employ the modified nonlinear Schrödinger
equation in which the loss (α ≈ 0 and αf ≈ 0), higher order dispersion (β2 and β3), nonlinear
response function (R(T − τ)) and γV can be expressed in time domain as follows [13],

∂A

∂z
= −1

2

(
α + αf

)
A− i

2
β2

∂2A

∂T 2
+

β3

6
∂3A

∂T 3
+ iγV

[
1 +

ω

ω0

]
A

∫ ∞

−∞

[
R(T − τ)|A|2]dτ (1)

where, A(z, T ) is the field envelope. R(t) is defined by [13], R(t) = (1 − fR)δ(t) + fRhR(t),
with fractional Raman contribution fR = 0.043. The delayed Raman response hR(t) of silicon is
expressed as: hR(t) = Ω2

Rτ1 exp(−T
τ2

) sin( T
τ1

), where τ1 = 10 fs and τ2 = 3 ps correspond to the
Raman shift and Raman gain spectrum, respectively. The pulse propagation in SN-SPCF is solved
by symmetrized split-step Fourier method [14].

We consider the input soliton order, N , having an envelope field expression given by [15]:
A(0, t) = N

√
P0sech[ t

T0
], where P0 is the peak power and T0 is the input soliton duration defined

as TFWHM/1.763. The soliton order of the input pulse N [=
√

T 2
0 P0γ
β2

] is determined by both pulse
and fiber parameters.
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(a) (b)

Figure 4: (a) Spectral, temporal evolution and (b) spectral intensity of supercontinuum pulse for 50W power
of different ellipticity at 1.550 µm wavelength.

We consider the propagation of a hyperbolic secant pulse of width 100 fs with a peak power of
50W in a short piece of fiber (2 mm). Figs. 4(a) and (b) represent the evolution of the waveforms
and their spectral components at 1.550µm wavelength. As can be seen in Fig. 4, a relatively wider
SC spectrum (600 to 2600 nm) is observed due to the combined action of self-phase modulation,
Raman effect and soliton fission.

6. CONCLUSION

In this paper, we have proposed an elliptical silicon nanowire embedded spiral photonic crystal
fiber and studied the optical properties using a fully-vectorial finite element method. We have
numerically investigated the supercontinuum generation using a short piece (2mm) of SN-SPCF at
an operating wavelength of 1.55µm with a less input power of 50W for the input pulse of 100 fs.
Further, we have been able to achieve a wider bandwidth of 2000 nm. We are of the opinion that
the proposed SN-SPCF would turn out to be a right candidate for the precise measurement of
optical frequencies, high resolution noninvasive medical imaging (optical coherence tomography),
atomic spectroscopy and telecommunication wavelength division multiplexing.
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Abstract— The electrical resonance in Square shaped planar THz Split Ring Resonators (Sq-
SRR) is observed at all polarizations of the incident wave. This resonance has been conventionally
attributed to dipole oscillations in the arms parallel to the incident E -field (vertical arm), while
neglecting the effect of arm perpendicular to the incident E -field (horizontal arm) that has been
described in the past as the cut-wire approximation. In order to study the effect of horizontal
arm on electrical resonance, several geometrical modifications of SqSRR consisting of identical
vertical arms with varying horizontal arm lengths, were designed, fabricated and characterized
at frequencies from 0.1 to 0.3THz, at normal incidence. Contrary to the cut wire approximation,
significant shift in electrical resonance frequency was observed with varying horizontal arm lengths
of SqSRR. The presented experimental results and analysis based on the surface current profile
in these structures, indicate the necessity to include the effect of horizontal arm in design of
SqSRR. The shifts in plasma frequency with variation in horizontal arm length is explained
as dilution of the effective electron density of the vertical arm. Simple modification in existing
models for plasma frequency and electrical resonance frequency is proposed to consider the effect
of horizontal arm lengths. Experimental and simulated results were found to be in good agreement
with the proposed model.

1. INTRODUCTION

The first experimental demonstration of negative index material was achieved at microwave fre-
quency by using periodic arrangement of circular Split Ring Resonator (SRR) structures (for
negative effective relative permeability (µr)) and thin metallic wires (for negative effective rela-
tive permittivity (εr)) in alternating layers [1]. Since the first experimental demonstration, several
efforts have been made to increase the operating frequency of SRR by reduction of size or by mod-
ification of shapes of SRR or both [2–5]. Among these structures, square shaped SRR (SqSRR) is
one of the popular geometries because of the ease in micro and nanoscale fabrication of Cartesian
structures [2–5]. However, apart from the magnetic resonance, SqSRR also exhibit an electrical
resonance in all the orientations [3, 6]. This resonance is attributed to oscillatory current in the
vertical arm and generally referred to as the cut-wire approximation of SqSRR [3, 6]. To the best
of our knowledge, thus far, in the cut-wire approximation, the effect of horizontal arms has always
been neglected. In this work, we have designed, fabricated and characterized several modifications
of planar SqSRR to experimentally investigate the effect of horizontal arm length on electrical
resonance for frequencies from 0.1 to 0.3THz at normal incidence. We show that, though in elec-
trical resonance the vertical arms play dominant role, effect of horizontal arm length can not be
neglected. We have also provided a simple modification factor in the analytical expression of the
plasma frequency (fp = ωp/2π) given in [7] and electrical resonance frequency (f0) given in [8] to
explain the blue shift in electrical resonance with decrease in horizontal arm length. The modified
analytical models were found to be in good agreement with experimental and simulated frequency
of minimal transmission fm. These results provide a better insight into the electrical resonance
and will be helpful in designing SqSRR based filters in THz frequencies (0.1 to 10THz) [9] for
applications like sensing, security systems, imaging, explosive detection [10–12], etc..

2. METHODOLOGY

The geometrical parameters of SqSRR exhibiting resonances in THz region were determined by
commercial full wave Maxwell’s equation solver [13]. The top view of the unit cell along with opti-
mized geometrical parameters of SqSRR suitable for the experimental setup is shown in Fig. 1(a).
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The boundary conditions of unit cell used in simulation to maintain the incident polarization (shown
by red arrows in Fig. 1(a)) are same as mentioned in [14]. The refractive index of glass substrate
at frequencies ranging from 0.1 THz to 0.3THz was taken as 2.45 [15]. SqSRR was defined using
120 nm thick gold layer with a conductivity of 58× 106 S/m [16].

(a)

(b)

(c)

Figure 1: (a) Top view of unit cell along with incident wave polarization (shown in red arrows). Geometrical
parameters are: unit cell length L = 288 µm, metal arm length l = 280 µm, arm width w = 36 µm, slit width
g = 8 µm, metal thickness t = 120 nm, substrate thickness tsub = 180 µm. (b) Micro graphs of some of the
fabricated structures. Common scale is shown in the last micro graph. (c) Schematic of the characterization
setup.

Structures corresponding to optimized geometrical dimensions were fabricated on ≈ 18mm ×
18mm× 180µm glass substrate. A 20 mm thick Cr layer for adhesion followed by a 120mm thick
Au layer was deposited using electron beam evaporation at 100◦C. The deposited Cr/Au layers
were patterned using UV photolithography technique followed by wet etching to obtain the final
structures. The top views of some of the fabricated structures are shown in Fig. 1(b).

A Continuous-WaveTHz transmitter/receiver arrangement (Toptica Photonics AG) was used to
obtain transmission characteristics of fabricated structures. The schematic of the characterization
setup is shown in Fig. 1(c). The obtained photocurrents were normalized w.r.t. the photocurrents
of a bare glass wafer of same thickness.

3. RESULTS AND DISCUSSION

Experimental transmission characteristics of Closed Ring (CR) and SqSRR from 0.1 THz to 0.3 THz
shows a single dip in transmission occuring at ≈ 0.162THz and ≈ 0.164THz respectively, as shown
in Fig. 2(a). In order to establish the exact mechanism of resonance, the instantaneous surface
current density of CR and SqSRR were calculated at fm (shown in Fig. 2(b)). It can be seen
that, the surface current density in vertical arms are oscillatory in nature, going from bottom to
top as shown (or bottom to top depending on the phase of incident E -field, not shown in Figure).
In literature, this current has been attributed to dipole oscillation of electrons of vertical arm, in
presence of incident E -field. The corresponding resonance is termed as the electrical resonance,
as this resonance is due to coupling of incident E -field with structures under study. In earlier
reports, only vertical arms were considered to be participating in electrical resonance, therefore the
electrical response of CR and SqSRR were approximated to be equivalent to a cut-wire geometry
as shown in Fig. 2(c). But, on meticulously analyzing the instantaneous surface current densities
of CR and SqSRR (shown in Fig. 2(b)), the electrons seem to be moving into horizontal arm from
the bottom extrema of vertical arms and out of horizontal arm at top extrema of vertical arms. The
possible reason for this current can be the movement of electrons in horizontal arms in response of
the creation of a potential gradient along horizontal arms due to momentary charge accumulation
in the vertical arms at the top and bottom (as shown in Fig. 2(d)). This movement of electrons
reduces the net concentration of charges accumulated in vertical arms.



1214 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

(a)

(b)

(c)

(d)

Figure 2: (a) Experimental transmission characteristics of CR and SqSRR. (b) Instantaneous surface
current profile of CR and SqSRR at frequency of minimum transmission fm. Polarization of incident EM
waves is given in red color arrows. (c) Conventional Cut-wire approximation. (d) Modified model after
taking horizontal arm into consideration. Accumulated charges at tip of vertical arm will be diluted be due
to presence of surface current in horizontal arm.

The simulated transmission characteristics of SqSRR with decreasing horizontal arm length,
shown in Fig. 3(a), shows the significant blue sift in resonance frequency, i.e., moving from closed
ring to vertical stripes. To understand the physical phenomenon behind this blue shift, we started
with the plasma frequency expression (ωp) for periodic structures of thin wires given in [7] by
Eq. (1).

ω2
p =

neff e2

ε0meff
(1)

where neff is effective electron density in a unit cell, e is charge of electron, meff is effective mass
of electron and ε0 is permittivity of free space. In case of SqSRR, if the effect of the horizontal
arms are neglected, the effective electron density neff can be given as,

neff = 2× n
lw

L2
(2)

where n is electron density in bulk medium, l is length, w is width and L is lattice constant (refer
to Fig. 1(a)). The factor of 2 comes in the equation due to the presence of 2 vertical arms that are
symmetric about the vertical axis. In this study, all SqSRR structures considered were symmetric
about vertical axis and asymmetric modifications even though possible are not considered for sim-
plicity. If the effect of horizontal arms are considered, neff will decrease due to flow of accumulated
charges from vertical arms into the horizontal arms. In Eq. (1), meff is assumed to be constant
for all the variation of horizontal arms, as in all cases, the surface current densities in vertical arms
are of the same order. Due to the vertical symmetry, let us consider only the left half of the unit
cell. Now, assuming uniform distribution of electrons over the entire length of metal in the left
half of the unit cell (as electron will quickly redistribute along horizontal arm to nullify potential
gradient), the effective metal length on left half of unit cell can be rewritten as
Effective Metal Length = Vertical Arm length + Top Horizontal Arm Extension + Bottom Hori-
zontal Arm Extension

Each horizontal arm extension =
l

2
− w − g

2
Effective Metal Length = 2l − 2w − g

Now, the effective electron density will be reduced and let it be denoted by (neff modified
).

neff modified
= neff × l

(2l − 2w − g)
(3)
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where g is gap width. In case of vertical stripes (cut-wire), the above modification will reduce
to Eq. (2). On substituting Eq. (3) in Eq. (1) and representing it in terms of cut-wire plasma
frequency we get,

ω2
pmodified

= ω2
cutwire

l

(2l − 2w − g)
(4)

where,

ω2
cutwire =

neff e2

ε0meff
. (5)

Also due to finite length of vertical arm, εr is negative between f0 and fp [8]. This lower cut-off
frequency (f0) has been empirically derived in [8] as,

f0 = [clight/
√

2πl]× [a0ln(l/∆) + a1]−1/2 (6)

where clight is speed of light in vacuum, ∆ is separation between vertical arm of adjacent unit cells,
a0 and a1 are fitting parameters. Since, we have assumed uniform distribution of electrons over the
entire length of metal, l in the above expression can be modified as,

f0modified
= [clight/

√
2π(2l − 2w − g)]× [a0ln((2l − 2w − g)/∆) + a1]−1/2 (7)

In order to experimentally validate the effect of horizontal arm length, several SqSRR structures
with varying horizontal arm length were fabricated and characterized. Variation of modified plasma
frequency (fpmodified

= ωpmodified
/2π), modified resonant frequency(f0modified

), fm after normalizing
w.r.t. their cut-wire response as function of horizontal length are plotted in Fig. 3(b). It can be
seen that they are in good agreement. Mismatch between experimental and simulated results is
attributed to the difference in material constants and fabrication tolerances.

Same concept can be extended to explain the origin of negative epsilon in case of EEMR [17].
Due to asymmetry along the direction of external E -field, at EEMR the charge gradient in one
arm dominates over other, thus giving raise to circulating current.This circulating current leads
to the distribution of effective electrons over the complete circumference of SqSRR, resulting in
substantial reduction of plasma frequency.

(a) (b)

Figure 3: (a) Simulation showing blue shift in normalized transmission spectra with decrease in length of
horizontal arm. Red color and Blue color transmission spectra corresponds to CR and vertical strips re-
spectively. (b) Normalized modified plasma frequency (fpmodified

), electrical resonance frequency (f0modified
)

and the corresponding transmission (fm) versus length of horizontal arm. These frequencies are normalized
w.r.t. the corresponding cut-wire response.

4. CONCLUSION

We have investigated the effect of horizontal arm length on electrical resonance. We showed that,
contrary to conventional cut-wire approximation, the horizontal arm plays a significant role in
determining the electrical resonance by providing path for flowing of momentarily accumulated
charges at ends of the vertical arm into horizontal arm. We modelled this effect, assuming uniform
distribution of electrons over the entire length of metal and found it to be in good agreement with
simulated and experimental results. These results will be helpful in better designing of SqSRR for
various applications like filters, sensors, etc. in THz frequencies.
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Abstract— We investigated the functionalization of photonic crystals slabs with aptamers for
the label-free detection of biomolecules. Photonic crystal slabs are slab waveguides with a periodic
nanostructure that supports quasi guided modes coupling to far field radiation. Measurements
were performed with light at normal incidence to the photonic crystal slab. The influence of the
nanostructure duty cycle as well as the high index layer thickness is investigated for the surface
and the bulk sensitivity. Nanoimprint lithography with subsequent deposition of a high index
layer and biofunctionlization is presented as one approach for fabricating photonic crystal slab
biosensors. In comparison photonic crystal slabs fabricated by injection-molding are considered.
Oblique angle layer deposition is introduced as a means to achieve structured high index layers.
Results obtained with wavelength dependent measurements are compared to simple intensity
measurements in a particular wavelength range. Both methods are applicable for label-free
detection. In a spectrometer-free setup we measured the binding kinetics of a 250 nM solution of
the protein thrombin to the photonic crystal surface functionalized with aptamers.

1. INTRODUCTION

Label-free and compact biosensors get more and more in focus for point-of-care applications. Typ-
ically, they consist of a selective biological recognition component (receptor) connected directly
with the transducer [1, 2]. The transducer transforms the binding kinetics into a detectable sig-
nal. Depending on the type of transducer the signal can be detected by, e.g., an electrochemical,
colorimetric, or optical read-out system [3–5]. Using photonic crystal slabs (PCS) as the base plat-
form for biosensors a label-free, sensitive, compact and cost-efficient system may be realized [6–8].
PCS are waveguides with a periodic nanostructure in a high refractive index material. Due to the
nanostructure quasi guided modes form and may couple to far-field radiation. These modes can
be excited in transmission as well as in reflection measurements and are the origin of guided mode
resonances (GMR) in the optical spectrum. The quasi guided modes in the high-index layer have an
evanescent fraction propagating above the PCS surface. This evanescent fraction interacts with the
sample volume close to the PCS surface and produces a shift in the spectrum of the GMR caused by
a refractive index change due to a mass change on the surface. By functionalizing the surface with,
e.g., aptamers the protein binding kinetics results in a wavelength shift of the GMR, which may
be tracked in real time with an optical read-out system [11–13]. Especially the sensitivity of the
PCS to mass changes on its surface is an important factor in realizing sensitive protein detection
in the pM range. Thus, in the design of PCS for protein binding the sensitivity to small refractive
index changes in a thin layer above the surface needs to be optimized. This “surface sensitivity”
requires a different optimal structure compared to the bulk sensitivity. Therefore, we investigated
the influence of the duty cycle of the nanostructure as well as the influence of the high refractive
index layer thickness. Additionally, a new approach to optimize the surface sensitivity is given by
structuring the high refractive index layer using oblique angle deposition. Finally, we demonstrate
label-free detection of 250 nM thrombin with our sensor using first a spectrometer based and then
a compact camera based measuring setup.

2. FABRICATION OF PHOTONIC CRYSTAL SLABS

We realized photonic crystal slabs via UV nanoimprint lithography. First, the nanostructure is
transferred from a glass master into a stamp consisting of polydimethylsiloxane (PDMS). Sylgard
184 and Curing Agent (DOW Corning) were mixed in a ratio of 8 : 1 for 15 minutes in a mixing
tube (IKA). Then the PDMS is poured over the glass master placed within a teflon adapter. This
is followed by a 15-minute evacuation inside a vacuum chamber to remove all bubbles from the
PDMS. Afterwards, the PDMS is hardened in an oven at 130◦C for 20 minutes. When the PDMS
is hardened, it is cut out of the adapter and is pulled off the glass master. The glass master and
thus the fabricated PCS have a period Λ = 400 nm, a structure depth t = 150 nm, and a duty cycle
of 40 : 60.

For sample fabrication 25× 25mm2 glass substrates with a thickness of 1mm were cleaned with
acetone and isopropanol for 15 minutes each in an ultrasonic bath and then were dehydrated on
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a hotplate at 160◦C for 10minutes. After dehydration the glass substrates are cooled down for
2 minutes before 150µl of Amoprime (AMO GmbH ) are spin coated for 30 seconds at 3000 rpm
onto the substrates to generate a 200-nm adhesive layer. Thereafter, the substrates were baked
on a hotplate for 2 minutes at 115◦C und cooled down for another 2 minutes. Now 150µl of the
photoresist Amonil (AMO GmbH ) are spin coated with the same parameters as used before. To
transfer the nanostructure into the photoresist the PDMS stamp is pressed carefully into the resist
and the resist is hardened for 1 minute with a UV halogen lamp with the stamp on top. After
that the PDMS stamp was pulled off the resist layer and the high refractive index layer of silicon
monoxide (SiOx) was deposited by thermal evaporation. By positioning the substrates at different
oblique angles we achieved angle-dependent deposition layers [10].

Another way to fabricate PCS is to use injection molding for nanostructured nickel mold repli-
cation and sputtering for the high refractive index layer. As described in detail in [9] a process has
been demonstrated, in which the nanostructured nickel mold master was assembled to an adapter
und positioned into a two-part injection-molding tool. 245◦C hot PMMA was injected into a down
to 0.4 mbar evacuated and 135◦C warm injection molding tool. After cooling down to 45◦C the
molding tool was opened and the nanostructured PMMA was baked once again avoiding unwanted
polarization rotation caused possibly by residual mechanical stress inside the material. In the last
fabrication step the nanostructured PMMA was deposited with tantalum pentoxide (Ta2O5) via
reactive sputtering.

3. DESIGN OPTIMIZATION

3.1. Duty Cycle and Layer Thickness

Sensitivity measurements were performed by evaluating transmission spectra. The PCS was placed
on a microscope plate between two crossed polarization filters as described in [9]. The halogen
lamp of the microscope was used as excitation source. In this measurement configuration only light
interacting with the quasi-guided modes is transferred to the objective of the microscope, which is
coupled to a spectrometer. The surface of the PCS was covered sequentially with two liquids with
two different refractive indices to determine the bulk sensitivity. Changing the refractive index
(∆n) from n = 1.33 (water) to n = 1.38 (glycerol-water-solution) above the PCS surface results in
a shift (∆λ) of the guided mode resonance (GMR) detectable with a spectrometer. To calculate
the bulk sensitivity ∆n/∆λ the shift of the resonance with the highest intensity was tracked.

For determining the surface sensitivity we first measured the GMR with water as the surrounding
medium. Then we evaporated a 25 nm thick lithium fluoride (LiF) layer with a refractive index of
n = 1.39 on top of the fabricated PCS and repeated the measurement. The surface sensitivity was
then calculated by comparing both resonance wavelengths and dividing the resonance shift by the
refractive index difference of water and LiF.

With these characterization methods and using the PCS fabricated with the injection-mold
process we investigated the influence of the duty cycle and the layer thickness on the bulk as well
as on the surface sensitivity. The bulk sensitivities range from 31.5 nm/RIU (RIU = refractive
index unit) for a duty cycle of 0.2 and a high-index layer thickness of 301 nm to 138 nm/RIU for
a duty cycle of 0.7 and a high-index layer thickness of 99 nm. This is a 4.38 fold enhancement.
As Figure 1 shows, a high refractive index layer thickness of 99 nm causes a maximum for both
sensitivities. But comparing the results of the duty cycle the maximum of the surface sensitivity
is obtained for a duty cycle of 0.5 whereas a duty cycle of 0.7 causes a maximum for the bulk
sensitivity. As shown by Nazirizadeh et al. [8], the mode is pulled up to the analyte area until it
passes a state, where it has a maximum interaction area with the surface of the nanostructure.
This may explain the differing behavior of the surface sensitivity.

3.2. Oblique Angle Deposition

Another approach to enhance the surface sensitivity is to structure the high refractive index layer
additionally by oblique angle deposition. Here, we used first the finite difference time domain
(FDTD) to simulate the behavior of the surface and bulk sensitivities corresponding to various
deposition angles. In the simulations the sensitivities are calculated for the cases described in the
last section. In Figure 2 the bulk (a) and the surface (b) sensitivities are plotted as a function of
the high-index layer thickness and the deposition angle. The maximum of 93 nm/RIU for the bulk
sensitivity at a deposition angle of 0◦ is obtained for a layer thickness of 125 nm. Changing the
deposition angle to be 10◦ causes an improvement of 7% for the bulk sensitivity keeping the layer
thickness constant. In contrast, for the surface sensitivity the maximum value of 58 nm/RIU for a



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1219

(a) (b)

Figure 1: Results of (a) bulk and (b) surface sensitivity mea-
surements as a function of duty cycle and layer thickness.

Figure 2: Simulation results of (a) bulk
and (b) surface sensitivity as a function
of layer thickness and deposition angle.

layer thickness of 135 nm and a deposition angle of 10◦. This corresponds to a 16% enhancement
compared to the normal incidence deposition. For the bulk sensitivity the simulated results were
confirmed with experimental results as shown in [10].

4. PHOTONIC CRYSTALS AS BIOSENSORS

4.1. Protein Detection with Spectrometer

First, we functionalized the surface of PCS fabricated via nanoimprint lithography with thrombin
binding aptamers [10]. We tested the PCS sensor within a fluid cell by evaluating the resonance
wavelength shift during thrombin binding with a spectrometer setup. We use the same spectrometer
setup as described in chapter III. A. For Figure 3 the peak wavelength of the GMR was tracked over
time. To generate a baseline a neutral tris-HCl-buffer (pH 7.4) is filled inside the fluid cell. After
10 minutes the pure buffer is replaced by a 250 nM thrombin-buffer solution. Due to thrombin
association to the surface of the PCS the wavelength increases until all aptamers are saturated
with thrombin. Washing again with pure buffer the unbound thrombin is washed away and the
wavelength decreases a bit. Regeneration of the sensor was achieved by replacing the pure buffer
with slightly acid buffer. This caused a different folding of the aptamers and therefore a dissociation
of the bound thrombin. As shown we can repeat this measuring sequence with nearly the same
results. The association, dissociation, and regeneration kinetics of 250 nM thrombin are clearly
visible in the wavelength shift of the GMR.

Figure 3: Resonance wavelength shift resulting from association, dissociation and regeneration kinetics of
250 nM thrombin solution.

4.2. Protein Detection without Spectrometer

Next we investigated a measurement configuration without a spectrometer. This spectrometer-free
setup is particularly promising for parallel detection of many functionalized spots with a camera.
The wavelength shift is transformed into an intensity change using a colored light emitting diode
(LED) as excitation source and again crossed polarization filters. The resulting intensity change
may be observed with a simple CMOS sensor of a camera [12] or a photodiode [13].
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Figure 4: Association, dissociation and regeneration kinetics of 250 nM thrombin solution observed without
spectrometer.

Initially, the thrombin detection was repeated with the same measuring sequence mentioned
before using the camera setup. Figure 4 shows the intensity values corresponding also to the
association, dissociation and regeneration kinetics. The wavelength increase results in an intensity
reduction and the wavelength decrease in an intensity increase.

5. CONCLUSION

We investigated different design possibilities to improve the sensitivity of a PCS biosensor. By
varying the duty cycle and the layer thickness of the PCS we identified a duty cycle of 0.5 and a
layer thickness of 99 nm as optimal values for a high surface sensitivity. Depositing the high-index
layer with the substrates tilted to 10◦ improves the surface sensitivity additionally. Furthermore,
a label-free detection of 250 nM thrombin was demonstrated with a spectrometer setup as well as
with a compact and spectrometer-free camera setup. Particularly the camera-based configuration
has a high miniaturization potential paving the way towards smartphone biosensing. This approach
is promising for mobile biosensors applicable, for example, for home diagnostics.
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Polymer-based Two Dimensional Photonic Crystal for Biosensing
Application

Tatsuro Endo
Department of Applied Chemistry, Osaka Prefecture University, Osaka, Japan

Abstract— We experimentally demonstrate an ultra-sensitive and polymer-based two-dimensional
photonic crystal (2D-PhC) cavity optical sensor. The device was fabricated with polymer on sil-
icon substrate by using electron beam lithography (EBL) and operated near its resonance at
532 nm. Using 2D-PhC cavity optical sensor, reflection intensity was 60 times higher than with-
out cavity. In addition, coating the sensor surface using layer-by-layer (LbL) assembly method-
ology by deposition of cationic (poly(sodium 4-styrenesulfonate)) and anionic (poly(allylamine
hydrochloride)) layers for produces a different reflection intensity change. By deposition of LbL
layers using 2D-PhC cavity optical sensor, reflection intensity was decreased systematically and
high sensitively (at least 1 layer (thickness: 2 nm [1])). Furthermore, using this optical sensor,
high sensitive detection of DNA hybridization could be achieved.

1. INTRODUCTION

PhCs are an attractive sensing platform because PhC provide strong light confinement which de-
pend on the size and periodicity. In addition, optical response of PhCs are sensitive to surrounding
refractive index changes. Hence, using PhCs, we have been developed polymer-based high sensitive
biosensors that utilize the detection of surrounding refractive index change by the antigen-antibody
reaction [2]. However, to develop the more sensitive PhC-based label-free biosensor, investigation
on the PhC design is significant challenge.

PhCs can be designed to localize the electric field in the low refractive index region (e.g., air gap),
which makes the sensors extremely sensitive to a small refractive index change. By introducing a
point cavity into a PhC, defect states can be pulled down from the air band or up from the substrate
band [3]. The corresponding optical spectrum shows narrow reflection peaks inside the photonic
band gap (PBG), whose precise position is determined by the refractive index of the gap (Fig. 1).
Thus, the presence of molecules inside the gaps can be detected by monitoring a large reflection
intensity change. In this study, we designed a 2D-PhC cavity optical sensor that is capable of
monitoring of surrounding refractive index change on the gap walls.

Based on these back grounds, we tried to design and fabricate the polymer-based two-dimensional
photonic crystal (2D-PhC) cavity optical sensor for biosensing applications By using polymers for
fabrication of 2D-PhC, biosensor will be realized by using more simplified fabrication techniques
such as a nanoimprint lithography (NIL). In addition, based on the optical characteristics of poly-
mers, PBG will be formed in the visible region. As a result, using this polymer-based 2D-PhC for
biosensing application, sensor system can be established using cost effective optical set up.

Figure 1: Schematic illustration of 2D-PhC cavity optical sensor. By introducing a point cavity into a PhC,
reflection light will be drastically changed by the surrounding refractive index change.

2. EXPERIMENTS AND RESULTS

For the fabrication of the polymer-based 2D-PhC cavity optical sensor, negative tone electron
beam resist (NEB22) was coated (thickness: 400 nm) onto the silicon substrate. The triangular
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configurated pillar array 2D-PhC cavity patterns (pillar diameter: 168 nm, pitch: 112 nm) were
prepared on the electron beam resist-coated silicon substrate using EBL (Fig. 2). To investigate
the sensing performance using EBL patterned 2D-PhC cavity, a LbL assembly methodology for
deposition of cationic and anionic layers by electrostatic interaction for changing of the surrounding
refractive index (Fig. 3), and the reflection intensity change by the irradiation of green laser (532 nm,
1mW) was employed.

The 2D-PhC cavity was applied to evaluate the sensitivity, higher reflection intensity than similar
design without cavity could be observed (Fig. 4). Using the 2D-PhC cavity, detection of LbL layers
and the detectable number of layers was investigated. By deposition of LbL layers, reflection peak
intensity was drastically decreased (Fig. 5). Result from the comparison of sensing performance
using 2D-PhC which has reflection peak wavelength according to the Bragg reflection by calculating
the changing ratio defined by reflection intensity (after deposition)/reflection intensity (bare 2D-
PhC), 2D-PhC cavity could detect the extremely low number of LbL layer systematically.

In addition, 2D-PhC cavity was applied to detect the DNA hybridization. The probe DNA for
tumor necrosis factor (TNF-α) was immobilized onto the 2D-PhC cavity surface. And the reflection
intensity change due to the DNA hybridization-based refractive index change was monitored. As
a result, the refractive index change with target DNA concentration could also be observed. From
these results, this sensor has great potential for high sensitive detection of target molecules in visible
region.

Figure 2: Scanning electron microscopy image of 2D-PhC cavity optical sensor.

Figure 3: Schematic illustration of sensing performance evaluation using LbL assembly methodology.

Figure 4: Reflection spectra and photograph of 2D-PhC cavity and without cavity.
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Figure 5: Reflection peak intensity change with number of LbL layers.

3. CONCLUSION

In this study, we succeeded to design and fabricate the polymer-based 2D-PhC cavity sensor for
biosensing application. Using this sensor, high-sensitive detection of LbL layer deposition and DNA
hybridization. From these results, this sensor has a great potentials for detection of biomolecular
interactions such as an antigen-antibody for future medical diagnostics.
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PEDOT:PSS/planar-Si Hybrid Solar Cells with 12.70% Efficiency
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Abstract— In the paper, we demonstrate efficient hybrid solar cells based on the Poly(3,4-
ethylenedioxythiophene):poly(styrene sulfonic acid) (PEDOT:PSS) and planar Silicon with a
hydrogen-terminated Si (H-Si) surface. PEDOT:PSS/planar Si hybrid solar cells show high power
conversion efficiency (PCE) of 8.27 ∼ 12.70%. The cell with the PCE of 12.70% presents short
circuit current density (JSC), open circuit voltage (VOC) and fill factor (FF ) of 20.92 mA/cm2,
0.63V and 70.26%, respectively. The better contact of PEDOT:PSS film with the Si substrate
is contributed to the formation of effective PEDOT:PSS/Si heterojunction, resulting in the en-
hanced photovoltaic performances.

1. INTRODUCTION

Although conventional crystalline silicon solar cells have achieved much higher power conversion
efficiency (PCE) [1], they suffer from expensive fabrication costs due to their high temperature
steps,material scarcity as well as complicated equipments [2]. Therefore, some alternative solar cells
based on new device structures and materials have been designed and reported. Among them, the
conductive polymer Poly(3,4-ethylenedioxythiophene):Poly(styrene sulfonic acid) (PEDOT:PSS)
has attracted great interests owing to its high transparency, excellent conductivity and mechanical
flexibility which is a promising candidate for further solar cell materials [3].

In the PEDOT:PSS/planar Sihybrid solar cells, the PEDOT:PSS works as a hole collecting layer
and form a heterojunction with Si to induce a built-in electric field where the photo-generated car-
riers are separated to generate photocurrent [4]. Generally, in the process of solar cells preparation,
a diluted HF solution treatment is needed to remove the native oxide layer on Si substrates to
obtain clean silicon surface. After the HF solution treatment, H-Si bonds terminated surfaces are
formed [5]. According to the reports [6, 7], however, almost all the PEDOT:PSS/planar Sicells with
a H-Si interface achieve lower PCE probably due to difficulty of PEDOT:PSS film formation on the
Si surface. In order to overcome it, the diluted HF treated Si substrates are exposed in air for some
hours to form an ultrathin SiO2 layer, which brings in a favorable contact between PEDOT:PSS
and planar Si resulting in good interface for photo-excited carrier separation [8, 9]. However, the
oxide layer between PEDOT:PSS film and Si substrate will degrade its performance due to the
higher series resistance (RS) [7].

Recently, Liu et al. have reported that some surfactants such as Triton X-100, etc. are added into
the PEDOT:PSS solution [10, 11] to enhance its wettability and make PEDOT:PSS well contact
with the hydrophobic H-Si surface [12] leading to better diode characteristics. Other ways such
as modifying PEDOT:PSS solutions with other polymers could improve the built-in potential as
well as suppress photo-generated carrier recombination [10, 12] or increase the hole mobility of
the PEDOT:PSS films [11]. However, any polymer additives added into PEDOT:PSS solutions
will change its perfect inherent electrical properties, thus it is necessary to further investigate the
PEDOT:PSS/planar Si solar cells to improve the solar cell properties including alternative cell
structure or the process optimization.

In our work, we designed a new solar cell structure with pristine PEDOT:PSS solutions be-
ing deposited on the planar crystalline Si that achieves high PCE of 8.27 ∼ 12.70%. In our
PEDOT:PSS/planar Sihybrid solar cells, junction region between PEDOT:PSS and planar Si is
defined,which is surrounded by the SiO2 insulating region. The hydrophilic insulating region can
make sure better contact between PEDOT:PSS and planar Si in junction region, which is con-
tributed to the formation of the PEDOT:PSS/Si heterojunction. The preparation processes are
discussed and the results are investigated.
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2. EXPERIMENT

The PEDOT:PSS/planar Sihybrid solar cells were fabricated using single crystal n-type Si (100)
wafers with a resistivity of 2 ∼ 3Ω· cm and the thickness of about 550µm (Figure 1(a)).

(a) (b) (c)

(d) (e) (f)

Figure 1: Illustration of the PEDOT:PSS/Si hybrid solar cellpreparing processes. (a) The start silicon wafer.
(b) A 300 nm-thick SiO2 layer was thermally grown on the silicon surface and then the backside was etched
by HF solution. (c) Ti/Pd/Au layers of 5/10/30 nm was deposited backside as bottom electrodes. (d) The
3 × 3mm2 junction area was patterned by lithography and the SiO2 layer was then etched until Si surface
by RIE. (e) The PEDOT:PSS solutions was spin-coated on Si substrate. (f) Silver paste was applied onto
the PEDOT: PSS film as tope electrodes.

A 300 nm-thick SiO2 layer was thermally grown on the silicon surface as the insulating layer
(Figure 1(b)). Ti/Pd/Au layers of 5/10/30 nm were deposited backside by electron beam evapora-
tion as bottom electrodes (Figure 1(c)). The 3×3mm2 junction area was patterned by lithography
and the SiO2 layer was then etched until Si surface by reactive ion etching (RIE) (Figure 1(d)).
After that, the wafer were cut into small pieces as the cell substrates. The substrates were dipped
in diluted HF solution for 10 s to remove the native oxide layer of junction region immediately
after being ultrasonically cleaned in acetone, ethanol and deionized (DI) water. The PEDOT:PSS
(Clevios, PH1000, 20 wt.%) solutions mixed with Dimethyl Sulfoxide (DMSO, 5 wt.%) were then
spin-coated onto the Si substrates (Figure 1(e)), followed by a thermal annealing process at 140◦
for 10min. Finally, silver paste was applied onto the PEDOT:PSS film as top electrode. Figure 1(f)
shows the structural schematic of the finished PEDOT:PSS/Sihybrid solar cell.

3. RESULTS

The top-view SEM image of PEDOT:PSS film is shown in Figure 2(a). It can be seen that the spin-
coated PEDOT:PSS film is uniform and almost no defect exists in it. Figure 2(b) presents the cross-
sectional SEM image of the PEDOT:PSS/planar Si solar cell. It exhibits a clear and good interface
between PEDOT:PSS film and Si substrate and demonstrates the thickness of PEDOT:PSS film is
about 56 nm.

(a) (b)

Figure 2: (a) Top-view SEM image of the PEDOT:PSS film. (b) Cross-sectional SEM image of the solar
cell.

In our experiments, 16 solar cells were fabricated and a PCE distribution of 8.27 ∼ 12.70% with
an average PCE of 9.94% was achieved. The highest PCE of 12.70% exhibited JSC , VOC and FF
of 20.92 mA/cm2, 0.63 V and 70.26%, respectively. Figure 3(a) shows the Current density-Voltage
(J-V ) characteristics of five representing solar cells under illumination of AM1.5G, 73 mW/cm2
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(a) (b)

Figure 3: (a) The current density-voltage (J-V ) characteristics of five representing solar cells under illumi-
nation of AM 1.5G, 73 mW/cm2 simulated sunlight. The inset shows the corresponding J-V curves of such
five solar cells in dark. (b) The IPCE spectrum of the one typical solar cells.

simulated sunlight calibrated by a standard cell unit, and Table 1 shows their photovoltaic param-
eters of JSC , VOC , FF, PCE, RS and shunt resistance (RSH). Standard diode characteristics can
be found in both dark and light J-V curves. The cells also has a lower RS , a large RSH and a
higher VOC , FF which together account for the high PCE. Figure 3(b) presents the monochromatic
incident photon-to-electron conversion efficiency (IPCE) characteristics of one typical sample. It
indicates that the cells could absorb the photons whose wavelength is less than 1100 nm and the
visible light (350 ∼ 770 nm) can be absorbed strongly with an average IPCE of 73.46% consistent
with the high JSC .

Table 1: Summary of the photoelectric parameters of the typical soalrcells.

No. V OC (mV) JSC (mA/cm2) FF (%) RS (Ω·cm2) RSH (Ω·cm2) PCE (%)
1 630.68 20.92 70.26 3.86 2.36E5 12.70
2 615.62 21.30 68.17 3.68 2.53E5 12.25
3 623.14 20.23 67.78 3.65 1.26E3 11.70
4 608.09 21.29 65.67 2.80 4.76E3 11.65
5 608.08 18.40 72.92 4.40 2.87E4 11.18

4. DISCUSSION

During our experiments, it is found that the PEDOT:PSS aqueous solutions can’t form good
films on the hydrophobic H-Si surface, which is the main reason for the poor performances of the
PEDOT:PSS/planar Si structure solar cells with H-Si surface. However, our designed cell structure
with effective junction region and SiO2 insulating region could solve this problem. The SiO2

insulating region surrounding the junction area is hydrophilic [13] which lowers the PEDOT:PSS
solutions surface tension and makes it spread onto the junction region with a very small contact
angle, resulting in uniform and high quality PEDOT:PSS film on the silicon surface. In this way,
PEDOT:PSS forms a direct contact with H-Si surface which can be proved in Figure 2(b), resulting
in effective PEDOT:PSS/Si heterojunction and better photovoltaic performances.

5. CONCLUSION

In summary, the PEDOT:PSS/planar Sihybrid solar cells with high PCE value of 8.27 ∼ 12.70%
have been fabricated and investigated. The solar cell with a PCE value of 12.70% exhibited JSC ,
VOC and FF of 20.92mA/cm2, 0.63V and 70%, respectively. The device design of junction region
and SiO2 insulating region can make sure the better contact between PEDOT:PSS film and planar
Si, which is contributed to the formation of the PEDOT:PSS/Si heterojunction. Therefore, RS is
lower and RSH is much higher, as well as the enhanced photovoltaic performances are obtained.
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Abstract— The transformation optics or acoustics in the design of metamaterials has been
successfully applied to a number of physical phenomena. This novel method provides simple
routes to attain certain significant effects such as invisibility cloaks, concentrators, and others.
Given a mapping between two geometric configurations, the material properties of the trans-
formed domain can be accordingly determined. They are in general anisotropic, position varying
and sometimes of extreme values at certain points. This in fact restricts the practicality of real
fabrication. Here we are concerned with the transient behavior of heat conduction. An inverse
algorithm is presented here in the design of transformed medium based on the invariance of
governing equation between physical and virtual configurations. We will demonstrate that the
thermal capacity (thermal conductivity and heat capacity) can be tailored in specific forms, spa-
tially uniform, linear or quadratic functions of positions, so that the design can be materialized
more easily. Numerical illustrations are also presented for 2D and 3D thermal cloak for transient
thermal conduction.

1. INTRODUCTION

In recent years, many significant achievements of invisibility cloaking have been motivated thanks
to pioneering theoretical works [1, 2]. Recent advances in the field of metamaterials have extended
beyond the manipulation of electromagnetic waves. A variety of cloaks working for different physi-
cal fields such as acoustic waves [3–6], and thermal dynamics [7]. The concept of the transformation
method is based on the form invariance of the governing equation. Given a mapping between two
configurations, the material properties of the transformed domain can be accordingly determined.
However, most cloak realizations usually require extreme constitutive parameters (inhomogeneous,
anisotropic, or even singular). In other words, this restricts the practicality of real fabrication.
For feasible, several investigations have been demonstrated by using reduced cloak [8–10]. Another
strategy for geometry transformations is quasi-conformal map [11–13]. It results in isotropic mate-
rial parameters but requires a cloaking many times larger than the object to be hidden. Here we
show a specific transformation can tailor the thermal capacity in specific form, spatially uniform,
linear or quadratic functions of positions, so that the design can be materialized more easily.

A direct approach to analytically determined the material parameters of transformation shell
ensures that the field exterior to shell will be the same as the original medium, as the govern-
ing equations remains unchanged and the continuous conditions are exactly fulfilled along the
boundary [14]. In this paper, for transient thermal conductions, we propose a way to get the trans-
formation function in an inverse manner when the thermal capacity is given, and then using the
transformation function to get relative thermal conductivities.

2. TRANSFORMATION MEDIA FOR HEAT FLUX

The governing equation of heat flux without local source is given by ∇ · (κ∇T ) = ρC∂T/∂t, where
C is the specific heat, ρ is the material density and κ is the thermal conductivity. To demonstrate
our algorithm, we use the cylindrical coordinates and write the components of κ as the relative
conductivity with background media. For a time harmonic heat flux, the governing equation can
be expressed as
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Using the transformation media, an obstacle in the physical space can be formed as a different
shape in the virtual space, in other words, transformation media makes an illusion. That is, to
achieve any desired virtual reshaping effect provided an appropriate transformation can be found
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between the virtual space and the physical space. Here, we consider a coordinate transformation
that maps the physical space x onto the virtual space x′

r′ = f (r, θ, z) , θ′ = θ, z′ = z. (2)

Upon the transformation (2) and chain rule, the heat conduction Equation (1) can be transformed
into virtual space as
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To let the heat flux in the transformation device be effectively equivalent to the background material
in virtual space. The governing equation of heat flux in background material can be written as

∂2T ′

∂r′2
+

1
r′2

∂2T ′

∂θ′2
+

∂2T ′

∂z′2
+

1
r′

∂T ′

∂r′
= −iωT ′. (4)

When the transformation media is effectively equivalent to that of the same domain filling with the
background homogeneous material, it means that T (r′, θ′, z′) equals to T ′(r′, θ′, z′) and then (3)
should identical with (4). According to equate the coefficients in each term, we obtain the thermal
capacity which are expressed by transformation function as

κrr = A∗
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f + f
(

∂f
∂z

)2

r∂f/∂r
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,
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A∗r
f

∂f

∂r
, κθz = 0, κzz = ρC =

A∗f
r

∂f

∂r
, (5)

where A∗ is a constant which is determined by the boundary conditions. According to the con-
tinuous conditions, we demand the temperature and normal heat flux along the outer boundary
must be the same for the two configurations (physical space Ω and virtual space Ω′), that are
T |∂Ω = T |∂Ω′ and κ∂T/∂n|∂Ω = κ′∂T ′/∂n′|∂Ω′ . Therefore, the undetermined coefficient A∗ is
obtained as 1. In this paper, we consider the geometry of the transformation media as a cylinder,
so the transformation relation in (2) would be simplified as r′ = f (r), θ′ = θ, z′ = z. And then,
the material parameters of the transformation media are

κrr =
f

r∂f/∂r
, κθθ =

r∂f/∂r

f
, κzz =

f

r

∂f

∂r
, κrθ = κrz = κθz = 0 and ρC =

f∂f/∂r

r
. (6)

3. TAILOR A SPECIFIC THERMAL CAPACITY

From (6), we can tailor the thermal capacity in specific forms, uniform, linear or quadratic functions
of positions, etc., by appropriate transformation function. Let thermal capacity be an arbitrary
function of positions, G(r), then we suppose the capacity as

ρC =
f∂f/∂r

r
= G (r) . (7)
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First, we consider a uniform thermal capacity. To proceed, we suppose the capacity as α. By
integration, the transformation function between to configurations is formed as f (r) =

√
αr2 + ξ.

Since the outer boundary remains unchanged, f (a) = 0, and inner boundary shrinks into a point
in the virtual space, f (b) = b, where a and b are the radii of the inner and outer boundary, then
the coefficients α and ξ are obtained as α = b2

/(
b2 − a2

)
and ξ = −a2b2

/(
b2 − a2

)
. Therefore, the

thermal conductivities of the transformation media in (6) become

κrr =
r2 − a2

r2
, κθθ =

r2

r2 − a2
, κzz =

b2

b2 − a2
, κrθ = κrz = κθz = 0 and ρC =

b2

b2 − a2
. (8)

Corresponding the finite element simulations, uniform hot and cold side temperature boundary
conditions of 373 K and 273K, respectively, were applied to the structure shown in Fig. 1(a). To
demonstrate the validity of the cloak design, we consider the inner radius as a = 0.2m and the
outer radius as b = 0.5 m. Fig. 1(b) depicts the snap-shot of our cloak at various times t. In
our simulation, the conductivity of background media is 400 W/m-K. The contours of temperature
display curved line in cylindrical cloak medium. After passing through the cloak, the potential
fields outside of the cloaking region remain undisturbed and the fluxes return to their original
trajectories without changing direction and magnitude. However, in the long-time limit or static,
as shown in Fig. 1(b) (t = 120 min), the to-be-protected inner region does eventually heat up.

The thermal capacity also can be a linear function of positions, for example, we alter the arbitrary
function G(r) of (7) as G(r) = ζr. Similar as the processing of uniform capacity, the transformation
function is obtained as f = (b2(r3 − a3)/(b3 − a3))1/2 by the geometry boundary conditions. At last,

(a) (b)

Figure 1: (a) Illustration of the 2D cylindrical cloaking numerical simulation. The to-be-protected region
(r < a) is coated by a cloaking device. (b) Snapshots of the transient thermal conductions for each time.
The contours of temperature are bent in the cloaking region.

Figure 2: A schematic of the 3D cloaking device. There is a ball-region with radius a embedded in the
half-sphere with radius b.
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we design a 3D thermal cloaking device with a uniform thermal capacity for each layer. Fig. 2 illus-
trates that a sphere with radius a is embedded in a half-sphere with radius b. According to the outer
boundary remains unchanged and the inner boundary shrinks into zero, the coefficient α and ξ are
determined as (b2 − z2)/(b2 − 2az) and (b2 − a2)(z2 − 2az)/(b2 − 2az), respectively. Then the trans-
formation for this 3D thermal cloak is obtained as f(r, z) =

√
(b2 − z2)(r2 + z2 − 2az)/(b2 − 2az).

4. CONCLUSION

In this paper, we propose a way to obtain a specific heat conductivity and capacity for a transient
thermal flux. In manufacture, although some investigations have proposed multilayer structures to
approach the anisotropic and inhomogeneous material parameters, the fabrication is still difficult
because the capacity tends to infinite at inner boundary. When the capacity is a constant, the
fabrication becomes much easier. We also demonstrate a 3D cloaking device with a specific capacity
varied by z direction. For fabrication, it can be built by 3D printing technology.
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Abstract— We develop the concept of the near-field optical storage using a NIF and propose
a new near-field solid immersion lens (SIL) optical recording system. Our method is based on
the surface plasmas (SP) excited by a NIF-polymer composite nano-layer which is attached on
the plane surface of the SIL. An experimentally-fabricated negative index material comprising
silver nanorods is chosen as the NIF and the refractive indices mismatching effect is considered
in our simulations. The proposed system may be much more close to an actual near-field optical
recording system.

1. INTRODUCTION

We propose a new method of enhancing the intensity of spot and improving the air-gap width of
a near-field optical storage system with a real artificial negative index film (NIF). This method is
based on surface plasmas excited by NIF combined with a polymer film. In 2004, Liu and He has
proposed a near-field SIL optical storage system by utilizing a negative index material [1]. In this
paper, we have developed the concept of the near-field optical storage using a NIF introduced by
Liu and He and propose a new near-field solid immersion lens (SIL) optical recording system. Our
method is based on the surface plasmas (SP) excited by a NIF-polymer composite nano-layer which
is attached on the plane surface of the SIL. An experimentally-fabricated negative index material
comprising silver nanorods [2, 3] is chosen as the NIF and the refractive indices mismatching effect is
considered in our simulations. The proposed system may be much more close to an actual near-field
optical recording system. Numerical results based on the simple vector diffraction theory showing
that the present system is able reduce energy loss remarkablely and substantially increase the gap’s
width of the near-field optical storage system with a SIL.

2. VECTOR DIFFRACTION THEORY

Figure 1 shows the schematic diagram of the focusing system in near-field optical storage used in
our studies. An aplanatic solid immersion lens [4] is placed in the focal region of the objective and
the focus is in the bottom surface of the SIL. The SIL is attached a layer of the negative-index
nano-film and then a polymer nano-film is attached on the lower surface of the NIF. This structure
is different from that in Ref. [1]. First of all, it is a 3D structure with an aplanatic SIL which can
lower the limitation to the objective. Secondly, the NIF is an experimentally-fabricated negative

Ei

x

Air

NIF 

Polymer

SIL

Objective

1

z

Ei

θ

Figure 1: Schematic diagram of the focusing system in the near-field optical storage with an aplanatic solid
immersion lens.
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index material and is not an ideal material. The NIF’s thickness is in nanometer scale to excite
SP and is no any large. Thirdly, a layer of thin polymer film is used to further enhance the SP
effect of the nano-NIF, which can be also considered a protecting layer of the NIF. Finally, the
system is illuminated by a radially-polarized beam to achieve a small spot. According to the vector
diffraction theory presented by Richards and Wolf [5], the electric field distribution near the focus
of the lens can be expressed, in the cylindrical coordinates, as [6, 7]

Eρ(ρ, z) = i

∫ θ1 max

0
tpsys cos θ4

√
cos θ sin θ1l0(θ)J1 (k1ρ sin θ1) exp [ik3(z − d− h) cos θ4] dθ1

Ez(ρ, z) = −
∫ θ1 max

0
tpsys sin θ4

√
cos θ sin θ1l0(θ)J0 (k1ρ sin θ1) exp [ik3(z − d− h) cos θ4] dθ1

, (1)

where θ1max = arcsin(n1NAobj) is the convergence angle related to the numerical aperture (NAobj)
of the objective. ki = 2πni/λ is the wavenumber in the dielectric i and ni (i = 1, 2, 3, 4) is the
refractive index of the SIL, NIF, polymer, and air, respectively. According to the condition of the
aplanatic SIL and Snell’s law, we have θ = arcsin(sin θ1/n1) and θ4 = arcsin(n1 sin θ1/n4). d and
h is the thickness of the NIF and polymer films, respectively. Jn is the nth-order Bessel function
of the first kind. tpsys is the effective transmittance complex amplitude coefficient of the system,
which can be obtained by using the transfer-matrix method [8]. l0(θ) is the relative amplitude of
the electric field in front of a pupil. For a radially-polarized beam, l0(θ) can be expressed as

l0(θ) =
β0 sin θ

NAobj
exp

[
−

(
β0 sin θ

NAobj

)2
]

. (2)

Here β0 is the size parameter of the incident beam determined by the ratio of the pupil radius to
the incident beam waist in front of the objective.

3. NUMERICAL RESULTS

In numerical calculations we use following parameters. The wavelength of the incident laser is
λ = 532 nm. The glass of n1 = 2.2 and the polymethyl methacrylate (PMMA) of n3 = 1.6 are
chosen as the materials of the SIL and polymer films, respectively. The numerical aperture of the
objective is NAobj = 0.45 and the size parameter of beam is β0 = 1.2 for the focusing system
shown in Fig. 1. The NIF’s refractive index is chosen to be the experimental values presented by
Jen et al. [2]: n2 = −0.705 + i1.091 for the TM wave. This NIF material has been fabricated by
depositing thin films comprising parallel, tilted silver nanorods on the fused silica substrate and it
has the negative refraction effect at visible light frequency band for all angles [2].
3.1. SP Excitation
It is seen from Eq. (1) that the transmission field distribution of the system shown in Fig. 1 is related
to the system’s effective Fresnel coefficient tpsys. To strengthen the intensity of the transmission
field, we apply the SP effect of the NIF-polymer composite layer. The thickness of the NIF-polymer

(a) (b)

Figure 2: The transmission curves of the SIL/NIF/PMMA/air four-layer structures of (a) amplitude and
(b) phase.
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composite layer should be chosen in nanoscale, generally tens of nanometers. Fig. 2 shows that
the transmission curves of two SIL/NIF/PMMA/air four-layer structures. As comparison, the
transmission curve of a bare SIL system (d = h = 0) is also compiled together.

In the transmission curves of tpsys with a NIF-PMMA composite layer, the transmission maximum
is the SP excitation position, meaning that the energy of the incident light transfer into the SP
energy at this incident angle (the incident angle θ1 inside the SIL corresponding to the in-plane
wavevector k1 sin θ1). At this maximum position, the in-plane wavevector of the incident light is
equal to that of the excited SP (ksp = k1 sin θsp, where θsp is called the SP’s characteristic angle).
From Fig. 2(a) it is found the transmission intensity of the two four-layer structures near the
condition that the SP is excited is much larger than that of a bare SIL, for examples, |tpsys| = 21.35
when d = 30nm and h = 20nm, |tpsys| = 4.09 when d = 30 nm and h = 30 nm, but |tpsys| = 1.89 when
d = h = 0. When SP wave passing through these dielectric structures, its phase can be differentially
changed (see Fig. 2(b)). Figs. 3(a) and (b) display the dependence of the SP’s magnitude on the
PMMA’s thickness h and on the NIF’s thickness d, respectively. It is seen from Fig. 3 that when
the PMMA’s thickness is in the range of about 10 nm < h < 22 nm and the NIF’s thickness is
in the range of about 25 nm < d < 35 nm, the NIF-PMMA composite layer can excite strong SP,
therefore, one should choose the values of h and d within above these ranges to utilize the SP effect
as adequately as possible.

(a) (b)

Figure 3: The SP’s magnitude versus (a) h when d = 30 nm and versus (b) d when h = 20 nm.

3.2. Focused Field Distribution with a SIL-PMMA Composite Layer

Figure 4 shows the intensity distributions, in the plane of zc = d + h, of the focusing system in
Fig. 1. All of intensities in Fig. 4(a) are normalized to the center intensity of spot without the NIF-
PMMA composite layer. Each intensity in Fig. 4(b) is normalized to its corresponding intensity in
the interface of z = d + h. It is obvious that the intensity of spot with a composite layer is much
larger than that without a composite layer in Fig. 4(a).

(a) (b)

Figure 4: The intensity distributions in the transverse direction (a) in the plane of z = d + h and (b) along
the optical axis for the focusing system with different four-layer structures.
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4. CONCLUSION

A new near-field focusing system has been proposed by attaching a NIF-polymer composite layer
to a SIL. Strong surface plasmas effect excited by a real NIF combining a polymer film is used
to enhance the transmission of light from the near-field optical storage system with a SIL. This
is achieved by recognizing that recently fabricated films comprising of metal nanorods do have
the negative refraction effect at visible light frequency band for all angles [2, 3]. The 3-D field
distribution of a near-field optical storage system is calculated by using the vector diffraction
theory. Numerical results show that the intensity of spot and air-gap width with the properly
designed SIL-attaching-NIF-PMMA-composite-layer, are much larger than those of a conventional
near-field optical recording system with a bare SIL, whereas the size of spot is almost unchanged.
The present method can readily be extended from the optical storage to the fields of nanolithography
and microscopy.
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Abstract— Refractive index is the most important property of material in optics and most
naturally existing transparent materials possess small positive indices of refraction. With the
progress of metamaterials, we can manipulate the electromagnetic properties of materials. Meta-
materials promise unexpected physical phenomena through creating artificial “atoms” with an
array of period metallic structure. However most researches are focusing on the negative re-
fractive index materials at present, on the contrary the opposite side of high refractive index
materials attracts far less attention. Previous approaches using metamaterials were not success-
ful in realizing broadband isotropy high refractive indices. Here we design a broadband, isotropy
three-dimensional metamaterial with extremely high index of refraction in terahertz region which
composed of strongly coupled unit cells. We increase the effective permittivity through strong
capacitive coupling and decrease the diamagnetic response with a thin metallic structure in the
unit cell. A peak refractive index of 67.9 at 2.14 THz is observed under TE mode and a peak
refractive index of 66.9 at 2.16 THz under TM mode. Both of polarizations maintain low loss
with figure of merit go to as high as 2.12 and 2.48 separately. Moreover, the refractive index
does not fall sharply at higher frequencies, and shows an extremely broadband behavior with a
full-width at half-maximum (FWHM) of more than 2 THz.

1. INTRODUCTION

Metamaterial is a kind of artificial material composed of dense arrays of sub-wavelength strongly
coupled unit cells. Plenty of unexpected electromagnetic phenomena have been realized by specially
designed metamaterials [1], including controlling refractive-index [2–4], which is the most important
property of material in optics. However, most of the previous researches on metamaterials in the
terahertz region was focused on the negative refractive index materials [5]. High refractive index
metamaterial was experimentally investigated only recently [6–11]. Expanding the refractive index
into a high positive regime will complete the spectrum of achievable refractive index and provide
more design flexibility for transformation optics [12–14].

The universality and scalability of the metamaterial design enables their deployment across the
electromagnetic spectrum. Especially attractive are the metamaterials designed to operate in the
terahertz (THz) region of the optical spectrum. Because of its special properties, the terahertz can
be widely applied to medical imaging, communication, sensing and national defense [15]. However,
previous approaches using metamaterials were not successful in realizing polarization-independent
broadband high refractive index. The proposed metamaterials exhibit polarization dependency
because of the structural anisotropy of the unit cell. In this letter, we design a broadband, isotropy
three-dimensional metamaterial with extremely high index of refraction in terahertz region.

According to the Maxwellian macroscopic description, the effective permittivity of a metama-
terial can be expressed as ε = 1 + (P/ε0E) and the effective permeability can be defined by
µ = 1+(M/H), where E, H, P , and M represent the electric field, magnetizing field, polarization,
and magnetization, respectively, and the refractive index of materials is determined by effective
permeability and effective permittivity. In order to achieve high effective refractive index, it is
required to implement a large capacitance unit cell structure to maximize the effective permit-
tivity. Here we design a two-layer high refractive index metamaterial. The upper layer is made
of a strongly coupled, thin ‘I’-shaped metallic patch. Then an alike structure which is rotate by
90 degrees around the propagation axis of the incident terahertz wave act as the under layer. The
upper and under layer form a symmetrical structure together.

As a demonstration of the properties of the high refractive index metamaterial, the electromag-
netic response of the structure is simulated using the finite-elements method COMSOL Multiphysics
simulation package. The thin ‘I’-shaped metallic patch is considered to be embedded symmetrically
in the dielectric substrate and illuminated with a plane wave at normal incidence.

The basic building block (two-layer unit cell) of the proposed high-refractive-index terahertz
metamaterial is shown in Figure 2(a), together with the polarization of an incident TE terahertz
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Figure 1: Schematic view of unit cell structure of the high-index metamaterial.

(a) (b)

Figure 2: (a) Simulated transmission (T ) and reflection (R) and absorption (A) spectra of the structure.
(b) Numerically extracted values of complex refractive index (n) obtained from the S-parameter retrieval
method.

wave. The substrate was implemented with polyimide (npoly = 1.8+0.04i), and the metals used to
construct the metamaterials were gold. The complex dielectric constant of gold for the frequency
range of interest can be fitted using the Drude model with a plasma frequency of ωp = 1.37×1016 s−1

and collision frequency of γ = 4.07 × 1013 s−1. The geometric parameters used for simulation of
the metamaterial are: L = 40µm, a = 39µm, w = 3µm, d = 1µm. The thickness of both metallic
patch is 100 nm. The gap width between the metallic patches is defined as g = L − a. It’s worth
noting that both metallic structure are the same size.

As can be seen from Figure 2(a), there are two reflectivity peaks in the interval of 0.1–4 THz,
corresponds to two peaks index of refraction of n = 33.1 at 0.7 THz and n = 55.1 at 2.26THz are
observed in Figure 2(b). Each layer of matellic structure provide a refraction peak, respective. But
each peak are caused by different mechanism. The electric field was strongly concentrated in the
gap along the long side between each ‘I’-shaped metallic structure in the upper layer at a incident
frequency of 0.65 THz and a different electric field distribution along the short side produced by
the under layer at a higher incident frequency of 2.26THz. Meanwhile both of the magnetic field
penetrated deeply into the unit cell because of the negligible metallic volume fraction. The saturated
of electric field and magnetic field of both layer are shown in Figures 3(a), (b), (c), (d), respective.
So it is apparent that the upper layer and under layer produce a lower peak of refractive at a lower
frequency and he under layer produce a higher peak of refractive at a higher frequency. Actually
we can find that when the incident wave is polarized along the central beam (defined as a TE wave)
at 0.65THz, there is a larger capacitance of the upper layer comparing with the case of the under
layer illuminated with a wave at 2.25 THz. However the capacitance of the under layer illuminated
with a wave at 0.65 THz is far less than the case of the upper layer with a wave at 2.25THz. In a
broad sense, the peak of refraction is influenced by both of the two layers.

After the possibility of realizing a dualband high refractive index for double-layer metamaterial,
further insights can be acquired with an investigation into three-dimensional high refractive index
metamaterials. In order to investigate the bulk properties, a high refractive index metamaterials
containing up to four layers were tested. Figure 4(a) shows the simulated transmission/reflection
plotted as a function of frequency; and the simulation complex refractive index are plotted in
Figure 4(b). As can be seen in the picture, there are still two high refractive index peaks for
the three-dimensional metamaterial. The index of refraction of 24.9 and 67.9 are obtained at a
frequency of 0.48 THz and 2.14 THz, respectively. Meanwhile, the refractive index does not fall
sharply at higher frequencies, and shows an extremely broadband high refractive index with a
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(a) (b)

(c) (d)

Figure 3: Saturated (a) electric and (b) magnetic field of upper layer at 0.65 THz, (c) electric and (d) magnetic
field of under layer at 2.25THz for a double-layer metamaterial, respectively.

(a) (b)

(c) (d)

Figure 4: Simulated transmission (T ) and reflection (R) and absorption (A) spectra of the structure for (a) TE
polarization and (c) TM polarization, respectively; numerically extracted values of complex refractive index
(n) obtained from the S-parameter retrieval method for (b) TE polarization and (d) TM polarization.

full-width at half-maximum (FWHM) of more than 2.24 THz. The four-layer metamaterials leads
to different mechanism in the refractive spectra compared to double-layer metamaterials [16, 17]
because of the coupling between layers. Considering the effective wavelength of a terahertz wave
inside the metamaterial, the thickness (d = 2µm) in the direction of propagation is much smaller
than the effective wavelength, which justifies the application of homogenization theory, so the four-
layer metamaterial can be considered as a Fabry-Pérot etalon. So the four-layer metamaterials
maintain low loss with figure of merit go to as high as 2.12.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1239

(a) (b)

Figure 5: Geometrical parameter-dependent effective refractive index. (a) Effective refractive index plotted
as a function of central beam width w. (b) Effective refractive index plotted as a function of gap width g.

As the proposed high-index metamaterial is a symmetrical structure, we can easily predict
that the metamaterial has an isotropous refractive index. Figures 4(a), (c) show the simulated
transmission (T ) and reflection (R) and absorption (A) spectra of the structure for TE polarization
and TM polarization, respectively. Figures 4(b), (d) show numerically extracted values of complex
refractive index (n) obtained from the S-parameter retrieval method for TE polarization and TM
polarization, respectively. It is noted that there are still two refractive in peaks in the interval of
0.1–4THz. They are n = 39.6 at 0.48 THz and n = 66.9 at 2.16THz respectively. And it also keeps
the feature of broadband, and the figure of merit maintains 2.48. There are still some differences
when the incident wave changes from TE wave into TM wave. This is mainly caused by the different
spatial locations between them.

The value of the refractive index is a sensitive function of the gap width (g) and the central beam
width (w) for the proposed high-index metamaterials. In order to verify this two geometrical size
dependency, the effective refractive index are numerically estimated for samples having different
geometrical parameters. The dependency of refractive on the central beam width (w) is plotted in
Figure 5(a). For this simulation, the parameter of the structure is L = 40µm, d = 2µm, a = 39 µm.
In the plot, we can find that when the central beam width is too narrow, the current loops decrease,
leading to a decrease of the refractive index. However, when the central beam width (w) is too
board, there is a great of diamagnetic effect in the structure which also resulting the refractive
index decreases. It is also worthwhile to note that, the central beam width control can also be
used to tune the electric resonance frequency of the metamaterial, which is caused by the change
in the inductance of the metallic patch. Figure 5(b) shows the numerically estimated index of
refraction as a function of the gap width. As the gap width decreases, there is a great increase of
the capacitive due to coupling between unit cells. As a result, the index of refraction is drastically
increased. Therefore, an even higher index of refraction can be achieve by further reducing the gap
width (g). As the gap closes, this increase is expected to continue until the gap width approaches
the Thomas–Fermi length scale [18] or the quantum tunneling scale of electrons. Moreover, the
effective refractive index is proportional to the substrate index; thus, the introduction of a higher-
index substrate will lead to greater amplification of the refractive index and an unprecedentedly
large effective refractive index.

In summary, we have designed a dualband polarization-independent broadband metamaterial
with high refractive index in the terahertz region. The obtained dependence of the effective re-
fractive index on the geometric parameters provides us with a general recipe for designing such
metamaterials. Moreover, we can predict that a high-performance high-index metamaterials can
also be realized to even higher frequency ranges, such as mid-infrared frequencies via rational design.

REFERENCES

1. Schurig, D., J. J. Mock, B. J. Justice, et al., “Metamaterial electromagnetic cloak at microwave
frequencies,” Science, Vol. 314, No. 5801, 977–980, 2006.

2. Smith, D. R. and N. Kroll, “Negative refractive index in left-handed materials,” Physical
Review Letters, Vol. 85, No. 14, 2933, 2000.

3. Shalaev, V. M., “Optical negative-index metamaterials,” Nature Photonics, Vol. 1, No. 1,
41–48, 2007.



1240 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

4. Wei, X., H. Shi, X. Dong, et al., “A high refractive index metamaterial at visible frequencies
formed by stacked cut-wire plasmonic structures,” Applied Physics Letters, Vol. 97, No. 1,
011904, 2010.

5. Xiao, S., V. P. Drachev, A. V. Kildishev, et al., “Loss-free and active optical negative-index
metamaterials,” Nature, Vol. 466, No. 7307, 735–738, 2010.

6. Shen, J. T., P. B. Catrysse, and S. Fan, “Mechanism for designing metallic metamaterials with
a high index of refraction,” Physical Review Letters, Vol. 94, No. 19, 197401, 2005.

7. Shin, J., J. T. Shen, and S. Fan, “Three-dimensional metamaterials with an ultra-high effective
refractive index over broad bandwidth,” Physical Review Letters, Vol. 102, 093903, 2009.

8. Pimenov, A. and A. Loidl, “Experimental demonstration of artificial dielectrics with a high
index of refraction,” Physical Review B, Vol. 74, No. 19, 193102, 2006.

9. Choi, M., S. H. Lee, Y. Kim, et al., “A terahertz metamaterial with unnaturally high refractive
index,” Nature, Vol. 470, No. 7334, 369–373, 2011.

10. Mina, B., “Ultrafast refractive index control of THz graphene metamaterials,” 2013 38th In-
ternational Conference on Infrared, Millimeter, and Terahertz Waves (IRMMW-THz), 1–2,
2013.

11. Kim, Y., M. Choi, S. H. Lee, et al., “Two-dimensionally isotropic high index metamaterials,”
2011 Conference on Lasers and Electro-Optics (CLEO), 1–2, 2011.

12. Pendry, J. B., D. Schurig, and D. R. Smith, “Controlling electromagnetic fields,” Science,
Vol. 312, No. 5781, 1780–1782, 2006.

13. Liu, R., C. Ji, J. J. Mock, et al., “Broadband ground-plane cloak,” Science, Vol. 323, No. 5912,
366–369, 2009.

14. Gabrielli, L. H., J. Cardenas, C. B. Poitras, et al., “Silicon nanostructure cloak operating at
optical frequencies,” Nature Photonics, Vol. 3, No. 8, 461–463, 2009.

15. Li, J., C. M. Shah, W. Withayachumnankul, et al., “Mechanically tunable terahertz metama-
terials,” Applied Physics Letters, Vol. 102, No. 12, 121101, 2013.

16. Liu, N. and H. Giessen, “Three-dimensional optical metamaterials as model systems for lon-
gitudinal and transverse magnetic coupling,” Optics Express, Vol. 16, No. 26, 21233–21238,
2008.

17. Papasimakis, N., V. A. Fedotov, S. L. Prosvirnin, et al., “Metamaterial analog of electromag-
netically induced transparency,” Physical Review Letters, Vol. 101, 253903, 2008.

18. Seo, M. A., H. R. Park, S. M. Koo, et al., “Terahertz field enhancement by a metallic nano slit
operating beyond the skin-depth limit,” Nature Photonics, Vol. 3, No. 3, 152–156, 2009.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1241

Photon Hopping and Nanowire Based Hybrid Plasmonic
Ring-resonator

Zhiyuan Gu1, Shumin Xiao2, Shuai Liu1, Shang Sun2, Kaiyang Wang1, and Qinghai Song1, 3

1Department of Electrical and Information Engineering
Harbin Institute of Technology, Shenzhen, Guangdong 518055, China

2Department of Materials Science and Engineering
Harbin Institute of Technology, Shenzhen, Guangdong 518055, China

3National Key Laboratory on Tunable Laser Technology
Harbin Institute of Technology, Harbin 158001, China

Abstract— Here we demonstrate the transmission of waves through a gap in hybrid plasmonic
waveguide, which is termed as “photon hopping”. Based on the photon hopping, we explore the
possibility to achieve high Q resonator by nano-manipulating the nanowire to a pseudo-ring. Our
numerical results show that the Q factors, effective mode volumes, and Purcell factors of nanowire
based ring-resonator are very close to a perfect hybrid plasmonic ring resonator, expanding
the potential applications of nanowires to nano-cavity quantum electrodynamics (QED) and
nanolasers.

1. INTRODUCTION

Manipulation of light in subwavelength and nanoscale structures is of central importance for the
researches on miniaturizations of coherent light sources and highly integrated photonic network [1].
A number of nanostructures such as nanoparticles [2] and antennas [3] have been successfully
developed to control the light confinement and emission in nanoscale. Nanowires are prominent
examples due to their intrinsic advantages, e.g., dislocation free single crystalline, cost-effective
synthesis, high index of refraction, and broad range of materials [4–6]. In past decade, coherent light
sources with tiny effective mode areas have been successfully detected from different nanocavities,
including ZnS [7], CdS [8], GaN [9], and GaSb [10] nanowires. However, the performances of such
devices face severe challenge when their sizes are further reduced to nanoscale. This is caused by
two main limitations. The mode volumes are usually comparable to nanowire dimensions [11]. And
the light confinements are very poor due to their extremely low end-facet reflections [12, 13].

Owing to the better confinement of surface plasmon polaritons (SPP) [14], the combination of
semiconductor nanowire and plasmonic waveguide has been utilized to reduce the effective mode
volume (Veff ) [15]. However, the light confinement is still an awesome task for the nanowire based
plasmonic devices. Here we demonstrate the photon hopping phenomenon in hybrid plasmonic
waveguide and explore its applications in high-Q nanocavities.

2. RESULTS

As depicted in Fig. 1(a), the hybrid waveguide consists of a dielectric nanowire separated from a
silver layer by a nanoscale insulating layer with lower refractive index. Here we set d = 100 nm,
h = 5nm, εc = 5.76 (for CdSe or GaN), and εd = 1.96 (for MgF2). The permittivity of silver
is defined with a Drude model. And the material dispersion and loss of dielectric structures are
neglected.

The calculated neff for the hybrid plasmonic mode at 530 nm is only about 1.7, which is not too
much higher than the surrounding medium. From the Fresnel law, we can find that the reflectance
is only ∼ 9% in a wide frequency range, consistent with the small neff . For the conventional
Fabry-Perot like nanowire cavities, their quality (Q) factors can be estimated with the equation
Q = −Lka/ ln |r1r2|, where L, ka, r1, and r2 are the nanowire length, propagation constant, and
reflection coefficients at two end facets. Following the results in Fig. 1(b), the Q factor of a hybrid
plasmonic waveguide with L = 1µm is only around 7.5, which prevents short nanowires from lasing
and restricts the lower limit of nanowire dimensions.

As the reflection and propagation loss are both low in the hybrid plasmonic waveguide [16–18],
most of the waves shall transmit refractively at the end facet. The opened squares in Fig. 1(b)
show the calculated transmission spectrum at interface S1, where almost 40%–50% of energy can
be detected outside the hybrid plasmonic waveguide.
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(a)

(b) (c) (d)

Figure 1: (a) The schematic picture of the hybrid plasmonic waveguide. A semi-infinite long nanowire is
placed on a metal substrate insulated by a thin low-index dielectric layer. The end-facet is marked as S1.
The silver is modeled by Drude model and the permittivity of CdS and MgF2 are set as εc = 5.76 and
εd = 1.96. (b) The transmission (T , open squares) and reflection (R, open circles) of the waveguide at
interface S1. Here d = 100 nm and h = 5 nm. (c) The evolutions of FWHM of the output beam in horizontal
direction (open squares) and vertical direction (open circles). (d) The field pattern of propagating mode at
the plane with distance D = 0, 50, and 200 nm from the interface S1.

(a)

(b)

(c)

(d)

(e)

Figure 2: (a) The Schematic picture of two nanowire based hybrid plasmonic waveguide. The separation
distance between two nanowires is L. (b) the electric density distribution in MgF2 insulating layer. Efficient
photon hopping can be directly observed. (c) The transmittance (T , black squares), reflectance (R, red dots),
and ratio (blue triangles) as a function of L. (d) the electric field along the z-axis. (e) The electric field
along x-axis at position I (solid line) and II (dashed line) marked in (d). The insets are the corresponding
field patterns.

To explore the possibility of nanoscale light collection, we have studied the field distributions of
the transmitted light. With the increasing of distance from end-facet S1 (D), we can see that the
full width half maximum (FWHM) of the output beam increases gradually from 40 nm at D = 0 nm
to about 530 nm at D = 250 nm in the plane. This divergence is caused by the diffraction of waves
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from the small aperture, similar to the emission from conventional waveguide. The field distribution
in the vertical direction is quite different. While the FWHM also increases at the beginning, it
turns to be saturate at D > 30 nm. From the field distributions in Fig. 1(d), we thus know that the
electromagnetic waves transit from hybrid plasmonic mode to regular SPP along the Silver-MgF2

interface when they leave the hybrid waveguide.
To fully explore the applications of nanowire, we place a nanowire behind the first one. The

schematic picture is depicted in Fig. 2(a). Fig. 2(b) shows the electric density distribution of
hybrid plasmonic mode at λ = 550 nm at the Ag-MgF2 interface. While a gap appears, we can
see that the waves mostly transmit into the second nanowire. It is worth to note that the low
transmittance doesn’t mean the high loss caused by the gap. There is still reflection caused by the
interfaces at the gap. The calculated values are shown as red dots in Fig. 2(c). The blue triangles
represent the ratio [Ra = (T + R)/TWO], where TWO is the transmittance in single nanowire with
the same overall length without gap. We can see that ratio can be larger than 40% when the
separation distance L < 150 nm, clearly demonstrating the high collecting efficiency of the second
waveguide. In principle, the high transmittance is not surprising. Similar to the previous study on
the propagation of SPP across narrow grooves in silver film [19], the transmitted waves experience
a transition from hybrid plasmonic to regular SPP and a transition back to hybrid plasmonic.
Fig. 2(d) shows the field distribution along the z-axis. The reduction of |E(x, y)| at the gap is
consistent with the transition processes. Meanwhile, the field distributions before and behind the
gap [see Figs. 2(b) and 2(e)] are almost the same, indicating that the transmitted waves follows
the same hybrid plasmonic mode as the incident one. Below, we term this process as “photon
hopping”.

Placing two nanowires end by end is of course possible in nano-manipulation [11]. However, it
is extremely difficult to arrange their axles in a single line experimentally as Fig. 2. To explore the
light collection for real applications, we have numerically studied the dependences of transmittance
on the transverse shift along x-axis (see Fig. 3(a)). The results are summarized in Fig. 3(c). With
the increasing of w, the transmittance decreases slowly. When w = 100 nm and d = 50nm, the
transmittance is still around 32%. Taking account the reflection, the ratio Ra is almost 42.5%,
which means that almost half energy can be collected by placing two nanowires end by end with
slight overlap. The high transmission at large w is consistent with the horizontal divergence of
regular SPP in Fig. 1(c). Similarly, the transmittance T and ratio Ra are also quite robust to the
tilt of the second wire. When the tilt angle θ ≤ 40 degree, the transmittance is higher than 39.5%
and the ratio Ra is larger than 49.5%. The examples of field patterns in MgF2 layer are plotted in
Figs. 3(b) and 3(e).

Based on this effect of “photo hopping”, we can propose a new scheme to achieve the high

(a)

(b)
(c)

(d)

(e)
(f)

Figure 3: The robustness of the light collection by the second nanowire. (a) and (c) depict the transverse
shift and tilt angle. (c) and (f) are the dependence of T , R, and Ra on w and θ, respectively. (b) and (e)
show the example electric density distributions with w = 50 nm and θ = 50 degree.
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(d) (e)

(f) (g)

Figure 4: (a) Schematic of hybrid plasmonic ring-resonator. The size parameters of ring resonator and
nanowire are r = 1000 nm and d = 100 nm, respectively. And the separation between two end-facets is
determined by ∆θ. (b) The field pattern of resonance at λ = 527 nm. Here ∆θ = 5◦ and the Azimuthal
number m is 19. (c) The Q factor and resonant wavelength of different resonances. (d)–(g) are the Q factor,
resonant wavelength, effective mode volume, and Purcell effect of the mode with m = 19 as a function of
∆θ.

Q factor. As depicted in Fig. 4(a), a nanowire can be tailored to a ring resonator via nano-
manipulation [11]. Fig. 4(b) shows an example of the resonance in the nanowire-based ring-
resonator. While the gap introduces some additional loss, the calculated Q factor is still about 100,
which is more than an order of magnitude higher than the Fabry-Perot cavity [17]. One may argue
that the Q factor of this ring resonator is not as good as regular ring resonator with similar size [20].
Here we will emphasize again the significant advantages of hybrid plasmonic device, the extremely
small mode volume (Veff ) and larger Purcell factor (Fp). For the mode in Fig. 4(b), the calculated
Veff is about 3×10−3 µm3. Then the corresponding Purcell factor (Fp = 3Q(λ/n)3/4π2Veff ) can be
as high as 90. Both Veff and Fp are orders of magnitude higher than regular dielectric cavity [20, 21],
indicating the potential applications in nanosensors and nano-cavity quantum electrodynamics.

The resonance in Fig. 4(b) is not a special mode that generate high Q factor like the modes
around avoided resonance crossing [22]. This calculated WG-like modes with different Azimuthal
number in Fig. 4(c) shows that the high Q resonance is quite general in the nanowire based ring-
resonator. Similar to Fig. 2, the high Q factor is also robust to the changes on separation gap.
Figs. 4(d)–(g) show the dependences of quality factor, resonant wavelength, effective mode volume,
and Purcell factor on the size of separation distance ∆θ. With the increase of ∆θ (size of air gap),
the resonant wavelength shifts to blue side in Fig. 4(e). According to Figs. 2 and 3, the collection
ratio of the nanowire also decreases, generating a reduction in Q factor in Fig. 4(d). When ∆θ is
smaller than 5 degree, which corresponds to a gap size ∆θ ×R about 87 nm, the reduction is very
slow and the Q factor is very close to that of a perfect ring resonator with ∆θ = 0. The reduction
increases at larger ∆θ. But the Q factor at ∆θ = 13 degree (gap size ∼ 226 nm) is still around half
of the value of perfect ring.

It is important to note that perfect hybrid plasmonic ring-resonator has been thoroughly studied
before. In previous studies, the transverse cross-sections are usually the rectangles [23, 24], which
is supposed to be fabricated with top-down etching. However, the nanoscale devices are extremely
difficult to be fabricated even with E-beam lithography. And the etching faces sever challenge in
wide bandgap materials such as GaN, where the surface roughness is too large to kill the light
confinement [25].

In Summary, we have studied the photon hopping effect between two nanowires. Based on the
high collection ratio at the nanoscale, we proposed a new design to achieve high Q, small Veff ,
and large Fp simultaneously by tailoring the well-known semiconductor nanowire to a ring-like
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resonator. As both the synthesis of nanowire and the nanoscale manipulation have been widely
explored, our findings will significantly expanding the applications of nanowires in active devices
such as nanolasers and passive devices such as nano-waveguide and nano-network.
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Abstract— Optical brain imaging is emerging as a novel technique for non-invasively investi-
gating functioning brain. It uses near-infrared light to probe human cortex through intact scalp
and skull, providing cerebral hemodynamic information closely associated with neuronal activ-
ity. In addition to investigating various task-related cortical activations, very recently optical
brain imaging has been demonstrated to be able to assess resting state functional connectivity
(RSFC) by recording and cross-correlating the cortical spontaneous fluctuations. In this work,
we performed two experiments by using an optical brain imaging system to reveal cortical RSFC.
In Experiment I, the cortical areas measured included bilateral temporal and adjacent inferior
frontal cortices. In experiment II, we measured the prefrontal cortex. The data from Experiment
I show that there are significant differences in the network between children and adults, implying
the developmental differences in the language network. The data from Experiment II show sig-
nificant differences between males and females in prefrontal RSFC, which may be associated with
the underlying physiological basis for sex-related differences in cognitive control and emotional
regulation in humans.

1. INTRODUCTION

A large amount of studies over the past twenty years have demonstrated that optical brain imaging
is a useful technique for imaging functioning brain [1–5]. Due to its low cost, portability, as well as
noninvasive measure on the concentration variations of hemoglobin, optical brain imaging has been
increasingly used for studying healthy brain [5–7] and a variety of psychiatric disorders [8–10].

Resting state functional connectivity (RSFC) studies with functional magnetic resonance imag-
ing (fMRI) showed that low frequency (< 0.1HZ) fluctuations of spontaneous neural activity are
temporally correlated between functional relevant regions during the resting state [11, 12]. Recent
studies have also demonstrated optical brain imaging has the ability to reveal RSFC by recording
cerebral spontaneous hemodynamic signals [13–16].

Very recently, optical brain imaging has been applied to quantitatively evaluating intra- and/or
inter-hemispheric correlations across functional regions during resting state, such as prefrontal,
sensorimotor, and visual cortices [14]. These correlations could provide useful information about
cortical networks, such as network range and connectivity strength.

In this work, we performed two experiments by using a continuous-wave optical brain imaging
system to identify RSFC for healthy children and adults. In Experiment I, the cortical areas
measured included bilateral temporal and adjacent inferior frontal cortices. These regions are
human language areas responsible for language generation and comprehension. In Experiment II
we measured prefrontal cortex, the high functional area in human responsible for cognition, memory,
and emotion, et al.. From Experiment I, we found significant differences in network connectivity
and range between adults and children, which may reflect developmental differences in language
network. Data from Experiment II showed significant differences between adult males and females
in RSFC, which may shed light on the underlying physiological basis for sex-related differences in
cognitive control and emotional regulation.

2. METHODS

2.1. Subjects
Experiment I was to investigate RSFC for language areas, in which twenty-two healthy subjects (11
adults and 11 children) were involved. In the adult group, there were eight males with an average
age of 23.4 (±0.9) years old. The children group consisted of eight boys with an average age of 9.0
(±1.5) years old. Experiment II was to detect RSFC for prefrontal cortex, in which twenty-two
adult healthy subjects (11 males) were included, with an average age of 23.6 (±0.9) years old.
All subjects were right handed. Before experiments, subjects were informed about the measuring
procedure and written consent was obtained from adults and parents of the children. The study
protocol was approved by the University’s Ethical Review Board.
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2.2. Experimental Setup and Experimental Protocol

Measurements were conducted with a commercial continuous-wave optical brain imaging sys-
tem (FOIRE-3000, Shimadzu Corporation, Kyoto, Japan) working at three different wavelengths
(780 nm, 805 nm and 830 nm). In all measurements, 8-min spontaneous cortical fluctuations were
recorded. During measurements, the subject was sitting quietly on a comfortable chair in a dim
room with his/her eyes closed.

The locations of the optical sensors were positioned based on the international 10/20 EEG
system [17]. In Experiment I, 44 channels (22 for each hemisphere) were used to cover bilateral
temporal and inferior frontal cortices, which is schematically shown in Fig. 1(a). In Experiment II,
42 channels were used to cover prefrontal cortex, as schematically shown in Fig. 1(b).

(a) (b)

Figure 1: Experimental schematics. (a) Schematic representation of the brain showing the location of each
measurement channel over bilateral temporal and inferior frontal cortices. (b) Schematic representation of
the brain showing the location of each measurement channel over the prefrontal cortex.

2.3. Data Analysis

As the first step of data processing, a band pass filter (0.009–0.08Hz) was applied to the optical data
(time series of HBO, HB and HBT) [14] to reduce systemic oscillations (such as that due to cardiac
cycles ∼ 1Hz, respirations ∼ 0.2 Hz and blood pressure fluctuations ∼ 0.1Hz). To further remove
the remaining global component which is not specific to local cortex, an ICA based algorithm [16]
is used for processing data from Experiment I. While for Experiment II, a conventional regression
algorithm is used [18]. The conventional regression algorithm is based on an assumption that
the overall mean value for all local intrinsic signals is zero. This may be applied to the case
where signals come from many functionally independent regions. Obviously, it does not hold when
all signals come from functionally closely related regions such as language areas. The Pearson
correlation coefficients are used for the correlation analysis. To map the correlations, a ‘seed-based’
approach [14] is used in which the correlations between the seed channel and all other channels are
projected on the measured areas. This correlation map shows the connectivity (or synchronization)
pattern of cortical spontaneous activity.

3. RESULTS

3.1. The Results for Experiment I

The connectivity (or correlation) matrices for left and right language areas are shown in Fig. 2. Each
pixel value corresponds to a group average correlation value for oxygenated hemoglobin (HBO) in
the 44×44 correlation matrix. From Fig. 2, one can see the adult group is stronger than the children
group on both intra-hemispheric (e.g., L-L, R-R) and inter-hemispheric (e.g., L-R) correlations.
Since language processing is left lateralized, relying mainly on left hemispheric networks, a seed
(channel) for generating a correlation map was selected on left hemisphere. Fig. 3 gives HBO
correlation maps for the adult [Fig. 3(a)] and the children [Fig. 3(b)] group. The correlation map
shows correlations on the measured area between the seed and all the other channels. In comparison,
within each hemisphere, the adult group shows stronger correlation and larger correlation range.
Between hemispheres, the inter-hemispheric correlation is stronger for the adult group than the
children group. These findings are in line with the fact that language network is developed better
for adults than children who are still developing.
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(a) (b)

Figure 2: Group average connectivity matrices showing HBO correlations between all channels, (a) is for the
adult group, and (b) for the children group.

(a) (b)

Figure 3: HBO connectivity maps showing correlations between the seed (channels 19) and all other channels,
(a) is for the adult group, and (b) for the children group. The seed is located on the left hemisphere and
can be visually recognized by the maximal color value in each map.

3.2. The Experiment of Prefrontal Cortex
Figure 4 illustrates prefrontal connectivity matrices for males [Fig. 4(a)] and females [Fig. 4(b)].
One can see that the male group has stronger connectivity in the anterior prefrontal cortex (BA
10) than the female group, which is revealed by the significant difference in the correlation values
around the center of the figure. This finding can be also seen from the connectivity maps (Fig. 5),
generated by choosing a seed (channel 19) in BA 10. Both network range and connectivity strength
for males are significantly larger than females. It should be noted this finding does not depend on
the selection of the seed.

4. DISCUSSION

In this work, using optical brain imaging, we examined the resting state spatial and temporal
correlations over language (bilateral temporal and adjacent inferior frontal) and prefrontal cortices
on healthy children and adult subjects. In the experiment on language region, our result has
shown that the local correlation range and strength in left hemisphere are larger for adults than
children, which is consistent with the previous fMRI study [19]. This may reflect the differences
between adults and children on language skills, provided that language skills, such as skills on
language production and comprehension, are associated with the strength of the language network
connectivity. For the prefrontal measurement, the male group has shown significantly larger network
range and stronger connectivity strength than the female group. The significant differences between
males and females in the prefrontal RSFC may shed light on the underlying physiological basis for
sex-related differences in cognitive control and emotional regulation, and may also provide insight
into sex-related differences in the prevalence of some neurological diseases.
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(a) (b)

Figure 4: Group average connectivity matrices showing HBO correlations between all channels, (a) is for the
male group, and (b) for the female group.

(a) (b)

Figure 5: The connectivity map for (a) the males and (b) the females, the seed is Ch 19 in BA 10.

5. CONCLUSION

Optical brain imaging can be used to non-invasively assess resting state functional connectivity
in language and prefrontal cortices. Our data show the developmental difference in the language
network and sex-related differences in prefrontal network can be reveal by optical brain imaging.
This suggests that optical brain imaging is of potential applications for diagnosing neurological
diseases relevant to language network development and cognitive function degeneration and defect.
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Abstract— The concentration of the biologically active molecular oxygen gas is of crucial im-
portance for fruits, not only in the maturation and ripening processes, but also in the metabolic
respiration. We have studied oxygen content and oxygen exchange in fruits non-invasively by
using Gas in Scattering Media Absorption Spectroscopy (GASMAS). By studying how the GAS-
MAS oxygen signal changes during the ripening process of different kinds of tropical fruits-
nectarine (NE), mango (MG), papaya (PA), and guava (GU), the state of ripeness of fruits can
be assessed. Oxygen diffusion measurements on peeled and unpeeled apples are also performed,
and the results show that the skin strongly influences the gas exchange with the environment.

1. INTRODUCTION

From a marketing point of view, it is very important to discriminate between mature and immature
fruits. Generally, fruits undergo three main maturity stages, maturation, ripening and senescence.
After the fruit reaches maturation, a series of dramatic physiological and biochemical changes occur
in the fruits influencing color, flavor, texture and hardness. The concentration of the biologically
active molecular oxygen gas is of crucial importance for fruits in the maturation and ripening
processes. In metabolic respiration, oxygen is consumed to break down organic compounds of the
fruits to release the energy necessary to maintain the life activity. Carbon dioxide is produced in
the process. By increasing the carbon dioxide and decreasing the oxygen concentrations in the
surrounding,a prolonged fruit shelf-life will result. However, anaerobic respiration happens when
the oxygen is below a limit. Thus, the fruits need an optimal surrounding gas concentration in
storage. The skin of the fruits is of critical importance in regulating the gas diffusion in fruits.

We have studied oxygen and oxygen exchange in fruits non-invasively by using Gas in Scattering
Media Absorption Spectroscopy (GASMAS) [1]. This technique employs a narrow-band tunable
diode laser to measure gases in pores and cavities in solid-state matrices. GASMAS relies on the
fact that free gases typically have 10,000 times narrower absorption features than the surrounding
tissue. The GASMAS imprint is quite small — thus wavelength modulation spectroscopy (WMS)
is used for high sensitivity detection. We have studied how the GASMAS oxygen signal changes
during the ripening process of different kinds of tropical fruits-nectarine (NE), mango (MG), papaya
(PA), and guava (GU). Combining with measurements of reflectance and fluorescence, we show that
optical techniques are very powerful in evaluating the state of ripeness of fruits [2]. To study the
role of the skin in regulating gas transport in fruits, oxygen diffusion measurements on peeled and
unpeeled apples are performed. As illustrated in the present paper, the skin strongly influences the
gas exchange with the environment.

2. MATERIALS AND SET-UP

For ripening experiment, four kinds of tropical and climacteric fruits; nectarine (NE), mango (MG),
papaya (PA) and guava (GU) are selected for the measurements. The fruits were bought in a
local market in South China, and visually immature samples were chosen. Each type of fruit is
represented by a group of six fruits from the same batch. Each fruit is marked with a prefix and
a number (e.g., NE1, NE2 etc.) written on a small piece of paper which is attached to the fruit
far away from the measurement site, in order to avoid interaction with the skin surface to be
investigated. The six fruits of the same kind are divided into two groups, among which one group
(such as, NE1, NE2 and NE3) is placed in an ambient temperature of 20◦C, and another group
(such as, NE4, NE5 and NE6) is placed in a temperature of 30◦C. The injection of light and the
detection are made at positions on the equator of the fruits eparated by 5 cm.

For the oxygen exchange case, five climacteric Fuji apples were acquired from the same batch at
the same local fruit shop and one was bought in a different place. Each apple is studied regarding
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Figure 1: Schematic layout of the GASMAS set-up used for the 2f WMS signal recording for oxygen.

gas exchange, first unpeeled, and the following day in a peeled state. Thus, each apple experiences
two different experiments in two consecutive days. Before the measurements, the samples are placed
in a sealed plastic bag filled with pure oxygen gas overnight. Each peeled and non-peeled apple is
placed in the same transparent and sealed plastic bag in the two consecutive days, and the bag is
marked with different prefixes and numbers (e.g., Apple 1, Apple 2 etc.) matched to the samples
for identification.

A distributed feed-back diode laser (LD-0760-0100, Toptica) with a nominal output power of
1.5mW, is used as the light source to generate the probing light. A laser temperature controller
(TED200C, Thorlabs) and a laser current controller (LCD201C, Thorlabs) are used to control the
drive temperature and current of the DFB diode laser. The diode laser is scanned across an O2

absorption line at 760.445 nm (vacuum wavelength) by sweeping the operating current of the laser
by using a 5 Hz saw tooth ramp. In order to achieve sensitive wavelength modulation spectroscopy
(WMS) by using lock-in amplification techniques, the diode laser injection current is also modulated
by a sinusoidal wave at 10295 Hz. An optical fiber with 600µm core diameter (727-733-2447, Ocean
Optics) is used to guide the light to the sample under our study. A photomultiplier tube with
10 cm cathode diameter (H10722-01, Hamamatsu) is used to detect the diffusely emerging light
which contains a weak absorption signal due to the oxygen inside the sample. Ambient light is
suppressed not only by the combination of a coloured glass long-pass filter (RG715, Edmund), and
the photomultiplier tube quantum efficiency falloff in the near IR region, but also with several black
shields to suppress the ambient light even further. For the fruit ripening case, the coloured glass
filter was not used. The signal from the photomultiplier tube is amplified by a trans-impedance
amplifier (DLPCA-200, Femto) to yield a voltage signal. Then the voltage signal is fed to the same
DAQ card (PCI-6120, NI) which is also used to generate the modulation signal for the DFB diode
laser. The data from the DAQ card are stored in a computer. The lock-in detection and signal
processing procedure of the 2f WMS signal are digitally performed with MATLAB. A detailed
description of the signal processing is given in [3].

3. RESULTS AND DISCUSSION

Since the optical path length that light travels through the fruits is unknown due to strong scatter-
ing, the Beer-Lambert law is not applicable in determining the exact oxygen concentration. Instead,
Leq, the equivalent mean path length in normal 21% oxygen air, resulting in the same fractional
imprint on the received light intensity, is used to express the gas content. Leq is proportional to the
normalized WMS signal (i.e., the 2f WMS signal amplitude divided by the light intensity received
by the detector). Thus, it is convenient to use Leq to estimate the changes of oxygen contents in
fruits maturing and the oxygen content in the process of gas exchange.

3.1. Fruit Ripening
From Fig. 2, it can be seen that the value of Leq decreases gradually to a minimum value from a
high value, and then rises to a secondary peak. Finally, it decreases to a quite low value. During
this period, the fruits experience a series of physiological and biochemical changes. Changes in
Leq are the results of changes in oxygen concentration or in the path length through the gas, or
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Figure 2: The measured time evolution of the oxygen signal for nectarine, mango, guava and papaya [2].

both. For climacteric fruits, the respiratory rate increases to a peak value with fruit maturation,
and then returns to or even goes below the point before the event [4, 5]. The initial reduction of
Leq could be attributed to the changes of respiratory rate during fruit ripening. After reaching the
climacteric point, the climactic fruits are more susceptible to fungal invasion and begin to degrade,
ultimately leading to cell death. So, in Fig. 2 the Leq rises to a secondary peak and then decreases
to a very low value after the climacteric point. The characteristic temporal variation of Leq is
useful for assessment of maturity, and the likely day of ripeness can be inferred, as coupled to the
occurrence of the initial minimum in the GASMAS signal. The days of estimated ripeness are
shown in Table 1, with errors bars considering the standard deviations.

Table 1: The indicated days of ripening for four kinds of fruits as assessed from the minimum of the GASMAS
signal.

Type Nectarine (NE) Mango (MG) Guava (GU) Papaya (PA)
Day of ripening 8± 1 8± 1 4± 1 5± 1

4. GAS EXCHANGE

After taking the apple out from a pure oxygen environment and putting it into the GASMAS
system, by fitting an exponential function to the experimental data with a Matlab program, the
initial Leq for apple out of the oxygen filled bag, the final equilibrium Leq and the time-constant
(τ) are all evaluated. τ is the time the signal takes to change its initial value by a factor of 1/e in
relation to the final equilibrium value.

By analyzing τ for unpeeled and peeled apples (i.e., Fig. 3(a)), it can be seen that the time-
constant τ for unpeeled ones are larger than for the peeled ones, which means that the unpeeled
ones exchange gas slower than the peeled ones. It agrees with the assumption that the major site
of resistance to gas exchange in fruits is probably the skin [6] and agrees with the results of [7]. As
can be seen in Fig. 3(b), the ratios of the initial Leq and the final equilibrium Leq for the six apples
are just slightly different, it seems that either with skin or without skin, the fruits experience gas
exchange of the same magnitude, although of different rates.

As shown in Fig. 4, after the apples exchange gas and get to the equilibrium state, the final
equilibrium Leq values for unpeeled apples are smaller than the peeled ones. The apple skin seems
to keep apples in a lower oxygen condition with than without the peel, while the apples experience
gas exchange slower with than without the skin. An active role by the skin in regulating oxygen
content was earlier suggested in a test on a single apple [7]. More efforts should be put into these
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Left: unpeeled and right: peeled. 

Six apples were measured, Apple_1 , Apple_2 , Apple_3 , Apple_4 , Apple_5 , Apple_6 .
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Figure 3: (a) Time-constant τ for gas exchange for the same apple with different treatment. (b) Ratio of
initial Leq for apple out of the oxygen filled bag and the final equilibrium Leq.

aspects, where eliminating the large data spread due to interference fringe problems in the present
study, would be a priority.

Six apples were measured, Apple_1 , Apple_2 , Apple_3 , Apple_4 , Apple_5 , Apple_6 . 
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Figure 4: The final equilibrium Leq for apples after experiencing gas exchange.

5. CONCLUSION

As illustrated in this paper, optical techniques are very powerful in evaluating the state of ripeness
of fruits. Further, the skin was found to strongly influence the gas exchange with the environment.
In contrast to other techniques, our technique has the advantages of measuring the gas content
inside the sample non-intrusively, in situ and in real-time. It suggests the prospect of developing
the GASMAS technique into a valuable and portable tool for gas studies in fruits and foods.
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Abstract— We theoretically study the influence of an intense electromagnetic wave (EMW)
on the Hall effect in compositional semiconductor superlattices (CSSLs) with a periodical su-
perlattice potential in the z direction, subjected to a crossed dc electric field ~E1 = (E1, 0, 0)
and magnetic field ~B = (0, 0, B). By considering the electron-optical phonon interaction at high
temperature, we obtain analytical expressions for the magnetoconductivity (MC) and the Hall
coefficient (HC) with a dependence on external fields, the temperature of the system, and char-
acteristic parameters of the CSSL. These expressions are fairly different in comparison to those
obtained for bulk semiconductors. The influence of the EMW is interpreted by using the depen-
dencies of the MC and the HC on the amplitude and the frequency of the EMW. The analytical
results are computationally evaluated for GaAs/AlGaAs CSSL. The optically detected magne-
tophonon resonance conditions are obtained. The HC reaches saturation when the magnetic field
or the EMW frequency increases.

1. INTRODUCTION

The propagation of an electromagnetic wave (EMW) in materials leads to some interesting effects
that can be applied experimentally to determine materials information. For example, the cyclotron
effect, magneto-phonon-photon resonance, optically detected electron-phonon resonance, and so
on. The Hall effect in bulk semiconductors under the influence of EMWs has been studied in
much details [1–5]. In Refs. [1, 2] the odd magnetoresistance was calculated when the nonlinear
semiconductors are subjected to a magnetic field and an EMW with low frequency, the nonlin-
earity is resulted from the nonparabolicity of distribution functions of carriers. In Refs. [3, 4], the
magnetoresistance was derived in the presence of a strong EMW for two cases: the magnetic field
vector and the electric field vector of the EMW are perpendicular [3], and are parallel [4]. The
existence of the odd magnetoresistance was explained by the influence of the strong EMW on the
probability of collision, i.e., the collision integral depends on the amplitude and frequency of the
EMW. This problem was also studied in the presence of both low and high frequency EMWs [5].
Throughout these problems, the quantum kinetic equation method have been seen as a powerful
tool. In low-dimensional semiconductor systems, the carrier confinement leads to unusual behav-
iors in comparison with bulk semiconductors under external stimuli. So, in recent works, we have
used this method to study the influence of an intense EMW on the Hall effect in rectangular and
parabolic quantum wells [6, 7], in doped semiconductor superlattices [8].

In this work, by using the quantum kinetic equation method we study the Hall effect in a com-
positional semiconductor superlattice (CSSL) subjected to a crossed dc electric field and magnetic
field in the presence of an EMW. We only consider the case of high temperature when the electron-
optical phonon interaction is assumed to be dominant and electron gas is nondegenerate. We derive
analytical expressions for the conductivity tensor and the Hall coefficient (HC) taking account of
arbitrary transitions between the energy levels. The analytical result is numerically evaluated and
graphed for the GaAs/AlGaAs CSSL.

2. MODEL OF THE PROBLEM AND ANALYTICAL RESULTS

In this model, we consider a compositional semiconductor superlattice composed of N0 layers of
the semiconductor I (the layer thickness is dI) and N0 layers of the semiconductor II (the layer
thickness is dII) arranged alternatively along the z-direction. The energy-gap difference between
these two materials is U . If a static magnetic field ~B is applied in the z-direction and a dc
electric field ~E1 is applied in the x-direction, then the one-electron normalized eigenfunctions and
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eigenvalues in the Landau gauge for the vector potential ~A = (0, Bx, 0) are, respectively, given by
[9, ?]

|ξ〉 ≡ |N,n, ky, kz〉 =
1√
Ly

exp(ikyy)φN (x− x0)⊗ |n, kz〉, (1)

εξ

(
~ky

)
≡ εN,n,kz

(
~ky

)
=

(
N +

1
2

)
~ωc + εn,kz

− ~vdky +
1
2
v2
d, N, n = 0, 1, 2, . . . , (2)

where N is the Landau level index and n denotes level quantization in the z-direction; ky (kz) and
Ly are the wave vector and normalization length in the y (z)-direction, respectively; vd = E1/B
being the drift velocity and ωc = eB/me is the cyclotron frequency in which e is the charge of a
conduction electron and me is its effective mass. Also, φN (x) represents harmonic oscillator wave
functions, centered at x0 = −`2

B(ky−mevd/~) where `B = (~/(meωc))1/2 is the radius of the Landau
orbit in the x-y plane; |n, kz〉 is the wave function in the z-direction. Moreover, in the tight-binding
approximation we have [9, 11]

εn,kz
= εn − tn cos(kzd), (3)

where d = dI + dII is the superlattice period, εn = ~2π2(n + 1)2/(2med
2
I), tn is the half-width of

the nth mini-band given by [12, 13]

tn = −4(−1)n dI

d− dI
εn

exp(−2
√

2me(d− dI)2U/~2)√
2me(d− dI)2U/~2

. (4)

If the specimen is subjected to an intense EMW with the electric field vector ~E = (0, E0 sinωt, 0)
(E0 and ω are the amplitude and frequency, respectively), the Hamiltonian of the electron-phonon
system, in the second quantization representation, can be written similarly to the one obtained in
Refs. [6–8]. From this Hamiltonian, the Hall conductivity and the HC are derived in the single
(constant) relaxation time approximation. In this calculation, we also consider only the electron-
optical phonon interaction at high temperature, so the electrons system is nondegenerate and obeys
the Boltzmann distribution function. After some manipulation, we obtain the expression for the
conductivity tensor as

σim =
e2τ

~(1+ω2
c τ

2)
(
δij−ωcτεijkhk+ω2

c τ
2hihj

) {
aδjm+bδjl

(
δlm−ωcτεlmphp+ω2

c τ
2hlhm

)}
, (5)

where δij is the Kronecker delta; εijk being the antisymmetric Levi-Civita tensor; the Latin symbols
i, j, k, l, m, p stand for the components x, y, z of the Cartesian coordinates;

a = −~βvdLyI

2πme

∑

N,n

eβ(εF−εN,n) (6)

with εF is the Fermi level; and

b =
βAN0LyI

8π2m2
e
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∑
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where ω0 is the frequency of the longitudinal optical phonons, β = 1/(kBT ) with kB being Boltz-
mann constant, θ = e2E2

0/(m2
eΩ

4), A = 2πe2~ω0(χ−1∞ −χ−1
0 )/ε0, ¯̀=(

√
N+1/2+

√
N+1+1/2)`B/2,

I = a1(αβ)−1[exp(αβa1)+exp(−αβa1)]−(αβ)−2[exp(αβa1)−exp(−αβa1)], a1 = Lx/2`2
B, α = ~vd,

εN,n = (N + 1/2)~ωc + εn,0 + mev
2
d/2, and

I(n, n′) =
∫ ∞

−∞
|In,n′(0, π/d, qz)|2dqz, (8)

In,n′(kz, k
′
z, qz) =

1
2

sin{[qz ± (kn′ ± kn)]dI/2}
[qz ± (kn′ ± kn)]dI/2

exp{i[qz ± (kn′ ± kn)]dI/2}, (9)

where kn = (2meεn,kz
/~2)1/2.

The divergence of the delta functions is avoided by replacing them by the Lorentzians as [14]

δ(X) =
1
π

[ Γ
X2 + Γ2

]
, (10)

where Γ is the damping factor associated with the momentum relaxation time τ by Γ ≈ ~/τ . The
HC is given by the formula [15]

RH =
ρyx

B
= − 1

B

σyx

σ2
yx + σ2

xx

, (11)

where σyx and σxx are given by Eq. (5).
Equations (5) and (11) show the complicated dependencies of the conductivity tensor and the

HC on the external fields, including the EMW. It is obtained for arbitrary values of the indices N ,
n, N ′ and n′. In the next section, we will give a deeper insight into these results by carrying out a
numerical evaluation and a graphic consideration by the computational method.

3. NUMERICAL RESULTS AND DISCUSSION

In this section, we present detailed numerical calculations of the conductivity and the HC for the
GaAs/AlGaAs CSSL with the parameters [16]: εF = 50 meV, χ∞ = 10.9, χ0 = 12.9, ~ω0 =
36.25meV (optical phonon frequency), and me = 0.067 ×m0 (m0 is the mass of a free electron).
For the sake of simplicity, we also choose N = 0, N ′ = 1, n = 0, n′ = 0 ÷ 1, τ = 10−12 s, and
Lx = Ly = 100 nm.

In Figure 1, the solid curve describes the dependence of the magnetoconductivity on the cy-
clotron energy in the case of absence of the EMW. We can see that this curve has three maximum
peaks and the values of conductivity at the peaks are very much larger than they are at others.
Physically, the existence of the peaks can be explained in details as follows by using the computa-
tional method to determine their positions. All the peaks correspond to the conditions

(
N ′ −N

)
~ωc = ~ω0 + eE1

¯̀±∆n,n′ , ∆n,n′ = εn′,π/d − εn,0. (12)

This condition is generally called the intersubband magnetophonon resonance (MPR) condition
under the influence of an dc EF (all the peaks now may be called resonant peaks). However, the



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1259

values of the term eE1
¯̀ are very small in comparison to the optical phonon energy and can be

neglected. For instance, if we take B = 20 T (approximately ~ωc = 34.59meV), then eE1
¯̀ =

0.0277meV.
The dashed curve in Figure 1 shows the dependence of on the cyclotron energy in the presence of

a strong EMW. It is seen that besides the main resonant peaks as in the case of absence of the EMW,
the subordinate peaks appear. The appearance of the subordinate peaks is due to the contribution
of a photon absorption/emission processes that satisfy the conditions ~ωc = ~ω0 ± ∆0,1 ± ~Ω. It
is also seen that the main peaks are much higher than the subordinate peaks. This means that
the possibility of processes without photon is much larger than it is for the processes with one
photon absorption/emission. The above conditions with the presence of the EMW are actually the
optically detected MPR conditions.
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Figure 1: The magnetoconductivity (arb. units) as functions of the cyclotron energy for two cases: absence
(solid line) and presence (dashed line) of the EMW. Here, E1 = 5×103 V ·m−1, E0 = 105 V ·m−1, d = 35 nm,
and T = 270 K.
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Figure 2: Hall coefficients (arb. units) as func-
tions of the magnetic field at the EMW frequency
of 1012 Hz (solid line), 4×1012 Hz (dashed line), and
7 × 1012 Hz (dotted line). Here, d = 35nm, E1 =
5× 103 V ·m−1, E0 = 105 V ·m−1, and T = 270 K.
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Figure 3: Hall coefficients (arb. units) as functions
of the EMW frequency at the CSSL period of 35 nm
(solid line), 36 nm (dashed line), and 37 nm (dotted
line). Here, B = 4.2T, E1 = 5 × 103 V ·m−1, E0 =
105 V ·m−1, and T = 270 K.

In Figure 2 and Figure 3, we show the dependence of the HC on the magnetic field and on the
EMW frequency, respectively, at different values of the temperature T ; the necessary parameters
involved in the computation are the same as those in Figure 1. As the magnetic field increases,
the HC increases. When the magnetic field is increased further, the HC reaches saturation at high
magnetic fields. This behavior is similar to the case of low temperature in two-dimensional electron
systems have been observed before for both the in-plane and perpendicular magnetic fields (see
Ref. [17] and references therein). The HC can be seen to decrease slowly with increasing EMW
frequency for the region of small values (Ω < 2 × 1012 Hz) and reaches saturation as the EMW
frequency continues to increase. Moreover, the HC depends strongly on the CSSL period at the
chosen values of the other parameters as we can see that the value of the HC raises remarkably
when the period increases slightly.
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4. CONCLUSION

We have studied the influence of laser radiation on the Hall effect in CSSLs subjected to crossed dc
electric and magnetic fields. The electron-optical phonon interaction is taken into account at high
temperature, and the electron gas is nondegenerate. We obtain the expressions for the conductivity
as well and the HC. The influence of the EMW is interpreted by using the dependencies of the Hall
conductivity and the HC on the amplitude E0 and the frequency Ω of the EMW and by using the
dependencies on the magnetic B and the dc electric field E1 as in the ordinary Hall effect. The most
important thing is the appearance of the maximum peaks satisfying the MPR condition optically
detected MPR condition.The HC reaches saturation as the magnetic field or the EMW frequency
increases. These behaviors are similar to the case of the in-plane magnetic field. Moreover, the HC
in this work is always negative while it has both negative and positive values in the case of in-plane
magnetic field
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Abstract— We study the current density of charge carries of the radio electrical effect in
parabolic quantum wells (PQW) subjected to a dc electric field ~E0 and in a linearly polarized
electromagnetic wave (EMW) ( ~E(t) = ~E(e−iωt + eiωt), ~H(t) = [~n, ~E(t)]), (~ω ¿ ε̄; ε̄ is an aver-
age carrier energy, in this paper), in the presence of a laser radiation ~F (t) = ~F sinΩt; Ωτ À 1 (τ
is the characteristic relaxation time). By using the quantum kinetic equation method for electrons
interacting with acoustic phonon at low temperatures, we obtain the expressions for the drag of
the charge carriers in case the electron gas is completely degenerate. The dependence of the cur-
rent density on the intensity F and the frequency Ω of the laser radiation, the frequency ω of the
linearly polarized EMW, the frequency ω0 of the parabolic potential are obtained. The analytic
expressions are numerically evaluated and plotted for a specific quantum wells, GaAs/AlGaAs,
to show clearly the dependence of the current density of charge carriers on the radioelectrical
effect on above parameters. The results of current density calculation in this case are compared
with bulk semiconductors to show the dissimilarity.

1. INTRODUCTION

It is well-known that the confinement of electrons in low-dimensional systems makes their opti-
cal and electrical properties considerably different in comparison to bulk materials [1–4]. Thus,
there has been considerable interest in the behavior of low-dimensional systems, in particular
two-dimensional systems, such as semiconductor superlattices, doped superlattices and quantum
wells. In recent years, many papers have dealt with problems related to the incidence of EMW
in low-dimensional semiconductor systems. For example, the linear absorption of a weak EMW
caused by confined electrons in low dimensional systems has been investigated by using Kubo-Mori
method [5, 6]; calculations of the nonlinear absorption coefficients of a strong EMW by using the
quantum kinetic equation for electrons [7, 8] have also been reported; or the study of influence of a
weak EMW on low-dimensional systems in the presence of a strong EMW has been researched [9–
11]. However, research into influence of two EMW in PQW is still open.

The radioelectrical effect (RE) which is explained by the momentum transfer from photons to
the electron, can be understood quasi-classically as being the result of the action of the Lorentz
force on charge carriers moving in the ac electric and magnetic fields of the wave [12, 13]. The
RE in semiconductors [14–16] have also been investigated and resulted from using the quantum
kinetic equation for electrons system. In the past few years, the RE in semiconductor superlattices
has been examined under the action of strong electric fields [17, 18] and of an elliptically polarized
EMW [19]. The difference between the RE in bulk semiconductors and low-dimensional systems
lies in a nonlinear dependence of the current density of charge carriers (CDCC) on EMW [19–23].

In this work, we investigated the CDCC in a PQW under the action of a linearly polarized
EMW field ~E(t) = ~E(e−iωt +eiωt) and in the presence of a laser radiation field ~F (t) = ~F sinΩt. We
consider the case in which the electron-acoustic phonon interaction at low temperatures is assumed
to be dominant and electron gas to be completely degenerate. Numerical calculations are carried
out with a specific GaAs/GaAsAl quantum wells. The comparison of the result of quantum wells
to bulk semiconductors shows that difference.

2. CALCULATING THE CURRENT DENSITY OF THE RADIO ELECTRICAL EFFECT
IN PQW

2.1. Quantum Kinetic Equation for Electrons in PQW
We examine the motion of an electron in PQW confined to the parabolic potential V (z) = mω2

0z
2/2

and that its energy spectrum is quantized into discrete levels. We assume that the quantization
direction is the z direction. In this wok, we consider the system (the CDCC and scatterers), which
is placed in a linearly polarized EMW field (~E(t) = ~E(e−iωt + eiωt), ~H(t) = [~n, ~E(t)]), (~ω ¿ ε̄; ε̄
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is an average carrier energy), in a dc electric field ~E0 and in the presence of a laser radiation field
~F (t) = ~F sinΩt.

The Hamiltonian of the electron-acoustic phonon system in the PQW in the second quantization
representation can be written as:

H =
∑

N,~p⊥

εN

(
~p⊥− e

~c
~A(t)

)
· a+

N,~p⊥
aN,~p⊥+

∑

~q

~ω~qb
+
~q b~q+

∑

N,N ′

~p⊥,~q

DN,N ′(~q).a+
N ′,~p⊥+~q⊥

aN,~p⊥

(
b~q+b+

−~q

)
(1)

where N denotes the quantization of the energy spectrum in the z direction (N = 1, 2, . . .), |N, ~p⊥〉
and |N ′, ~p⊥ + ~q⊥〉 are electron states before and after scattering, a+

N,~p⊥
and aN,~p⊥(b+

~q and b~q) are the
creation and annihilation operators of electron (phonon); ω~q is the frequency of a phonon with the
wave vector ~q = (~q⊥, qz); ~A(t) is the vector potential of laser field; DN,N ′(~q) = C~qIN,N ′(qz), where
IN,N ′(qz) is the electron form factor in the PQW, C~q is the electron-acoustic phonon interaction
constant:

∣∣C~q

∣∣2 = ξ2·q
2ρvSV = C0q, here V , ρ, vS and ξ are the volume, the density, the acoustic

velocity and the deformation potential constant, respectively.
The electron energy takes the simple:

εN (~p⊥) = ~ωp

(
N +

1
2

)
+
~2~p2

⊥
2m

(N = 0, 1, 2, . . .) (2)

with ω2
p = ω2

0 + ω2
H and ωH = eH/mc as the confinement and the cyclotron frequencies. The

quantum kinetic equation for electrons in the constant scattering time (τ) approximation takes the
form [17–19]

∂fN,~p⊥(t)
∂t

−
(
e ~E(t) + e ~E0 + ωH

[
~p⊥,~h

]) ∂fN,~p⊥(t)
∂~p⊥

+
~p⊥
m

∂fN,~p⊥(t)
∂~r

= −fN,~p⊥(t)− f0(εN,~p⊥)
τ

(3)

where ~h =
~H(t)
H(t) is the unit vector in the direction of magnetic field; f0(εN,~p⊥) is the equilibrium elec-

tron distribution function (Fermi-Dirac distribution); fN,~p⊥(t) is an unknown electron distribution
function perturbed due to the external fields.

In order to find fN,~p⊥(t) = 〈a+
N,~p⊥

aN,~p⊥〉t, we use the general quantum equation for the particle
number operator or the electron distribution function

i~
∂

∂t
fN,~p⊥(t) =

〈[
a+

N,~p⊥
aN,~p⊥ , H

]〉
t

(4)

From Eqs. (3) and (4), using the Hamiltonian in Eq. (1), we obtain the quantum kinetic equation
for electrons in PQW

−
(
e ~E(t) + e ~E0 + ωH

[
~p⊥,~h(t)

]) ∂fN,~p⊥(t)
∂~p⊥

= −fN,~p⊥(t)− f0(εN,~p⊥)
τ

+
2π

~
∑

N ′,~q

|DN,N ′(~q)|2
+∞∑

l=−∞
J2

l (~a~q⊥)

×{[
fN ′,~p⊥+~q⊥(t).(N~q + 1)− fN,~p⊥(t) ·N~q

]× δ
(
εN ′,~p⊥+~q⊥ − εN,~p⊥ − ~ω~q − l~Ω

)

+
[
fN ′,~p⊥−~q⊥(t).N~q − fN,~p⊥(t) · (N~q + 1)

]× δ
(
εN ′,~p⊥−~q⊥ − εN,~p⊥ + ~ω~q − l~Ω

)}
(5)

where Jl(x) is the Bessel function of argument x; ~a = e ~F
mΩ2 ; N~q + 1 ≈ N~q = 1

exp{β~vSq⊥}−1 is the
time-independent component of distribution function of phonons, here β = 1

kBT .
2.2. Calculating the CDCC of the RE in PQW
For simplicity, we limit the problem to the case of l = 0, ±1. We multiply both sides of Eq. (5) by
(−e/m)~p⊥ · δ(ε− εN,~p⊥) and carry out the summation over N and ~p⊥. We obtain

~R0(ε)
τ

= ~Q0(ε) + ~S0(ε) + ωH

[
~R(ε) + ~R∗(ε),~h

]
(6)
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The total current density is given by

~jtot = ~j0 +~j1(t) =

∞∫

0

{
~R0(ε) +

[
~R(ε) · e−iωt + ~R∗(ε) · eiωt

]}
dε (7)

In the case, ω~q ¿ Ω (ω~q is the frequency of acoustic phonons), so we let it pass. After some
mathematical manipulation Eq. (7), we obtain the expression for the CDCC of the RE in PQW
for the case electron-acoustic phonon scattering:

ji = (j0)i + (j1)i =τ(εF )δik · δkn

(
a0− e

m
τ(εF )b0

)E0n

2
+

ωpτ
2(εF )

1+ω2τ2(εF )
εiklhlδkn

(
a0− e

2m
τ(εF )b0

)En

2

+
τ(εF )

1 + ω2τ2(εF )
δikδkm

(
a0 − e

2m

1− ω2τ2(εF )
1 + ω2τ2(εF )

τ(εF )b0

)
Em

2
(8)

where δik is the Kronecker delta; εikl being the antisymmetrical Levi-Civita tensor, and

a0 =
e2Lx

π

∑

N

aN =
e2Lx

π

∑

N

√
2

m~2

(
εF − ~ωp

(
N +

1
2

))
;

b0 =
8πe · C0Lx

(2π~)3
(b1 + b2 + b3 − b4 − b5 − b6);

b1 = −
∑

N,N ′

IN,N ′√
∆1

{ (
q+
1

)3

e~βvS(q+
1 ) − 1

×
[
1− e2F 2

(
q+
1

)2

4m2Ω4

]
+

(
q−1

)3

e~βvS(q−1 ) − 1
×

[
1− e2F 2

(
q−1

)2

4m2Ω4

]}

b2 = −
∑

N,N ′

IN,N ′√
∆2

e2F 2

8m2Ω4

{ (
q+
2

)5

e~βvS(q+
2 ) − 1

+

(
q−2

)5

e~βvS(q−2 ) − 1

}

b3 = b2(∆2 → ∆3); b4 = b1(q1 → q4); b5 = b2(q2 → q5); b6 = b3(q2 → q6);
√

∆1 = ~2a′N ; q±1 = −m(aN ∓ a′N );
√

∆2 = ~2

√
a′2N − 2Ω

m~
; q±2 = −maN ± m

~2

√
∆2;

√
∆3 = ~2

√
a′2N +

2Ω
m~

; q±4 = m(aN ± a′N ); q±5 = maN ± m

~2

√
∆2; q±6 = maN ± m

~2

√
∆3

with εF is the Fermi level; Lx is the normalization length in the x-direction.
Choose the axis Oz along ~n, ~Ox ↑↑ ~E, and ~Oy ↑↑ ~H, from Eq. (8), we find the CDCC compo-

nents

jx = τ(εF )
(
a0 − e

m
τ(εF )b0

) E0x

2
+

τ(εF )
1 + ω2τ2(εF )

(
a0 − e

2m

1− ω2τ2(εF )
1 + ω2τ2(εF )

τ(εF )b0

)
Ex

2
(9)

jy = τ(εF )
(
a0 − e

m
τ(εF )b0

) E0y

2
(10)

jz = τ(εF )
(
a0 − e

m
τ(εF )b0

) E0z

2
+

ωpτ
2(εF )

1 + ω2τ2(εF )

(
a0 − e

2m
τ(εF )b0

) hyEx

2
(11)

Equations (9), (10) and (11) show the dependence of the CDCC of the RE in PQW on the
intensity F and the frequency Ω of the laser radiation, the frequency ω of the linearly polarized
EMW field, the frequency ω0 of the parabolic potential. As one can see, the above equations clearly
show the dependence of the CDCC on the quantum number N, N ′ of the electron’s state which
is confined by the parabolic potential V (z) = mω2

0z
2/2. This is different from that in the normal

bulk semiconductors [13–16, 22].

3. NUMERICAL RESULTS AND DISCUSSION

In this section, the CDCC of the RE is numerically calculated for the specific case of GaAs/GaAsAl
PQW. The parameters used in the calculations are as follows [7, 8]: εF = 30 meV; ξ = 13.5 eV;
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ρ = 5.32 g · cm−3, vS = 5378 m · s−1, m = 0.0665m0 (m0 is the mass of free electron); Lx = 10−9 m,
and we choose τ ∼ 10−12 s−1;

In Fig. 1 and Fig. 2, we show the dependence of the CDCC’s components 〈jx〉 and 〈jz〉 on the
frequency Ω of the laser radiation at different values of the confinement frequency ω0. In Fig. 2,
we can see that the values of the component 〈jz〉 are much larger than 〈jx〉. That is due to the
quantization on Oz axis of electrons. Moreover, we can describe the behavior of the CDCC in
Fig. 1 and Fig. 2 as follows: each curve has one maximun (peak) and one minimun. We know
that in PQW, state of the electron is quantized into discrete levels by quantum number N . So
when the energy of a photon of laser wave is equal to the difference of two electron energy levels:
εN ′,~p⊥−~q⊥ − εN,~p⊥ ± ~Ω, resonance peak will appear.

Figure 1: The dependence of 〈jx〉 on Ω at ω =
5 × 1012 (s−1), T = 2 K, E0x = 105 V/m and
F = 106 V/m.

Figure 2: The dependence of 〈jz〉 on Ω at ω =
5 × 1012 (s−1), T = 2K, E0x = 105 V/m and
F = 106 V/m.

The dependence of the CDCC component 〈jx〉 on the frequency ω of EMW is described by Fig. 3.
In Fig. 3, we can see that 〈jx〉 depends strongly and nonlinear on ω. When the frequency ω changes,
the curves of 〈jx〉 have a maximun value (or a minimun value). All those values correspond to the

resonant condition ~ωp = ~ω or ~
√

ω2
0 + ω2

H = ~ω. Besides, Fig. 3 shows that if the frequency Ω
of laser radiation slowly changes, ¡jx¿ will quickly change.

In Fig. 4, we show the dependence of the CDCC component 〈jz〉 on the frequency ω of EMW.
From the figure we can see that the curves can begin at the negative branch or at the positive
branch, which depends on the value of the frequency Ω. When the frequency ω of EMW increases,

Figure 3: The dependence of 〈jx〉 on ω at ω0 =
1.5× 1013 (s−1), T = 2K, E0x = 105 V/m and F =
106 V/m.

Figure 4: The dependence of 〈jz〉 on ω at ω0 =
1.5× 1013 (s−1), T = 2K, E0x = 105 V/m and F =
106 V/m.
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the values of 〈jz〉 on these curves are decreasing to zero.

4. CONCLUSIONS

In this paper, we have investigated the CDCC of the RE in PQW subjected to a dc electric field, a
linearly polarized EMW field and in the presence of a laser field. The electron — acoustic phonon
interaction is taken into account at low temperature and electron gas is completely degenerate.
We obtain the expressions for the CDCC of the RE in PQW. We interpret the dependences of the
CDCC of the RE on the frequency Ω of the laser radiation field, on the frequency ω of the linearly
polarized EMW field, on the frequency ω0 of the parabolic potential. The analytical results are
numerically evaluated and plotted for specific quantum well, GaAs/AlGaAs, to confirm clearly once
again that the the CDCC of the RE strongly depends on the above elements. The comparison of
the result of quantum well to bulk semiconductors shows that difference.
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Abstract— Plasmonic nanostructures have been regarded as a promising light trapping strat-
egy towards boosting solar cell efficiency recently. However, the absorption enhancement stem-
ming from surface plasmon excitations always suffers from an inherent limitation of narrow band-
widths, which may hamper the complete utilization of the solar radiation in a broadband spec-
trum for solar cells. In this paper, we theoretically show that by cascading metal gratings with
different sizes atop the amorphous Silicon thin film solar cells (TFSCs), the enhanced light ab-
sorption band of the ultrathin active layer is extended due to the excitation of multiple localized
surface plasmon resonances (LSPRs). For one-dimensional (1D) cascaded grating structure, the
metallic gratings with different widths act as discrete nanoantennas which independently and
efficiently collect the incoming photons at the LSPR wavelengths, leads to an enhancement of
60% in photocurrent for the TM -polarized incident illumination. Furthermore, it appears that
both the coupling of plasmonic/photonic modes and their inter-coupling effects contribute to the
light trapping in the 2D cascaded grating structures, which leads to an enhancement of 66.5% in
the photocurrent over the bare TFSCs.

1. INTRODUCTION

In the past few years, the field of plasmonics has emerged as a rapidly expanding new area in
photonics, with researchers exploring its potential applications in photovoltaics, biochemical sensing
and optical computing [1–4]. Surface plasmon effects stemming from the collective oscillations of
electromagnetic waves and free electrons at metal/dielectric interfaces, provide an effective method
to manipulate and concentrate light into the nanoscale. The localized surface plasmons resonance
(LSPR) excited in metal nanostructures and surface plasmon polaritons (SPPs) propagating at the
metal/semiconductor interface are found to greatly enhance the absorption of semiconductors [2–
5]. Beside the benefits of near-field light concentration, plasmonic nanostructures can serve as
scattering objects [2, 5, 6] or photonic mode couplers [7, 8] to trap light more efficiently into the
photoactive semiconductor with a elongated light path length. These unique optical properties
associated with plasmonic structures render them promising light trapping elements for the next
generation thin-film solar cells (TFSCs).

Previous studies have shown that the performance of the TFSCs can be improved considerably
by incorporating randomly distributed metal nanoparticles [5, 6] or nanopatterned metal layers [7–9]
on the front or rear side of the cells. Although the former structures are fabricated using relatively
cheap self-assemble technologies, they suffer from limited spatial control of sharps or positions
of the metallic nanoparticles, which may result in high level of parasitic losses in the metal. In
contrast, the latter enables precisely patterning the metal elements and therefore engineering the
plasmonic resonances. Nevertheless, such a single layer metallic patterns suffers inherently narrow
bandwidths of surface plasmon excitations, which does not meet the requirement for broadband
absorption enhancement. With the aim of extending the plasmonic light trapping over a broadband
spectrum, researchers have proposed the dual plasmonic structures containing metallic patterns on
both front and rear side of the active layer [10, 11]. However, the increased complexity in fabrication
as well as the sensitivity to the lateral offset between the front and back metal elements makes this
approach less attractive. In this paper, we present that by cascading metallic gratings with different
sizes atop the TFSCs, the absorption in the ultrathin absorber is enhanced in an extended spectral
band due to the excitation of multiple LSPRs. It was found that our proof-of-concept amorphous
silicon (a-Si) TFSC containing one-dimensional (1D) cascaded gratings enables an enhancement of
60% in photocurrent over the reference cell under the TM -polarized incident illumination. When
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incorporating with 2D cascaded gratings, the coexistence and coupling of cascaded LSPRs and
photonic modes were identified as gain mechanisms of light absorption in TFSCs.

As the LSPR behavior is exquisitely sensitive to the geometrical parameters of metallic nanos-
tructures [7, 12], we adopt it as a platform in present work to construct our cascaded plasmonic
light trapping TFSCs. As shown in Figure 1(a), we began with a simple front grating TFSCs
consisting of a periodic array of 1D Ag gratings on a silica-coated 50 nm thick a-Si film followed
by a 300 nm thick Ag as a reflective mirror. We will refer to this single-sized grating structure as
non-cascaded TFSC in the following. Normally incident sunlight with TM polarizations is con-
sidered for the purpose of excitation of LSPR. From Figure 1(a) (bottom), the strong localized
feature observed in the normalized magnetic field gives a direct evidence of the excitation of LSPR
in the non-cascaded TFSCs. The calculated absorption spectra in the active layer are plotted in
Figure 1(b). It is found that the reference TFSC in absence of gratings exhibits poor absorption
ability, especially in the longer wavelengths. The non-cascaded TFSC have higher absorption in
most wavelengths as compared with the reference cell. At wavelengths near LSPR, we observe a
narrow peak exhibiting high enhancements up to 8 for the non-cascaded TFSCs. However, the
absorption quickly decreases to 50% at a wavelength of 25 nm away from the peak because of the
strong resonant nature of LSPR.

(a) (b)

Figure 1: (a) Schematic of the 1D non-cascaded TFSC (top) and the LSPR H-field intensity distribution in
the XZ plane for a non-cascaded TFSC with the grating width of 120 nm and period of 360 nm (bottom).
(b) The absorption spectra of the non-cascaded TFSC and the reference TFSC. The absorption enhancement
from the non-cascaded TFSC is also given.

Figure 2(a) shows the contour plots of the calculated light absorption in a-Si layer of the non-
cascaded TFSCs as a function of the incident wavelength and the grating width. Two strong
absorption bands can be distinguished. The first band around 400–500 nm for the grating widths
smaller than 60 nm can be attributed to the longitudinal Fabry-Perot (FP) cavity modes supported
by the air/a-Si/Ag cavity. As it is inherent to the flat stacks, this band does not significantly en-
hance the absorption over the reference TFSCs. With the increasing grating width, the resonance
wavelength of the cavity mode has a red-shift owning to the coupling with the transverse propaga-
tion SPP modes. The second strong absorption band represents the LSPR excitation extends its
resonance wavelengths through 350 nm to 780 nm and overlaps with the first absorption band at
the wavelengths around 470 nm leading to the strongest absorption. With the strong light local-
ization, the LSPR band gives rise to absorption enhancement factors up to 3.6 and 8 for gratings
with widths of 80 and 120 nm at their resonant wavelengths. Figure 2(b) shows the a-Si absorption
of the non-cascaded TFSCs at the different reciprocal lattice constants, G = 2π/P with a fixed
grating width of 100 nm. It is found that the position of the LSPR band is insensitive with the
grating periods but its amplitude decrease slightly towards larger periods. Nevertheless, even for
gratings with a large period of 900 nm, the LSPR induced absorption enhancement still maintains
a high value of 3.2. Finally, several other trivial features observed in Figures 2(a), (b) are marked
by white circles, black and red dashed lines, which represent respectively the excitation of Wood’s
anomalies and the bound SPPs at the Ag/SiO2 and Ag/Air interfaces.

The broadband excitation of LSPRs by simply manipulating the widths of grating provides a
large free degree in designing of the cascaded grating systems. Keeping the LSPRs in the weak
absorption band of the a-Si, four gratings with the widths W = 60, 80, 100, and 120 nm are chosen
to construct the 1D cascaded TFSCs. As shown in Figure 2(d), the multi-sized gratings serve as
four discrete LSPR resonators patterned side by side with a lateral spacing of 120 nm. Figure 2(c)
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(a) (b)

(c) (d)

Figure 2: Contour plots of the a-Si absorption spectra as a function of (b) the grating width (P = 360 nm)
and (c) the reciprocal lattice vector of the 1D gratings (W = 100 nm). (c) a-Si absorption spectra of the
cascaded and non-cascaded TFSCs under TM -polarized illumination. (d) Schematic of 1D cascaded TFSC
and the H-field profiles of the cascaded TFSCs at four LSPR wavelengths.

shows the absorption of a-Si in the cascaded and non-cascaded (P = 240 nm) TFSCs with different
grating widths (W = 60, 80, 100, 120 nm). In consistent with the LSPR induced absorption
peaks observed in the regular non-cascaded cells, four resonance peaks can be distinguished from
the absorption spectrum of the cascaded TFSCs. Compared to the non-cascaded structures, the
cascaded TFSCs significantly broaden the absorption band because of the simultaneous excitations
of multiple LSPRs. As confirmed by the normalized H-field patterns shown in Figure 3(c), G1, G2,
G3, and G4 act as four independent resonators with their resonances localized in specific positions.
Considering the AM1.5G spectrum, we calculated the integrated photocurrent enhancement for the
cascaded TFSCs over the reference structure. It is found that the cascaded structure gives rise to
an enhancement of 60% in photocurrent for the TM -polarized illumination. As the enhancement
mainly attribute to the simultaneous excitations of multiple LSPRs, broadband angle-insensitive
enhancement can be expected in the cascaded TFSCs. Figure 3(a) shows the absorptance of the 1D
cascaded TFSC under normal and oblique light incidence (30 degree). For the two different incident
angles, we observed almost identical absorption spectra. Figure 3(b) presents the photocurrent
enhancement as a function of the incident angle for TM polarizations. At an angles around 15◦,
the maximum enhancement of ∼ 1.68 is observed. It can be seen that the cascaded design exhibits
photocurrent enhancement for angles up to 60◦, confirming that the cascaded TFSC allows for
broadband angle-independent light absorption.

Until now, we have mainly focused on the 1D cascaded grating configurations under the TM -
polarized illumination. However, to account for the randomly polarized nature of sunlight, both
the polarizations need to be considered. At TE-polarized illumination, a significant part of incom-
ing light is directly blocked by the front metallic gratings, resulting in a significantly suppressed
absorption in the 1D cascaded TFSC referred in Figures 3, 4. In the following, we will extend

(a) (b)

Figure 3: (a) Absorption spectra of 1D cascaded TFSCs under normal and oblique light incidence. (b) Pho-
tocurrent enhancement as a function of the angle of incidence for TM polarization.
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our considerations into the 2D grating patterned TFSCs, in which an array of Ag nanocubes ar-
ranged into a rectangle lattice was employed to achieve the polarization insensitive performance.
By breaking the continuity of 1D grating and shrinking its length (Wy) in the direction parallel
to grating groove, the physical mechanisms involved in geometric transformation from 1D to 2D
grating structures can be distinguished in a straightforward and intuitive manner. The schematic
of 2D non-cascaded TFSC is shown in Figure 4(a), the grating width in the x-direction is fixed to
80 nm, the grating periods in the x and y-direction are fixed to 360 nm, and the thickness of SiO2

spacer layer is charged to 20 nm for the sake of more efficiently excite of LSPR for 2D coupler. As
shown in Figure 4(b), the absorption spectra of TFSCs under TM -polarized illumination hold their
general profiles with gradually and mildly decreasing in absorption as 1D gratings change to 2D
cuboids. Besides to the aforementioned cavity mode and LSPR (marked as peak A and B), two new
weak peaks (marked as C1 and C2) emerged for the smaller Wy values, which are attributed to the
fundamental TE waveguide mode resonances excited by the G [10] and G [11] grating diffractions.

(a) (b) (e)

(c) (d) (f)

Figure 4: (a) Schematic of 2D non-cascaded TFSC. (b)–(d) Calculated a-Si absorption spectra of 2D non-
cascaded TFSCs with different Wy: (b) Results for TM -polarized illumination; (c), (d) Results for TE-
polarized illumination. (e) Schematic of 2D cascaded TFSC. (f) Absorption spectra and enhancement in
absorption of the 2D cascaded grating TFSC.

Under TE-polarized illumination, it is found that the shrinking of Wy leads to a more complex
evolution of the absorption spectra as the LSPRs shift their resonance positions and opt to couple
with the photonic modes. In order to make a clear illustration, the absorption spectra is divided
into two length regions (Wy = 360–240 nm and Wy = 200–80 nm) corresponding to Figures 4(c),
(d). As depicted in the Figure 2(a), we have observed that the position of LSPR for the grating
width of 240 nm is close to the red end of the spectrum. Consequently, for Wy larger than 240 nm,
no LSPR related absorption peak was observed in Figure 4(c). For Wy larger than 240 nm, C1 and
C2 peaks referred as two grating coupled waveguide modes have higher absorption as compared
with the peaks under TM illumination owing to the elongated confinement of the modal fields
beneath the gratings along the y direction. In addition, a sharp and pronounced peak A emerges
even for a very small slit width in the y direction. The increase of Wy leads to a significant
red-shift of the peak A, which may imply a different origin from the peak A for TM illumination
(longitudinal FP cavity mode). For Wy smaller than 200 nm, the LSPR peaks can be observed in
the absorption spectra (Figure 4(d)). In consistent with the results of 1D structures, the LSPR
peak wavelengths decrease with the Wy. We noticed that C1 peak is absent in this figure (except
for Wy = 80nm). It appears that the shrinking of Wy leads to a slight red-shift and a decrease
of the modal confinement of the waveguide resonance. Thus, one may expect that the peak C1 is
swamped by other peaks. Interestingly, when the LSPR and C2 peaks approach, their resonances
are significantly enhanced due to the formation of a waveguide-plasmon-polariton [7]. The strong
coupling between the LSPR and the waveguide modes also can be confirmed by the shifted C2

resonance for Wy = 120 nm, where the absorption enhancement of C2 resonance peak is 9.5, much
higher than the pure waveguide mode. The newly emerged peak D red shifts its resonance with
the increasing Wy, which we attribute to the longitudinal FP cavity mode supported by grating
patterned slabs. According to the effective medium theory, the significantly divergence between
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peak D and the aforementioned peak A can be understood by regarding the strong anisotropic
refractive index of gratings under the TE and TM -polarized incidence.

To achieve the cascading LSPR enhancement, four 2D LSPR resonators with different grating
widths of 80, 100, 110, 120 nm are incorporated in the cascaded TFSCs, as depicted in Figure 4(e).
The 2D cuboids are arranged squarely with a period of 280 nm. For this period, both first grating
order and the diagonal order coupled waveguide modes interact efficiently with the LSPRs. Fig-
ure 4(b) shows the absorption spectra and the enhancement of the proposed 2D cascaded TFSCs.
Multiple absorption peaks related to LSPRs cascading and waveguide modes coupling can clearly
be identified in the absorption spectra of the cells. It is very remarkable that a broadband enhance-
ment can be achieved for the spectral range of 550–750 nm as shown in the inset of Figure 4(f).
By integrating the AM1.5G solar spectral photocurrent in the case of a non-polarized illumination,
we found that the 2D cascaded TFSCs gives rise to a 66.5% increase in the photocurrent over the
reference structure.

In conclusion, we proposed a cascaded design based on integrating multi-sized plasmonic res-
onators for enhancing the optical absorption in ultra-thin TFSCs, beyond the limit of regular
non-cascaded structures. We numerically demonstrated that the cascaded TFSC enable the exci-
tations of multiple LSPRs in a broad wavelength region due to the presence of multi-sized front
gratings. In addition, the coexistence and coupling of cascaded LSPRs and photonic modes fur-
ther contributes to the optical absorption enhancement leading to an enhancement of 66.5% in the
photocurrent in the 2D cascaded TFSC.
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Abstract— We demonstrate an optical accelerometer based on geometrically asymmetric Mach-
Zehnder interferometer which is proposed to be fabricated on a flexible substrate. The asymmetric
MZI based device made by polymer waveguides and substrate to realize the elastic property
with a double arms cantilever beam. The relation between the structure parameters and the
sensitivity are analyzed. A prototype is fabricated and a detecting experiment scheme designed
for this flexible optical accelerometer is proposed. Due to simplicity of the structure, the sensor
is suitable for mass production.

1. INTRODUCTION

Accelerometers are the important inertial measurement devices which are widely adopted in guid-
ance system, automation control system, vibration sensing, and impact detection. Various physical
principles such as, capacitive [1], piezoelectric [2], piezoresistive [3], magneto-resistive, and optical
effects [4, 6], have been utilized to design different types of accelerometers so far. Compared with
accelerometers based on electromagnetic principles, the ones utilizing optical effects show several
significant advantages. For example, they are immune to electromagnetic interference, electrically
insulated, more sensitive, corrosion-resistant, and reliable in inflammable or explosive conditions.
Conventional optical accelerometers realized by using fibers or other separated optical components
as signal carrier units are of large size [7]. With the development of integrated optical tech-
nique, researches of accelerometers based on MOEMS (Micro-Opto-Electro-Mechanical-Systems)
have attracted a lot of attention in past few years, as they have lower manufacturing cost, higher
integration, lighter weight, and smaller size.

In this paper, we demonstrate an optical accelerometer based on geometrically asymmetric
Mach-Zehnder interferometer which is proposed to be fabricated on a flexible substrate as shown
in Fig. 1. The asymmetric MZI based device made by polymer waveguides and substrate to realize
the elastic property with a double arms cantilever beam. When the acceleration to be measured
exerts a force on the flexible beam, the long arm waveguide of the MZI experiences a strain which
causes optic transmission phase to change due to strain-optic effect and the physical elongation
of the waveguide. The device meters the acceleration through measuring the interference optic
intensity of the light beams in the two arms. The relation between the structure parameters and
the sensitivity are analyzed. We have fabricated a prototype utilizing a flexible substrate fabrication

Cantilever

Mass

Input

Output

Figure 1: Schematic diagram of the proposed MZI based accelerometer fabricated on a flexible substrate.
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scheme in our previous work [8]. Due to simplicity of the structure, the sensor is suitable for mass
production.

2. THEORY OF THE MZI BASED ACCELEROMETER

Figure 2 shows the schematic picture for the structure of the proposed polymer MZI based ac-
celerometer. The layout design for the device is shown in Fig. 2. The structure consists of two
identical Y branches and two asymmetric arms. The length of the reference arm is L1 = 4R, the
bending radius is R, and the total length of the measuring arm is L = 2πR + 2L2 = V L1 where
L2 is the length of the straight waveguide in the measuring arm, and V is a numerical value larger
than 1. Several S-bend waveguides are used in Y branches, their bend angles Φ are designed to be
1.1◦. For the purpose of studying the sensing characteristics of this accelerometer, it’s necessary to
deduce the Phase-Intensity relationship accurately.

Y branch

Measuring arm

Reference arm

R

R
φ 

1 2

3
5

4
6

L1

L2

Figure 2: Schematic picture of the proposed MZI structure.

As is depicted is Fig. 2, light launched into the circuit at port 1, is split into the measuring and
reference arms through the Y branch, and comes out from the port 6. The Y branch is geometrically
symmetric so that we can ensure the half-half power split at port 2 and 3. The complex electric
fields at different ports can be deduced as follows,

E2 = E3 =
E1√

2
(1)

E4 = exp (−αV L1 + iϕ42) E2 (2)
E5 = exp (−αL1 + iϕ53) E3 (3)

E6 =
E4√

2
+

E5√
2

(4)

where ϕ42 = βV L1 + ∆ϕ42, and ϕ53 = βL1 corresponding to the phase transfer operators through
the measuring and reference arms respectively, ∆ϕ42 is the phase shift induced by the acceleration,
and 2α is the propagation loss, β = 2πn/λ is the mode propagation constant, n is the mode effective
index, λ is the light wavelength in the vacuum. So the intensity of output signal can be written as

I6 =
I1

4
g2 {g1 + g3 cos [β(V − 1)L1 + ∆ϕ42]} (5)

where g1 = 1 + exp[−2α(V − 1)L1], g2 = exp(−2αL1), g3 = 2 exp[−α(V − 1)L1]. Thus, from the
above expression, we can say that the output intensity will vary along with the variation of ∆ϕ42

caused by the force exerted on the flexible cantilever.
The sensitivity of the accelerometer is deduced as follows [10],

S =
∂(I6)
∂(a)

=
∂(I6)

∂(∆ϕ42)
× ∂(∆ϕ42)

∂(a)
(6)

∆ϕ42

ϕ42
=

∆n

n
+

∆L

L
(7)

In the above equation, ∆n/n is the phase variation due to the strain-optic effect, while ∆L/L
stands for the change induced by the mechanical deformation. The force exerted on the mass is
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F = ma, provided that, the acceleration is a. Then, the strain of the cantilever can be described
as [9, 10],

ε(x) =
6F (La − x)

Ebt2
(8)

where ε is the strain experienced by the measuring arm, x is the position of the beam with respect
to the fixed end. E is the Young’s modulus of the substrate, and b, La and t are the width, length,
and thickness of the device, respectively. We give ∆L = 2

∫ 2R+L2

0 ε(x)dx [10] and assume the value
of ∆n(x)/n is −0.11ε(x) [9, 10]. We can get that the shift in the transmission phase is given by

∆ϕ42 = ag4

[
La(2R + L2)− 0.5× (2R + L2)2

]
(9)

where g4 = 21.36 nm/Ebt2λ, c is the speed of light in the vacuum, f is the frequency of the light
signal. From (5), (6) and (9), the output intensity and sensitivity become

I6 =
I1

4
g2

{
g1 + g3 cos

[
β(V − 1)L1 + ag4La (2R + L2)− ag40.5× (2R + L2)

2
]}

(10)

S =
∂(I6)
∂(a)

=
∂(I6)

∂(∆ϕ42)
× 21.36nfm

Ebt2c

[
La (2R + L2)− 0.5× (2R + L2)

2
]

(11)

The two expressions indicate that the sensitivity is proportional to the length of beam La,
inversely proportional to b, t2 and E. So the sensitivity can be tailored based upon the geometrical
parameters and Young’s modulus of the cantilever. We set the parameters of the accelerometer
as follows. The light wavelength in the vacuum λ, the mode effective refractive index n, the
amplitude coefficient of the waveguides α, radius of the bend waveguides and the length of the
straight waveguide in the measuring arm R and L2 are 1550 nm, 1.4533, 0.1, 0.25 cm, and 0.5 cm
respectively. The Young’s modulus E, mass of the proof mass m, and the size of the beam b, t
are 0.087N/µm2, 15 g, 1.5 cm, and 0.05 cm respectively. Based upon these parameters, the relation
between intensity and acceleration are shown in Fig. 3. It also indicates that the sensitivity and
dynamic range can be easily tailored by applying different La.

3. FABRICATION AND EXPERIMENTAL DESIGN

In order to achieve flexible polymer substrate of our device, a special lift-off process is applied
as described in our previous publication [8]. The post-off process in this work is based on the
water-solubility of the polyvinyl alcohol (PVA). The schematic outline of the fabrication procedure
is illustrated in Fig. 4. As a first step, we spin coated a layer of PVA, which can firmly adhere to
both Si wafer and flexible polymer substrate, on a Si wafer. Then, the flexible polymer substrate
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Figure 3: The relation between the acceleration and the output intensity with different values of length (La)
of the beam.
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Figure 4: Fabrication procedure for the MZI based accelerometer.

(a) (b) (c) (d)

Figure 5: (a) The simulated intensity distribution of HE11 mode at 1550 nm. (b) Light spot captured by a
infrared camera. (c) a photograph of a practical device. (d) The SEM image of a waveguide.

was fabricated on the PVA layer in the structure of two SU-8 layers sandwiching a layer of NOA61,
thus tunable Young’s modulus can achieved through changing the thickness of SU-8 and NOA61.

The device was designed and characterized for 1550 nm. After the flexible substrate was
achieved, a 20µm thick layer of ZPU1.45 with refractive index of 1.45 was spin-coated on the
substrate as the lower cladding. Then the membrane was cured in a UV chamber for 2 minutes,
followed by a hard bake process for 30 minutes at 160◦C. After that, we spin coated a 5µm film of
another ZPU material (ZPU1.46) with refractive index of 1.46 as the core layer and cured it in UV
chamber for 2 minutes too. A film of Al of 100 nm–300 nm is coated on it as the barrier layer by
vapor deposition so that we can protect the wanted waveguides from being etched in the following
RIE process. The MZI structures were then patterned on the layer by conventional photolithogra-
phy using RZJ-304 photoresist. The photoresist pattern was then transferred to the core layer by
corroding Al layer outside the waveguide patterns in the phosphoric acid solution and a reactive
ion etching (RIE) in O2 plasma in sequence. Then we corrode the Al on the waveguides. The
cross dimension of the stripe waveguide is 7µm× 5 µm so that it only supports fundamental mode
as shown in Figs. 5(a) and (b). Again, we spin coated and cured a film of ZPU1.45 as the upper
cladding layer. The flexible device can be separated from the Si wafer by dissolving it in deionized
water. A photograph of the final device and a Scanning Electron Microscope (SEM) image of a
waveguide is shown in Figs. 5(c) and (d) respectively.
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For the accelerometer experiment, we fix the end with input and output ports of the flexible
device on the optic measuring platform, and a proof mass with moderate iron powder is attached
at the other end. Both the input and output ports are pigtailed to single-mode optical fibers
which are connected to a laser (λ = 1550 nm) and an optical detector respectively. A micro
electromagnet controlled by a tunable voltage source is put under the proof mass. Thus, we can
effectively exert different force on the proof mass through adjusting the control voltage, that is,
the equivalent acceleration can be controlled easily according to Newton’s Second Law of Motion.
Through detecting the signal of the optical detector on the condition of different acceleration, we
can obtain the sensitivity characteristic of the device.

4. CONCLUSION

An MZI based optical accelerometer fabricated by flexible waveguide technique has been investi-
gated. The relation between the output optical intensity and acceleration is deduced theoretically.
The result shows that the sensitivity and dynamic range can be tuned by applying different di-
mension parameters. Meantime, the fabrication of the flexible device is exhibited and a viable
test scheme is proposed. Owing to simplicity of the structure and fabrication process, such optical
accelerometer is suitable for mass production in the future.
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Shichao Song1, Long Wen1, and Qin Chen1, 2

1Key Lab of Nanodevices and Applications-CAS
Collaborative Innovation Center of Suzhou Nano Science and Technology

Suzhou Institute of Nano-Tech and Nano-Bionics, Chinese Academy of Sciences (CAS)
Suzhou 215123, China

2Peking University Shenzhen SOC Key Laboratory, PKU-HKUST Shenzhen-Hong Kong Institute
Hi-Tech Industrial Park South, Shenzhen 518057, China

Abstract— A graphene-metamaterial composite photodetectors with graphene embedded in
metamaterial perfect absorbers (MPAs) is proposed and their light absorption properties are
numerically investigated. Absorption above 40% in graphene monolayer is obtained due to the
strongly localized electromagnetic resonance and the suppression of reflection and transmission
loss in MPAs. The working frequency of the graphene photodetector can be tunable and deter-
mined by MPAs due to the ultrabroad absorption band of graphene. The novel idea of using
MPAs to enhance the interaction between light and graphene could be also adopted in other
graphene optoelectronic devices.

1. INTRODUCTION

Graphene is an attractive material for optoelectronic devices such as transparent conductive elec-
trode, polarization controller, modulator, photodetector, due to its ultra-broadband absorption, un-
usually high electron mobility, atomic layer thickness, and unique mechanical flexibility [1]. With
a thickness of only 0.335 nm, monolayer graphene exhibits remarkable optical absorption nearly
2.3% in a wide frequency range from ultraviolet to infrared [2]. However, monolayer or few layer
graphene has very weak light absorption due to the sub-1 nm-scale thickness, resulting in very low
photoresponsivity, especially in graphene photodetectors. An ultrafast transistor-based photodetec-
tor with a bandwidth of 40GHz was demonstrated but the photoresponse was only 0.5 mAW−1 [3]
Konstantatos et al. constructed a graphene-colloidal quantum dots composited nanostructure with
a responsivity of ∼ 107 AW−1, but it is a responsivity of composited nanostructure rather than
simple graphene response [4]. Various methods have been presented to improve the photoresponse
by enhancing the interaction between graphene and light. Furchi et al. demonstrated a graphene
photodetector based on a dielectric planar microcavity with a photoresponse of 21 mAW−1. Ab-
sorption as high as 60% was obtained but the device was quite complex due to the large number
of dielectric layers in the distributed Bragg reflectors [5]. Instead, Engel et al. used metallic mir-
rors to form a simple microcavity but the surface reflection and the metal attenuation reduced the
photoresponse [6]. Alternatively, Zhang et al. has proposed a novel idea to greatly enhance the
photoresponsivity of the graphene photodetector by engineering the lifetime of the photo-excited
carriers, where the graphene was patterned into quantum dot-like structures [7]. On the other hand,
perfect absorption at terahertz frequency was achieved in graphene by patterning into nanodisk ar-
ray and forming a metamaterial perfect absorber (MPA) [8]. In this case, doped graphene, like the
noble metals in the visible and near infrared regime, supports surface plasmon resonances (SPRs).
It therefore acts as surface impedance matching layer in a MPA. But for infrared and visible range,
the electron density in doped graphene is not high enough to support SPRs. Meanwhile, metallic
MPAs have been widely investigated and demonstrated promising applications in biosensor [9],
microbolometers [10], solar cells [11, 12], etc. Usually, it consists of a structured metallic surface
and a metallic ground plane intermediated by a dielectric layer [9, 13, 14]. Matching the surface
impedance by optimizing the periodic subwavelength structures in the top metal film, a near-zero
reflection can be achieved. The metallic ground plane acts as a perfect reflector. As a result,
near-unity absorption of the whole structure is obtained at the electromagnetic resonance.

In this letter, a pair of novel graphene-material composite structures for high-efficiency photode-
tection is proposed, where each graphene monolayer is embedded in a MPA. The configuration of a
graphene MPA naturally coincides with a transistor, where the metallic impedance matching layer
and the ground plane can be used as electrodes and gate, respectively. Compared to the previous
devices, it provides both high light absorption in graphene and simple device structures. Finite
difference time domain (FDTD) method is used to simulate the light transmission behaviour. The
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electromagnetic properties of the sandwich structure are optimized to perfectly meet the impedance
match condition. As a result of the high reflection back mirror and the impedance matching, a
nearly unit absorption could be achieved on resonance, in which 40% incident light is absorbed in
graphene, 17 times enhancement compared to graphene intrinsic absorption. Tunable absorption
spectra are also demonstrated.

Schematic of a pair of graphene photodetectors with graphene embedded in MPAs are shown in
Fig. 1. One dimensional (1D) metal gratings (Fig. 1(a)) or a continuous metal film with square hole
arrays (Fig. 1(b)) is separated from a continuous metal film by a layer of Al2O3. Graphene is just
at the bottom of the metal gratings. FDTD simulations of a unit cell were performed with periodic
boundary conditions in the x direction or xy plane and perfect matching layers in the z direction.
Non-uniform meshes were used in the FDTD simulation, where the minimum mesh sizes at the
interfaces are 5 nm and 0.1 nm in horizontal and vertical directions, respectively. The incident light
is assumed to be transverse magnetic (TM) polarized (the magnetic field parallel to the grating)
and normal to the structure surface. The refractive index of Al2O3 is 1.7. Gold is used as the metal
material with dielectric constant from the data of Johnson and Christ [15]. The dielectric constant
of graphene is 1 + 4πiσ/ωt, where σ is the conductivity, ω is the angular frequency and t is the
thickness of graphene (0.5 nm in the simulation) [16]. The conductivity from both interband and
intraband contributions for graphene are calculated using the Kubo formula [17, 18]

σinter(ω) =
πe2

4h

(
tanh

~ω + 2µ

4kbT
+ tanh

~ω − 2µ

4kbT

)
+ i

(
1
~ω

2e2

h
µ− e2

2h
log

∣∣∣∣
~ω + 2µ

~ω − 2µ
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)

(1)

σintra(ω) = i
2e2

h

2kbT

~(ω + iτ−1)
log

(
2 cosh

(
µ

2kbT

))
(2)

σ(ω) = σinter(ω) + σintra(ω) (3)

where σintra, σinter are the intraband and interband contribution to conductivity, respectively. h
and ~ are Planck and reduced Planck constant. ω is the angular frequency, µ is the chemical
potential of graphene, which can be set to 0 eV via the applied voltage. kb is Boltzmann constant,
T is the thermodynamic temperature (300 K). e is the charge of electron, τ is the average scattering
lifetime of free electrons.

(a) (b) (c)

Figure 1: Schematic of a pair of graphene photodetectors with graphene embedded in MPAs. (a) Top view
of a graphene photodetector. The matallic matching layer is the gold gratings. (b) Top view of metallic
hole array assembled graphene photodetector. The metallic matching layer is the gold film with square hole
arrays. (c) The section cross view of the first MPA structure (a).

Figure 2(a) shows the calculated absorption spectra of a whole MPA and the contribution from
graphene. It can be seen that the light is nearly completely absorbed at the resonant wavelength,
among which 40.1% absorption occurs in graphene. The effective permeability (µ′ + iµ′′) of the
MPA were also calculated [19]. As presented in Fig. 2(b), µ′ cross zero at 1.065µm, which results in
the impedance matching at this wavelength. Meanwhile, µ′′ has a positive resonance at the corre-
sponding wavelength. Thus, the complete absorption is mainly attributed to the occurrence of the
magnetic absorption resonance. With this effect, the light absorption is enhanced by over 17 times
that of an intrinsic graphene monolayer. The proposed graphene MPA photodetector can be re-
garded as a combination of a plasmonic photodetector and a microcavity photodetector, where both
SPR near field enhancement and light path recycling contribute to the light absorption. Further-
more, the perfect impedance match at the patterned metal structure eliminates the reflection loss.
The plasmonic near field enhancement can be seen from Fig. 2(e), where hot spots exist beneath the
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 2: (a) Absorption spectrum of a graphene monolayer in MPA with the TM polarized normal incident
light, with p = 300 nm, w = 110 nm, h = 70 nm, and t = 10 nm. The absorption spectra of the whole MPA
and a bare graphene monolayer are shown for comparison Graphene locates at the bottom of the gratings.
(b) Absorption spectrum of a graphene monolayer in MPA (shown in the Fig. 1(b), whith p = 400 nm,
w = 310 nm, h = 10nm, and t = 60 nm. (c), (d) The effective permittivity and permeability are also
calculated. The distribution of |Ez|2 at the resonant wavelength of (e) 1.065 µm and (f) 0.896 µm in a unit
cell. The zoom-in electric field distribution around the edge of the nanostructure is also presented. The
semi-transparent schematics of the induced surface currents of the MPA at each resonant wavelength with
different metallic surfaces. (g) and (h) are the top view of induced surface currents of nanostructures, (i) and
(j) are the induced surface currents of the metallic mirrors, respectively.
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grating corners with more than 600 times enhancement of |Ez|2. The excellent light trapping allows
a strong interaction between graphene and light. MPA consisting of two-dimensional metallic hole
array as shown in Fig. 1(b) were also investigated for the metamaterial-graphene photodetector.
As shown in Fig. 2(c), the light has almost been completely absorbed at the resonant wavelength,
where 37.3% absorption contribution is from graphene. The effective permittivity (ε′ + iε′′) of the
MPA are presented in the Fig. 2(d). ε′ cross zero at 0.896µm. Moreover, the imaginary part has a
positive value, contributing to the light absorption. So the light absorption in graphene can be sig-
nificantly enhanced by electromagnetic resonance at the resonant wavelength. The strong plasmonic
near field enhancement can be seen from Fig. 2(f), where hot spots exist at the edge of the nanos-
tructures. Owing to enhancement of |Ez|2, the absorption of graphene has been largely enhanced.
The schematic figures of calculated surface current of these two MPAs at each resonant wavelength
are shown in Figs. 2(g)–(j), respectively. In Figs. 2(g) and (i), the induced surface currents at
two metal/dielectric interfaces flow in opposite directions, generating a magnetic field opposite to
the external field. This also confirms that the absorption of this MPA structure (gratings) at the
resonant wavelength is donated by the magnetic resonance. While the current distribution in the
hole array nanostructures are different as shown in Fig. 2(h). In each metal-dielectric interface, the
surface current has opposite flow directions at different regions, for example, in Fig. 2(j), the surface
currents at four corners flow from right to left while those at the top and bottom edges flow from
left to right. The sum of surface current is very small resulting the suppression of the magnetic
resonance. On the contrary, the dipole-like current distributions between the two corners along
the direction of the excitation electric field show an electric resonance. Therefore, by constructing
different subwavelength structures, we can manipulate the spectral response of the MPA based on
both electric and magnetic resonances and optimize the graphene-metamaterial photodetectors.

Since the absorption enhancement results from the strong light localization in MPA and its inter-
action with graphene, it is necessary to investigate the effect of various structure parameters. The
positions of graphene in the MPA are proved to be at the bottom of the gold gratings, contributing
to the largest enhancement. Moreover, the period has little effect on the resonant wavelength and
absorption, while the duty ratio of the nanostructures has a great influence on them [20]. Shown
in Fig. 3(a), six graphene embedded MPAs with a same period are shown, where the absorption
wavelengths are linearly tuned by the widths or fill factor of the gold gratings. The maximum light
absorbance of 40.1%, approximately 17.4 times of the instinct graphene absorption, is observed at
w = 100 nm, where the near-field enhancement approaches a maximum at the edge of the gratings.
Several graphene embedded hole array MPAs with a same period are also shown in Fig. 3(b), where
the absorption wavelengths are monotonously changed by the duty ratio or the side length of the
hole. Moreover, over 35% absorption of graphene can be achieved in these MPAs with the near-field
enhancement.

(a) (b)

Figure 3: The absorption spectra in various MPAs. Graphene is at the bottom of the gold nanostructures.
(a) Whole structure (open scatters) and graphene (solid scatters) absorption spectra for w = 100–200 nm.
p = 300 nm, h = 70nm, t = 10 nm. (b) Whole structure (open scatters) and graphene (solid scatters)
absorption spectra for w = 290–340 nm. p = 400 nm, h = 10 nm, t = 60 nm.

2. CONCLUSIONS

A novel graphene-metamaterial composite structure with graphene monolayer embedded in a MPA
is proposed and its light absorption property is numerically investigated. Over 40% absorption
in graphene is achieved, which is over 17 times that of a bare monolayer graphene. Owing to
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the strongly localized electromagnetic resonance and the suppression of reflection and transmission
loss in MPAs, the absorption can be significantly enhanced. Benefiting from graphene’s ultra-
wideband optical absorption and high electron mobility, we can obtain a photodetector with high
speed, broad band and high photoelectric conversion efficiency. This novel idea using MPAs to
enhance the interaction between light and graphene not only presents a new solution to graphene
photodetectors, but also could be adopted in other graphene optoelectronic devices.
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Abstract— We propose an improved calibration technique that simultaneously and simply
determines an accurate Raman shift wave number and the differential loss of the sensing fiber in
order to take highly accurate temperature measurements over a wide range of temperatures.

1. INTRODUCTION

The Raman Distributed Temperature Sensor (DTS) has recently been successfully adopted in the
oil & gas fields, site safety, assets monitoring, and facilities maintenance [1]. According to the
DTS principle, local temperature Ts can be determined by knowing the temperature T0 in the
temperature reference fiber, the ratios of the anti-Stokes and Stokes intensities, and the Raman
shift wave number of the sensing fiber. However, the optical device characteristics such as the light
source (wavelength), optical filter, photodiode, reference thermometer (uncertainty), optical switch,
optical connector, splice, and sensing fiber under actual conditions may affect the temperature
measurement accuracy. We already reported on a novel calibration technique to determine the
accurate Raman shift wave number of the sensing fiber (fiber having the differential characteristics
from a built-in fiber) to perform highly accurate temperature measurements over a wide range
of temperatures although the conventional linear approximation method is only effective over a
small temperature range [2]. However, the deferential loss (attenuation difference at the Stokes and
anti-Stokes wavelengths) needs to be corrected beforehand.

We propose an improved calibration method in this paper that automatically, simultaneously
and simply calculates the calibration parameters such as the Raman shift wave number and the
differential loss of the sensing fiber.

2. PRINCIPLE [3]

Raman scattering occurs due to the interaction between the light and optical phonons present in
a continuum medium. In such an interaction, the medium can lose energy (anti-Stokes) or acquire
energy (Stokes) by means of scattering. The molecular vibrational states — the phonons — obey
the Bose-Einstein statistics distribution, which is a function of the temperature. The Stokes and
anti-Stokes intensities (Ist, Ias) are given by Equation (1)

Ist ∝ (ν0 −∆ν)4(1 + n(∆ν, T )) Ias ∝ (ν0 + ∆ν)4n(∆ν, T ), (1)

where ν0 is the wave number of incident light, ∆ν is the Raman shift wave number, and n is the
number of photons as expressed by Equation (2)

n(∆ν, T ) =
1

exp(hc∆ν/kT )− 1
, (2)

where h is the Plank’s constant, k is the Boltzmann’s constant, and c is the speed of light. The
Raman shift wave number is determined by the molecular structure of the medium. The Raman
spectrum has a peak at around 400–500 cm−1 in the silica optical fiber. The ratio of the anti-Stokes
to Stokes intensities can be expressed as

R(T ) = Ias/Ist =
(ν0 + ∆ν)4

(ν0 −∆ν)4
exp

(
−hc∆ν

kT

)
(3)

Using the temperature in the built-in fiber (for temperature reference) T0,

R(T )/R(T0) = exp
(
−hc∆ν

kT

)
/exp

(
−hc∆ν

kT0

)
. (4)
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Equation (5) is obtained by taking the logarithm of both sides

T =
hc∆ν

k

[
1

− lnR(T ) + lnR(T0) + hc∆ν
k

1
T0

]
. (5)

Local temperature Ts can be determined by priorly knowing T0, R(T0), R(T ), and ∆ν. We
assume here that the deferential loss (attenuation difference at the Stokes and anti-Stokes wave-
lengths) is corrected beforehand and the sensing fiber has the same characteristics as the built-in
fiber. Moreover, we assume that the optical connector does not experience differential loss.

3. HIGHLY ACCURATE MEASUREMENT USING HIGHLY ACCURATE ∆ν [2]

Let us connect the sensing fiber (fiber having differential characteristics from built-in fiber) to the
interrogator (Figure 1). The measured temperature T ′s at the point of scattering can be calculated
by measuring Rr(T0) and R(Ts). Here, Ts is the true temperature and the Raman shift wave
number of the sensing fiber is set to the same value as the built-in fiber. Rr(T0) and R(Ts) are the
ratios of the anti-Stokes to Stokes intensities of the built-in fiber and the measured position.

T ′s =
hc∆νr

k

[
1

− lnR(Ts) + lnRr(T0) + hc∆νr

k
1
T0

]
. (6)

The actually measured R(Ts) can be expressed by using Equation (7)

R(Ts) = ∆Lconn
(ν0 + ∆νs)4

(ν0 −∆νs)4
exp

(
−hc∆νs

kTs

)
, (7)

where ∆Lconn is the differential loss of the connecter and ∆νs is the Raman shift wave number of
the sensing fiber. Then Rr(T0) is given by using Equation (8)

Rr(T0) =
(ν0 + ∆νr)4

(ν0 −∆νr)4
exp

(
−hc∆νr

kT0

)
, (8)

where ∆νr is the Raman shift wave number and T0 is the absolute temperature of the built-in fiber.
When the temperature is measured at the scattering position, it is calculated by using Equa-

tion (6) and the true temperatures are set to T ′1 and T1. Then, for another temperature mea-
surement, the temperature calculated by using Equation (6) and the true temperature are set to
T ′2 and T2 as well. Next, a highly accurate Raman shift wave number of the sensing fiber can be
determined by using Equation (9)

∆νs = ∆νr
T ′1 − T ′2
T ′1T

′
2

T1 · T2

T1 − T2
. (9)

Then, the highly accurate temperature can be determined using Equation (10)

Ts = ∆νs
1

∆νr

T ′s
− ∆νr

T ′1
+ ∆νs

T1

. (10)

On the basis of the above examination, we evaluated the temperature measurement accuracy
using a highly accurate ∆νs. First, we determined the highly accurate Raman shift wave number
∆νs of the sensing fiber by using Equation (9) at 80◦C (T1) and 300◦C (T2). The measured
temperature difference between the DTS and the reference thermometer was within +/− 0.2◦C in
the wide temperature range from 80–300◦C (Figure 2).

4. IMPROVED CALIBRATION METHOD

As mentioned above, a highly accurate ∆νs is very important for taking highly accurate temperature
measurements. However, we assume that the deferential loss (attenuation difference at the Stokes
and anti-Stokes wavelength) is corrected beforehand. There are several methods for determining
the differential loss of the sensing fiber. 1) Differential loss ∆αs (dB/km) can be determined by
calculating the temperature so that it matches the temperature at two different positions where
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Figure 1: Measurement set-up. Figure 2: Evaluated results using highly accurate
∆νs.

the temperatures are set to the same level Since the calculated temperature has various parameters
and there is a complicated relation between all of them, the temperatures from two positions need
to be the same. 2) At a position in the near end where the differential loss is neglected, the highly
accurate ∆νs can be determined by using the above mentioned method. After that, the differential
loss can be determined by calculating the temperature at the far end so that it is the same as the
true temperature. However, every method has a complicated step, and needs much more time and
labor to complete it.

We propose an improved method here for simultaneously and simply determining a highly
accurate ∆νs and ∆αs using the temperatures at three positions.

In the measurement setup shown in Figure 1, Equation (6) is rewritten as Equation (10) by
taking the differential loss into consideration.

T ′n =
hc∆νr

k


 1

− ln R(Tn, L)− ln
(
10

∆αsL

5

)
+ lnRr(T0) + hc∆νr

k
1
T0


 , (11)

where ∆αs (dB/km) is the differential loss of the sensing fiber and L (km) is the distance from the
interrogator to the measured position. The distance of the three measured positions are L1, L2,
and L3 and the true temperatures at the three positions are T1, T2, and T3. Using Equations (9)
and (11), ∆νs and ∆αs are calculated as

∆νs = ∆νr
T ′1 − T ′2
T ′1T

′
2

T1T2

T1 − T2

=
T1T2

T2 − T1

k

hc
ln

R (T2, L2)
R (T1, L1)

10
∆αs(L2−L1)

5 =
T1T3

T3 − T1

k

hc
ln

R (T3, L3)
R (T1, L1)

10
∆αs(L3−L1))

5 (12)

and

∆αs =
5

(
ln R(T1,L1)

R(T3,L3)
− T1−T3

T3

T2
T2−T1

ln R(T2,L2)
R(T1,L1)

)

ln (10)
(
(L3 − L1) +

(
T1−T3

T3

) (
T2

T2−T1

)
(L2 − L1)

) (13)

5. EXPERIMENT

We evaluated two cases based on the above study.
The temperature measurement was conducted on the installed and turned up in the oil well

(Figure 3(a)). The initial values used in Equation (11) are ∆νs = ∆νr = 386 cm−1, ∆αs =
0.28 dB/km. Using Equations (10), (12) and (13) for three temperatures at three positions, ∆νs =
379 cm−1 and ∆αs = 0.18 dB/km were found to be highly accurate. The temperature distribution
agreed well with the actual temperature.

Figure 3(b) shows a calibration example using two positions and three temperatures. The
initial values used in Equation (11) were ∆νs = ∆νr = 392 cm−1, ∆αs = 0.30 dB/km. ∆νs =
394 cm−1 and ∆αs = 0.21 dB/km were calculated using Equations (10), (12) and (13) for three
temperatures at two positions. Figure 3(b) indicates there is a good agreement in both the high
and low temperature ranges after calibration.
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(a) (b)

Figure 3: (a) For three positions and three temperatures and (b) two positions and three temperatures for
calibration.

6. CONCLUSION

We proposed an improved calibration method that automatically simultaneously and simply cal-
culates the calibration parameters such as the Raman shift wave number and the differential loss
of the sensing fiber. The demonstrated results agreed well using the proposed method.
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Abstract— We have developed a fiber-optic sensing technique that provides strain distributions
along a sensing fiber with a high spatial resolution. Using long-length fiber Bragg gratings
(FBGs), strain profile along FBGs is obtained based on optical frequency domain reflectometry.
We demonstrate an experimental example of the technique and show its applicability for the
purpose of structural health monitoring. We also demonstrate a simulation-based design process
which has been developed in order to allow numerical discussion about the applicability and the
capability of the sensing technique.

1. INTRODUCTION

The purpose of structural health monitoring (SHM) is to lead a structure such as aerospace, ship,
and civil and mechanical engineering infrastructure, to be safer at the lower cost. SHM systems
conduct assessment of structural integrity during manufacturing and/or in-service operation, which
results in optimal operation, effective maintenance and longer service life [1].

Optical fiber distributed sensing techniques demonstrate the promising capability for the purpose
of SHM [2]. By installing sensing fibers to target structures, one can obtain abundant structural
parameters with high efficiency based on which the assessment of structural integrity is performed.
In a previous study, the overall structural response is successfully monitored using Brillouin optical
time domain reflectometry [3]. When it comes to the detection and identification of structural
damages, however, it is concluded that high spatial resolution is required for the distributed sensing
techniques in order to observe abrupt strain distribution variations induced by the damages.

We have developed a distributed sensing technique with high spatial resolution based on optical
frequency domain reflectometry (OFDR) [4–6]. We use a long-length fiber Bragg grating (FBG)
with a length of 10 cm and interrogate its spectra at an arbitrary location with a spatial interval
of less than 1 mm. The sensing range can be expanded by sequentially inscribing the long-length
FBGs with a minimum gap between each.

In order to measure the strain distribution which leads to identification of structural damages of
interest, various factors have to be considered in advance of the sensor installation such as sensing
locations, installation method (for example, bonding or embedding) and tuning parameters for
signal processing. The expected strain distribution after damage might also need to be considered
a priori so that one can discuss whether the capability of the sensing technique meets the demands
for damage identification. In this paper, we introduce a simulation-based design process which
models measurement environment and provides expected measurement results, as a result allows
theoretical discussion of the sensing feasibility.

2. OFDR

Figure 1 shows the configuration of the OFDR system. The tunable laser source sweeps the
wavenumber and inserts the lights into Interferometer 1 and 2. Interferometer 1 provides clock
signal based on which the interfered signal of M3 and the FBG is sampled at D2 with a constant
interval of wavenumber. We use low reflectivity FBGs in this work. In this case, the following
approximate description of the signal at D2, D2, is sufficient expressed as

D2 =
∑

i

Ri(k) cos (2neff Lik), (1)

where k is the wavenumber, neff is the effective refractive index of the fiber core, Ri represents the
spectrum reflected at the location where the distance Li is away from the mirror M3 [7]. A Bragg
spectrum at a certain location, Ri, has an accompanying wave whose frequency is proportionate to
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Figure 1: Configuration of OFDR. TLS: tunable laser source, D: photo detector, C: optical 3 dB coupler, M:
optical mirror.

the location of the reflection. Therefore, we can demodulate Bragg spectra at arbitrary locations
by applying short time Fourier transform (STFT) to D2.

3. SIMULATION-BASED DESIGN PROCESS

In structural monitoring process, there are various steps which connect the structural parameters
of interest (for example, deformation) and the output of the sensing system as depicted in Fig. 2.
Deformation yields strains in sensing elements, an FBG in this case. The strains affect the optical
response of the FBG. The FBG signal is interfered and detected at a photo detector. Finally,
the interfered signal is demodulated into the form of strain through signal processing. A series of
numerical simulation model concatenates these steps in the simulation-based design process as seen
in Fig. 2.

Figure 2: Flow of the structural monitoring process and the simulation-based design process.

We take an example of a tensile loading of an aluminum coupon with holes. The geometry of
the coupon is depicted in Fig. 3. The coupon is loaded in longitudinal direction. 7 cm FBG is be
bonded, and the 5 cm portion of the FBG is in interest.

Figure 3: Schematic of the aluminum coupon with three holes.

Firstly, we conduct finite element method (FEM) analysis to calculate strains/stresses which
are applied to the FBG as depicted in Fig. 4. Then, we calculate the optical response of the FBG
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Figure 4: Longitudinal strain distribution around
the holes calculated by FEM.

Figure 5: Calculated interfered signal of the loaded
coupon with the holes using numerical simulation
model of the OFDR system.

based on the equation of the photo-elastic effect which is expressed as
{

∆λBx =−n3
eff Λ

E {(P11−2νP12) σx+[(1− ν) P12−νP11] (σy + σz)}+ 2neff Λ
E [σz−ν (σx+σy)]

∆λBy =−n3
eff Λ

E {(P11−2νP12) σy+[(1− ν) P12−νP11] (σx+σz)}+ 2neff Λ
E [σz−ν (σx+σy)]

, (2)

where ∆λB expresses the Bragg wavelength shift, L the grating pitch, E Young’s modulus and ν
the Poisson’s ratio of the optical fiber, P the Pockels coefficient and σ the stress. x and y represents
the orthogonal axes in the fiber cross-section plane and z represents the longitudinal axis.

The interfered signal at the photo detector in the OFDR system is calculated using the optical
response of the FBG obtained previously and the numerical simulation model of the OFDR as
shown in Fig. 5 [8, 9]. Finally, STFT is applied to the interfered signal and demodulated signal is
obtained in the form of spectrogram as seen in Fig. 6. By extracting the distribution of the Bragg
wavelength shifts, one can calculate strain distributions. Fig. 7 shows the strain distributions
obtained from the simulation process and an experiment, and the strain distribution calculated by
FEM. Longitudinal load of 300 kgf is applied. It can be seen that the simulation process successfully
predicts the measurement results.

Figure 6: Calculated spectrogram. 7 cm FBG is lo-
cated at from 4.20m to 4.27 m.

Figure 7: Strain distribution of the coupon with
three holes.

4. CONCLUSION

This paper showed that the simulation-based design process successfully predicted the measurement
results. Individual simulation steps can calibrate effects of individual steps of structural monitor-
ing process on the output of the OFDR measurement. Therefore, this process can contribute to
various discussions regarding SHM such as the optimal sensor location, installation method, tuning
parameters for signal processing, noise effect and interpretation of unpredicted signals.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1289

REFERENCES

1. Balageas, D., C. P. Fritzen, and A. Gumes, Structural Health Monitoring, 15–18, ISTE, London,
UK, 2006.

2. Bao, X. and L. Chen, “Recent progress in distributed fiber optic sensors,” Sensors, Vol. 12,
8601–8639, 2012.

3. Murayama, H., K. Kageyama, H. Naruse, A. Shimada, and K. Uzawa, “Application of fiber-
optic distributed sensors to health monitoring for full-scale composite structures,” J. Intell.
Mater. Syst. Struct., Vol. 14, 3–13, 2001.

4. Igawa, H., K. Ohta, T. Kasai, I. Yamaguchi, H. Murayama, and K. Kageyama, “Distributed
measurements with a long gauge FBG sensor using optical frequency domain reflectometry
(1st report, system investigation using optical simulation model),” J. Solid Mech. Mater. Eng.,
Vol. 2, 1–11, 2008.

5. Igawa, H., H. Murayama, T. Nakamura, I. Yamaguchi, K. Kageyama, K. Uzawa, D. Wada,
I. Ohsawa, M. Kanai, and K. Omichi, “Measurement of distributed strain and load identifica-
tion using 1500 mm gauge length FBG and optical frequency domain reflectometry,” Proc. of
SPIE, Vol. 7503, 75035l, 2009.

6. Murayama, H., D. Wada, and H. Igawa, “Structural health monitoring by using fiber-optic
distributed strain sensors with high spatial resolution,” Photonic Sensors, Vol. 3, 355–376,
2013.

7. Childers, B. A., M. E. Froggatt, S. G. Allison, T. C. Sr. Moore, D. A. Hare, C. F. Batten, and
D. C. Jegley, “Use of 3000 Bragg grating strain sensors distributed on four eight-meter optical
fibers during static load tests of a composite structure,” Proc. of SPIE, Vol. 4332, 133–142,
2001.

8. Murayama, H., K. Kageyama, K. Uzawa, K. Ohara, and H. Igawa, “Strain monitoring of a
single lap joint with embedded fiber-optic distributed sensors,” Struct. Health Monit., Vol. 11,
325–344, 2012.

9. Wada, D. and H. Murayama, “Analytical investigation of response of birefringent fiber Bragg
grating sensors in distributed monitoring system based on optical frequency domain reflectom-
etry,” Optics and Lasers in Engineering, Vol. 52, 99–105, 2014.



1290 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

Distributed Measurement of Intense Magnetic Fields by Means of
Optical Fibers

L. Palmieri1 and A. Galtarossa1, 2

1Department of Information Engineering, University of Padova, Padova, Italy
2IIUSE, Southeast University, Nanjing, China

Abstract— A novel class of distributed fiber optic sensors for the measurement of intense
magnetic fields has been recently introduced. The sensors are based on Faraday rotation of
polarization and on the distributed polarization measurement of the Rayleigh backscattered light.
This paper reviews the current results showing how the technique can be used to map both
intensity and direction of strong magnetic field in the area spanned by the optical fiber, with
spatial resolution in the order of centimeters.

1. INTRODUCTION

Optical fiber sensors (OFS) are finding wide and successful applications in the monitoring of several
structures as diverse as civil buildings, natural sites, energy plants and mechanical components [1].
OFSs offer two main advantages over electro-mechanical sensors; namely, they enable distributed,
or quasi-distributed, monitoring and they are intrinsically immune to electromagnetic interference.
In particular, the possibility of implementing distributed sensors is an unique feature of OFSs,
unparalleled by any other technology, and already successfully exploited in the monitoring of tem-
perature, strain and vibration [1].

The measurement of magnetic fields, based on Faraday rotation of polarization, has been one of
the earliest application of OFS [2, 3]. Nonetheless, all magnetic-field OFS developed so far are point
sensors, being able to measure the magnetic field only at a specific location. Recently, however, a
new distributed optical fiber sensors (DOFS) able to measure the spatial variation of magnetic field
along the fiber has been introduced [4–7]. This novel sensor is based on the measurement of the
state of polarization (SOP) of the light backscattered by the fiber, as a function of the scattering
position, and on the variation of such SOP as a consequence of Faraday rotation. For the sake
of completeness, we remark that an early attempt to perform a similar distributed measurement
was made by Ross in 1981 [8]. In that case, however, the system was able only to locate the point
along the fiber where the magnetic field was varying. More recently, other approaches have been
proposed, but the retrieved information about Faraday rotation is not complete [9, 10]. Differently,
in the new technique described here the variation of the magnetic field over the whole length of
the fiber is completely determined. Tests have been performed using standard telecom fibers, over
lengths ranging from few tens of meters to about hundred meters. The reported limit of detection
is 100 mT, with a spatial resolution of few centimeters. The measurement uncertainty is about 7%.
This paper reviews the main results achieved so far.

2. MEASUREMENT PRINCIPLE

In a non-ideal single-mode optical fiber the polarization of light is not preserved during propagation,
but it is changed by almost any kind of perturbation acting along the fiber [11]. Therefore, if
we were able to measure that polarization along the fiber, we could retrieve information about
those perturbations, and hence about the environment surrounding the fiber. Of course, a direct
measurement of the light propagating in the fiber is not practicable, especially over lengths of
several tens of meters and beyond. Nonetheless, we can measure the polarization of the Rayleigh
backscattered light, and try to infer local information along the fiber. This is the basic idea behind
polarization distributed measurements as originally proposed by Rogers [12].

This principle can be used also to measure the magnetic field acting along the fiber through
Faraday rotation; there are however two main difficulties. Actually, the backscattered SOP does
not directly provide information on the local Faraday rotation, but rather it is the accumulated
effect of forward propagation up to a specific point in the fiber, Rayleigh scattering and subsequent
back-propagation to the fiber input. Furthermore, the SOP in an optical fiber is not affected
only by magnetic field, but also by other perturbations like bending, twist, anisotropy, geometrical
asymmetries, etc., which are well known to impair the effectiveness of standard magnetic field
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OFS [3]. Therefore, the variation of the backscattered SOP as a function of the scattering position
is quite a complex cumulative vectorial function of all perturbations acting along the fiber, where the
local information about Faraday rotation is not directly accessible. This difficulty has been however
recently overcome by means of an accurate theoretical model, which has enabled the solution of
the inverse scattering problem [4].
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Figure 1: (a) Paths of the three fibers in sensor A. (b) Schematic of the POFDR setup. (c) Picture of sensor
arrangement.

A detailed mathematical description of the measurement procedure would be out of scope,
therefore here we report only the main steps of the analysis needed to retrieve the local information;
the interested reader may find the complete treatment in the literature [4]. The first step is to
measure the 3-dimensional unit Stokes vector, sB(z), of the backscattered light as a function of the
scattering position, z, for at least 2 different input SOPs. This task can be accomplished by using
any polarization sensitive reflectometer, either in the time domain (POTDR), or in the frequency
domain (POFDR) [13]. Once the SOPs have been measured, we have to calculate the vector βB(z)
such that dsB/dz = βB×sB. This operation can be solved with the so called Mueller matrix method
developed in the framework of polarization mode dispersion measurements [14]. Afterwords, the
vector βB(z) is used to numerically solve the differential equation dB/dz = (βB/2) × B with
B(0) = I, where it can be shown that B(z) is the 3 × 3 Mueller matrix representing (in a proper
reference frame) the backward propagation from the scattering point to the fiber input [4]. Finally,
we calculate the vector

β(z) =
(
β1(z) , β2(z) , η(z)

)T =
1
2
BT (z)βB(z) , (1)

where T means transposition, and the first two components, β1 and β2, summarize the local effects
of all perturbations except Faraday rotation, which affects only the third component η(z). This
net separation enables the distributed measurement of magnetic field along the fiber, and it is due
to the non-reciprocal nature of Faraday rotation, which makes it intimately different from all other
sources of perturbation [15]. More specifically, the third component of β(z) can be expressed as

η(z) = 2 V B(z) cos ψ(z), (2)

where B(z) is the amplitude of the magnetic induction, ψ(z) is the angle subtended by the magnetic
induction and the direction of forward propagation of light, and V is the Verdet constant, which
for silica fibers is about 1.43/λ2

µm (rad/T)/m, so at 1550 nm we have V ' 0.60 (rad/T)/m [16].
Exploiting the above method and the relationship (2) it is then possible to measure the com-

ponent of the magnetic field parallel to the fiber axis as a function of the position along the fiber.
As shown below, exploiting a proper fiber layout it is also possible to measure more than 1 spatial
component of the magnetic field, enabling the making 2- or 3-dimensional vectorial maps. Note,
however, that owing to the small value of the Verdet constant and to the distributed nature of the
sensor, the proposed sensor is most suited to high intensity fields.
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3. 2D VECTORIAL MAPPING OF MAGNETIC FIELD

A first example of application is a sensor, hereinafter “sensor A”, to make 2-dimensional vectorial
maps of the magnetic field in the area spanned by the fiber. The idea is to deploy the fiber on
a mesh so that at each crossing the magnetic field is measured along two directions, enabling the
2-dimensional vectorial mapping [5]. Specifically, 3 standard G.652 fibers have been deployed on
wooden boards along the paths shown in Fig. 1(a); the boards were then stacked to form the sought
fiber mesh. We used three separate fibers because the range of the measurement setup is limited
to 30 m.

The polarization of the backscattered light, sB(z), has been measured with a polarization sensi-
tive OFDR, schematically represented in Fig. 1(b). The polarization controller in the forward path
allows to change in the input SOP, whereas the polarization analyzer in the backward path allows
to calculate sB(z). Measurements were performed in a bandwidth of about 40 nm around 1550 nm.
Note that while this bandwidth can nominally enable a sub-millimeter spatial resolution, when it
comes to SOP measurements further SNR enhancement is required, which is achieved by proper
spatial filtering. As a result, the spatial resolution is increased to about 2 cm. Owing to the small
value of the Verdet constant in silica, the sensor has been tested exploiting the high magnetic field
of a magnetic resonance imaging (MRI) scanner for medical application, which achieved 1.5 T in
the imaging area (see Fig. 1(c)).

Figure 2(a) shows the three components of the vector β(z) defined in (1) and measured along the
fiber of path I (see Fig. 1(a)). The difference between the first two components and the third one
is evident. While β1(z) and β2(z) are related to the reciprocal effects, such as anisotropy, bending,
twist, etc., and hence vary randomly as a function of z, the third component η(z) is affected only
to Faraday rotation, and therefore it has markedly ordered behavior. Specifically, up to about 7m
in the fiber η is almost zero, meaning that the Faraday rotation is negligible as it should be, since
this is the portion of the fiber that lays outside the MRI and links the sensor to the POFDR.
Beyond that distance, the fiber enters the MRI and the effects of the magnetic field become clear.
The periodic changes in sign of η(z) are actually related to the periodic changes in direction of
the fiber with respect to the magnetic field, which make the factor cosψ(z) in (2) change its sign
accordingly. The value of the magnetic field component along the fiber axis can then be readily
calculated exploiting (2), and the results for each of the three fibers are good agreement with the
nominal peak value of 1.5T. By merging the measurements taken on each fiber separately it is then
possible to build the 2-dimensional vector map shown in Fig. 2(b). Each arrow indicates modulus
and direction of the magnetic field component parallel to the sensor plane, evaluated at each of the
more than 100 crossing points of the fiber mesh.
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Figure 2: (a) Components of β(z) measured along fiber path I of sensor A. (b) 2D vectorial map of magnetic
field in the MRI scanner.

Along the board axis, at x = 0.29m, the fibers create nine crossing where the magnetic field can
be measured along three different directions. These points offer the opportunity to estimate the
uncertainty of the magnetic field measure, which is about 7%. Furthermore, the limit of detection
of the sensor is around 100mT, as evaluated from the fiber sections not exposed to the magnetic
field. We remark, however, that these measurements have been performed by using standard G.652
telecommunication fibers.
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4. 3D VECTORIAL MEASUREMENT OF MAGNETIC FIELD

(a) (b)

Figure 3: (a) Layout of the 3D magnetic field sensor B. (b) Measurements taken on the sensor when oriented
at 45◦ with respect to the magnetic field.

The principle exposed in the previous section can be generalized to perform 3-dimensional
vectorial measurements, provided that the fiber is arranged so to span the 3 dimensions. As a
proof of concept, we have implemented the sensor “B” shown in Fig. 3(a), where the basic idea is
to have the fiber wound on loops on two orthogonal plates [7]. We assume that the magnetic field
is constant in the volume of the sensor; this sets the spatial resolution of the sensor. We also use
the “fold axis”, i.e., the axis along which the loop plates are in contact, as a reference. All loops
are, by construction, tangent to the fold axis.

Let consider first the effect of a single loop. Since the magnetic field is constant, the angle ψ(z)
in (2) varies sinusoidally along the fiber of the loop. Therefore, we can express the Faraday rotation
along the fiber loop as

η(z) = 2V Bplane cos(2πz/Lloop + φ0) , (3)

where Bplane is the intensity of the magnetic induction component projected on to the loop plane
and Lloop is the loop length. If we set z = 0 at the point where the loop is tangent to the fold axis,
we can say that φ0 is the angle subtended by the magnetic field projection on the loop plane and
the fold axis. So if these two are, for example, anti-parallel, then φ0 = π.

According to the above model, by performing a Fourier analysis of the measured Faraday rotation
η(z) and considering only the signal at the known spatial frequency given by the loop length, we
can extract the intensity Bplane of the magnetic induction projection on the loop plane and its
orientation φ0 with respect to the fold axis. Finally, repeating the measurement on an orthogonal
plane we have a complete 3-dimensional measurement of the magnetic induction.

The sensor we implemented had several circular paths with diameters of 3, 5, 7, 10, 15 and
20 cm. This was done to determine the best achievable spatial resolution and, at the same time, to
prove that many of these sensors can be concatenated. Each path hosts two loops of fiber; the fiber
enters the sensor along the fold axis, and goes twice along each loop, starting from the larger ones,
and alternating horizontal and vertical planes. The results of the measurement performed in the
same MRI scanner of Fig. 1(c) are shown in Fig. 3(b). The sensor was oriented in such a way that
the magnetic induction was parallel to the horizontal plane, and at 45◦ with respect to the vertical
one and to the fold axis. The top graph shows η(z)/(2V ), which is the intensity of the magnetic
induction component tangent to the fiber at each point z. Gray (yellow) background refers to
fiber sections on the horizontal (vertical) planes. We clearly see the oscillation described by (3),
and a closer look reveals also the change of amplitude and phase between vertical and horizontal
planes. Despite the raw data is noisy, the Fourier analysis extracts Bplane and φ0 quite accurately.
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These are shown in the middle and lower graphs, respectively, where the solid black line indicate
the calculated values and the pink band their uncertainties. While at lower loop diameters the
measurement is not accurate due to the limited spatial resolution of the POFDR, for diameters of
10 cm or above results are in good agreement with the nominal ones, marked by the dashed lines.

5. CONCLUSION

In this paper we have reviewed the recent achievements on distributed measurements of intense
magnetic fields. This new class of distributed sensors is based on polarization reflectometry and
on a novel data analysis algorithm, that allows to single Faraday rotation out of the random
variations of the backscattered polarization. Two different sensors have been described. The first
one enables the 2-dimensional vectorial mapping of the magnetic field with a spatial resolution in
the order of few centimeters; as an example, the field of an MRI scanner for medical applications has
been successfully mapped. The second sensors enables the 3-dimensional vectorial measurement of
magnetic field at specific position, with resolution in the order of 10 cm. Owing to its distributed
nature, this sensor can be easily concatenated to have a multi-point sensor. Despite limited to
strong magnetic field due to the small Verdet constant of silica fibers, this new class of distributed
magnetic field optical fiber sensors paves the way to unprecedented applications, such as distributed
current measurements.
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Abstract— In this paper, we design an elliptical silicon nanowire embedded photonic crystal
fiber (SN-PCF) using fully vectorial finite element method. Further, we analyze the various
optical properties, namely, waveguide dispersion, birefringence, fractional power inside the core
and effective nonlinearity by varying the ellipticity for a wide range of wavelengths from 0.8 to
1.8 µm. The proposed structure exhibits a high birefringence of 0.4815 for a small ellipticity of
0.3 at a longer wavelength of 1.8 µm. Besides, we investigate the evolution of supercontinuum at
1.55 µm wavelength for an input pulse width of 25 fs by varying the peak power of the input pulse
as well as length of the SN-PCF. The numerical results corroborate that the proposed SN-PCF
provides a wider supercontinuum bandwidth for a high input power within a few mm length
(2mm) of fiber. The findings of this work may be useful in ultrahigh-resolution optical coherence
tomography and optical communication systems.

1. INTRODUCTION

The supercontinuum generation in photonic crystal fibers (PCFs) has been a topic of intense re-
search ever since it was reported by Ranka et al. [1]. To generate the supercontinuum (SC), the
medium should atleast exhibit a flat low anomalous dispersion with a small third order dispersion or
zero dispersion [2]. It is obvious that the PCFs operating near a zero dispersion wavelength (ZDW)
with higher nonlinearity do not demand large input power for generating the SC. In addition, these
desired conditions help smoothen the power spectra of SC [3]. Therefore, highly nonlinear disper-
sion flattened PCF turns out to be the right candidate for generating SC. Nowadays, the generation
of SC in photonic nanowire (PN) have been attracted significant interest with their sub-wavelength
diameter due to their unique properties. Such a dielectric waveguides with a nanocore diameter
can achieve a tight mode confinement and a strong normal and anomalous waveguide dispersions
are combined to allow high nonlinear interactions with the aid of an efficiently designed photonic
crystal fiber geometry. Such a photonic device known as photonic crystal fiber nanowire (PCF-NW)
has been proposed very recently [4, 5]. These small core PCF structures can be a good candidate
for nonlinear applications such as soliton — effect pulse compression and SC generation using very
low input power within a short length of fiber [6–9].

In this work, we design a silicon nanowire embedded PCF (SN-PCF) consisting of an elliptical
core with equivalent nanowire diameter and a triangular arrangement of air-holes in the cladding
and investigate the SC by varying the input peak power and length of the proposed fiber. The
paper is laid out as follows. In Section 2, we present the design analysis of the proposed structure.
In Section 3, we study the optical properties of the fundamental mode, namely, the group velocity
dispersion (GVD), third order dispersion (TOD), birefringence and effective nonlinearity by varying
the ellipticity of SN-PCF. Further, we investigate the nonlinear pulse propagation in the anomalous
dispersion regime and analyze the evolution of SC at 1.55µm wavelength with various input powers
and various length of SN-PCFs in Section 4. Finally, we summarize the findings in Section 5.

2. DESIGN OF THE PROPOSED SN-PCF

The schematic cross section and mode field distribution of the proposed SN-PCF are as shown in
Figs. 1(a) and (b). In the proposed structure, a and b are chosen to be the major and the minor
diameters of the elliptical nanocore and the air-hole distribution in the cladding region is composed
of 5 rings. In this design, we choose the ellipticity (b/a) value in terms of core diameter (dc) which
is less than 1µm [10]. The distance between two consecutive air holes (pitch, Λ) is kept at 2µm
and diameter of the air hole (dh) is 0.7µm. In this work, we study the optical properties of the
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(a) (b)

Figure 1: (a) Geometrical structure and (b) mode field distribution of the proposed SN-PCF with an
ellipticity of 0.7.

fundamental mode by increasing the ellipticity values for a range of optical wavelengths from 0.8
to 1.8µm by keeping a constant value of major core diameter (a = 550 nm).

3. WAVEGUIDE DISPERSION

The dispersion is a well known linear effect that depends on the operating wavelength and the
nanocore diameter. The diameter dependent GVD and TOD of the x-polarized mode are de-
termined from the effective index of the fundamental mode obtained by finite element method.
Fig. 2(a) shows that there is a anomalous GVD for all ellipticity values due to the gradually in-
crease of the field distribution towards the cladding region. When increasing the wavelength, the
GVD value increases on the negative side as a result of less confinement within the core and the
same trend is observed for all ellipticity values. We achieve a less anomalous GVD of −0.133 ps2/m
for an ellipticity of 0.7 at 0.8µm wavelength. The variations of TOD with different ellipticity
values are shown in Fig. 2(b). Further, we find a almost flattened TOD for all ellipticities up to
1.05µm wavelength. After increasing the wavelength, we notice that the TOD increases slowly.
The proposed fiber exhibits a less TOD (0.1572× 10−3 ps3/m) for b/a = 0.7 at 0.8µm wavelength.
We achieve a very high birefringence (0.4017) for a smaller ellipticity (b/a = 0.3) and lower bire-
fringence (0.0519) for a larger ellipticity (b/a = 0.7) at 1.55µm wavelength as shown in Fig. 3(a).
In addition, we notice that the power distribution inside the core decreases rapidly by increasing
the ellipticity from 0.3 to 0.7 as is seen in Fig. 3(b). The confinement factor is very high at shorter
wavelength (0.8µm) owing to the tight field confinement within the core. However, at longer wave-
length (1.8µm), the fractional power inside the core is relatively less for a smaller ellipticity of 0.3
due to the large amount of power spreading outside the elliptical nanocore.

4. EFFECTIVE NONLINEARITY

Due to the small core diameter dimensions and the high-index contrast between core and cladding,
the air-silicon nanowire exhibits tight mode confinement. Generally, for sub-wavelength nanowire
structure, the γV value is computed using vectorially-based nonlinear Schrödinger equation (VNSE)

(a) (b)

Figure 2: (a) Group velocity dispersion and (b) third order dispersion of the proposed SN-PCF for various
ellipticity.
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(a) (b)

Figure 3: Variations of (a) birefringence and (b) fractional power of the proposed SN-PCF for various
ellipticity.

[11],

γV = k0

(
ε0
µ0

) ∫
n2

0(x, y)n2(x, y)|em|4dA∣∣∫ (em × h∗m) · ẑdA
∣∣2 , (1)

where k0, ε0, µ0 and n0 are the free space wavenumber, free-space dielectric constant, free space
permeability and refractive index of silicon, respectively. Here n2 is the nonlinear index coefficient
(4.5×10−18 m2/W) of silicon whose value is two orders greater than that of silica. The nonlinearity
variation of the fundamental mode for different ellipticity values as a function of wavelength is
shown in Fig. 4. The small core ellipticity (0.3) exhibits tight mode confinement and very high
nonlinearity (991W−1m−1) at 0.8µm wavelength when compared to other ellipticity values of SN-
PCF.

Figure 4: Variation of effective nonlinearity of the SN-PCF for different ellipticity.

5. SIMULATION OF SUPERCONTINUUM GENERATION

The SC generation in the SN-PCF is demonstrated by the generalized nonlinear Schrödinger equa-
tion (NLS) with the effects of two-photon absorbtion and free-carrier absorbtion as follows [12],

∂A

∂z
= −1

2

(
α + αf

)
A− i

2
β2

∂2A

∂T 2
+

β3

6
∂3A

∂T 3
+ iγV

[
1 +

ω

ω0

]
A

∫ ∞

−∞

[
R(T − τ)|A|2] dτ (2)

where, A(z, T ), α, αf , β2, β3, γV and R(T − τ) represent the field envelope, linear loss, free-
carrier contribution term, GVD, TOD, effective nonlinearity and Raman response function. In this
simulation, we ignore the effect of free carrier absorption, two photon absorption and loss. The
nonlinear response function R(t) is defined by [12], R(t) = (1− fR)δ(t)+ fRhR(t) with fR = 0.043.
The delayed Raman response hR(t) of silicon is expressed as: hR(t) = Ω2

Rτ1 exp(−T
τ2

) sin( T
τ1

), where
τ1 = 10 fs and τ2 = 3 ps correspond to the Raman shift and the bandwidth of the Raman gain
spectrum, respectively and ΩR related to τ1.

The pulse propagation in SN-PCF is studied by solving the hitherto mentioned NLS type
equation using symmetrized split-step Fourier method. We analyze the pulse evolution of SC
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by considering the hyperbolic secant profile as the input pulse and the same is given by [13]:
A(0, t) = N

√
P0sech[ t

T0
], where P0 is the peak power and T0 is the input soliton duration defined

as TFWHM/1.763. The soliton order N is defined as, N2 = γP0T 2
0

|β2| . We point out that, in the
simulation, we consider the minimum value of ellipticity (0.3) since the proposed SN-PCF meets
the requirements (less GVD and high nonlinearity) of SC generation for this value only at 1.55µm
wavelength.

The SC evolution with the pump peak power increasing from 25 to 100 W at 1.55µm wavelength
is as shown in Fig. 5, where the input pulse width is 25 fs and the length of fiber is 2 mm. From the
Fig. 5, one can observe that the SN-PCF exhibits a broad spectrum at high input power (100W)
due to the combined action of self-phase modulation, soliton fission and Raman effect. Therefore,
the width of the SC depends on the incident power of the pulse. Fig. 6 shows the generation of SC
of SN-PCF at 1.55µm wavelength for various fiber lengths from 5 to 15 mm for a constant input
peak power (25W) and pulse width (25 fs). From Figs. 5 and 6, we observe that the intensity
spectrum splits into number of solitons upon increasing the input power and length of the fiber.
The proposed SN-PCF exhibits relatively a wider bandwidth of more than 1500 nm. This wider SC
spectrum may be useful for ultrahigh-resolution optical coherence tomography system for dental
imaging and optical communication systems.

Figure 5: Spectral evolution and spectrum of supercontinuum for various input powers at 1.55µm wavelength.

Figure 6: Spectral evolution and spectrum of supercontinuum for various length of SN-PCFs at 1.55µm
wavelength.
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6. CONCLUSION

In this paper, we have proposed an elliptical core silicon nanowire embedded photonic crystal
fiber and studied the optical properties for various ellipticities using a fully-vectorial finite element
method. We have demonstrated the supercontinuum in SN-PCF for various input peak powers
and fiber lengths with an input pulse of width 25 fs at 1.55µm wavelength. We have noticed an
enhanced bandwidth of 1800 nm. We envisage that the proposed SN-PCF would highly be useful
in the field of medicine, especially, in dentistry, besides its applications in optical communication
systems.
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Fractal Labyrinths: Path Matrices and Borders Topology
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Abstract— In this paper some elements of the theory of fractal labyrinths are presented using
fractional calculus mathematics and random walk model. A model of finitely ramified deter-
ministic labyrinth fractal on a square grid is built, topology of its boundaries is defined, its
pathways are calculated using the path matrices up to isomorphism accuracy with respect to
rotation and flipping. The path matrices were calculated using the Jordan decomposition. For
the constructed model of a fractal labyrinth there have been obtained numerical values of the
labyrinth path’s lengths before its exits, allowing obtaining the characteristics of the simulated
fractal environment.

1. INTRODUCTION

Application of fractal formalism to the analysis of complex weakly formalized processes and systems,
problems of stochastic image reconstruction of nanostructures [1], genetic and self-affine synthesis
of antenna arrays [2], multidimensional signals, a rich variety of modes of transport etc. undergoes
presently intensive development. In this paper we expand the class of fractal-scaling approaches by
using self-similar (hierarchical) dendritic structures — fractal labyrinths.

2. ELEMENTS OF THE FRACTAL LABYRINTHS THEORY

Description of fractal structures and processes in fractal media does not fit into the traditional
framework of differential equations of integer order. It is considered that the mathematical appa-
ratus of fractal geometry is fractional calculus, which allows transition from ordinary differential
equations to fractal equations. At the same time the standard methods of solving differential
equations in partial derivatives or calculus of associated moments of transport are also applied to
fractional equations. Physically, the operators of integro-differentiation of fractional order Dα[f(t)],
where −1 < α < 1, act as a kind of “filters” that emit only those components that are localized on
the fractal (fractional) sets the process under investigation. The presence in the equations of frac-
tional derivative is usually interpreted as a reflection of the special property of the process/system
— memory, or non-Markovian (hereditarity).

Anomalous kinetics in fractal structures, including such as the labyrinthine fractals (or fractal
labyrinths) — topologically connected dendritic (ramified) structures with fractal dimension df > 1,
whose pathways have scaling, self-similar nature — adequately formulated in terms of a model of the
continuous in time random walk, when transport events are subject to wide statistics [3]. Random
walks in a fractal environment, i.e., chaotic motion with discontinuous trajectory on the bumps

and potholes with abrupt change of direction — characterized by jump length λ(x) =
∞∫
0

dtψ(x, t)

and waiting time (between two successive jumps, pauses) w(t) =
∞∫
−∞

dxψ(x, t), where λ(x)dx is the

probability of jump length in the interval (x, x + dx), and w(t)dt — the probability of the waiting
time in the interval (t, t + dt). Here the probability density function ψ(x, t) = λ(x)w(t), if λ(x)
and w(t) — independent variables, i.e., random walks are determined by the characteristic waiting

time T =
∞∫
0

dtw(t)t and variance of the length of the jump
∑2 =

∞∫
−∞

dxλ(x)x2.

Random walks are equivalent to the diffusion. In this connection the transport processes which
in the limit of free force are slower than Brownian diffusion, treated as subdiffusion. The probability
density function W (x, t) to be in point x at the instant t obeys algebraic relation in the Fourier-
Laplace space [4]

W (k, u) =
1− w(u)

u

W0(k)
1− ψ(k, u)

, (1)

where W0(k) — Fourier-transformation of the initial condition W0(x). In the fractal time of ran-
dom walk when T diverges (long pause), but the jump — Gaussian (with finite Σ2), diffusion —
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anomalous diffusion is described by the fractional diffusion equation (FDE) [3]:

∂W

∂t
= 0D

1−α
t Kα

∂2

∂x2
W (x, t) (2)

where W (x, t) — propagator, which depends in general on the singularities of geometry of the
interaction; α — anomalous diffusion index (the order parameter of the fractional derivative, fractal
dimension of the environment); Ka — constant of the generalized diffusion (subdiffusion) which
is defined as Kα ≡ σ2/τα and in terms of scale σ and τ has the dimension [Kα] = cm2s−α; the
operator 0D

1−α
t = ∂

∂t0D
−α
t for 0 < α < 1 — Riemann-Liouville operator, defined by the integral

relation

0D
1−α
t W (x, t) =

1
Γ(α)

∂

∂t

t∫

0

dt′
W (x, t′)

(t− t′)1−α
(3)

— direct continuation of the multiple integral Cauchy for an arbitrary complex α with Re(α) >
0. Thus integrodifferential nature of fractional Riemann-Liouville operator 0D

1−α
t in accordance

with (3), and with the integral kernel of the form M(t) ∝ tα−1 provides non-Markovian nature of
the subdiffusion process which is determined by FDE (2).

Rewriting (2) in the equivalent form

0D
α
t W − t−α

Γ(1− α)
W0(x) = Kα

∂2

∂x2
W (x, t), (4)

we obtain the initial value W0(x) in the form of the inverse power law (t−α/Γ(1−α))W0(x), rather
than exponential law, as for the standard diffusion [3]. At the same time, in the limit, α → 1
FDE (2) reduces to the second Fick’s law, as it should be. The mean square displacement of a
random walk is 〈

x2(t)
〉

=
2Kα

Γ(1− α)
tα. (5)

Thus, FDE concept is a real extension of the standard diffusion equation in the same sense in
which the random walk model generalizes the Brownian motion.

Anomalous diffusion index α parameterizes several areas of anomalous transport: subdiffusion
for 0 < α < 1, superdiffusion for α > 1, the normal Brownian diffusion at the interface between the
sub-and superdiffusion with α = 1 and a ballistic motion at α = 2. Kinetics in fractal labyrinths
are based on the description of the phenomenon of subdiffusion, which corresponds to 0 < α < 1.

3. ALGORITHM CONSTRUCTION OF FRACTAL LABYRINTH

As a generating element of the model fractal let’s use the construction of L. L. Christie [5]. Pre-
fractal of the first order, n = 1 (see Figure 1(a)) is built in the unit square on a 4-node square
m×m grid (m = 4) with a characteristic size L. Figure 1(b) — pre-fractal of the 2nd order (n = 2),
shows the development of the generating element through the recursive branching and scaling.

(a) (b)

Figure 1: 4× 4-labyrinth fractals: (a) n = 1, (b) n = 2.
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An iterative procedure for obtaining the fractal set of points x, y ∈ [0, 1] on the unit square
[0, 1]× [0, 1] for m ≥ 1 is given by the relations

Sm
i,j =

{
(x, y)

∣∣∣∣
i

m
≤ x ≤ i + 1

m
,

j

m
≤ y ≤ j + 1

m

}
and Sm =

{
Sm

i,j | 0 ≤ i ≤ m− 1, 0 ≤ j ≤ m− 1
}

.

The set of white squares of the first order (n = 1) in Figure 1(a) denotes W1 ⊂ Sm, then the set
of black squares of the first order is B1 = Sm\W1. Herewith

∀(zx, zy) ∈ [0, 1]× [0, 1]∃PQ(zx, zy) = (qzx + x, qzy + y).

For n ≥ 2 we have

Smn =
{
Smn

i,j | 0 ≤ i ≤ mn − 1, 0 ≤ j ≤ mn − 1
}

,

wherein respectively
Wn =

⋃
W1∈A1, Wn−1∈Wn−1

{
PWn−1(W )

}

and Bn = Smn\Wn. For n ≥ 1, we define the associated graph G(Wn) as a self-similar set, the
vertices of which are the cells of Figure 1 — white squares, and the edges — the passages between
adjacent cells, the sequence of vertices is a path in a graph. If this path is the only path and it
is not a cycle, then such connected graph is a tree, a self-similar dendrite. We consider a finitely
ramified deterministic fractal on a square grid. Topology of its borders is the following. The
top row of order n, of sets Wn on the border of the dendrite is the set of all white squares in
{Si,mn−1,mn |0 ≤ i ≤ mn − 1}. The bottom row, left column, and right column are defined by
analogy. A top exit in Wn is a white square in the top row of order n, such that there is a white
square in the same column in the bottom row of order n. A bottom exit is defined by analogy. A
left exit in Wn is a white square in the left column of order n, such that there is a white square in
the same row in the right column of order n. A right exit is defined by analogy. Such dendritic set
Wn with exits is called m×m-labyrinth set. Let us distinguish in Wn (n ≥ 1) a sequence of compact
sets Ln =

⋃
W∈Wn

W , then we obtain {Ln}∞n=1 — monotonously decreasing sequence, whose limit
is L∞ =

⋂∞
n=1 Ln. The limit set L∞ of a labyrinth set W1 is called labyrinth fractal. The Hausdorff

dimension of L∞ is

dimH(L∞) =
log |W1|
log m

,

which one obtains from known results for self-similar sets [4]. Since in the case of labyrinth fractals,
we have |W1| > m, it follows that dimH > 1.

In the pre-fractals Figure 1 there are six possible options of paths: the path from vertex to
base with the length p1n, which leads to the exit of the Wn; the paths from left to right, top to
right, right to bottom, bottom to left and left to top, leading to the exits with lengths p2n, p3n,
p4n, p5n, p6n, respectively. Our model of labyrinth is limited, i.e., labyrinth is blocked horizontally
and vertically: horizontally — if the series of squares from left to right is contained at least one
black square and vertically — if a black square is contained in the column of the squares from
top to bottom exit. Based on the existence and uniqueness theorems of curves of finite length in
blocked labyrinth fractals [4], let’s construct pathways of fractal tree using the path matrix, up to
isomorphism accuracy with respect to rotation and flipping. There is a non-negative 6× 6 matrix
path M , so that for n ≥ 1




p1n

p2n

p3n

p4n

p5n

p6n




= M ·




p1n−1

p2n−1

p3n−1

p4n−1

p5n−1

p6n−1




= Mn ·




1
1
1
1
1
1




.

Figure 1(a) shows the example of 4×4-labyrinth set B that is horizontally and vertically blocked.
Let M be the path matrix of the labyrinth set W1. In the Jordan decomposition M = B · J ·B−1,
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we have

J =




000000
010000
001000
000200
000020
000005




. Therefore, Mn = B · Jn ·B−1, where Jn =




000000
010000
001000
0002n00
00002n0
000005n




.

After algebraic simplifications (explicit forms of B and B−1 are omitted) we obtain the numerical
values of path lengths (unit is — cell-square) pn1 = (4 · 5n − 2n)1/3, pn2 = (4 · 5n − 2n)1/3,
pn3 = 5n + 2n− 1, pn4 = (5n+1− 2n+1)1/3, pn5 = (5n− 2n + 3)1/3, pn6 = 5n. Herewith, the matrix
J of Jordan decomposition is the same for all horizontal and vertical 4× 4-blocked labyrinth sets.
For n = 1 we have 6, 6, 6, 7, 2, 5; for n = 2: 32, 32, 28, 39, 8, 25 — see Figure 1.

Knowling the values of the paths’ lengths and of the mean square displacement of a random
walk (5) allows us to determine the times of passing through fractal labyrinth, anomalous diffusion
index and the fractal dimension of the medium.

4. CONCLUSION

This paper presents the basic relations of the anomalous transport with use of the continuous time
random walk scheme as the starting point. These relations determines also the fractal kinetics.
To investigate the properties of labyrinthine fractals we constructed the model of fractal labyrinth
— dendritic fractal with exits at the boundaries. We formed the paths matrix for such labyrinth
considering the topology of its borders. Using the Jordan decomposition, we calculated lengths of all
possible paths in the constructed model. The proposed approach can be used to describe transport
dynamics in complex systems, which are governed by anomalous diffusion and non-exponential
relaxation patterns. Where approximation of processes or structures by dendritic graphs is possible,
the calculation of pathways allows receiving fractal characteristics of the investigated medium.
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Abstract— In this paper, we propose an efficient kd-tree based shooting and bouncing ray
(SBR) method for solving near field scattering problems. The kd-tree is highly effective in
handling the irregularly distribution of triangles of the target. It is utilized to accelerate the
ray tube tracing in the SBR, especially for electrically large and complex targets. The SBR
is based on the combination of the geometrical optics (GO) and the physical optics (PO). The
far field assumption results in the decrease of the accuracy of the standard PO in the near
field observation. By applying the locally expanded phase approximations together with surface
partitioning, the refined PO can extend the region of validity of the SBR to near field scattering.
Numerical examples demonstrate that the proposed method can efficiently handle the near field
scattering problems of realistic complex targets with high accuracy.

1. INTRODUCTION

The efficient high frequency asymptotic methods have been widely used in computation of scattering
from electrically large targets. The shooting and bouncing ray (SBR) method [1] is one of the
most commonly adopted techniques for radar cross section (RCS) prediction of arbitrarily shaped
targets. This is because it provides more accurate results by applying the ray-tube tracing to take
into account the multiple bounces contribution.

The procedure of the SBR involves two steps: ray tube tracing and electromagnetic computing.
In near field analysis, the incident field is approximated as a spherical wave, not a plane wave.
Bundles of rays radiating from source instead of a grid of parallel rays are shot toward the target.
The density of the rays on the virtual aperture should be greater than about ten rays per wavelength
in view of the convergence. Thus, the ray tube tracing in the SBR is very time-consuming for
electrically large and complex targets. Jin et al. [2] utilized the octree, recursively subdividing the
box into eight equal children boxes using three axis-perpendicular planes, to reduce the number
of intersection tests. It is based on the assumption that triangles are uniformly distributed in the
target space. However, the hypothesis is hardly satisfied by realistic target. The kd-tree recursively
split the target space into uneven axis-aligned boxes according to the ray tracing cost estimation
model. It is highly effective in handling the irregularly distribution of triangles of the target and
can significantly decrease the number of ray-triangle intersection tests. Tao et al. [3] presented the
kd-tree based ray tube tracing to accelerate the SBR.

Most published work on high frequency scattering calculation is related to far field analysis.
However, computation of near field scattering is crucial due to its military value, i.e., essential
for radar-target end-game electromagnetic modeling. The SBR is based on the combination of
the geometrical optics (GO) and the physical optics (PO). The standard PO utilizes the far field
assumption to simplify the radiation integral for surface currents and makes possible practical
closed-form solutions. Thus, the most straightforward way of refine the PO in the near field is
to employ a more accurate representation of the Green’s function. Pouliguen et al. [4] as well as
Neto [5] applied the exact Green’s function. This approach achieves excellent accuracy at the cost
of requiring numerical integration of the surface currents, which reduces the performance especially
for electrically large objects. Legault [6] overcomes the difficulty and preserves the simplicity of
standard PO formulation by introducing a phase approximation with an expansion center used in
conjunction with surface partitioning. Sui et al. [7] proposed the concept of distinct wave propaga-
tion vector (DWPV) to model incident wave with spherical wavefront for radar signature prediction
of near field targets. The aforementioned approaches are based on the similar idea. It is dealing
with each small piece of the target surface individually, and the observation point and the source
point are in the far field zone of each small piece. Jeng [8] applied the same method to modify the
SBR to handle near field scattering. Here, we apply the locally expanded phase approximations to
refine the SBR in the near field, and utilize the kd-tree acceleration structure to make it efficient
for the scattering from electrically large targets.
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This paper is organized as follows. Section 2 introduces the kd-tree acceleration structure.
Section 3 presents formulas of the near field SBR. In Section 4, numerical results are given with
discussion, followed by the conclusions and future work.

2. KD-TREE CONSTRUCTION AND TRAVERSAL

The kd-tree has been publicly known the best space-partition data structure to accelerate ray
tracing of the static scenes in computer graphics [9]. Recently, it has been successfully applied
in RCS prediction with the SBR [3]. A kd-tree is constructed by recursively employing the axis-
perpendicular plane to split the target space into uneven axis-aligned boxes. At each step of the
procedure, a node, which contains a group of triangles that overlap the axis-aligned box of the
node, is processed to be an interior node or a leaf node. The optimal splitting plane is searched
based on the greedy surface area heuristic (SAH) [10] strategy, which minimizes the traversal time
of interior nodes and the ray-triangles intersection time to construct the approximately optimal
kd-tree. While the octree simply puts the splitting positions at the middle point of the extend in
each axis, the kd-tree can provide faster ray tracing by taking into account the triangle distribution
in the target space.

The depth-first kd-tree traversal starts with the root node of the kd-tree, and a stack is used as
a priority queue of nodes left to visit according to how closer to the ray origin. In order to remove
the unnecessary traversal steps of interior nodes, the kd-tree can be augmented with ropes in leaf
nodes. The rope on each face of leaf nodes is a pointer to the adjacent leaf node, the smallest
interior node or a nil node for leaf nodes on the border. Thus, the ray passing through a leaf node
can efficiently continue the traversal with the rope, and it avoids the requirement of the stack to
keep to-be-visited nodes. Figure 1 shows the traversal procedure of a 2D kd-tree with ropes.
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Figure 1: A 2D kd-tree and its traversal. (a) The interior nodes (B, C, E) of the kd-tree are labeled as their
splitting planes and leaf nodes (D, F, G, H, I) are labeled in their boxes. The ray is recursively traced and
has two intersections with the target. (b) The traversal path is shown as a red bold line. The traversal begins
with the root node A, and proceeds down through the interior node C. Then an intersection is found in the
leaf node D. With the help of the rope of D (the rope of D is marked with blue bold line), the generated
reflected ray directly moves to the smallest interior node E including the leaf node F and G. Ray tracing
ends with the second reflected ray exiting the leaf node G.

3. NEAR FIELD SBR

As seen in Figure 2, the incident spherical wave is modeled as a dense grid of ray tubes with distinct
incident propagation vector, which radiate from source towards the target. With object geometrical
center being the origin of the rectangular coordinates, where r′ is the position vector of a point
on the target, and r denote observation and source points. Given a finite observation range r, the
accuracy of Green’s function with far field assumption decreases with increasing r′. A good way
of removing the difficulty is to apply phase approximations with an arbitrary expansion centre as
opposed to one essentially fixed at the origin. When r′ lies in the neighbourhood of the expansion
centre rc

n, the Green’s function can be approximated as

e−jkR̂·(r−r′)

R
' e−jkk̂sn·(r−r′)

r
(1)
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where R = |R| = |r− r′| , and the unit vector

k̂sn =
Rn

|Rn| =
r− rc

n

|r− rc
n|

(2)

where rc
n is the center of the projected footprint of nth ray tube, and Rn is the position vector

from rc
n to the observation point r. The incident propagation vector of the nth ray tube is defined

as k̂in = −k̂sn in monostatic cases. The incident electric field Ein for the nth ray tube is

Ein =
(
Eiθθ̂ + Eiϕϕ̂

)
e−jkk̂in·r′n (3)

where r′n is the position vector of a point on the footprint of the nth ray tube with footprint center
being the origin. In respective, θ̂ and ϕ̂ are the unit elevation vector and unit azimuth vector, Eiθ

and Eiϕ are the scalar component of Ein in θ̂ and ϕ̂.
The near field PO integral is carried out on the four-sided polygon modeled by the exit position

of ray tube. At an observation point, the formula of the scattered field of the nth ray tube is given

Esn = − j

λ

e−jkRn

Rn
n̂×

(
Eiϕθ̂ − Eiθϕ̂

) ∫∫

S′
e−jk(k̂in−k̂sn)·r′nds′. (4)

The integral
∫∫

S′ e
−jk(k̂in−k̂sn)·r′nds′ can be calculated with the well-known Gordon’s contour inte-

gration [11].

4. NUMERICAL RESULT

Several numerical results are presented to evaluate the proposed near field SBR with the kd-tree
acceleration structure. The results are derived on an Intel Core i5 2.6GHz CPU without special
declaration. The targets are perfect electric conductor (PEC) in this paper.

A square plate with dimension of 10 m, which is illuminated by a Hertzian dipole of 0.3 GHz
located on x-axis at 33m, lying in the y-z plane is used to verify the accuracy of the proposed
method. For the plate, the corresponding maximum dimension is D=10

√
2m, so that the far field

limit is rff (D) = 2D2/λ = 400m. The scattering parameters are: r = 33 m, θ = 90◦, ϕ = 0◦ ∼ 60◦.
As shown in Figure 3, the result of the proposed kd-tree based near field SBR agrees well with
FEKO’s MLFMA result over angles of 0◦ to 30◦, and the deviation is seen in the observation
angles after 30◦ both for the proposed approach and FEKO’s PO. This is in concordance with the
widely accepted rule of thumb of restricting observation angles within 30◦ of boresight for accurate
backscattering results using PO with planar structures.

Observation Point

X

Y

Z

r′

c

nr

ˆsn
kr

ˆin
k

footprint of the 

nth ray tube

Figure 2: Geometry of near field scattering.

In order to demonstrate the efficiency of the proposed approach for scattering from electrically
large targets, the RCS of a missile illustrated in Figure 4 at 10 GHz is calculated. The missile is
33λ×21λ×8λ, and the corresponding far field limit is about 96 m. The Hertzian dipole is located at
the position (10m, 70◦, 30◦), and the scattering parameter is: ϕ from 0◦ to 90◦ on the θ = 70◦ plane
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Figure 3: The near field RCS of a square plane
with 10 m length as a function of azimuth angle in
θ-polarization.
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Figure 4: The near field RCS of a missile-like target
as a function of azimuth angle in θ-polarization.

with an angular resolution 1◦ at r = 10m. As can be seen clearly from Figure 4, a good agreement
is observed between the proposed method result and the FEKO’s MLFMA result, and the deviation
may be partly due to the lack of the edge-diffraction effect. It has been proven that the kd-tree
based SBR is more efficient than the one with other acceleration structures (e.g., octree) [3]. Thus,
no comparison of efficiency is presented in this paper. The missile is composed of 11404 triangles,
and 7037640 rays are shot toward it to ensure the convergence of result. The computation time
for one observation point is 6.3 seconds, i.e., the kd-tree based near field SBR can process over a
million rays per second including both ray tube tracing and electromagnetic computing with only
one core. Parallel MLFMA of FEKO takes 132 seconds with 22 cores to solve the same problem.
For the similar computational resource, the proposed algorithm can be parallelized to efficiently
handle challenging realistic problems with a dimension of several hundreds wavelengths.

5. CONCLUSION

It has been shown that the SBR can efficiently handle the scattering from electrically large targets
by employing the kd-tree acceleration structure constructed based on the distribution of triangles
of the target. Additionally, the standard PO formulation is adapted to near field computations
using locally expanded approximation in conjunction with surface partitioning. Numerical results
show excellent agreement with the well-known commercial EM software FEKO, and demonstrate
the efficiency of the kd-tree based near field SBR.
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Abstract— Surface plasmon-coupled emission microscopy (SPCEM) that makes use of a thin
layer of metal deposited on glass slides to efficiently excite fluorophore and to collect the emis-
sion light is a widely used imaging technique that has found a number of applications in areas
such as biotechnology and biological measurements. SPCEM is a relatively new imaging tech-
nique that potentially promises better detection sensitivity and higher signal-to-noise ratio than
conventional total internal reflection fluorescence (TIRF) imaging. However, recent theoretical
studies suggest that the sensitivity of SPCEM is actually reduced due to the metal layer. We
have designed a metal-dielectric multilayer film structure which consists of Ag-Si3N4 layers, and
we have analyzed the transmission of two counter-propagation lights from the multilayer film by
using the characteristic matrix method in the film optics. In this paper, optimization is utilized
in the design of the multilayer film structure. And it is coated on the glass slides to improve the
quality of microscopic imaging. We mainly use the optimization method to design the thickness
of the metal layer and the dielectric layer. We analyze the transmission coefficient of two counter-
propagation lights from the multilayer film with different thickness and different number of layer.
The refractive indexes with different number of the layer of multilayer film are also discussed.

1. INTRODUCTION

Metallic devices at the nanometer scale have stimulated a broad range of interests in nanopho-
tonics and near-field microscopy. For instance, sharp aperture less metal tips have been used to
enhance the signal-to-noise ratio and the spatial resolution in a wide range of experiments. Sur-
face plasmon-coupled emission microscopy (SPCEM) was proposed as a high sensitivity technique
that made use of a thin layer of metal deposited on glass slide to efficiently excite the fluores-
cence molecules and to collect the emission light. The SPCEM technique with the total internal
reflection fluorescence microscopy (TIRFM) configuration is a widely used imaging technique that
has found a number of applications in areas such as biotechnology and biological measurements.
The SPCEM method was first proposed as a high sensitivity and efficient fluorescence detection
method by Lakowicz et al. [1, 2]. They showed that, through imaging fluorophores near to a silver-
coated glass substrate, that the fluorescence emission was highly directional and this increased the
collection efficiency to nearly 50%, as well as contributed to low background noise. Experiments
have also shown that the fluorescence of single molecules in the vicinity of a thin metallic film may
appear enhanced up to a factor of 12 when detected through the metallic film [3, 4].

SPCEM is a relatively new imaging technique that potentially promises better detection sensitiv-
ity and higher signal-to-noise ratio than conventional total internal reflection fluorescence (TIRF)
imaging. However, recent theoretical studies suggest that the sensitivity of SPCEM is actually
reduced due to the metal layer. Duo to the SPCE, the single-layer metal film coated on the surface
of glass slide in the TIRFM could intensify the transmission of the excitation light so that the
emission of fluorescence molecules was enhanced. On the other hand, the metal film also collected
the emission light which propagating direction was contrary to the propagating direction of the
excitation light, so that the collection ability to the emission light was lower than that without the
metal film. To overcome this disadvantage and further increase the intensity of fluorescent image,
we have proposed a metal-dielectric multilayer film structure which consists of Ag-Si3N4 layers,
and analyzed the transmission of two counter-propagation lights from the multilayer film by using
the characteristic matrix method in the film optics. The transmissions of two counter-propagating
lights can be enhanced by use of the proposed multilayer film and consequently the fluorescent
imaging intensity is larger than that by use of a single-layer metal film in the TIRFM [5, 6]. In this
paper, optimization is utilized in the design of the multilayer film structure. And it is coated on the
glass slides to improve the quality of microscopic imaging. We mainly use the optimization method
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to design the thickness of the metal layer and the dielectric layer. We analyze the transmission
coefficient of two counter-propagation lights from the multilayer film with different thickness and
different number of layer. The refractive indexes with different number of the layer of multilayer
film are also discussed.

2. MODEL AND FORMULATE

For simplicity, we calculated the transmission coefficients of plane wave passing through the mul-
tilayer film using the transfer matrix method. For concreteness, we assumed that the composite
film consists of a Si3N4 dielectric layer with the dielectric constant εd = 4.08 and an Ag metal-
layer (as shown in Fig. 1) and the thickness of metal and dielectric layers were denoted as t and h
respectively. Both metal and dielectric are assumed nonmagnetic (i.e., µ = 1). The glass slide in
the TIRFM was on top of the composite film and water is below the composite film, fluorescence
molecule was in water and in the vicinity of the interface between the composite film and water. We
assumed excitation light with 532 nm wavelength propagates along the route of glass→composite
film→water, while emission light with 560 nm wavelength propagates along the route contrary to
the excitation light. (ng, nw, nm, nd) denote the refractive indices of glass slide, water, metal,and
dielectric, respectively.

(a) (b)

Figure 1: Metal-dielectric photonic crystal structure. (a) The incidence of excitation flight from the glass
and (b) the incidence of emission light from the glass.

According to the film optics, the electric-filed transmission coefficient of the film can be written
as

ts =
2pg

(m′
11 + m′

12pw) pg + (m′
21 + m′

22pw)
, (1)

where

pg = ng cos θg, pw = nw cos θw, p = n cos θ (2)

M(z) =
[

m′
11 m′

12
m′

21 m′
22

]
=

[
cos(k0nz cos θ) − i

p sin(k0nz cos θ)
−ip sin(k0nz cos θ) cos(k0nz cos θ)

]
(3)

for the TE-polarized wave incident on the composite film and

tp =
ns

nl

2qg

(m′
11 + m′

12qw) qg + (m′
21 + m′

22qw)
(4)

where

q = cos θ/n, qg = cos θg/ng, qw = cos θw/nw (5)

M(z) =
[

m′
11 m′

12
m′

21 m′
22

]
=

[
cos(k0nz cos θ) − i

q sin(k0nz cos θ)
−iq sin(k0nz cos θ) cos(k0nz cos θ)

]
(6)

for the TM-polarized wave incident on the MDPC film. The superscripts s and p denote the
components for the TE- and TM-polarized lights, respectively.
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3. NUMERICAL RESULTS

It is well known that when the TE-polarized light is incident on a metal film, there is no the
SPCE to come into being. Only for the TM-polarized light is incident on a metal film, the SPCE
may be generated. Therefore, the TM-polarized light or radially polarized light are usually used
in the TIRFM to effectively produce the SPCE. In the following calculations, we study only the
TM-polarized light.

3.1. Single Layer Metal Film
As a starting point, we first calculate the transmission coefficients from a single-layer Ag film.
Figure 2 presents the maximum amplitudes of transmission coefficients as a function versus the
thickness of the metal film.

(a) (b)

Figure 2: Maximum amplitudes of transmission coefficients as a function versus the thickness h1 of the metal
film. (a) For the excitation light propagating along the glass→metal→water direction; (b) for the emission
light propagating along the water→metal→glass direction.

In the Figure 2(a), we can see that, when TM-polarized light is incident on the film, the size of
peak value has a non-monotone behavior with the thickness of the film, and reaches its maximum
value. When TE-polarized light is incident on the film, the peak value decreases with the thickness.
In the Figure 2(b), the peak value decreases with the thickness and all are smaller for larger
thickness.

3.2. Metal-dielectric-metal Composite Film
In Figure 3, we can see that, when the thickness of the metal film within a certain range, the
transmission coefficients of two counter-propagating lights all are larger than 1, in another word,
the transmissions of two counter-propagating lights are both enhanced.

Figure 4 presents the amplitudes of transmission coefficients and phases of the composite film
as a function versus the incident angles. As is shown in the Figure 4, transmission coefficients of
two counter-propagating lights all are larger when the incident angle is less than 74 degrees.

glass

Ag

Si  N

water

3 4

Ag

Figure 3: Maximum amplitudes of transmission coefficients of the metal-dielectric-metal sandwich film as
a function versus the thickness h1 of the metal film when h2 = 37nm. Black and red curves are the cases
for the excitation light propagating along the glass→sandwich→water direction and for the emission light
propagating along the water→sandwich→glass direction, respectively.
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(a) (b)

Figure 4: (a) Amplitude and (b) phase of transmission coefficients of light passing the sandwich versus the
incident angle when h1 = 5.25 nm and h2 = 37 nm.

3.3. Multilayer Metal-dielectric Composite Film

Figure 5 presents the amplitudes of transmission coefficients of the composite film as a function
versus the thickness of the metal film when the thickness of the dielectric film is 28 nm. When the
thickness of the metal film is within a certain range, the bidirectional transmission coefficients are
greater than 1. As shown as Figure 6, as θ < 70◦, both the transmission coefficient of emission
light and excitation light are very large. Compared to metal-dielectric-metal sandwich film, the
maximum amplitudes of transmission coefficients decreased. However, as θ < 46.5◦, transmission
lights of both directions were strengthened at the same time. And in this incident Angle range,
phase change is very small.

wa

glass

Ag

Si  N3 4

Ag

Si  N3 4

Ag

water

Figure 5: Maximum amplitudes of transmission coefficients of the composite film as a function versus the
thickness h1 of the metal film when h2 = 28nm. Black and red curves are the cases for the excitation light
propagating along the glass→composite film→water direction and for the emission light propagating along
the water→composite film→glass direction, respectively.

(a) (b)

Figure 6: (a) Amplitude and (b) phase of transmission coefficients of light passing composite film versus the
incident angle when h1 = 13 nm and h2 = 27nm.
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4. CONCLUSION

To enhance the image of single molecule fluorescence, one single-layer metal film is usually de-
posited on the glass slide in conventional localized TIRFMs. In this paper, we propose two kinds
of metal-dielectric multilayer film, and it is coated on the glass slides to improve the quality of
microscopic imaging. We analyze the transmission coefficient of two counter-propagation lights
from the multilayer film with different thickness and different number of layer. The refractive
indexes with different number of the layer of multilayer film are also discussed. It is clear that
the transmissions of multilayer metal-dielectric composite film for two counter-propagating lights
are both enhanced. The brightness of fluorescent imaging patterns will be increased remarkably if
such multilayer metal-dielectric composite film is used in the total internal reflection fluorescence
microscopy.
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Abstract— Periodically corrugated thin metal films have an interesting property such as the
partial or total resonance absorption of incident light energy. The resonance absorption is asso-
ciated with the excitation of the surface plasmons and is then termed the resonance absorption.
Most of studies on the resonance absorption have mainly dealt with a thin metal film grating
whose surfaces are periodic in one direction. We investigate the plasmon resonance of a multilayer-
coated bigrating which consists of thin-films corrugated periodically in two directions. In solving
the problem, we employed a computational technique based on modal expansion. Taking a sand-
wiched structure Vacuum/Ag/SiO2/Ag/Vacuum for an example, we observed: (1) excitation of
a SISP mode at the lit surface of the 1st Ag layer with strong field enhancement for thick enough
Ag layer case; (2) excitation of coupled SPR modes (SRSP or LRSP) at each surface between
vacuum and Ag layers with strong field enhancements for thin enough Ag layer cases no matter
with the thickness of SiO2 layers; (3) standing wave pattern of the electric filed in the SiO2 film.
The coupled plasmon modes were resulted by the resonance waves excited on four surfaces in
these cases.

1. INTRODUCTION

In our previous study we examined the excitation of coupled plasmon modes in a thin-film grating
made of a metal [1]. When the metal is thick, e.g., more than ten times the skin depth, the plasmon
can be excited on the lit surface alone. This is termed a single-interface surface plasmon (SISP).
When the thickness is decreased, the plasmon can be seen also on the other surface of the film.
The two plasmon waves interact with each other to form coupled plasmon modes called short-range
and long-range surface plasmon (SRSP and LRSP) [2].

In the present research we consider a sandwiched structure: metal/dielectric/metal, which is
interesting for a wide area of applications including biosensors [3].

2. FORMULATION AND METHOD OF SOLUTION

In this section we first formulate the problem of diffraction by multilayered bigratings shown in
Fig. 1(a). After formulating the problem we state a method of solution based on a modal-expansion
approach.

2.1. Incident Wave

The electric and magnetic field of an incident light are given by
[

Ei

Hi

]
(P) =

[
ei

hi

]
exp(iki ·P) (1)

where ei and hi are the electric- and magnetic-field amplitude; ki = [α, β,−γ] is the incident
wavevector with α = n1k sin θ cosϕ, β = n1k sin θ sinϕ, γ = n1k cos θ, k = 2π/λ and n1 is the
relative refractive index of region V1; P = ( X, Y , Z) is an observation point; λ is the wavelength
of the incident wave; θ is the incident angle between the Z-axis and the incident wave-vector; and
ϕ is the azimuth angle between the X-axis and the plane of incidence.

The amplitude of the incident electric field can be decomposed into TE- and TM component,
which means the electric (or magnetic) field is perpendicular to the plane of incidence. To do this,
we define two unit vectors eTE and eTM that span a plane orthogonal to ki. Hence, the amplitude
ei in (3) is decomposed as

ei = eTE cos δ + eTM sin δ (2)

where δ is the polarization angle between ei and eTE as shown in Fig. 1(b).
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2.2. Diffracted Wave
We seek for the diffracted fields E`(P) and H`(P) in each region, i.e., ` = 1, 2, . . . , L + 1. They
should satisfy the following requirements:

(C1) The Helmholtz equations in each region;
(C2) Radiation conditions: The diffracted waves in V1 (or VL+1) should propagate or attenuate

in the positive (or negative) Z-direction;
(C3) Periodicity conditions: Each component of the diffracted electric and magnetic field should

satisfy

f (X + dX , Y, Z) = exp (iαdX) f (X, Y, Z) (3)
f (X,Y + dY , Z) = exp (iβdY ) f (X, Y, Z) (4)

where α and β are the phase constants in X and Y .
(C4) Boundary conditions: The tangential components of electric and magnetic fields are con-

tinuous across the boundaries S` (` = 1, 2, . . . , L + 1).
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Figure 1: (a) Schematic representation of a multilayered bigrating with an incident light (V1: {P|Z >
S1(X, Y )}, VL+1 : {P|Z < SL(X, Y )}); (b) Definition of a polarization angle.

2.3. Method of Solution
We solve the problem above using Yasuura’s method of modal expansion [4, 5]. To do this, we
first define the sets of modal functions; next we construct approximate solutions in terms of finite
modal expansions with unknown coefficients; and, finally we determine the coefficients applying
the boundary conditions.

Modal functions: Because the diffracted waves have both TE- and TM-components, we need
TE and TM vector modal functions in constructing the solutions. Here we employ the functions
derived from the Floquet modes (separated solutions of the Helmholtz equations satisfying the
periodicity (C3) and the radiation conditions (C2) if necessary). The modal functions for electric
fields for each region are given by

ϕTE,TM±
`mn (P) = eTE,TM±

`mn exp(ik±`mn ·P) (5)

where, m,n = 0, ± 1, ± 2, . . ., ` = 1, 2, . . . , L + 1, and unit vectors e in (5) are defined by

eTE±
`mn =

k±`mn × iZ∣∣k±`mn × iZ
∣∣ , eTM±

`mn =
eTE±

`mn × k±`mn∣∣∣eTE±
`mn × k±`mn

∣∣∣
(6)

and

k±`mn = [αm, βn,±γ`mn] , αm = α +
2mπ

dx
, βn = β +

2nπ

dy
, γ`mn =

(
n2

`k
2 − α2

m − β2
n

)1/2 (7)
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where Re (γ`mn) ≥ 0 and Im (γ`mn) ≥ 0. We use the modal functions defined in equations from
(5) to (7) to construct approximations of diffracted electric fields. For the accompanying magnetic
fields, we employ

ψTE,TM±
`mn (P) =

1
ωµ0

k±`mn ×ϕTE,TM±
`mn (P). (8)

Approximate solutions: To satisfy the radiation condition (C2), the approximate solution
in V1 should have a form of finite linear combination of up-going modal functions with unknown
coefficients. Likewise, the solution in VL+1 must be a linear combination of down-going modal
functions. The solution in V`, however, must have both up- and down-going waves. To show the
travelling direction of a modal function, we use superscripts + and − representing up- and down-
going waves. Here, we form approximate solutions for the diffracted electric and magnetic fields in
V`:



Ed
`N

Hd
`N


 (P) =

N∑

m,n=−N

ATE+
`mn (N)




ϕTE+
`mn

ψTE+
`mn


 (P) +

N∑

m,n=−N

ATM+
`mn (N)




ϕTM+
`mn

ψTM+
`mn


 (P)

+
N∑

m,n=−N

ATE−
`mn (N)




ϕTE−
`mn

ψTE−
`mn


 (P) +

N∑

m,n=−N

ATM−
`mn (N)




ϕTM−
`mn

ψTM−
`mn


 (P)

(` = 1, 2, . . . , L + 1) (9)

where N denotes the number of truncation.
Boundary matching: Because the approximate solutions satisfy the requirements (C1), (C2),

and (C3) by definition, the unknown coefficients ATE±
`mn (N) and ATM±

`mn (N) are determined such
that the solutions satisfy the boundary conditions (C4) in an approximate sense. In the Yasuura’s
method [4], the least-squares method is employed to fit the solution to the boundary conditions.
That is, we find the coefficients that minimize the weighted mean-square error by

IN =
∫

S′`

∣∣∣v×
[
Ed

1N + Ei −Ed
2N

]
(s1)

∣∣∣
2
ds1 + |Γ1|2

∫

S′`

∣∣∣v×
[
Hd

1N + Hi −Hd
2N

]
(s1)

∣∣∣
2
ds1

+
L∑

`=2

{∫

S′`

∣∣∣v×
[
Ed

`N −Ed
`+1,N

]
(s`)

∣∣∣
2
ds` + |Γ`|2

∫

S′`

∣∣∣v ×
[
Hd

`N −Hd
`+1,N

]
(s`)

2
∣∣∣ds`

}
(10)

where S′` denotes one-period cells of the interface S`, Γ` is the intrinsic impedance of the medium
in V` and v is a unit normal vector of each boundary.

To solve the least-squares problem on a computer, we need a discretized form of the problem.
We first discretize the weighted mean-square error IN by applying a two-dimensional trapezoidal
rule where the number of sampling points is chosen as 2(2N+ 1) [5, 6]. We then employ orthogonal
decomposition methods [singular-value decomposition (SVD) and QR decomposition (QRD)] in
solving the discretized problem [6].

3. NUMERICAL RESULTS

The multilayered bigrating is composed of three layers: Ag/SiO2/Ag. The incident light is a TM-
polarized plane wave with a 650 nm wavelength. The relative refractive index of vacuum is 1,
nAg = 0.07 + 4.2i and nSiO2 = 1.5. The periods are set to be dx = dy = 556 nm. We consider
three types of grating with different thickness pairs of each region: (A) eAg = eSiO2 = 27.8 nm; (B)
eAg = 27.8 nm, eSiO2 = 278 nm; and (C) eAg = 278 nm eSiO2 = 27.8 nm. We show the diffraction
efficiency and field distributions of these gratings below.

Figure 2 shows the (0, 0)-th order reflection and transmission efficiency as functions of the
incident angle θ for the three types of grating with the azimuth angle is set to be ϕ = 45◦.

Five dips are observed on the reflection curves throughout Figs. 2(a)–2(c). In type (A) shown
in Fig. 2(a), two dips (dip 1 at θ = 10.6◦ and dip 2 at θ = 12.5◦) are observed; at the same points
the transmission efficiency has small peaks. This shows that the plasmon surface wave is excited
on the four surfaces of Ag films; and the surface wave at the bottom surface excites a propagating
mode in V5. These surface waves are coupled modes SRSP or LRSP [1].
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(a) (b) (c)

Figure 2: The (0, 0)-th order reflection and transmission efficiency for 3-layered doubly periodic gratings (a)
eAg = eSiO2 = 27.8 nm; (b) eAg = 27.8 nm, eSiO2 = 278 nm; and (c) eAg = 278 nm, eSiO2 = 27.8 nm.

For type (B) shown in Fig. 2(b), two dips (dip 3 at θ = 11.1◦ and dip 4 at θ = 13.5◦) are
observed on reflection curve and the transmission coefficient increases at the same time. Reflection
at dip 4 is much lower than that of dips 1 and 2 accompanying change of the thickness of SiO2.
The coupled plasmon modes are resulted by resonance waves excited at four surfaces [1].

In type (C) shown in Fig. 2(c), only one dip (dip 5 at θ = 12.0◦) is observed on reflection curve
and no transmission can be seen. This shows excitation of SISP [1].

Next, we investigated the field distributions of the total electric field Etotal and the TM com-
ponent of the (0, 0)th-order diffracted electric field ETM

`(0,0) in the vicinity of the SiO2 film. The
magnitude of Etotal and ETM

`(0,0) (` = 1, 2, · · · , 5) along the Z-axis are plotted in Fig. 3 where θ = 0◦

and eSiO2 = 166.8 nm. We observe in the figure that the field distributions of Etotal inside the SiO2

film indicates a standing wave pattern corresponding to the normal mode of a onedimensional cav-
ity resonator, and that the distribution is almost close to that of ETM

3(0,0). We think that the field
distribution is associated with resonance of the (0, 0)th-order diffracted wave ETM

3(0,0) in the SiO2

film sandwiched by a silver film grating.

Figure 3: Standing wave pattern of the electric filed in the SiO2 film.

4. CONCLUSIONS

We solved the problems for 3-layered bigratings. By calculating the diffraction efficiency and field
distributions, we observed: (1) excitation of a SISP mode at the lit surface of the 1st Ag layer with
strong field enhancement for a thickenough Ag layer case; (2) excitation of coupled SPR modes
(SRSP or LRSP) at each surface between vacuum and Ag layers with strong field enhancements for
thin enough Ag layer cases no matter with the thickness of SiO2 layers; (3) standing wave pattern
of the electric filed in the SiO2 film. The coupled plasmon modes were resulted by the resonance
waves excited on four surfaces in these cases We are planning to study the nature of the plasmon
surface waves excited on the multilayered thin metal/dielectric gratings.
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Abstract— An efficient and accurate 3D full wave numerical solution model for computing the
radar cross section (RCS) of wake-vortex is presented, by solving Euler equation to compute the
pressure in the aircraft wake region by computational fluid dynamics model and parallel integral
equation (IE), based on method of moments (MoM) is used to compute the volume polarization
currents, under the plane wave incidence. Then the currents are used to compute far-field from
the vortex region.

1. INTRODUCTION

The scattering of radio waves in the atmosphere has drawn attention of many researchers in recent
times, particularly in the areas of radio acoustic sounding system (RASS) [1–5] and wake-vortex
studies [4–9]. In clear air, the radar reflectivity of wake vortex is mainly caused by Bragg scattering
from the refractive index variations. Since wake turbulence is inevitable to all flying aircrafts,
remote detection and tracking of wake vortices is important for hazard avoidance especially near
airports during landing and take-off phases. Aircrafts that fly through these hazardous vortices
experience sudden induced roll. In order to avoid the wake vortex encountering hazard, efforts
have been made in the past to monitor and detect wake vortices, and the existing technologies
include lidar, sodar and radar. Among them, the radar detection is considered to be the potential
candidate for its long working range and under different weather conditions [10, 11].

In the past studies, aircraft wake is evolved by known vortex model derived from experiment
based on aircraft geometry and inertial properties [6]. Also vortex wake is based on wing alone
model; body and tail vortex effect are not considered and these models are confined to 2D cross
sections in the wake region. And the RCS is computed using Born approximation with highly
oscillatory integrand, with the aid of quadrature methods. The validity and applicability of Born
approximation is well studied in the low frequency regime, and more recently even at high frequency
regime [7].

However, there is still a need to improve the accuracy and efficiency of wake vortex scattering
problem, which demands for a rigorous full wave solution method Owing to huge disparity in EM
and acoustic frequencies, a quasi-stationary approximation using an adiabatic approach enables
EM propagation at different instants of acoustic-flow cycle to be posed as scattering problem of
a frozen inhomogeneous media [8], which then can be effectively solved through integral equation
using MoM.

2. FORMULATION

The Euler equations which are derived from conservation laws of mass, momentum and energy
applicable for compressible inviscid flows are expressed in vector form in Cartesian coordinate
system as follows [10]:

∂m
∂t

+
∂fx
∂x

+
∂fy
∂y

+
∂fz
∂z

= 0 (1)

m =




ρ
ρu
ρv
ρw
E


 ; fx=




ρu
p + ρu2

ρuv
ρuw

u(E + p)


 ; fy=




ρv
ρuv

p + ρv2

ρvw
v(E + p)


 ; fz=




ρw
ρuw
ρvw

p + ρw2

w(E + p)


 (2)

There are five equations and six unknowns. To close the system one more equation is required
which is supplemented by equation of state:

p = ρ (γ − 1) e (3)

Where m is a vector of conservative variables, which are to be computed, fx, fy and fz are convective
fluxes in x, y and z directions respectively, p is the pressure, ρ is the density, γ is the adiabatic
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index and e is the internal energy per unit mass of the fluid, also we have total energy per unit
volume, E as

E = ρe +
1
2
ρ(u2 + v2 + w2) (4)

Let V be the inhomogeneous dielectric volume with relative permittivity εr(~r) and relative perme-
ability µr(~r) = 1. The permittivity and permeability of free space are ε0 and µ0 respectively. Let
~Ei be the incident field and ~Es be the scattered field; then the total field ~E can be expressed as
the sum of ~Ei and ~Es [14]

~E (~r ) = ~Ei (~r )− ~Es (~r ) (5)

The scattered field due to the volume polarization current ~Jv(~r) = jω(ε(~r)− ε0) ~E(~r) in V can be
written as

~E (~r ) = ~Ei (~r ) + jωµ0

∫

V

¯̄G
(
~r, ~r ′

) · ~J
(
~r′

)
dv′ (6)

where ¯̄G
(
~r, ~r ′

)
=

(
¯̄I +

1
k2

0

∇∇
)
·G (

~r, ~r′
)

(7)

¯̄I is a unit dyad and G(~r, ~r′) is the free space Green’s function, with k0 = ω
√

µ0ε0 = 2π
λ0

.
The use of method of moments requires the total field ~E(~r) or unknown electric current density

~Jv(~r) inside domain to be expanded in terms of a set of N orthogonal basis functions ~fn which
reduce Equation (6) into system of linear equations, of the form [15, 16]

ZI = V (8)

3. NUMERICAL RESULTS

In this section, we present numerical results of dielectric constant variation due to pressure in
the wake from a typical aircraft model of wing span 2.16m and fuselage 2.5 m, and hence RCS
computation. The flow parameters of density, pressure and velocity, around the aircraft are obtained
by solving for inviscid compressible flow by a finite volume formulation using ANSYS FLUENT
solver. The rectangular parallelepiped flow domain with embedded aircraft is discretized with
unstructured tetrahedral mesh.

The case analysed is for the landing configuration with velocity 133 m/s, angle of attack of 10
degrees, so the boundary condition set at inlet is velocity prescribed at 133m/s with α = 10 degrees.
Outlet Boundary condition is set as pressure boundary conditions and velocity is computed. Other
four boundaries, two sides and top and bottom boundaries are set as characteristic boundary

(a) (b)

Figure 1: (a) X-Vorticity contour from flow solver. (b) Dielectric Constant variation due to pressure.
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Figure 2: Echo width from the 2D wake profile

Figure 3: RCS vortex core of size 0.3m× 6m× 6m. Figure 4: RCS from vortex core of size 0.9m×6m×
6 m.

conditions which are nothing but inflow/outflow boundary condition depending on direction of
characteristic waves.

The link between Maxwell and Euler equations is the relationship between the pressure per-
turbation and the permittivity fluctuations, i.e., the dielectric constant in the integral equation
is function of pressure in the wake region. The pressure obtained from the flow solver is used to
compute the dielectric constant by using [4]

εr = 1 + 1.552× 10−6P/T (9)

And further interpolated over the MoM solver domain. The X-vorticity contour and dielectric
constant variation due to pressure are shown in Figure 1. The 2D computational domain is of size
12m × 12 m, discretized with respect to free space wavelength at highest frequency resulting into
160000 square grids. RCS of two 3D regions about the vortex core viz., near the tail of aircraft
0.3m×6m×6m and the other far from tail 0.9 m×6m×6m are computed. The volume is discretized
with cubical grids of equal volume. 8 cells per wavelength, with respect to the highest frequency
of operation considered, resulting into 440000, 675000 grids and 1.32, 2.025 million unknowns. In
both the cases pulse basis and point matching technique are used to convert the integral equations
to the system of linear equations. The system of linear equations is solved using a parallel BiCG
solver.

4. CONCLUSION

In the present work aircraft wake is computed by solving 3D Euler equations using ANSYS FLUENT
solver with FVM method. Complete aircraft flow field is computed including vortex generated
by all the components such as body, wing and tail units. CFD based wake flow computation
is more accurate than the vortex model based computation. Also, the IE solution using MoM
for RCS computation is a full wave method. Thus, for both flow as well as EM fields, accurate
methodologies have been employed, enabling the solution to be more accurate than when models
or approximations are used for the governing equations.
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Abstract— A compact diplexer composed of quarter-wavelength resonators for ultra-wideband
(UWB) system is proposed and implemented in this paper. The microstrip diplexer is mainly
composed of two bandpass filters, which operates at 3.1–5.0GHz (namely L-BPF) and 6.2–
10.1GHz (namely H-BPF), respectively. Each filter is composed of three shorted-circuit quarter
-wavelength resonators. After optimizing the performance, the highest return loss of each filter
in the desired passband is −14 dB and −16.8 dB, respectively. For both filters, the insertion loss
is below 1 dB and the wide stopband rejection is greater than 20 dB. The isolation between two
channels is more than 25 dB. The design concept is proposed in detail and has been verified by
the experimental results of a fabricated diplexer. The size is compact with overall dimensions of
19.5× 19× 0.8mm3.

1. INTRODUCTION

In the existing communication systems, diplexer is one of the essential component building blocks
that is widely used in transceiver and mixer applications to isolate two or more frequencies [1, 2].
Diplexers are three terminal devices that take two or more frequencies into one port and separate
them to two output ports. Diplexers can be constructed by different filter configurations such as
lowpass and highpass filters, two bandpass filters, and bandpass and bandstop filters [3]. In the
composition of filters, resonator cell is the key part. In the past, numerous kinds of resonator
cell have been proposed, such as open-loop ring resonator [4], stepped impedance coupled-line
resonator [5], open-circuited periodic stubs [6], hairpin line resonator [7]. In [8], quarter-wavelength
resonator is proposed to construct interdigital bandpass filter. In this way, quarter-wavelength
resonator can be used to design diplexers with good performance.

On the other hand, to avoid the frequency use of 5–6GHz for IEEE 802.11a wireless networks
(WLANs), the direct sequence ultra-wideband (DS-UWB) specifications for wireless personal area
network (WPANs) need to divide into a low band of 3.1–5.0 GHz and a high band of 6.1–10GHz.
Thus, designing diplexers satisfy the desired operation band is necessary.

In this paper, a compact diplexer composed of quarter-wavelength resonators is introduced. The
diplexer is constructed by two bandpass filters and each bandpass filter is composed of three identical
quarter-wavelength resonators. Each resonator is short-circuited at one end and open-circuited at
the other end. The advantages of the diplexer is compact, low insertion loss, good out-of-band
performance and covering the desired operation band in ultra-wideband (UWB) systems.

2. DESIGN OF DIPLEXER

Figure 1 shows the structure of the design diplexer. The primary structures are lower passband filter
(L-BPF) operating at 3.1–5.0 GHz and higher passband filter (H-BPF) operating at 6.2–10.1 GHz,
respectively. Each BPF is composed of three identical quarter-wavelength resonators (with respect
to each central frequency at 4GHz and 8 GHz, respectively). Each resonator is short-circuited at
one end and open-circuited at the other end. Port 1 is the input port with impedance of 50 Ω and
the microstrip feed line is coupled to two resonators tightly. Each resonator is coupled tightly to
each other to form strong coupling and compact structure. Two structure parameters, spacing (s)
between resonators and gap (g) between I/O ports and resonator are extracted to control coupling
coefficient and quality factor, respectively. The diplexer is designed on PCB with dielectric constant
of 2.55, substrate thickness of 0.8 mm and loss tangent of 0.003.

An electromagnetic (EM) simulator Aglient Technologies’ 2013 Advance Design System (ADS)
is used to extract coupling coefficient (k) between two resonators. The coupling coefficient (k) is
controlled by the resonator spacing (s) as shown in Fig. 2(a). The coupling between resonators can
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Figure 1: Practical layout of the design diplexer.

be specified by the two dominant resonant modes, which are split off from the resonance condition.
The simulated coupling coefficient Ki,i+1 between the resonator i and i + 1 (i = 1, 2) as functions
of spacing (s) is calculated as [8]

Ki,i+1 =
f2

H − f2
L

f2
H + f2

L

(1)

where the fH is the higher frequency of the two resonant modes, and fL be the lower one. It is
noted that K12 and K23 are all subjected to an offset s. When s value is reducing, the coupling
coefficient would be increased, namely the two resonant modes can be largely separated.

(a) (b)

Figure 2: (a) Calculated coupling coefficient between resonators with different spacing, (b) the simulated
frequency response with different gaps between the resonator and the I/O ports (s = 0.43mm).

On the other hand, to achieve the balanced passband behavior, namely without ripple in the
passband, a strong coupling level between I/O ports and the resonators is needed. As shown
in Fig. 2(b), the simulated performances of a pair of resonators are discussed as functions of
different gap (g). As the spacing (s) is fixed at 0.43 mm and the gap is reduced, the coupling
strength would be enhanced. The smaller the gap (g), the better the passband performance.
When the gap (g) is reduced to 0.21mm, the unbalanced passband level ∆dB is less than 0.1 dB
(∆dB = |S21(max)| − |S21(min)| in the passband), this implies a low passband ripple. Moreover, such
small gap (g = 0.21mm) is still available using the conventional carving machine, without using the
expensive lithography process. Therefore, gap of g = 0.21mm would be optimum design condition
for both H-BPF and L-BPF in this paper.
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The three-pole (n = 3) Chebyshevlow pass prototype with a passband ripple of 3 dB is chosen for
H-BPF and L-BPH, both with a FBW of 50% at center frequency 4 GHz and 8 GHz, respectively.
The lowpass prototype parameters are g0 = g4 = 1, g1 = g3 = 3.3487, g2 = 0.7117. Thus,
theoretical coupling coefficient Mi,i+1 is obtained as M1,2 = M2,3 = 0.324, calculated by using [8]

Mi,i+1 =
FBW√
gigi+1

(2)

According to Fig. 2(a), when the coupling coefficient is 0.324, then the spacing (s) is about
0.45mm, so the theoretical spacing si,i+1 between resonator i and i + 1 is s1,2 = s2,3 = 0.45mm.
After optimizing the structure, the final design spacing is s = 0.54mm for L-BPF and s = 0.56mm
for H-BPF, respectively. Moreover, the length of each resonator is 11.9 mm for L-BPF and 5.8 mm
for H-BPF, respectively. The design input/output impendence are all 50 Ω and the radius of via is
0.3mm. The size is compact with overall dimensions of 19.5× 19× 0.8mm3.

3. SIMULATION AND EXPERIMENT RESULTS

The microstrip diplexer was fabricated using the carving machine and then measured by an Advan-
test R3770 vector network analyzer over the frequency range from 0 to 11 GHz. Figs. 3(a)–(d) show
the simulated and measured results of the diplexer. As expected, there are three modes in each
passband and the measured results show a good agreement with the simulated result. As shown
in Fig. 3(c), for the lower passband filter, the center frequency is 4.1GHz and 3 dB bandwidth
is 3.17–5.06 GHz (FBW = 46.1%). The maximum return loss in the passband is −14 dB for the

(a) (b)

(c) (d)

Figure 3: Measured and simulated results of the diplexer: (a) picture of fabricated diplexer, (b) S11, (c) S21

and S31, (d) S23.
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simulated result and −10.8 dB for the measured result, respectively. The measured insertion loss
S21 is less than −1.2 dB and the wide stopband rejection is greater than 20 dB from 5.6–11 GHz.
For the lower passband filter, the center frequency is 8.1 GHz and 3 dB bandwidth is 6.2–10.1GHz
(FBW = 48.1%), the maximum return loss in the passband is −16.8 dB for the simulated result
and −9.4 dB for the measured result, respectively. The measured insertion loss S21 is less than
−1.5 dB and the wide stopband rejection is greater than 20 dB from 1–5.8 GHz. From Fig. 3(d), it
can be observed that the isolation between two channels is more than 25 dB. The measured results
verified the proposed design concept. In addition, the overall dimension is 19.5 × 19 × 0.8mm3,
which is compact and low cost to fabricate.
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Abstract— A microstrip diplexer with very high isolation is proposed. The diplexer comprises
two third-order CT filters and a connecting line between them. The improved CT filter has three
adjustable transmission zeros through leading in the coupling coefficient between the source and
load. By locating the transmission zero of one channel at the passband of the other channel,
very high isolation of the diplexer can be achieved. Good agreements are also achieved between
measurement and simulation.

1. INTRODUCTION

Planar diplexer with compact circuit size, low insertion loss, high isolation and controllable channel
frequencies is an important component in wireless communication systems. For the design of planar
diplexers, the traditional approach is to design two different filters individually and then to design
the matching network. The most straightforward method is to combine two bandpass filters with a
T -junction Y -junction [1, 2]. The method, which features one filter an open-circuited line shunted
to the other filter at the frequency of the latter, is adopted to reduce the mutual loading effect
between the filters. In [3–5], the common resonator technology is proposed to remove the input
junction in the diplexer designs and reduces the size to a great degree. Some novel diplexer designs
without distribution networks have appeared in the recent literatures [6–9]. A new topology of the
diplexer with common port directly connected to two filters was proposed and synthesized in [6]. A
design procedure for coupled resonator diplexers that does not employ any external junctions was
also proposed in [7].

In this paper we presented a novel type of microstrip diplexer structure with center frequencies
at 1.8 and 2.3GHz High isolation large than 37 dB from 1 to 5 GHz is obtained. Two cascaded
triplet (CT) filters are employed in parallel configurations to obtain the dual-channel response,
and the center frequency and bandwidth of each passband can be controlled independently. The
source-load coupling is also introduced to provide two additional transmission zeros, which improve
the selectivity greatly.

2. DIPLEXER DESIGN

Figure 1 shows the structure of the proposed diplexer using quarter-wavelength resonators. The
proposed diplexer consists of two cascaded triplet (CT) unit Three quarter-wavelength resonators
are combined together to form a typical CT unit. Some resonators are folded to reduce the size. The
via holes that connect the microstrip line and the ground plane are denoted by circles. To improve
the selectivity of the diplexer, the coupling between the source and load is introduced to add two

 

Figure 1: Layout of the proposed diplexer filter.
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transmission zeros. Figure 2 shows the coupling diagram of the dual-band filter, which contain two
CT filter with source-load coupling. Both the direct couplings between the adjacent resonators and
cross coupling between the first and third resonators are magnetic, so the filter presented in this
paper is a special case of CT filter. The cross-coupling is inductive, so one transmission zero can
only be located at the upper stopband of each channel.

1 2

P1

P2

E

M

Resonator I/O Port Coupling

E: Electric Coupling M:Magnetic Coupling

3M

M

4 5 P3M 6M

M

E

Figure 2: Coupling and routing scheme of the diplexer.

The proposed dual-band filter is to be designed on a substrate with dielectric constant = 2.55,
loss tangent = 0.0029, and thickness h = 0.8mm. In this study, IE3D is employed for simulating
and optimizing the filter design. A trial diplexer centering at 1.8 and 2.3 GHz is design for demon-
stration. Figure 3 shows the simulated insertion loss responses under different situations. Each
passband can be designed separately. To obtain a dual-channel response, a novel matching network
with four open-circuited stubs is designed.
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Figure 3: Diplexer design based on CT bandpass
filters.
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Figure 4: Simulated and measured reflection and
transmission coefficients of the designed diplexer.

3. SIMULATION AND MEASUREMENT RESULTS

Based on the foregoing design process, a diplexer with high isolation is presented. The dimensions
for the diplexer are: S1 = 0.2mm, S2 = 0.2mm, S3 = 0.5mm, S4 = 0.2mm, S5 = 0.2 mm,
S6 = 0.5 mm, S7 = 0.35mm, S8 = 0.55mm, S9 = 0.2mm, S10 = 0.2 mm, L1 = 12.6mm, L2 =
3.5mm, L3 = 2.4 mm, L4 = 3.15mm, L5 = 2.75mm, L6 = 2.3mm, L7 = 6.4mm, L8 = 11.4 mm,
L9 = 4.9mm, L10 = 8.65mm, L11 = 18.15mm, L12 = 2.5mm, L13 = 2.7mm, L14 = 3.4 mm,
L15 = 2.65mm, L16 = 5.2mm, L17 = 18.1mm, L18 = 16.35mm, L19 = 4.3mm, L20 = 16.65mm,
L21 = 4.5mm, L22 = 7.9mm, L23 = 11.3mm, L24 = 7.15mm, L25 = 18.8mm, L26 = 12.9 mm,
L27 = 14.1 mm, L28 = 6 mm, L29 = 17 mm, L30 = 4.35mm, W1 = 0.9mm, W2 = 1 mm, W3 =
0.5mm, W4 = 1 mm, W5 = 1.15mm, D1 = D2 = 0.8mm. The simulated and measured S
parameters are shown in Figures 4 and 5. The full-wave simulation is carried out by IE3D, and
the diplexer is measured using Agilent vector network analyzer 5230A. The center frequencies of
the diplexer are 1.8 and 2.3GHz. The insertion losses are 1.7 and 1.8 dB, and the isolations among
channels are larger than 37.5 dB. The fractional bandwidths of the two passbands are 10% and 7%.
The photograph of the proposed diplexer is shown in Figure 6, and the circuit size of the proposed
diplexer is 58 mm ∗ 25 mm = 0.50λg ∗ 0.22λg, where λg is the guided wavelength on the substrate
at the center frequency of the first channel.
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Figure 5: Simulated and measured isolation of the
designed diplexer.

Figure 6: Photograph of the fabricated diplexer.

4. CONCLUSION

A new type of diplexer based on a microstrip CT filter with source-load coupling is presented.
The implemented CT filter has the merits of compact size and high selectivity. The positions of
the transmission zeros can be easily controlled by source-load coupling. This feature is applied to
improve the isolation of the diplexer successfully. A trial diplexer centering at 1.8 and 2.3 GHz is
presented to prove the efficiency of this design method.
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Abstract— In this paper, a half mode substrate integrated waveguide-to-defected ground struc-
ture (HMSIW-DGS) cell, and its embedded structure are proposed to miniaturize a bandpass
filter. Both cells can purchase wideband frequency response and low insertion loss, as well as
simple and easy fabrication. By cascading two of them according to design requirement, a X-band
bandpass filter is designed and measured to meet compact size, low insertion loss, good return
loss as well as second harmonic suppression.

1. INTRODUCTION

The half-mode substrate integrated waveguide (HMSIW), derived from substrate integrated waveg-
uide (SIW) with similar high performance and half or so size reduction, has attracted lots of atten-
tion due to its merits of easy integration and been widely used in microwave passive components
design [1–3]. However, compared with microstrip circuit, the physical size of HMSIW is not small
enough, since it just cuts half along the longitudinal direction of SIW, that is to say, its length is
still as long as SIW [4].

The defected ground structure (DGS), developed from the photonic bandgap (PBG) struc-
ture [5], but much different from the PBG since it needn’t to be periodic [6]. As shown in [6], the
DGS can change the distribution of the effective permittivity of the substrate, which brings in the
change of the distributed capacitance and inductance of the guided wave structure based on this
substrate, resulting in the bandgap performance. So the DGS can be used for the circuit size reduc-
tion. However, the DGS is etched on the ground plane of the circuit, which makes inconvenience
for system integration, since the ground plane of the circuit should be conjunct with the metal
shielding cavity. One solution for this drawback is to use the “coplanar DGS”, i.e., combining the
DGS together with coplanar waveguide (CPW) and SIW [7, 8], which keeps the ground and the
transmission line at the same plane. Besides, the complementary split ring resonator (CSRR) [9],
loaded on SIW, can be used to realize miniaturized filter since the SIW-CSRR cell can resonate
below the cutoff frequency of SIW. However, because of the cascaded coupling scheme of the filters
reported in [9], their insertion losses are quite high.

In this paper, a HMSIW-DGS cell, with DGS etched on the top plane of SIW, and its embedded
structure, are proposed. And the transmission responses with different parameters are discussed
briefly, as well. Based on the proposed cells, a microwave bandpass filter is designed, fabricated
and measured. According to the measured results, low insertion loss, good return loss, compact
size and suppressed second harmonic are achieved.

2. HMSIW-DGS CELLS

Topologies of proposed HMSIW-DGS cell and its embedded structure are shown in Figures 1(a)
and (b), respectively. It can be obtained from the topologies that the cells consist of two parts: the
HMSIW section and the DGS section. So it can be expected that the transmission response of the
HMSIW-DGS cell contains the inherent highpass characteristic of the HMSIW, which determine
the lower sideband cutoff frequency, and the bandgap function of the DGS, which mainly affects
the upper stopband, both the cutoff frequency and the rejection strength. As reported in [4], the
highpass characteristic of the HMSIW is mainly determined by its width, aw, as shown in Figure 1.
And to clarify the property of DGS better, influence of its different geometrical parameters is
studied.

Figures 2 and 3 show some full wave simulated results of proposed HMSIW-DGS cell. On one
hand, according to Figure 2, as the width of slots’ terminal point, w1, becomes wider, and the
transverse length of slots, l2, get longer, the upper sideband bandgap frequency shifts lower, while
the lower sideband nearly keeps the same. So it can be predicted that the larger the size of DGS is,
the lower the upper sideband bandgap frequency is. On the other hand, as s1, the space between
two slots, gets wider, the upper sideband bandgap frequency shifts higher heavily, and the central
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(a) (b)

Figure 1: Topologies of (a) HMSIW-DGS cell and (b) embedded form. Black circles, grey zone and white
zone represent the metalized via-holes, metal cover and DGS, respectively.

Figure 2: Simulated |S21| of proposed HMSIW-DGS cell with different l2 and w1. Other geometrical
parameters are: aw = 6 mm, s1 = 1 mm, c1 = 0.2mm, p = 0.8mm, R = 0.2mm, g1 = 0.2mm, l3 = 0.5 mm,
w2 = 0.2 mm and l1 = 1.5mm.

Figure 3: Simulated S-parameters of proposed HMSIW-DGS cell with different s1. Other geometrical
parameters are: aw = 6 mm, c1 = 0.2mm, p = 0.8 mm, R = 0.2mm, g1 = 0.2mm, l3 = 0.5mm, w2 =
0.2mm, l1 = 1.5mm, w1 = 0.5mm and l2 = 4.6mm.



1332 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

operating frequency shifts higher a bit, as shown in Figure 3. All full wave simulation is done based
on a substrate with a thickness of 0.254 mm, a relative permittivity of 2.2 and loss tangent of 0.001.

For these phenomena, it can be analyzed by the equivalent circuit model. As discussed in [6],
the equivalent circuit model of the DGS can be set as a parallel LC resonator, where L and C
represent the distributed inductance and capacitance of DGS, respectively. With this method, it
can be obtained easily that: For proposed HMSIW-DGS cell, as w1 gets wider or l2 gets longer,
the distributed inductance increases, so that the bandgap frequency shifts lower; as s1 becomes
wider, the distributed capacitance decreases, so that the bandgap frequency shifts higher. More
accurately, the enlargement of DGS and the broadening of slots’ space bring change to both the
distributed inductance and capacitance. However, the enlargement of DGS makes the distributed
inductance increase more heavily while the broadening of slots’ space makes the distributed capac-
itance decrease more greatly.

3. FILTER DESIGN

Using the proposed HMSIW-DGS cell and its embedded structure as basic unit, a bandpass filter
is designed on a RT/Duroid 5880 substrate with a thickness of 0.254 mm, a relative permittivity of
2.2± 0.2, and a loss tangent of 0.0009, with its configuration shown in Figure 4. The filter consists
of three HMSIW-SIW cells (two single and one embedded form), two half-tapered microstrip-to-
SIW transitions and two 50 ohm microstrip transmission lines. Different from the conventional
filter design based on resonance and coupling scheme, the filter here is designed by using the
transmission scheme. Firstly, the HMSIW-DGS cell and its embedded structure are both operating
in transmission form, instead of the resonance form. Secondly, the cascaded combination between

Figure 4: Configuration of the bandpass filter based on proposed HMSIW-DGS cells.

Figure 5: Comparison between measured and simulated results of the proposed HMSIW-DGS filter.
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adjacent HMSIW-DGS cells also operates in transmission form. Another pivotal element for the
filter design is the external quality factor (Qe). In this filter design, two half-tapered microstrip-to-
SIW transitions are used to achieve high Qe, and it can be easily captured that the narrower the
tapper width “wt” is, the lower the Qe is. With a wider wt, the Qe is higher, so that the passband
insertion loss is lower and the return loss is better. Based on proposed HMSIW-DGS cells with
initial parameters operating at the requisite frequency, the filter is tuned and optimized by using
a finite element method (FEM) full wave simulator. The optimized dimensions for fabrication
are: aw = 5.5, p = 0.8, R = 0.2, ws = 0.76, lt = 1.5, wt = 2.5, c = 0.2, d1 = d2 = d3 = 1,
e1 = e2 = 0.22, t = 0.19, a1 = 1, a2 = 5.2, a3 = 0.5, a4 = 1, a5 = 5, a6 = 0.5, a7 = 1.1, a8 = 4.1,
a9 = 0.6, i1 = 0.5, i2 = 2.4, i3 = 0.2, d4 = 0.32, b1 = 0.6, b2 = 0.2 (unit: mm).

Using a single layer printed circuit board (PCB) process, the filter is fabricated and gold plated.
The fabricated filter is measured by an Agilent PNA-X vector network analyzer N5245A. Compar-
ison between measured and simulated results is shown in Figure 5, as well as the photograph of
the fabricated filter. It can be obtained from the comparison that the measure results are in good
agreement with the simulated ones. The filter is with a central frequency of 10 GHz, a fractional
bandwidth of 25%, a return loss is better than 20 dB, and an insertion loss of 1.1 dB, including
the loss of two 2.4-mm connectors and only about 0.2 dB higher than the simulated one. Its upper
out-of-band rejection is better than 40 dB at the frequency range from 14 GHz to 28GHz and better
than 20 dB up to 40 GHz. That is to say, the filter has quite good second harmonic suppression per-
formance. At last, the overall size of the filter is 15×7mm, about 0.367λ2

g, which is quite compact.
Table 1 shows some comparisons between proposed filter and some reported filters in references
using similar technologies. According to Table 1, compared with filters represented in references,
proposed filter is with lower insertion loss, better second harmonic suppression and compacter size.
It can also be obtained that the insertion losses of HMSIW structure filters are probably larger
than those of SIW structure. The reason for this is that the radiated loss of HMSIW is larger than
that of SIW. Since HMSIW is a half closed structure with one radiated side, while SIW is a full
closed structure with two column metalized viaholes.

Table 1: Comparison with filters represented in references.

Reference

filter

Units

number
Topology

fc (GHz)

and

FBW *

Insertion

loss (dB)

2nd harmonic

suppression

(dB)

Size

(λ2
g)∗∗

[3]-1 3 HMSIW-slot 7.8 and 22% 1.5 30 0.44

[3]-2 5 HMSIW-slot 8.79 and 40% 1.2 30 0.435

[10] 3 SIW-CSRR 8.15 and 23% 2.16 - 0.77

[11] 3
SIW-CSRR-slot

(bottom)
9.4 and 30% 1 30 1.034

Proposed 3 HMSIW-DGS 10 and 25% 1.1 40 0.367

*fc and FBW stand for central frequency and fractional bandwidth, respectively.
**λg stands for the guided wavelength at the central frequency.

4. CONCLUSION

A X-band bandpass filter based on the two proposed HMSIW-DGS cells is designed, fabricated and
measured. The measured results show good agreement with the simulated ones. Compared with
some reported filters using same technology and operating at similar frequency, the proposed filter
has better performance in low insertion loss, compact size and good second harmonic suppression.

ACKNOWLEDGMENT

This work was supported in part by the Excellent Ph.D. Candidate Academic Foundation of
UESTC under Grant YBXSZC20131054, the Fundamental Research Funds for the Central Uni-
versities under Grant ZYGX2013J006 and the Scientific Research Foundation of UESTC under
Grant Y02002010101063.

REFERENCES

1. Hong, W., B. Liu, Y.-Q. Wang, Q.-H. Lai, H.-J. Tang, X.-X Yin, Y.-D. Dong, Y. Zhang, and
K. Wu, “Half mode substrate integrated waveguide: A new guided wave structure for mi-



1334 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

crowave and millimeter wave application,” Proceedings of Joint 31st International Conference
on Infrared Millimeter Waves and 14th International Conference on Terahertz Electronics,
219, Shanghai, China, May 2006.

2. Liu, B., W. Hong, Y.-Q. Wang, Q.-H. Lai, and K. Wu, “Half mode substrate integrated
waveguide (HMSIW) 3-dB coupler,” IEEE Microw. Compon. Lett., Vol. 54, No. 1, 22–24,
2007.

3. Wang, Y.-Q., W. Hong, Y.-D. Dong, B. Liu, H.-J. Tang, J.-X. Chen, X.-X. Yin, and K. Wu,
“Half mode substrate integrated waveguide (HMSIW) bandpass filter,” IEEE Microw. Com-
pon. Lett., Vol. 54, No. 4, 265–267, 2007.

4. Lai, Q., C. Fumenaux, W. Hong, and R. Vahldieck, “Characterization of the propagation
properties of the half-mode substrate integrated waveguide,” IEEE Trans. Microw. Theory
Tech., Vol. 57, No. 8, 1996–2004, 2009.

5. Kim, C.-S., J.-S. Park, D. Ahn, and J.-B. Lim, “A novel 1-D periodic defected ground structure
for planar circuits,” IEEE Microw. Gui. Wave Lett., Vol. 10, No. 4, 131–133, 2000.

6. Ahn, D., J.-S. Park, C.-S. Kim, J. Kim, Y.-X. Qian, and T. Itoh, “A design of the low-pass
filter using the novel microstrip defected ground structure,” IEEE Trans. Microw. Theory
Tech., Vol. 49, 86–93, 2001.

7. Shao, Z.-H. and M. Fujise, “Bandpass filter design based on LTCC and DGS,” Proceedings of
Asia-Pacific Microwave Conference, 138–139, Soochow, China, December 2005.

8. Huang, Y.-M., Z.-H. Shao, and L.-F. Liu, “A substrate integrated waveguide bandpass filter
using novel defected ground structure shape,” Progress In Electromagnetics Research, Vol. 135,
201–213, 2013.

9. Dong, Y.-D., T. Yang, and T. Itoh, “Substrate integrated waveguide loaded by complemen-
tary split-ring resonators and its applications to miniaturized waveguide filters,” IEEE Trans.
Microw. Theory Tech., Vol. 57, 2211–2223, 2009.

10. Deng, K., Z. Guo, C. Li, and W. Che, “A compact planar bandpass filter with wide out-of-
band rejection implemented by substrate-integrated waveguide and complementary split-ring
resonator,” Microw. Optical Tech. Lett., Vol. 53, No. 7, 1483–1487, 2011.

11. Zhang, X.-C., Z.-Y. Yu, and J. Xu, “Novel band-pass substrate integrated waveguide (SIW)
filter based on complementary split ring resonators (CSRR),” Progress In Electromagnetics
Research, Vol. 72, 39–46, 2007.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1335

Compact and Sharp-rejection Dual-band Bandstop Filter Based on
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Abstract— A compact dual-band bandstop filter with sharp-rejection using transversal signal-
interaction, consisting of a transmission line path and a cascaded coupled line path, is proposed.
Folded structure is used to decrease the size. By tuning the coupling coefficient and length, the
centre frequency and bandwidth can be controlled, respectively. Meanwhile the transmission line
impedance and odd-mode impedance can be used to improve the return loss and to allocate the
transmission poles to sharp the attenuation rate, independently. A compact dual-band bandstop
filter centring at 2.4GHz and 3.7 GHz prototype is designed and fabricated to verify the validity.
The simulation and measurement results agree well.

1. INTRODUCTION

Compact dual-band bandstop filters (DBBSFs) are highly desired in wireless communication system
applications for their effective double-sideband spectrum suppression, low passband insertion loss
and group delay. Many different methods and structures have been proposed to design DBBSFs [1–
7]. In [1], the two-step frequency-variable transformation to the low pass prototype was applied to
performe a dual-stopband response. While in [2], composite shunt resonators were implemented.
In [3], modified optimum banstop filter with source-load coupled line was introduced to achieve wide
dual stopband. For the purpose of miniaturizing and controlling the frequency ratio, SIRs [4, 5],
short-[6] and open-circuited [6, 7] stub-loaded resonators were presented. Whereas, due to the single
transmission zero in the stopband [1–6], the selectivity of the filters needed to be improved. Thus
signal-interference technique [8] with more transmission zeros was used to design sharp-rejection
DBBSF.

This letter proposes a novel and compact DBBSF with sharp-rejection using transversal signal-
interaction concept, which can be implemented by inlaying two short-circuited resonators out of the
two folding coupled stubs. The centre frequency and bandwidth can be controlled mainly by tuning
the coupling coefficient and length, respectively. In addition, the return loss and selectivity out of
the stopband can be improved by adjust the impedance of the transmission line path and coupled
path. Detailed theoretical design, simulation, and experiment results for the proposed DBBSF are
demonstrated and discussed.

2. FILTER ANALYSIS AND DESIGN

Figure 1 shows the configuration and ideal circuit of the proposed bandstop filter, which is composed
of two main paths. Path 1 is a length of transmission line with the impedance Z1, while path 2
consists of cascaded short-/open-circuited coupled lines with different electrical length θ2 and θ3.
All coupled lines have the same odd-/even-mode impedance (Zoo and Zoe). All I/O lines are with
the impedance of 50 Ω.

(a) (b)

Figure 1: (a) The configuration and (b) ideal circuit of the proposed DBBSF.
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According to [9], the ABCD matrices of the shorted/open coupled lines (M s1/M s2 and Mo) and
two paths are

Ms1 =
[

A B
C D

]
, Ms2 =

[
D B
C A

]
(1)

A =
2ZoeZoo(1 + cos2 θ2)− sin2 θ2(Zoe + Zoo)

4ZoeZoo cos θ2
, D = cos θ2 (2)

B = j
(Zoe + Zoo) sin θ2

2
, C = j

(Zoe + Zoo) sin θ2

2ZoeZoo
(3)

Mo =
1

Zoe − Zoo

[
Zoe + Zoo −j2ZoeZoo cot θ3

j2 tan θ3 Zoe + Zoo

]
(4)

[
A1 B1

C1 D1

]

path1

=
[

cos θ1 jZ1 sin θ1

j sin θ1/Z1 cos θ1

]
,

[
A2 B2

C2 D2

]

path2

= Ms1 ×Mo ×Ms2 (5)

After ABCD- and Y -parameter conversions, the S-parameters of the DBBSF can be express as

S11 =
Y 2

0 − Y 2
11 + Y 2

21

(Y0 + Y11)2 − Y 2
21

, S21 = j
−2Y21Y0

(Y0 + Y11)2 − Y 2
21

(6)

where Y 0 = 1/Z0(Z0 = 50 Ω), Y 11 = D1/B1 + D2/B2, Y 21 = −1/B1 − 1/B2.
Transmission zeros can be obtained when S21 = 0. Fig. 3 plots the calculated transmission zeros

(ftz1, ftz2, ftz3 and ftz4) against K and θ3 according to (6). When keep Zoo and Z1 constant, ftz1 and
ftz2 decrease while ftz3 and ftz4 increase as the increasing of K. Therefore, the frequency ratio f2/f1
of the two stopbands can be controlled and larger K will obtain larger f2/f1. When θ3 is zero, the
selectivity is poor as only one visible transmission zero is in each stopband. With the increasing of
S, ftz1 and ftz2 (ftz3 and ftz4) separate each other with a larger bandwidth.

To explain the characteristics of the filter, Variation of simulated filter characteristic with Zoo

and Z1 are simulated by Agilent Advanced Design System (ADS) and plotted. As can be seen from
Figs. 3(a) and (b), the changes of Zoo and Z1 have no significant effect on transmission zeros while
have influence on the characteristic out of the band. The increase of Zoo or decrease of Z1 will result
in the moving of transmission poles to transmission zeros thus sharps the selectivity. Moreover, it
should be noted that the impedance Z1 of the transmission line may be used to improve the return
loss out of stopband.

Figure 2: Variation of calculated transmission zeros with K and θ3 (Zoo = 90 Ω, Z1 = 60 Ω).

Figure 3: Variation of simulated filter characteristic with Zoo, Z1 (K = 0.3, θ3 = 3).
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From above we know that since the introduction of proposed structure, the centre frequencies
and bandwidths in the stopbands can be independently controlled through coupling strength K
and electrical length θ3. In addition, the impedance of the transmission line and odd-impedance
of the coupled line can be independently used to adjust the return loss and selectivity out of the
stopband. All this make the design of the proposed filter more flexibility.

To clarify the proposed filter design, a proposed DBBSF centring at 2.4 GHz and 3.7GHz with a
relative fractional bandwidth BWZ of 6% and 4.6%, is designed and implemented. Considering that
f2/f1 = 1.5417 and the requirement of bandwidth, ftz1 = 2.33GHz, ftz2 = 2.47GHz, ftz3 = 3.65GHz
and ftz4 = 3.8GHz. Through (6), we can obtain that K = 0.33 and θ3 = 3. Zoo and Z1 are 88 Ω
and 45.5Ω to achieve the isolation up to 20 dB. The configuration of the filter are demonstrated
in Fig. 1(a) and the simulated results are shown in Fig. 4. Four transmission zeros are located at
2.33GHz, 2.461 GHz, 3.67GHz and 3.79 GHz. The two stopband have a relative 20 dB fabrication
bandwidth (FBW) of 8.7% and 5.2%, respectively. The insertion loss is less than 0.35 dB, while
the return loss is over 20 dB between the stopbands.

3. RESULTS

The proposed filter is fabricated on the substrate with a relative dielectric constant of 2.55, thickness
of 0.8 mm and loss tangle of 0.0029. Fig. 4 illustrates the photograph and measurement result of
the DBBSF, the filter has a compact size of only 0.22λg×0.15λg (λg is the free space wavelength at
the centre frequency of the first stopband). The filter is measured by Agilent 5230 vector network
analyzer.

It is shown that more than 25 dB rejection can be achieved in 2.41 GHz and 3.75GHz with a
relative 20 dB FBW of 8.8% and 5%, respectively. The return loss between the two stopbands is
about 20 dB. The insertion loss is less than 0.7 dB up to 2.03GHz while within 1 dB from 4 GHz to
7GHz. The attenuation rates at the passband to stopband are 174 dB/GHz (measured attenuations
being 5.062 dB and 19.96 dB at 2.21 and 2.3 GHz) and 168 dB/GHz (measured attenuations being
19.92 dB and 4.986 dB at 3.85 and 3.94 GHz). The variance between measurement and simulation
mainly due to dielectric loss, fabrication tolerance and the loss of SMA connector. To further
demonstrate the performances of this filter, the comparisons of measured results for several reported
DBBSFs [2–8] are shown in Table 1. The proposed filter shows miniaturization and sharp skirt
selectivity.

Figure 4: The simulated and measured response of the proposed DBBSF.

Table 1: Comparison with the reported DBBSFs.

Ref.
ILmax

(dB)

RL (dB)

(dB)

Attenuation Slope

TZ
Size

(λg ∗ λg)
(dB/GHz)

Lower Upper

[2] 3 15 139 110 1 0.71*0.59

[3] 3.5 23 79 93 1 0.46*0.21

[4] 3 20 90 112 1 0.29*0.25

[5] 1.5 20 67 72 1 0.24*0.23

[6] 1 20 143 87 1 0.85*0.3

1 15 80 68 1 0.25*0.19

[7] 1 12 32 26 2 0.26*0.18

[8] 2 15 67 122 2 0.49*0.26

This Work 1 20 174 168 2 0.22*0.15
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4. CONCLUSION

In this paper, a compact and sharp-rejection dual-band bandstop filter has been proposed using
signal-interaction concept. The filter model has been introduced to analysis the transmission zeros
and the effect of parameters on the filter characteristic. Due to four parameters independently
control the frequency ratio, bandwidth, return loss and selectivity, the design of the filter is simple
and flexible. Finally, the proposed DBBSF is designed, fabricated and measured. Agreement
between simulation and measurement verifies the validation of the analyses.
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Abstract— This paper presents a third harmonics up pressed bandpass filter on GaN MMIC
(Monolithic Microwave Integrated Circuit). By analysing the voltage distribution at fundamental
frequency and third harmonic of the resonators, suitable coupling region between the feeding lines
and resonators can be selected. In this way, we make the coupling coefficient at third harmonic to
be zero while the coupling coefficient at fundamental frequency is not zero. Therefore, the third
harmonic can be suppressed by the discriminating coupling scheme while the fundamental mode
responses are unaffected. Meanwhile, to improve the selectivity, source-load coupling is employed
to introduce transmission zeros near the passband. For demonstration, a millimeter-wave filter
with wide sropband is implemented. The filter is designed based on the technology of GaN MMIC
with center frequency of 33.5GHz and insertion loss of 3.2 dB. The circuit area of the filter is
only 410 µm× 210 µm, featuring very compact size.

1. INTRODUCTION

Bandpass filter is one of the most important elements in wireless communication system. Among
bandpass filter, parallel-coupled bandpass filter is widely used in RF front-ends because of their
simple configuration and easy design procedures. However, most parallel-coupled filters suffer from
harmonic responses, which degrade system performance. To suppress these spurious responses,
various methods have been proposed [1–3]. In [1], the author introduces two different open stubs
tapped on the input and output port with length of quarter length of harmonic wave creating two
transmission zeros to suppress harmonic. In this design, more extra circuit should be added, which
increases the size of the filter. By separately allocating the two different transmission zeros, the
suppression of spurious response at the third harmonic frequency can be achieved in [2]. In [3], frac-
tal shape is employed to improve harmonic suppression by a factor of 2. In [4], a new method that
suppresses the harmonic response by tuning the coupling coefficient between the two transmission
lines is introduced to us. However, these filters are fabricated at lower frequency.

In recent years, with the development of IC industry and the operating frequency in wireless
communication system shifting to higher frequency, more and more traditional RF circuit have
been transplanted to IC platform. In [5], a 4-stage on-chip open loop resonators band pass filter
which operates at 60 GHz is proposed. In [6], the author introduces a compact multilayer CPW
MMIC spiral directional couplers and bandpass filter to us. More and more bandpass filters have
been fabricated at such high frequency. However, fewer bandpass filters with wide bandstop are
complemented on IC platform. Since the method mentioned in [4] is useful and the size of the
designed filter is compact, it is necessary and essential to transplant it to IC platform.

In this letter, bandpass filter with third harmonic suppression has been introduced to MMIC.
It is based on discriminating coupling. Therefore, no more extra circuits are employed to suppress
the harmonic. Although the third harmonic signal is suppressed, the fundamental one can pass
without any influence. Base on the proposed idea, a two-order bandpass filter with third harmonic
suppressed has been implemented using quarter wave length short-ended microstrip line. The
design methodology and experimental results are also presented.

2. ANALYSIS OF DISCRIMINATING COUPLING

The harmonic suppression is based on discriminating coupling, so it is necessary to present the
theory of coupling coefficient. The electric coupling coefficient between the transmission lines can
be defined, i.e.,

ke =
∫∫∫

ε
⇀

E1 ·
⇀

E2dv√∫∫∫
ε
∣∣∣⇀

E1

∣∣∣
2
dv · ∫∫∫

ε
∣∣∣⇀

E2

∣∣∣
2
dv

(1)
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where
⇀

E represents the electric field vectors generated by the two lines and V is the volume. Since
the dominant mode is quasi-TEM, the electric field can be replaced by corresponding voltage to
evaluate the coupling coefficient, i.e.,

ke = P ×
∫ d/2
−d/2 v1(x)v2(x)dx

√∫ d/2
−d/2 |v1(x)|2 dx× ∫ d/2

−d/2 |v2(x)|2 dx
(2)

where V1(x) and V2(x) represent the voltage-wave functions on the two coupling lines, p represents
a constant and d is the length of the coupling region. In order to suppress harmonic, it is necessary
to create a zero value of ke upon the frequency. Letting the integrand in the numerator to be an odd
function is one of the easy and efficient way to create a zero value. When one of the voltage-wave
functions is odd and the other one is even, the integrand in the numerator will be an odd function,
which implies that the electric coupling coefficient is zero.

According to the mechanism above, an instance of discriminating coupling and its application
to filter design is shown in Fig. 1. There are two transmission lines in Fig. 1(a). In Fig. 1(b), the
voltage-wave function on line1 is odd, while even on line2 at a specific frequency, which leads to
an odd function of the integrand in the numerator. As a result, the value of ke is zero at a specific
frequency. Similarly, the value of the magnetic coupling coefficient is

km = 0 (3)

Thus, the total coupling coefficient is

k = km + ke = 0 (4)

According to the instance, it is easy to observe that the coupling coefficient between the two
transmission lines could be zero at specific frequencies. It means that the signal cannot pass across
the coupling region and thus it will be suppressed.

3. FILTER DESIGN

Figure 2 shows the configuration of the wide-stopband millimeter-waveband pass filter based on
discriminating coupling on GaN. The filter consists of two symmetric quarter-wavelength resonators
and they are folded to reduce the size. The two feeding lines are coupled with the resonators and
the ports are tapped at the middle of the feeding line. Meanwhile, source-load coupling is employed
to introduce transmission zeros near the passband [7].

For quarter-wave length shorted-ended microstrip line, the voltage wave function at fundamental
frequency can be described as

Vf0(x) = cos(βx) x ∈ [0, L] (5)
while third harmonic frequency

V3f0(x) = cos(3βx) x ∈ [0, L] (6)

(a)

(b)

Figure 1: Coupling region with zero coupling coeffi-
cient. (a) Coupled microstrip lines. (b) Normalized
voltage on the two lines.

Figure 2: The configuration of the third harmonic
suppression filter based on discriminating coupling
on MMIC.
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(a) (b) (c)

Figure 3: (a) The wave function of fundamental and third harmonic on quarter wave length shorted-ended
mircostrip line. (b) The wave function on feed line. (c) The wave function between the coupling regions.

where β represents the propagation constant at fundamental resonant frequency and L is the whole
length of the transmission line. Fig. 3(a) shows this two voltage wave function.

For the feeding line, the voltage wave function on it is always even. In addition, it is kind of
subsection function and can be described as

V (x) =
{

sin(px) x ∈ (0, L/2]
− sin(px) x ∈ [−L/2, 0) (7)

where p represents a constant and L is the whole length ignoring the port. Fig. 3(b) shows its
voltage wave function and the combination of voltage wave function between the coupling regions
is shown in Fig. 3(c).

According to (1), we can easily draw a conclusion that the coupling coefficient of third-harmonic
between this two transmission lines is zero, which implies that the third-harmonic can be suppressed.
Based on this discriminating coupling mechanism, the BPF with the third-harmonic suppression
and wide stopband can be implemented.

The filter is fabricated on GaNas shown in Fig. 4, which consists of three layers of substrates.
The dimensions of the proposed filter are determined as follows: L1 = 212.5µm, L2 = 40 µm,
L3 = 152µm, L4 = 110µm, L5 = 55µm, L6 = 150µm, L7 = 20µm, L8 = 320µm, L9 = 20µm,
L10 = 272.5µm, W1 = 10µm, W2 = 20 µm, W3 = 60µm, W4 = 78µm, W5 = 150µm, W6 = 90 µm,
g1 = 10 µm, g2 = 35 µm, r1 = 20µm.

Figure 5 depicts the simulated result of this filter. The passband is centered at 33.5GHz with
3 dB fractional bandwidth of 27.5% and the insertion loss is 3.2 dB. Three transmission zeros can
be observed. The lower transmission zero is caused by quarter-wave resonance that short out

Figure 4: Configuration of the substrate. Figure 5: Simulated responses of the proposed filter.
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the port at the frequency above the resonant frequency. The other one near the passband result
from the source-load coupling. Another transmission zero is generated at about 95 GHz, which is
introduced by discriminating coupling. The coupling coefficient at this frequency is zero, namely
third harmonic. The rejection level reaches 35 dB, helping enhance the rejection level within the
upper stopband. Due to these transmission zeros, high selectivity and wide-stopband is realized,
which verifies the analysis.

4. CONCLUSION

In this letter, we have introduced a third harmonic suppressed bandpass filter on GaN MMIC.
Discriminating coupling mechanism is introduced two suppress third harmonic on GaN MMIC with
no extra circuit. The feeding lines and resonators can be folded to make the circuit miniaturization
with no effect to discriminating coupling. It means the miniaturization and wide stopband of the
filter can be both realized on MMIC circuit. Moreover electronic source-load coupling is employed
to introduce transmission zeros near the passband, which contribute to the good selectivity of the
filter. The experimental results show the demonstrated filter is applicable to wireless communication
system.
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Abstract— This paper presents a reconfigurable WIFI band filter with three switchable modes.
Half wavelength resonators coupled with a microstirp transmission line are used to design the
frequency of WIFI band. PIN switches mounted at the microstrp near the resonators are used to
switch the working modes of the WIFI filter. This WIFI filter is able to work at both 2.45 GHz
and 5.8 GHz with the resonators working at different modes. A dual-band band-stop mode is also
available with the filter. A centrally loaded resonator technology is used to suppress the harmonic
of 2.45GHz witch would interfere the performance at 5.8 GHz. The isolation is enhanced by more
than 40 dB with the structure in this paper.

1. INTRODUCTION

Due to the requirements of multifunction and multiband reconfigurable, filters are more and more
important in modern communication systems [1–9]. Most of the studies are focus on center fre-
quency tuning and bandwidths tuning or constant bandwidths, there are also some researches about
pass-stop mode reconfigurable, tunable rejection levels and so on.

A tunable band-pass filter with reconfigurable bandwidth by utilized a coupling reducer [3].
Young-Ho Cho et al. presented a 0.73–1.03-GHz tunable band-pass filter with a reconfigurable
multi-pole response [4]. Abunjaileh et al. also presented a tunable filter design with tunable band-
width and center frequency [5]. A high linearity miniaturized filter at 1.4–2.0GHz was presented by
El-Tanani et al. in [6]. A RF-MEMS tunable filter by high linearity anti-biased is presented in [7].
H. Wang et al. presented a reconfigurable notch bands UWB filter with Terminated Cross-Shaped
Resonators [8]. In [9] a tunable parallel resonance between two resonators is used to present a filter
with enhanced rejection level and tunable bandwidths.

In this paper, a three modes reconfigurable WIFI filter with isolation enhanced is presented.
PIN switches and centrally loaded resonator are used to design the WIFI filter. The design and
simulation are demonstrated in the following sections. In order to test the performance of the
reconfigurable WIFI filter, substrate F4B with thickness of 0.8 mm and dielectric constant of 2.65
was used in the EM simulation with Ansys HFSS.

2. DESIGN OF THE PROPOSED WIFI FILTER

In this section, the WIFI filter is designed to have a reconfigurable property with half wavelength
resonator and PIN switches.

In order to make the WIFI filter compact and simplify designs, half wavelength microstrip
resonators, which are very popular on planar and compact microwave circuits, are used in this
design. A half wavelength resonator coupled with a complete microstrip can compose a band-
stop filter by forming a transmission pole at the resonator frequency. If the microstrip is broken
and coupled by the folded resonator, this structure can compose a band-pass filter by forming
a transmission zero at the resonator frequency similarly. A PIN switch is used to combine and
reconfigurable the band-stop and band-pass filters as shown in Figure 1. The half wavelength
resonator is designed to be folded to make the structure compact.

As shown in Figure 1, the simulation shows the reconfigurable property of the structure:
When PIN A is ON, the structure is working as a half wavelength resonator coupled with a

complete microstrip. So, the structure is a band-stop filter.
When PIN A is OFF, the structure is working as a half wavelength resonator coupled with a

broken microstrip. So, the structure is a band-pass filter.
The properties shown below is very interesting. If a 5.8 GHz similar structure is cascaded, its

working mode can be controlled by setting the status of the PIN switches. Especially, when the two
PIN switches are set different status, the isolation will be enhanced by each other. For example, if
the 2.45 GHz PIN switch is ON, and the 5.8GHz PIN switch is OFF, it is a 5.8GHz filter, on the
same time, the channel of 2.45 GHz is protected by working as a band-stop filter.
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Figure 1: PIN switch working performance (2.45 GHz). (a) Reconfigurable cell with a half wavelength
resonator and a PIN switch. (b) The performance of the PIN switch at ON and OFF modes.
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Figure 2: Harmonic suppression (RC: centrally loaded resistor and capacitor). (a) Reconfigurable cell utilized
centrally loaded resonator. (b) The result of the harmonic suppression.

However, there is harmonic near 5.8 GHz forming by the 2.45GHz resonator. The harmonic will
decline the performance of a system. Therefore, a centrally loaded resonator is utilized to suppress
the interference [11].

The harmonic is caused by the even mode of the resonator by an odd and even mode method.
The even mode of a centrally loaded half wavelength resonator will be reflected and absorbed by
the loaded resistor and capacitor, as shown in Figure 2, so as to be suppressed.

Figure 2 shows the structure and results of a reconfigurable cell with centrally loaded half
wavelength resonator: the harmonic is vanished obviously. The harmonics of 5.8GHz cell will no
influence the 2.45 GHz cell, so, it is no necessary to design a centrally loaded resonator for 5.8GHz.

3. SIMULATION RESULTS OF THE WIFI FILTER

In this section, the simulation results of a reconfigurable WIFI filter cascaded with a centrally
loaded 2.45 GHz cell and a normal 5.8 GHz cell is described.

The proposed reconfigurable WIFI filter and simulation are shown in Figure 3: Resonator A
works at 2.45 GHz and Resonator B works at 5.8 GHz. C0 is used to block DC caused by the Biases
of the two PIN switches.

The reconfigurable properties can be seen as:
When PIN A is ON, and PIN B is OFF: 2.45GHz cell is a stop band at 2.45 GHz and pass band

at 5.8GHz, 5.8 GHz cell is a stop band at 2.45GHz and pass band at 5.8 GHz. It is working as a
band-pass filter at 5.8 GHz with an isolation of more than 40 dB at 2.45 GHz.

When PIN A is ON, and PIN B is OFF: similarly, it is working as a band-pass filter at 2.45GHz
with an isolation of more than 40 dB at 5.8 GHz.

When PIN A is ON, and PIN B is ON: 2.45 GHz cell is a stop band at 2.45 GHz and pass band
at 5.8 GHz, 5.8 GHz cell is a pass band at 2.45 GHz and stop band at 5.8 GHz. It is working at
dual-band band-stop mode.

When PIN A is OFF, and PIN B is OFF: similarly, it is working at dual-band band-stop mode,
however, its performance is bad than (ON, ON) status.
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Figure 3: Simulation results of the proposed WIFI filter. (a) Reconfigurable WIFI filter. (b) The three
working modes of the WIFI filter.

It is also can be seen that when the PIN switches shift their modes, the frequency will have a
slight shift, which will limit the usage of the WIFI filter.

4. FUTURE WORK

The proposed WIFI filter can utilize varactors to resolve the problem by make the filter be con-
tinuously tunable. And it will combine mode shift at 2.45 GHz and 5.8 GHz and part continuously
tunable at each frequency is more promising in WIFI systems.

5. CONCLUTION

In summary, a reconfigurable WIFI filter with three modes: dual-band band-stop filter, band-pass
at 2.45 GHz and 5.8 GHz with a more than 40 dB protection at counterpart is proposed in this
paper. A centrally loaded resonator is utilized to suppress the harmonic produced by the even
mode of the normal resonator. It is very promising to using in modern WIFI systems.
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Abstract— In this paper, a new substrate integrated waveguide (SIW), which is called recon-
figurable substrate integrated waveguide (RCSIW) is proposed. RCSIW is derived from SIW
and tunable technology which is widely used in microwave system. It is realized by replacing the
side-wall metal posts of SIW with several grounded varactors which are employed to make the
SIW tunable. The cutoff frequency and propagation constant can be reconfigurable by control-
ling these varactors. A RCSIW is designed to test these properties with the input and output
of microstrip line. Ansoft HFSS was used to get the characteristics of RCSIW. The results show
the reconfiguration of RCSIW.

1. INTRODUCTION

Substrate integrated waveguide (SIW) has been interested by researchers around the world and
widely used in microwave and millimeter wave circuit and system. A simple reason is that SIW, as
a combination of waveguide and planar circuit, has a lot of attractive properties such as low cost,
low profile, high power capacity and easy to integrate with planar circuits [1–4]. And there are some
planar structures based on SIW, such as half-mode substrate integrated waveguide (HMSIW) [5],
quarter-mode substrate integrated waveguide (QMSIW) [6], ridge substrate integrated waveguide
(RSIW) [7], folded substrate integrated waveguide (FSIW) [8], corrugated substrate integrated
waveguide (CSIW) [9] and so on.

Reconfigurable technologies are required in many microwave systems, such as multiband wireless
communication and wideband radar systems. Varactors, micro-electromechanical systems (MEMS)
and piezoelectric transducers and ferroelectric components are common reconfigurable technologies.
Due to the high tuning speed and reliability, diode varactors are widely utilized in the design of
configurable devices [10–12].

HMSIW and QMSIW structures, due to their open side, are very suitable to place varactors,
which makes them be employed with reconfiguration technologies conveniently. The concept of
HMSIW which is forming by bisecting SIW along a fictitious quasi-magnetic wall was proposed
in [7]. As an improved structure, HMSIW keeps most of the excellent performance of SIW, while
both the waveguide width and the size of the structure are reduced by nearly a half compared
with the SIW. Since its birth, the characterization of the propagation properties of HMSIW has
been studied in [13]. Because the center symmetrical plane of the HMSIW can also be equivalently
regarded as a quasi-magnetic wall for some particular modes, the HMSIW can be further bisected
into two parts again along the symmetrical plane. Hence, a QMSIW is realized. The field distri-
bution of the QMSIW is almost the same as the field distribution of the original SIW [6]. QMSIW
has only 25% size of SIW, meanwhile, the advantages of SIW has been inherited.

In this paper, a new SIW structure with electrically tunable technology is been proposed, and we
call it reconfigurable substrate integrated waveguide (RCSIW). It is realized by replacing the side-
wall metal posts of SIW with several grounded varactors. The cutoff frequency and propagation
constant of RCSIW can be tuned by changing the capacitance of the varactors. The characteristics
of RCSIW are presented in Section 2, conclusions are presented in Section 3.

2. CHARACTERISTICS OF RCSIW

In this section, we investigate the electric field, modes, insertion loss, cutoff frequency and propaga-
tion constant of RCSIW. RCSIW is designed with substrate F4B, which h = 0.764mm, εr = 2.55,
and tan δ = 0.001. Ansoft HFSS is used as an aided designer to simulate and explore the properties
of SIW structures.

2.1. Dominant Mode of RCSIW

Figure 1 shows the configuration of RCSIW, microstrip line is employed to make the measurement
convenient. Microstrip-RCSIW transition is used to match the RCSIW and microstrip line. To
construct a RCSIW, first, two gaps are cut on the top of SIW, after that, several varactors are
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placed on the gaps. In this case, there are five varactors on each side of the gap. A SIW is designed
to compare with RCSIW and they have the same cutoff frequency.

Figure 2 shows the S21 of RCSIW and SIW. Comparing the two structures, it can be tell that,
the insertion losses of SIW and RCSIW are on the same level about 0.3 dB, at the frequency of
8.2GHz to 11 GHz. But the insertion loss of RCSIW is not so gentle compared with SIW, the
insertion loss of RCSIW is 0.5 dB, at the frequency of 12 GHz. It also shows RCSIW has much
more modes below the cutoff frequency, but it does not matter when the RCSIW is used to working
at the waveguide dominant mode.

Figure 3 shows the electric fields of RCSIW and SIW at 8.2 GHz. The electric field of RCSIW is
similar to that of SIW, when they work on dominant mode: TE10 mode, at the same frequency. It
is shown that the width of RCSIW is a litter narrower than SIW, which is caused by the capacity

 
(a) RCSIW (b) SIW

Figure 3: Electric field (dominant mode: TE10) of RCSIW and SIW.
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effect of varactors. And the varactors are placed in the two sides of the RCSIW with very low
level electric field, which means the displacement current flowing through series resistance of the
varactors is rather small leading a quite safe situation of the varactors.

2.2. Reconfiguration of RCSIW
In this subsection, the capacity of the varactors is tuned simultaneously to make the RCSIW
reconfigurable. When the capacity of the varactors is varied from 2 pF to 4 pF, the phase of RCSIW
changes 40.6 degree (shown in Figure 4). It is caused by the varactors changing the equivalence
width of RCSIW, which makes the propagation constant of RCSIW reconfigurable. So RCSIW can
be used in reconfigurable phase shifters.

Figure 5 shows the cutoff frequency can be tuned by controlling the capacity of the varactors.
It is also caused by the changing the equivalence width of RCSIW. This property makes RCSIW
to be promising in reconfigurable filters.

3. CONCLUTIONS

In this paper, a new reconfigurable substrate integrated waveguide is proposed. Varactors are
employed to make the RCSIW tunable. The cutoff frequency and propagation constant of RCSIW
can be tuned by changing the capacitance of the varactors, and these varactors are placed in a
quite safe situation. The RCSIW structure is promising in microwave and millimeter circuits and
systems.
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Abstract— This paper presents a novel approach for designing compact integrated substrate
waveguide diplexer fed by coplanar-waveguide. To reduce the size, conventional T -junction for
impedance matching and isolation at the input port is replaced by the coplanar-waveguide-
fed structure. It also contributes to size reduction of the diplexer. Two dual-mode integrated
substrate waveguide filters are vertically stacked which results in further size reduction. A diplexer
with lower and upper channels centered at 10 and 11 GHz, respectively, is designed to verify the
proposed concept. Good agreements are achieved between measurement and simulation.

1. INTRODUCTION

Microwave diplexers are widely used in communication systems to allow two different devices to
share a common communications channel [1]. For example, one application of diplexers is to
allow two receivers working at different frequencies to share one antenna. Such a diplexer typically
consists of two channel filters connected to the common input port through impedance transformers.

T -junction is the mostly common used impedance transformer in a diplexer design [2]. However,
it occupies large area. It is a significant drawback for a communication system which has size
requirements. Moreover, it would introduce extra insertion loss which increases with its length.
Therefore, a lot of investigations have been carried out and various design approaches have been
proposed to alleviate this problem [3, 4]. One approach is to use the reactance component to shorten
the T -junction arms [3]. But some unwanted resonance would rise. And readjustment is required
due to the short T -junction would affect the performance of each channel filter. In [4], common
resonator sections were used to realize compact microstrip diplexers. By properly locating the
fundamental and the first spurious resonant frequencies of the common resonators, these resonators
can be shared by both filter channels. In this way, the T -junction was removed and the total number
of resonators was reduced. Thus, the circuit size was dramatically reduced.

Substrate integrated waveguide (SIW) dual-mode resonators have the ability to reduce the
total number of resonators. Meanwhile, the unloaded Q of the dual-mode is higher than that
of the fundamental mode [5–8]. In this letter, these resonators are adopted in the channel filter
design. The filters are fed by coplanar-waveguide (CPW) at the common port. On one hand, this
feeding structure has a wider range of Qe. On the other hand, the circuit size is dramatically
reduced without the T -junction. The design procedure is simplified since no T -junction or common
resonators are required. The diplexer size is further reduced by vertically stacking the two channel
filters. To demonstrate, a diplexer centered at 10 GHz and 11 GHz is implemented.

2. CHARACTERISTICS OF THE DUAL-MODE SIW CAVITY

Figure 1 illustrates the structure of the dual-mode SIW resonator. Two perturbation vias with a
diameter of d1 are placed in the diagonal line of the square. Where, a is the width of the square
cavity, h is thickness of the substrate, d is the diameter of the sidewall vias, p is the distance
between two adjacent vias’ center, and t is the distance from the perturbation vias to the sidewalls.

Dual-mode SIW resonator is adopted here for its high unloaded Q value which may lead to a
low insertion loss of the diplexer. Table 1 compares the unloaded Q values of different resonant
modes. All the cavities are squared-shaped. In the dual-mode cavity, two metallic perturbation
vias with diameter of 0.8 mm are located along the diagonal line of the square cavity with 4 mm
perpendicular to the sidewall. Table 1 demonstrates that diagonal TE201 and TE102 modes have
higher unloaded Q values than the fundamental mode TE101 mode.

The first degenerate modes in a square cavity are diagonal TE102 and TE201 mode. When
the two perturbation vias move along the diagonal line of the cavity, the resonant frequency of
one degenerate mode stays the same, while the other one increases with t, as shown in Fig. 2.
It is because the electrical field is zero in the diagonal line for the former one mode. Thus, the
perturbation vias would not influence the electrical field distribution. On the other hand, the



1352 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

Table 1: Comparison of different resonant modes in a square cavity.

Mode Qu and frequency
TE101 578 @ 9 GHz

diagonal TE201/TE102 591 @ 9 GHz /605 @ 9.62GHz

where, the substrate thickness is 0.8mm, relative permittivity is 2.65, loss tangent is 0.001, the foil is
copper with a thickness of 0.018 mm.

Figure 1: Structure of
the dual-mode SIW res-
onator.
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Figure 2: Variation of the resonant frequencies of diagonal TE201 and TE102

mode with respect to the position of the perturbation vias. (a = 23.7mm,
h = 0.8mm, p = 1mm, d = d1 = 0.8 mm).

electrical field is not zero for the latter mode. So the resonant frequency changes with the location
of the perturbation vias.

The resonant frequency of the TEmnl mode is decided by [9]

fmnl =
c

2π
√

µrεr

√(mπ

a

)2
+

(nπ

h

)2
+

(
lπ

b

)2

, (1)

where a, b, and h are the cavity’s length, width and height respectively, c0 is the light velocity in
vacuum, µr and εr are the relative permeability and relative permittivity of the cavity substrate.
According to (1), the effective length of the square cavity can be calculated by

aeff =
c0

2f201

√
5
εr

, (2)

where, f201 is the resonant frequency of TE201 mode. According to (2), we can get the length of
the cavity, which can expressed as [10]

a = aeff +
d2

0.95p
. (3)

Thus, according to the resonant frequency, we can decide the size of the cavity.

3. DESIGN OF THE PROPOSED DIPLEXER

As illustrated in Fig. 3, the diplexer consists of two substrates. On each substrate, there is a square
cavity. On the metal layer II, a 50-Ω CPW feeding line is fabricated to feed the two channel filters.
On the metal layer I and II, Port 2 and 3 are fed though microstrip to CPW transition. The design
procedures of the two dual-mode filters are similar to that described in [5]. Each channel filter
can be designed separately, but with the same CPW feeding structure at the input port. Then,
combine them into a diplexer. No impedance match work is needed. Thus, the design procedure is
simplified.

The CPW feeding line on metal layer II is dependent on the external quality factor of the two
channel filters. In order to meet each channel filter’s bandwidth specification, the common port
is required to have wider tunable range of Qe. For comparison, two dual-mode SIW resonators



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1353

(a) (b) (c)

Figure 3: Structure of the proposed diplexer. (a) Exploded 3D view; (b) top view of Substrate I and (c) top
view of Substrate II. (w = 2.3mm, l1 = 3mm, l2 = 3.5mm, l3 = 1.8 mm, s = 0.1mm, s1 = 0.2 mm,
s2 = s3 = 1 mm, t1 = 10.55mm, t2 = 9.48mm, d1 = 0.96 mm, d2 = 0.9mm, a1 = 22.8 mm, a2 = 20.6mm).

(a)

(b)

(c)

Figure 4: (a) Dual-mode resonator fed by microstrip to CPW transition structure; (b) Dual-mode resonator
fed by CPW structure and (c) comparison of external quality factors between direct CPW feeding and
microstrip to CPW transition feeding configurations. (Both the resonators have the same dimensions.)

with the same dimensions are fed by microstrip to CPW transition and CPW lines as shown in
Figs. 4(a) and (b). A full-wave simulator is used to extract the Qe of these two structures. Qe can
be extracted as

Qe =
f0

∆f±90◦
, (4)

where f0 denotes the resonant frequency, and ∆f±90◦ is the bandwidth over which the phase shifts
±90◦ with respect to the absolute phase at f0 [11]. The extracted Qe with different slot width s1

are compared in Fig. 4(c). As can be observed, the direct CPW feeding configuration obtains a
wider range of Qe, therefore, can be used to design filters with wider bandwidth ratio.

A SIW diplexer operating at 10 and 11 GHz is designed to demonstrate the above analysis. A
F4B substrate with a relative dielectric constant of 2.65, a thickness of 0.8mm, and a loss tangent of
0.001 is chosen for the diplexer design. Fig. 5 shows the photograph of the fabricated diplexer. The
dimensions of the diplexer are illustrated in Fig. 3. The simulated and measured results are shown
in Fig. 6. The simulated insertion loss at the two filter’s center frequencies are 0.77 and 0.7 dB.
The measured center frequencies of the lower and higher channel filters are 9.93 and 10.94 GHz
respectively, and the corresponding insertion loss at the center frequencies is 2.31 and 1.75 dB. The
simulated bandwidths for each filter are 0.52 and 0.59GHz while the measured ones are 0.43 and
0.49GHz. The simulated isolation is larger than 27 dB from 9 to 13GHz while the measured one
is larger than 29 dB in that band. The frequency shift is conjecturally caused by the errors of the
substrate dielectric constant and the large insertion loss is conjecturally resulted from assembly
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(a) (b)

Figure 5: Photograph of the fabricated diplexer. (a) Top view and (b) bottom view.
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Figure 6: Simulated and measured results. (a) Simulation and (b) measurement.

errors and mismatch of the SMA connector.

4. CONCLUSIONS

A compact SIW diplexer using CPW-fed dual-mode filters has been studied in this letter. Extra
combination circuits at the common port, as required in the conventional diplexer, are eliminated,
which greatly simplifies the design procedures and reduces circuit size. Meanwhile, the multi-layer
structure of the proposed diplexer allows further size reduction compared with planar diplexers.
Good agreement between simulation and measurement has proved the validation of our concept.

ACKNOWLEDGMENT

This work was supported in part by China Scholarship Council, in part by NSFC (Nos. 61271026),
in part by RFDP (No. 20090185120005), in part by the Fundamental Research Funds for the
Central Universities (Nos. ZYGX2010J021 and ZYGX2012YB002), in part by the Program for
New Century Excellent Talents in University (NCET-11-0066), and in part by the Research Fund
of Shanghai Academy of Spaceflight Technology (SAST201243).

REFERENCES

1. Cameron, R. J. and M. Yu, “Design of manifold-coupled multiplexer,” IEEE Microwave Mag.,
Vol. 8, No. 5, 46–59, 2007.

2. Cheng, F., X. Q. Lin, Z. B. Zhu, L. Y. Wang, and Y. Fan, “High isolation diplexer using
quarter-wavelength resonator filter,” IEE Electron. Lett., Vol. 48, No. 6, 302–303, 2012.

3. Tang, H. J., W. Hong, J.-X. Chen, G. Q. Luo, and K. Wu, “Development of millimeter-wave
planar diplexers based on complementary characters of dual-mode substrate integrated waveg-
uide filters with circular and elliptic cavities,” IEEE Trans. Microw. Theory Tech., Vol. 55,
No. 4, 776–782, 2007.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1355

4. Chuang, M.-L. and M.-T. Wu, “Microstrip diplexer design using common T-shaped resonator,”
IEEE Microw. Wirel. Compon. Lett., Vol. 21, No. 11, 583–585, 2011.

5. Chang, C.-Y. and W.-C. Hsu, “Novel planar, square-shaped, dielectric-waveguide, single-, and
dual-mode filters,” IEEE Trans. Microw. Theory Tech., Vol. 50, No. 11, 2527–2536, 2002.

6. Li, R. Q., X. Tang, and F. Xiao, “Substrate integrated waveguide dual-mode filter using slot
lines perturbation,” IEE Electron. Lett., Vol. 46, No. 12, 845–846, 2010.

7. Xu, Z. and H. Xia, “Miniaturized multilayer dual-mode substrate integrated waveguide filter
with multiple transmission zeros,” Progress In Electromagnetics Research, Vol. 139, 627–642,
2013.

8. Xu, Z., Y. Shi, C. Xu, and P. Wang, “A novel dual mode substrate integrated waveguide filter
with mixed source-load coupling (MSLC),” Progress In Electromagnetics Research, Vol. 136,
595–606, 2013.

9. Pozar, D. M., Microwave Engineering, Wiley, New York, 1998.
10. Cassivi, Y., L. Perregrini, P. Arcioni, M. Bressan, K. Wu, and G. Conciauro, “Dispersion char-

acteristics of substrate integrated rectangular waveguide,” IEEE Microw. Wireless Compon.
Lett., Vol. 12, No. 9, 333–335, 2002.

11. Hong, J.-S. and M. J. Lancaster, Microstrip Filter for RF/Microwave Applications, Wiley,
New York, 2001.



1356 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

Ka-band Wideband Filter with a Reconfigurable Mode of
Bandpass-bandstop Switching

Yuan Jiang, Jiawei Yu, Xian Qi Lin, Fei Cheng, and Yong Fan
EHF Key Laboratory of Science, School of Engineering

University of Electronic Science and Technology of China, Chengdu 611731, China

Abstract— In this paper, a Ka-band wideband filter with a reconfigurable mode of bandpass-
bandstop switching is presented. As a low-Q resonator, a rectangle ring with a straight “tail” is
inserted into the central E-plane of a waveguide to realize the wideband performance. With the
“ON” or “OFF” state of the PIN diode, the EM field driving by the resonator may be the same
direction with or suppress the TE10 of the waveguide, which makes the filter be reconfigurable.
At the frequency of 33 GHz–37GHz, the insertion loss is lower than 1 dB at band-pass mode,
and when it is working as a band-stop filter, the insertion loss is more than 15 dB on the whole
frequency band.

1. INTRODUCTION

Recently, reconfigurable filters are taking an increasing attention for their multi-functional and
low-profile features in modern wireless and mobile communication systems [1]. Studies are focus on
center frequency tuning [2] and bandwidths or constant bandwidths [3] are common, and pass-stop
mode reconfigurable [4], tunable rejection levels and notch of UWB tunable [5] are also popular.

Metallic waveguide filter, widely used in millimeter wave systems, has advantages of high power
capability and low loss. However, its size is much larger than that of planar one. Many miniatur-
ization technologies have been investigated to design waveguide filters [6–9].

In this paper, a modes reconfigurable wideband filter with rectangle waveguide is presented.
A PIN switch and rectangle ring resonator are used to design the WIFI filter. The design and
simulation are demonstrated in the following sections. In order to test the performance of the
reconfigurable WIFI filter, a standard Ka-band waveguide with a width of 7.112 mm and height of
3.556mm. substrate F4B with thickness of 0.8 mm and dielectric constant of 2.65 was used in the
EM simulation with Ansys HFSS.

2. DESIGN OF PROPOSED RECONFIGURABLE FILTER

In this section, the Ka-band filter is designed to have a reconfigurable property with rectangle ring
resonator and a PIN switch.

A rectangle ring resonator is low-Q [10], which will have a wideband property. In order to test the
properties of a rectangle ring resonator, two simulations are utilized. They are all using a substrate
with a metal layer forming the rectangle ring resonator in standard Ka-band waveguide. The
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Figure 1: Performance of rectangle ring resonator. (a) Rectangle ring resonator. (b) The performance of the
rectangle ring resonator.
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Figure 2: Bias of the PIN switch. (a) Model of the DC bias. (b) The Smith chart of the bias.

rectangle ring resonator plane is mounted along the center of wide side of the Ka-band waveguide
with and without a straight “tail” ground to the waveguide, as shown in Fig. 1(a).

Figure 1(b) shows the simulation results of the tests:
When the rectangle ring resonator is alone without the “tail”, it is a band-stop filter, with a

insertion loss of 65 dB at center frequency.
When the rectangle ring resonator is connect the wall of the waveguide with the “tail”, it is

a band-pass filter, and has a deep reflection pole. If the width Wg can be tuned, the center
frequency of the band-pass filter will be changed greatly. So, this property can be used to design a
reconfigurable filter with a PIN switch changing the working state of filter.

To design the reconfigurable filter, three steps may be followed:
Firstly, make the rectangle ring resonator working at needed frequency. It can be achieved by

adjusting the size of the rectangle ring resonator when it is alone without the “tail”.
Secondly, design the PIN switch position to make another mode working at center frequency. It

can be achieved by adjusting the width of the “tail” Wg fixing the dimension of first step.
Lastly, design the DC bias of the PIN switch. A low-pass filter is necessary to make sure the

PIN switch is working and the microwave signal would not entry the DC path. The bias circuit
should be open to the microwave signal.

Figure 2 shows the model and performance of the low-pass filter: at port 1, the bias circuit is
open at the center frequency which make sure the bias circuit would not influence the microwave
signal or the performance of the rectangle ring resonator.

3. SIMULATION RESULTS OF THE PROPOSED FILTER

In this section, the entail model and the simulation results of a reconfigurable Ka-band filter is
described.

As shown in Fig. 3(a), the PIN switch is mounted out of the waveguide, to enhance the pass-
band performance and reduce the current passing the PIN switch. The blue circles are ground
posts ground the PIN switch and prevent the resonance of the substrate.

Figure 3(b) shows the simulation results of the Ka-band filter:
When the PIN switch is ON: it is a pass band at the frequency range of 33GHz to 37GHz, with

an insertion loss less than 1 dB.
When the PIN switch is OFF: it is a stop band at the frequency range of 33 GHz to 37GHz.

The insertion loss is more than 15 dB at the entail band. And at the center frequency of 35 GHz,
the isolation of the input and output is about 65 dB.

The reconfigurable wideband filter is able to switching the mode of band-pass and band-stop.

4. FUTURE WORK

This technology can be combine with other reconfigurable or tunable technologies, for instance, the
working frequency or bandwidth can be tuned with a varactor-based method.
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Figure 3: Simulation results of the proposed filter. (a) Entail model of the filter. (b) The simulation results
of the filter with PIN switch working at different status.

5. CONCLUSION

This paper presents a Ka-band reconfigurable filter which has a function of switching band-pass and
band-stop mode. A rectangle ring resonator is used to construct the resonator which will influence
the EM field in the waveguide, so as to control the working state. The simulation shows At the
frequency of 33 GHz–37 GHz, the insertion loss is lower than 1 dB at band-pass mode, and when it
is working as a band-stop filter, the insertion loss is more than 15 dB on the whole frequency band,
and at the center frequency of 35 GHz, the insertion loss is high to 65 dB. This technology can be
used in microwave and millimeter wave systems.

ACKNOWLEDGMENT

This work was supported in part by the State Key Laboratory of CEMEE Foundation under Grant
No. CEMEE2014Z0201A, in part by the Fundamental Research Funds for the Central Universities
under Grant Nos. ZYGX2010J021 and ZYGX2012YB002, in part by the Program for New Century
Excellent Talents in University under Grant No. NCET-13-****.

REFERENCES

1. Tsai, H. J., N. W. Chen, and S. K. Jeng, “Center frequency and bandwidth controllable
microstrip bandpass filter design using loop-shaped dual-mode resonator,” IEEE Transactions
on Microwave Theory and Techniques, Vol. 61, 3590–3600, 2013.

2. Abunjaileh, A. I. and I. C. Hunter, “Tunable band-pass and band-stop filters based on dual-
band combline structures,” IEEE Transactions on Microwave Theory and Techniques, Vol. 58,
No. 12, 3710–3719, Dec. 2010.

3. Sanchez-Renedo, M., R. Gomez-Garcia, J. I. Alonso, and C. Briso-Rodriguez, “Tunable
combline filter with continuous control of center frequency and bandwidth,” IEEE Trans-
actions on Microwave Theory and Techniques, Vol. 53, No. 1, 191–199, Jan. 2005.

4. Cho, Y. H. and G. M. Rebeiz, “0.73–1.03-GHz tunable band-pass filter with a reconfigurable
2/3/4-pole response,” IEEE Transactions on Microwave Theory and Techniques, Vol. 62, No. 2,
252–265, Feb. 2014.

5. Wang, H., K. W. Tam, S. K. Ho, W. Kang, and W. Wu, “Design of ultra-wideband band-pass
filters with fixed and reconfigurable notch bands using terminated cross-shaped resonators,”
IEEE Transactions on Microwave Theory and Techniques, Vol. 62, No. 2, 290–296, Feb. 2014.

6. Bahrami, H., M. Hakkak, and A. Pirhadi, “Analysis and design of highly compact band-pass
waveguide filter utilizing complementary split ring resonators (CSRR),” Progress In Electro-
magnetics Research, Vol. 80, 107–122, 2008.

7. Suntheralingam, N. and D. Budimir, “Compact S-shaped resonator loaded waveguide band-
pass filters,” Antennas Propag. Society Intern. Symp., No. 1, 1–4, 2009.

8. Glubokov, O. and D. Budimir, “Compact E-plane doublet structures for modular filter design,”
Eur. Microwave Conf., No. 1, 1253–1256, 2010.



Progress In Electromagnetics Research Symposium Proceedings, Guangzhou,China, Aug. 25–28, 2014 1359

9. Glubokov, O. and D. Budimir, “Novel inline waveguide E-plane filters using dual-mode ex-
tracted pole section,” Eur. Microwave Conf., No. 1, 99–102, 2011.

10. Lin, X. Q., J. W. Yu, J. Yuan, J. Y. Jin, and F. Yong, “Electromagnetically induced trans-
parencies in a closed waveguide with high efficiency and wide frequency band,” Applied Physics
Letters, Vol. 101, 093502–093502-3, 2012.



1360 PIERS Proceedings, Guangzhou, China, August 25–28, 2014

Microstrip Filters with Adjustable Transmission Zeros Using
Inductive-coupled Open Stub-loaded Resonators

F. Cheng, X. Q. Lin, Y. Jiang, K. J. Song, and Y. Fan
EHF Key Lab of Fundamental Science, School of Electronic Engineering

University of Electronic Science and Technology of China, Chengdu 611731, China

Abstract— This paper presents two compact microstrip bandpass filters using inductive-
coupled open stub-loaded resonator. The character of the open stub-loaded resonator is studied.
One adjustable transmission zero above the pass band of the filters is got by the open stub, which
greatly improves the stopband rejection of the filter. The short-circuited stub is introduced to
generate inductive-coupling between the resonators. In order to create more transmission ze-
ros, cross-coupling between the source and load is introduced in the second filter design. The
simulated and measured results agree very well which has demonstrated the validation of our
design.

1. INTRODUCTION

Recent advances in wireless communication have created a need for filters with low insertion loss,
good stopband rejection and high selectivity for the modern microwave communication system
design [1]. It is usually favorable that a filter has several transmission zeros which can suppress
the useless frequency near the passband or improve the stopband rejection. Several methods have
been proposed to produce transmission zeros, such as adopting proper cross-coupling between
nonadjacent resonators [1–3], tapping microstrip line resonators [4], establishing separate multi
coupling paths for adjacent resonators [5, 6].

A filter consists of a quarter-wavelength open stub between quarter-wavelength resonators was
first reported in Ref. [7]. The filter has one transmission zero which can be adjusted by changing
the length of the open stub. However, the proposed filter suffers from bad stopband suppression
and only two transmission poles are got with three quarter-wavelength sections. Moreover, the first
harmonic passband occurs at about 2f0. In the following years, this type of filter is developed by
many researchers [8–10]. However, the problems still do not have completely solved.

In this paper, the open stub-loaded resonator can create both a transmission zero and a transmis-
sion pole. The short-circuit stub which equals to a K-inverter is used to generate inductive-coupling
between adjacent resonators [11, 12]. The merit is the coupling can be controlled by the length of
the short-circuit stub. In order to improve the performance of the filter, another third-order filter
with source-load coupling is introduced to create more transmission zeros. In all, the implemented
filters have a better stopband rejection and harmonic suppression compared with the filter in [7].

2. ANALYSIS OF THE OPEN STUB-LOADED RESONATOR

The proposed resonator structure composed of two short lines and a shunt open stub is shown in
Fig. 1(a), where Z1 and Z2 are the characteristic impedances of the microstrip sections and θ1 and
θ2 are the respective electrical lengths. l1, l2 are the corresponding physical lengths. The input
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Figure 1: (a) Structure of the open stub-loaded resonator, (b) the equivalent circuit of the resonator when
the open stub equals to a short circuit.
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impedance of the resonator from port 1 is

Zin = −jZ1
Z2 − tan θ1(Z2 tan θ1 + Z1 tan θ2)

2Z2 tan θ1 + Z1 tan θ2
. (1)

The resonance condition can be obtained by letting Zin = 0,

Z2 − tan θ1(Z2 tan θ1 + Z1 tan θ2) = 0. (2)

It can be simplified as
tan 2θ1 tan θ2 = RZ , (3)

where Rz is the impedance ratio, Rz = 2Z2/Z1. By solving the above equation, we can get the
fundamental resonant frequency f1. On the other hand, an open circuit can equal to a short circuit
by the open stub which plays a role as the λ/4 impedance inverter. If the center of the resonator is
short-circuited as shown in Fig. 1(b), the energy from port 1 would be completely reflected and no
energy would be transferred to port 2. Thus a transmission zero would be created. Let the open
stub work as a λ/4 impedance inverter, we can get the frequency of the transmission zero which is
expressed as

f2 =
c

4
√

εel2
. (4)

By changing l2, we can adjust the location of the transmission zero. Fig. 2 shows the 2l1 + l2 under
different l2 and Rz when f1 = 2 GHz. From the graph, for a certain l2, the smaller Rz is, the shorter
total length 2l1 + l2 is. When Rz = 1, the total length stay the same for different l2. Usually, l2 is
chosen a litter shorter than λ/4 at the filter’s center frequency, to make the transmission zero near
the passband. This would lead a good selectivity of the filter. On this condition, l1 is very small
as shown in Fig. 2. The total length 2l1 + l2 would appropriate λ/4 at the filter’s center frequency.
Moreover, the open stub loaded resonator is very similar to a λ/4 SIR. When Rz is large, the first
spurious response exhibits lower than 3f1, and vice versa. This phenomenon would be shown in
the next section.
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Figure 2: Solutions of 2l1 + l2 for the given l2 and RZ .

3. THIRD-ORDER FILTER REALIZATION

In this section, a third-order filter has been designed as shown in Fig. 3(a). The open stub-loaded
resonator is connected to two quarter-wavelength resonator by two short-circuit stub. The short-
circuit stub can be equaled to a K-inverter. The coupling coefficient can be adjusted by the length
of the short-circuit stub or the radius of the via. Here, Z1 and Z2 are both 41.3 Ω. l2 is 21.8 mm
to have a transmission zero at 2.26 GHz.

The third-order filter is designed to have 280 MHz bandwidth at a center frequency of 2GHz.
The measured and simulated frequency response of the proposed filter is given in Fig. 3(b). A F4B
substrate with relative dielectric constant of 2.45, loss tangent of 0.001, and thickness of 0.8mm is
chosen for the filter fabrication. The measured results exhibit an absolute bandwidth of 260 MHz at
the center frequency of 1.95 GHz and the measured minimum insertion loss is 1.1 dB. A transmission
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zero is located at 2.22 GHz. The first spurious response is at about three times the center frequency.
But the first spurious frequency of the open stub-loaded resonator is at 5.2 GHz which is lower than
three times the center frequency 6 GHz. This is because its Rz = 2 > 1.

To validate the theory proposed in last section, other two filters using different open stub-
loaded resonator are proposed. The filters have nearly the same bandpass response but different
transmission zeros by choosing proper l1 and l2. Fig. 4 shows the simulated response of these filters.
It can be seen that the transmission zero can be adjusted by choosing different l2. The location of

2.8

21.8
18.2

1.0
1.3

R0.3

2.3

2.3

0.1 2.8

20.0

2.4

1.5 2.0 2.5

1 2 3 4 5 6 7 8 9 10

 Measured results
 Simulated results

Frequency (GHz)

S11

(a) (b)

-60

-40

-20

0

-60

-40

-20

0

M
ag

ni
tu

de
 (

dB
)

S21

Figure 3: (a) Structure of the proposed third-order filter (unit: mm). (b) Simulated and measured results.
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the transmission zero is determined by Equation (4).

4. THIRD-ORDER FILTER WITH SOURCE-LOAD COUPLING

To produce more transmission zeros, another third-order cross-coupled filter is implemented as illus-
trated in Fig. 5(a). The input and output feedlines are capacitive-coupled to each other compared
with the proposed filter structure in Section 3. The filter is designed to have a center frequency of
2.4GHz and a fractional bandwidth of 10%. The measured and simulated results of the proposed
filter are shown in Fig. 5(b). The implemented filter has a center frequency of 2.33 GHz, minimum
insertion loss of 1.28 dB at 2.375GHz, and 3-dB bandwidth of 10.2%. Two transmission zeros are
located at about 1.6 GHz and 2.6 GHz respectively.

5. CONCLUSION

In this study, two novel microstrip bandpass filter using inductive-coupled open stub-loaded res-
onator has been proposed and carefully examined. By employing open stub-loaded resonator, the
proposed filters exhibit one adjustable transmission zero at upper stopband which can be tuned
by the length of the open stub. In addition, to produce more transmission zeros, the source-
load coupling is added to the filter design. The proposed filters are useful for applications in the
communication systems when low insertion loss and good stopband rejection are required.
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Abstract— In this paper, the wideband multiple-mode-based bandpass filter with non-equiripple
response is designed using genetic algorithm based neural network. The neural network is first
employed to reduce the complexity in the design of wideband in-band equiripple response. With-
out deriving analytic solutions or solving non-linear equations, the coefficients of polynomials for
the filters with non-equiripple responses can also be determined. Finally, the filters with both
the five-pole equiripple and non-equiripple bandpass responses are designed and demonstrated.
The accuracy of the proposed optimization method is also discussed in details.

1. INTRODUCTION

Ultra-wideband technology has been receiving much attention since the frequency range from 3.1–
10.6GHz was licensed for commercial communication applications by the Federal Communications
Commission (FCC) in 2002. Thus, many researchers have explored different kinds of wideband
bandpass filters with a fractional bandwidth of 110%. For the wideband filter design, some syn-
thesis approaches have been developed based on the transmission line theory [1, 2]. However,
these approaches were required to deal with the expressions of traditional Chebyshev functions and
ABCD matrices. For the high-order filter with more transmission poles, the derivation becomes
very complicated. In addition, the initial em simulated frequency responses of these synthesized
filters are always poor and unpredictable, especially near the transition band due to the existing
frequency dispersion and parasitic effects. This situation will probably get worse if the additional
manufacturing errors are involved.

To remedy this issue, the Chained-function was employed as a transfer function in [3]. The
insertion loss near the edge of the passband can be set to be smaller than that in the center of
the passband, which is useful for reducing the sensitivity to the manufacturing errors. After that,
a dome-shaped envelope filtering function in [4] provided an alternative solution to the Chained-
function filter.

Very recently, a wide-band dome-shaped envelop filtering function was formulated. By com-
puting the coefficients of the polynomials, a wide passband with non-equiripple response can be
achieved [5, 6]. Nevertheless, this method still needs repetitive calculations of unknown coefficients
for different specified ripple levels. To reduce the computational complexity, the numerical process
based on neural network is proposed here to find these coefficients according to the filtering specifi-
cations. In general, the transfer functions for both equiripple and non-equiripple responses can be
expanded as a polynomial with unknown coefficients. Thus, the forming transfer function becomes
how to determine these coefficients.

In this paper, the genetic algorithm (GA) is used to optimize the learning process in the neu-
ral network [7], which can be trained to obtain the unknown coefficients for the required transfer
function. This network is first trained to achieve equiripple Chebyshev response to prove its accu-
racy. Then, it can be extended to obtain the coefficients for the non-equiripple response, instead
of solving the complicated non-linear equations in our previous study [5, 6]. The results show that
this approach is accurate enough for the design of the wide-band bandpass filter and also efficient
for the synthesis purpose.

2. DESIGN OF WIDEBAND FILTERING RESPONSES

To show the whole process for the proposed design approach, a single multiple-mode-resonator
(MMR) bandpass filter with transmission poles is modeled. Fig. 1(a) shows the equivalent trans-
mission line model of this filter. Here, the optimal design process has only one-step with neural
network instead of the traditional two steps design approach with expressions of ABCD matrix
and Chebyshev functions. The flow charts of the two design processes are shown in Fig. 1(b) and
Fig. 1(c), respectively.
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Figure 1: (a) Transmission-line model of a five-pole multiple-mode-based bandpass filter. (b) Flow chart of
traditional design. (c) Flow chart of neural network based design.

Figure 2: Reflection coefficients of a wideband band-
pass filter with non-equiripple response.

Number of Sampling

Figure 3: Training errors of network versus the num-
ber of sampling.

Traditionally, the characteristic impedances of each transmission line section can only be ob-
tained from the ABCD matrix after matching the coefficients of the transfer function F with
Chebyshev function. Hence, the neural network can be trained to determine the coefficients. Next,
we can also train the network to obtain the characteristic impedances.

According to the filter specifications, the cut-off frequency (θc) and the in-band reflection lobes
(RL) as shown in Fig. 2 can beset as the samples of input vectors, while the coefficients ki of filtering
transfer function are set as the output vectors in the network training process. For all the network
training process, the maximum training step is set to 2000 and the target error is zero. As shown
in Fig. 3, the accuracy of the trained network can be enhanced by increasing of the number of the
sampling data. It can also be noticed that the training error converges well when the number of
the samples is larger than 25.

2.1. Equiripple Responses with Five Transmission Poles

For a five-pole Chebyshev bandpass filer with equiripple response, F can be derived as [1]

F = k1
cos4 θ

sin θ
+ k2

cos2 θ

sin θ
+ k3

1
sin θ

(1)

Here, we can define the input vector according to the filter specifications as

P =
[

θ1
c θ2

c . . . θ31
c

RL1 RL2 . . . RL31

]
(2)
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where θc ∈ (10◦, 70◦) and RL = −20 dB. And the output vector is defined as

T =




k1
1 k2

1 . . . k31
1

k1
2 k2

2 . . . k31
2

k1
3 k2

3 . . . k31
3


 (3)

where n = 31 in this case, and ki=1,2,3 is the three unknowns of coefficients in (1). Table 1 shows
the trained and analytically derived coefficients, and their relative errors. It can be noticed that
the errors from the training are less than 2.1% in comparison with the results from the analytical
solutions in [1]. It implies that the trained network can also achieve a good performance. Also, the
frequency responses with the trained coefficients from the neural network have a good agreement
with those obtained from analytical solutions.

Table 1: Trained results for five-pole bandpass filter with equiripple responses (θc = 45◦ and RL = −20 dB).

Coefficients Synthesis [1] Trained Errors
k1 5.6284 5.5962 0.572%
k2 −3.8799 −3.8808 0.023%
k3 0.5828 0.5948 2.059%

2.2. Non-equiripple Responses with Five Transmission Poles
Different from the filter with equiripple responses, the unknown coefficients for the filter with
non-equiripple responses cannot be derived analytically. Instead, we have to solve non-linear equa-
tions [6], where the design procedure becomes complicated. Thus, it would be interested to extend
the aforementioned training process based on neural network to the filter design with non-equiripple
responses. For this purpose, the coefficients for equiripple response filter can be adjusted within
a small range to generate new sampling coefficients for the non-equiripple responses. With these
new coefficients, the insertion loss and the return loss can also be determined. Subsequently, a set
of cutoff frequency θc, the higher ripple constant RLh and the lower ripple constant RLl can be
obtained as sampling points.

For the non-equiripple bandpass filter with five transmission poles, the input vector can be
written as

P =




θ1
c θ2

c . . . θ50
c

RL1
h RL2

h . . . RL50
h

RL1
l RL2

l . . . RL50
l


 (4)

where the two reflection lobes may have different ripple-level constants RLh and RLl. Similarly, the
output vector can beset as the same as (6), while the input vectors are the θc ∈ (10◦, 70◦), RLh ∈
(−21,−10) dB and RLl ∈ (−26,−20) dB. Fig. 4 shows the non-equiripple frequency responses of
the designed filter based on the trained network.

The target and obtained network values for the parameters θc, RLh, RLl are tabulated in
Table 2. The dotted lines indicate the target parameters θc, RLh and RLl. The error obtained
from the trained network is about 3.68% for the ripples near the band edges, while the error near
the center of band is about 0.20%, as shown in Table 2.

Table 2: Trained results for five-pole bandpass filter with non-equiripple responses.

Parameters Target Obtained Errors
θc 0.5233 0.5292 1.13%

RLh −20.0000 −20.0394 0.20%
RLl −25.0000 −25.9212 3.68%

3. OPTIMIZATION FOR FILTER IMPLEMENTATION

Traditionally, in order to implement the above filter, the characteristic impedances of transmission
line sections can then be determined via ABCD matrices, as detailed in [1]. However, this synthesis
procedure involves two steps: finding coefficients and determining the impedances. Based on the
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Figure 4: Frequency response |S21| and |S11| of the
five-pole bandpass filter obtained from trained net-
works for non-equiripple responses, with θc = 30◦,
RLh = −20 dB and RLl = −25 dB.

Figure 5: Frequency responses of the filter obtained
from one-step training for non-equiripple responses
(θc = 30◦, RLh = −20 dB and RLl = −30 dB).

neural network optimization, this design procedure can also be simplified by omitting the first
step with finding coefficients. Details of these two design procedures are shown in the flow chart
of Figs. 1(b) and 1(c). Let’s consider the filtering topology in [1] as an example. The input
vector for the training initialization still contains three parameters, i.e., θc, RLh and RLl, as those
defined in (7). The output vector of the training network can be set directly with the characteristic
impedances in the transmission line model, i.e., zo1, z1

1,2, and zs1, which is given by

T =




z1
o1 z2

o1 . . . z75
o1

z1,1
1,2 z1,2

1,2 . . . z1,75
1,2

z1
s1 z2

s1 . . . z75
s1


 (5)

Here, the sampling data with both the equiripple responses and non-equiripple responses are con-
sidered in the training process. Fig. 5 shows the trained results for filters with non-equiripple
responses. As shown in Tables 3 and 4, the overall errors for the case with equiripple responses are
less than 1.2%, while the errors are well controlled within 0.5% for the case with non-equiripple
responses.

Table 3: Trained results for filter with equiripple responses.

Parameters Target value Network value Error
θc 0.7850 0.7857 0.08%

RLh −20.0000 −19.8748 0.63%
RLl −20.0000 −20.2365 1.18%

Table 4: Trained results for filter with non-equiripple responses.

Parameters Target value Network value Error
θc 0.5233 0.5234 0.01%

RLh −20.0000 −19.9051 0.47%
RLl −30.0000 −29.9713 0.10%

4. CONCLUSION

In this paper, the GA-based neural networks have be enutilized in the design of the wideband
bandpass filter. Instead of deriving complicated expressions in the traditional way, the design
parameter can be easily obtained with a well robust control. In addition, the proposed method can
be directly extended to obtain the design parameters for the filter with non-equiripple responses,
where the traditional synthesis cannot be applied analytically. As shown in the given samples, the
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overall errors for the final design are well controlled. Without any intermediate computation, the
training process has been applied to obtain the characteristic impedances in the transmission line
model.
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Abstract— This paper presents a Ku-band dual-polarized patch unit-cell of continuous phase
shift for reconfigurable reflectarray antennas, which can twist the polarization of incident wave.
This cross-polarized unit-cell can be applied in the folded reflectarray configuration for beam-
scanning, and its performance is validated by the full-wave simulations under periodic boundary
conditions. The scattered phase of the cross-polarized field varies continuously by approximate
300◦ as the capacitance in the varactor diodes is varied, and the magnitude of the cross-polarized
field is higher than that of co-polarized field. The calculated results confirm that the dual-
polarized multi-layer unit-cell consisting of dual-polarized H-shaped aperture coupled microstrips
and vararctor-based reflection-type phase-shifter can be used as a reconfigurable reflectarray unit-
cell to reflect the incident wave with a continuous phase shift after polarization twist.

1. INTRODUCTION

Recently, as one approach for high-directivity antennas of flexible functions, reconfigurable re-
flectarrays are becoming increasingly important for future wireless system applications. In space
applications, the antennas of high-directivity are generally employed, and reflectarray antennas as
strong candidates can form highly-directive beams by spatial feeds without beamforming network.
The architecture of reflectarrays provides low-cost and high-efficiency beamforming. Electroni-
cally reconfigurable reflectarrays [1] have been nominated and demonstrated for beamscanning or
other agile performance. The reflectarray can utilize reconfigurable technologies, and the varactor
diode that can govern the scattered field from the unit-cell, is preferred in the electronic tuning
design because of its continuous tuning and easy integration. In the classic folded reflectarray [2]
for fixed-beam, the cross-polarized unit-cell is generally used to realize polarization twist for low
profile structure and convenient feeder line. For electronically beamscanning, the reconfigurable
unit-cells [3] can be used and meanwhile the polarizing grid in the folded reflectarray that can
implement polarization selection demands the unit-cell can twist the polarization of the plane wave
incident broadside to the unit-cell. The reflected wave after polarization twist can pass through the
polarizing grid, if the phase calibration is performed in the reflectarray aperture according to the
expected beam direction, the power originating from feed and distributed directly by the polarizing
grid can be focused into a coherent beam in free space.

So the electronically tunable phase-shift unit-cells of polarization twist are necessary for this re-
configurable reflectarray, and the model based guided-wave approach has advantages in the design.
Reflection-type phase-shifter based on hybrid coupler and varactors can be integrated with dual-
polarized radiator to absorb the incident power and then re-radiate the power with an arbitrary
phase-shift. The varactor-loaded transmission line can reflect the wave with a continuous reflective
phase shift [4, 5], and in the phase-shifter the reflected waves from two identical varactor-loaded
transmission lines can cancel out at the input port, while can be aggregated at the output port,
the phase of the transmission coefficient can be manipulated dynamically by the embedded varac-
tors. By connecting the ports of the dual-polarized radiator to the ports of the phase-shifter with
transmission lines, the dual-polarized unit-cell of continuous reflective phase-shift can be built for
cross-polarized reflectarray design where the input and output polarizations are orthogonal, which
ordinarily characterizes the folded reflectarray. This unit-cell designed at Ku-band frequencies here
is suitable for the implementation in the dual-reflective configuration using the polarizing grid.

In this paper, a cross-polarized unit-cell consisting of dual-polarized H-shaped aperture coupled
microstrip and reflective phase-shifters is proposed. The scattering characteristics for this proposed
reflectarray unit-cell with tuning the varactors are obtained using HFSS simulation.

2. UNIT-CELL CONFIGURATION AND DESCRIPTION

The proposed unit-cell is composed of two parts, one is the dual-polarized radiation part, and
another is the electronically tuning reflection-type phase-shifter.
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2.1. Configuration of Dual-polarized Radiator
The radiator is a multi-layer PCB structure, and consists of square patches and the H-shaped cou-
pling slots in the ground, which supply the microstrip-patch transitions for dual linearly polarized
radiation. The two ports of 50Ω transmission lines for orthogonal polarizations are defined in
this dual-polarized radiator. The arrangement [6] of the slots in the ground is specially selected,
and the design to optimize the slots is completed, which saves the space for the reflection-type
phase-shifter, as shown in Fig. 1. The multi-layer structure consists of Rogers Duroid 5880 sub-
strate of different thickness with relative permittivity εr = 2.20 and low loss tangent and Rogers
Duroid 6006 substrate of 0.254 mm thickness with εr = 6.15, on which the square patches and the
transmission-line network for reflection-type phase-shifter are etched. The substrates of different
permittivity can improve the radiating ability of patches, meanwhile can restrain the edge field
for network miniaturization, two no copper-cladding substrates of the 0.787-mm thickness with
excavated central square vacuums cavity is sandwiched to enhance the coupling among patches and
the coupling between patches and slots in the ground.

(a) (b)

Figure 1: Configuration of dual-polarized H-slot coupled patch unit-cell for reconfigurable reflectarray.
(a) Top view and (b) side view.

The performance of this radiator with the defined two ports is analyzed, and the scattering
parameters are given in Fig. 2. It can be noticed that the broadband dual-polarized radiator can
be matched in the range from 12.5 GHz to 14.5 GHz, and nearly 14% relative bandwidth (return
loss ≤ −9 dB) is achieved, the decoupling level between two ports are approximate 20 dB. The
scattering performance of this dual-polarized radiator is extremely important for the total unit-
cell, cascading the radiator with the tunable phase-shifter will worsen the scattering parameters,
and the dual-polarized radiator prescribe the potential limit for the total unit-cell.
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Figure 2: Scattering parameters of the designed dual-polarized radiator.

2.2. Configuration of Reflection-type Phase-shifter
As discussed above, the reflection-type phase-shifter should be designed for this unit-cell, and for
the sake of stability in the operating Ku-band frequency range the 2-step 3 dB quadrature hybrid
is chosen here, shown in Fig. 3, the diagram describes the basic working principle of reflection-type
phase-shifter. When the excitation Ei exists at the Port 3, the reflected field can be eliminated if
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the network is an ideal circuit, and Port 4 outputs a phase-tunable transmission field without loss.
The network circuit is printed on the bottom side of Rogers Duroid 6006 substrate shown in Fig. 1,
and the ground is same to the one in which the H-shaped slots are etched.

(a) (b) (c)

Figure 3: Diagram and Configuration of varactor-loaded reflection-type phase-shifter based on hybrid coupler
for reconfigurable reflectarray unit-cell.

As shown in the Figs. 3(b) & (c), a pair of Microsemi GC15006-89 varactor diodes is used, which
is silicon epitaxial mesa device. The junction capacity in the selected varactor diode, Cvar, varies in
the range between 2.2 pF and 0.2 pF when reverse-biased between 0 and 30 V. The equivalent circuits
including package effects are considered and modelled in the simulation. The Microsemi GC15006-
89 is preferred in the design thanks to its very high quality factor and high total capacitance ratio.
In the design of varactor-loaded reflection-type phase-shifter, the cap for the varactor is added for
integration, the Fig. 3(c) is a side view after zooming in for the varactor. Each varactor is connected
to the microstrip and the ground by the cap, a strip bridge over the microstrip and the stub.

The width and the length of the stub can be adjusted for the tradeoff between the loss and the
phase range. In [7], the tunable load consists of a series LC lumped circuit, and in my design the
distributed component is used because of its ease for practice and flexibility. This reflection-type
phase-shifter is analyzed by tuning the capacitance in varactors, and the results are given in Fig. 4.
It can noticed that the phase variation of about 300◦ is achieved, and the ports match well with
a return loss of below −20 dB, and the maximum loss in the phase shift is about 1.5 dB at the
frequency point 13.50GHz. From the analysis, the design of the Ku-band reflection-type phase-
shifter is confirmed, the performance is suitable for being integrated in the final reconfigurable
reflectarray unit-cell based on guided-wave approach for continuous phase shift and polarization
twist.
2.3. Integration for the Reconfigurable Reflectarray Unit-cell
After the design of the dual-polarized radiator and the reflection-type phase-shifter, the reconfig-
urable reflectarray unit-cell of continuous phase shift and polarization twist shown in Fig. 5 can be
built by connecting Port 1 to Port 3 and Port 2 to Port 4 with transmission lines. The microstrip
lines are assigned to maintain a decoupling of more than 30 dB between lines. It can be discovered
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Figure 4: Phase and amplitude variation in the reflection-type phase-shifter with tuning capacitance in
varactors.
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that the special arrangement of the slots reserves enough space for the reflection-type phase-shifter’s
location. Due to the uncertainty of the output position and its stable performance, the dc bias-
ing line connected to the network for controlling the varactors is hided, that consists of a high
impedance line with an open-ended radial stub, as a RF-chock in the operational frequency band,
and thanks to the metal connectivity one dc biasing line can control the two varactors together.

Figure 5: Configuration of the prosposed reconfigurable reflectarray unit-cell.

3. SIMULATATIONS AND DISCUSSIONS

The performance of the proposed topology has been assessed at the frequency point 13.50 GHz.
Numerical characterisations with HFSSr commercial software have been carried out using Floquet
Boundary approach for this square cell of size 13×13mm2 with the consideration of coupling in the
arrays. The cell is excited with the plane waves with the electric fields perpendicular to the grid
of the array. In the simulations, results in the situations of the normal incidence (0◦) and oblique
incidence (30◦) are calculated, and the phase and the amplitude variation in scattering parameters
with tuning the varactors are illustrated in Fig. 6.
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Figure 6: Phase and amplitude variation with tuning capacitance in varactors.

In the results, the phase of the cross-polarized component in the scattered field varies contin-
uously by approximate 300◦, and the magnitude of the cross-polarized component is higher than
that of co-polarized component over the tuning range by 10 dB. It can be summarized that the con-
tinuous reflective phase-shift and the polarization twist are combined in the dual linearly polarized
unit-cell for reconfigurable reflectarray antenna, and the unit-cell is preferred in the reconfigurable
folded reflectarray antenna application.

4. CONCLUSIONS

For continuous phase tuning, the varactor-loaded unit-cell based on reflection-type phase-shifter
and dual-polarized radiator is preferred and designed for the polarization twist in the reconfig-
urable folded reflectarray. The varactor’s tuning in the reflection-type phase-shifter endow the
unit-cell with a continuous reflective phase shift, further the cross-polarized unit-cell can transform
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the incident linearly polarized wave into the reflected wave of orthogonal polarization with a contin-
uous phase tuning, and the reciprocity of the unit-cell can be demonstrated by the dual-polarized
reflective transition. This proposed reflectarray unit-cell is able to offer a wide continuous phase
tuning range, which is of critical importance for the reconfigurable reflectarray antenna performance
improvement, and its performance is verified by the total model full-wave simulations instead of
the network-based approach in [7]. The continuous phase shift in the unit-cell of polarization twist
is required necessarily for high performance realization, which ensures the high aperture efficiency
in the antenna radiation. Therefore, this unit-cell gives a good option for advanced reconfigurable
reflectarray antenna.
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Abstract— A folded reconfigurable antenna using three PIN diodes is proposed for personal
communication handset applications. In a compact volume of 60 × 9 × 8mm3, the antenna has
a simple metal structure comprising a folded loop strip, a Y-shape folded strip and three PIN
diodes. By independently controlling the on/off states of the three PIN diodes located on the
radiating element, the proposed structure can operate in the inverted-F antenna (IFA) and loop
modes, respectively. While operating in the IFA mode, the bandwidth is sufficient to cover the
DCS (1710–1880 MHz), PCS (1850–1990 MHz) bands. Owing to the additional Y-shape folded
strip, the bandwidth generated by multiple resonances of the loop mode covers GSM850 (824–
894MHz), GSM900 (880–960MHz), GPS (1560–1590MHz), UMTS (1920–2180MHz), LTE2300
(2305–2400MHz), WLAN (2400–2480 MHz) bands. Good radiation efficiency and antenna gain
at frequencies over the desired operating bands are obtained. The proposed antenna is fabricated
and all simulated results are confirmed with measured data.

1. INTRODUCTION

With the rapid progress in wireless communication, the requirement of a single compact antenna
covering multi-wireless radiation bands is increasing. Many antennas with wide bandwidth and
compact structure have been introduced in [1, 2]. However, these conventional antennas mentioned
above have relatively narrow operation bandwidth and are too large to be integrated into mobile
terminals. Recent studies showed that the loop antennas are promising candidates for mobile phone
application [3, 4]. However, good impedance matching of loop antenna is not easy to be achieved
at its resonant mode.

In this paper, a novel folded reconfigurable antenna is presented for multifunctional wireless
personal communication devices. The performance of the antenna is reconfigured in the IFA and
loop modes by adjusting the states of the three PIN diodes. The proposed antenna generates very
wide bandwidth to cover the DCS and PCS bands in the IFA mode. An additional strip connected
to the main radiating element is utilized in the loop mode to widen the operating bandwidth. The
four desired resonance at about 900 MHz, 1575 MHz, 1850 MHz and 2450 MHz can be excited for
the proposed antenna of loop mode to cover GSM850, GSM900, GPS, UMTS, LTE2300 and WLAN
bands.

2. DESIGN OF THE PROPOSED RECONFIGURABLE ANTENNA

Figures 1(a) and 1(b) show the geometry of the proposed reconfigurable antenna. A 1 mm thick
FR4 substrate of relative permittivity 4.4 is used as the printed circuit board (PCB). The broadside
of folded metal strip is divided into two parts. The length of the left part which plays a major
role in IFA mode is 4 mm, while the length of the rest part is 2mm to maintain the performance
of loop mode. The additional Y-shape folded strip is attached to the main radiating element with
the same width.

(a) (b)

Figure 1: Geometry of the proposed folded loop antenna. (a) 3-D view. (b) Detailed dimensions of the
antenna unfolded into a planar structure.
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Table 1: Optimized dimensions of the proposed antenna (mm)..

parameter L1 L2 L3 L4 L5

value 13 12 34 6 32
parameter Y1 Y2 Y3 W D

value 22 8 7 9 2

The positions of PIN diodes (P1, P2 and P3) are illustrated in Figs. 1(a) and 1(b). P1 is located
between the feed point and short point. P2 and P3 are placed on either end of the 4 mm-wide patch
to adjust the length of the folded strip in IFA mode.

3. DISCUSSIONS AND OPTIMIZATION

The antenna is composed of a folded loop strip and a Y-shape folded strip when P2 and P3 are
turned on and P1 is turned off. The total length of the folded loop strip from the short point to
the feed point is close to 0.5-wavelength of the frequency at 900 MHz, which makes it possible to
generate a 0.5-wavlength resonant mode for GSM850/900 operation. Moreover, the loop antenna
generates a 1.0-wavelength mode at about 1570MHz. The 1.5-wavelength resonant mode is also
excited at about 1950 MHz, which, however, cannot cover UMTS/LTE2300/WLAN operation for
the antenna’s upper band. By attaching an additional Y-shape folded strip to the main radiating
element, the upper band can be formed together by the 1.5-wavelength resonant mode and the
2.0-wavelength resonant mode excited at about 2450 MHz.

Meanwhile when P2 and P3 are turned off and P1 is turned on, the loop antenna can be divided
to IFA by slicing the folded radiating element. For the inverted-L copper strip, the width is set to
be 4mm and the total length is about 40 mm which generates a 0.25-wavlength resonance at about
2000MHz for DCS and PCS operations.

4. ANTENNA FABRICATION AND MEASUREMENT RESULTS

Antenna prototype was fabricated. In the bias circuit, the DC signal is isolated from the RF signal
by an inductor and a chip capacitor. The blocking capacitor (Cb) is implemented between the
port and main radiating element for DC blocking. On the other hand, an inductor (Lb) is located
between DC signal and radiating element, which is used for RF choking.

Figure 2: Photograph of the reconfigurable antenna.

Figure 3 shows the simulated and measured reflection coefficients of the proposed antenna in
two operation modes. In the loop mode, the fabricated antenna covers the GSM850, GSM900 GPS,
UMTS, LTE2300 and WLAN bands. For the IFA mode, the the measured bandwidth is 677 MHz
which cover the DCS and PCS bands.

Figure 4 shows the gain radiation patterns of the reconfigurable antenna at 900 MHz, 1575 MHz,
1850MHz, 2000 MHz and 2400 MHz, respectively. It is observed that the radiation patterns for the
lower frequency band are similar to that of a conventional quarter-wavelength monopole antenna
in the xy- and yz -planes, and omnidirectional radiation in the xz -plane. The main reason is that
the antenna has a dominant operating current in the y-direction. The antenna radiation patterns
cannot show complete omnidirectional pattern and linear polarization over the upper frequency
bands for the existence of undesired weak surface currents in other directions. However, this is
not a strict requirement for handheld devices antennas. The proposed antenna also has a high
cross-polarization level of radiation patterns.
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(a) (b)

Figure 3: Simulated and measured reflection coefficients of (a) the IFA mode and (b) the loop mode.

 
(a) 

 
(b) 

 

(c) 

 
(d) 

 
(e) 

Figure 4: 2D-radiation pattern (co-polarization and cross-polarization) of the reconfigurable antenna in (a)
900MHz, (b) 1575 MHz, (c) 1850 MHz, (d) 2000MHz and (e) 2400 MHz.
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Table 2 presents the simulated antenna gain and radiation efficiency for the proposed antenna
in different frequency bands. The gains are about 0.66–0.84 dBi and the radiation efficiencies are
higher than 50% over the GSM850/900 bands. Meanwhile, the gains for the GPS, DCS, PCS,
UMTS, LTE2300 and WLAN bands range from 1.31 to 2.73 dBi and the radiation efficiencies are
higher than 60%.

Table 2: The simulated gain and measured effciency of the proposed antenna at different frequencies.

Band GSM 850 GSM 900 GPS DCS PCS UMTS LTE 2300 WLAN
Frequency (GHz) 0.85 0.9 1.575 1.8 1.9 2.05 2.35 2.45

Gain (dBi) 0.66 0.84 1.31 2.59 2.73 2.61 1.76 2.28
Total Effciency (%) 56.5 58.3 61.1 64.5 73 74.2 62.7 65.6

5. CONCLUSIONS

A folded loop antenna with reconfigurable characteristic for personal communication handset ap-
plications is presented. Wide bandwidth is achieved by merging the different working frequency
bands generated in different operating modes. By adding a Y-shape folded strip, the impedance
matching is improved for the upper bands in loop mode. The reconfigurable antenna can cover
the following frequency bands: GSM850, GSM900, GPS, DCS, PCS, UMTS, LTE2300 and WLAN
with a compact volume of 60× 9× 8 mm3. Good radiation characteristics over the operating bands
have been obtained.
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Abstract— This paper presents a wideband printed tapered slot antenna with pattern recon-
figurability. The antenna consists of four tapered slots, a reconfigurable microstrip-to-slotline
transition, and four PIN diodes. Four agile endfire radiation patterns are realized with the mea-
sured relative impedance bandwidth of 71.3%. The gains for the four directions are all higher
than 6.4 dBi at the center frequency of 2.4 GHz. Good patterns are maintained at the four re-
configurable directions in a wideband. To further enhance the gain, the zero-index-metamaterial
(ZIM) units are loaded in the tapered slot. The simulation results show that extra gains of 1.4
to 1.7 dBi can be obtained within the center band from 2.2GHz to 2.6 GHz.

1. INTRODUCTION

Reconfigurable antennas with adjusting beams are demanded in the wireless communication systems
such as small base stations. Adjusting beam antenna can provide pattern diversity, which results
in improving signal to noise ratio and the capacity of the wireless communication systems. Planar
printed antennas are preferred because of the low cost, low profile and easiness to be integrated
with switches of PIN diodes and RF-MEMS.

Most of the reported pattern reconfigurable antennas have narrow bandwidth which could not
satisfy the rapidly growing bandwidth requirement of the modern communication systems. In [1–3],
broadband pattern reconfigurable monopoles antennas are proposed, and the relative bandwidths
are 29%, 55.7% and 66.7%, respectively. However, there are only two or three reconfigurable
radiation patterns and the gains are no more than 6 dBi. Ref. [4] presents a printed Yagi antenna
with six adjustable beam directions. A tie-shape dipole with the two arms being printed on the
opposite side of the dielectric-slab is adopted as the driven element to extend the bandwidth. Six
PIN diode switches are attached between the ground and the driven dipole on the ground to control
the radiation directions. The bandwidth of the reflection coefficient less than 10 dB is 400MHz,
and the gains are all 7.5 dBi on the six adjustable radiation directions.

Wideband pattern reconfigurable Vivaldi tapered slot antennas are proposed in [5–7]. Three
different radiation patterns, including one omnidirectional and two endfire patterns are realized.
The relative bandwidths are about 50% to 60% and the gains are less than 6.5 dBi. Most of the
above mentioned designs include extra DC isolation structures, which add the complexity to the
antennas.

In this paper, a broadband pattern reconfigurable tapered slot antenna is designed with four
adjustable endfire directions. The antenna is coupling fed by a microstrip feedline. The four beam
directions around 360◦ are controlled by four PIN diodes without extra bias circuits being required.
This pattern reconfigurable antenna has wideband from 1.5GHz to 3.3 GHz and high gain of 6.8 dBi
at the center frequency of 2.4 GHz. The further approaches of gain enhancement are discussed by
using zero-index metamaterial (ZIM).

2. PATTERN RECONFIGURABLE TAPERED SLOT ANTENNA

2.1. Antenna Structure
The antenna is printed on both sides of a square substrate with the relative permittivity of 2.65
and the depth of 0.8 mm. The side and top views are shown in Figs. 1(a) and (b). There are four
metal sheets with the same sizes denoted as M1, M2, M3 and M4 on the top layer, which form four
identical tapered slots denoted as S1, S2, S3 and S4. The antenna is fed by a 50 Ω microstrip line
on the bottom layer, and the metal sheet M1 acts as the ground plane.

Firstly, an original tapered slot antenna element with the length of Ls and the maximal slot
width of Ws2 is designed, whose bandwidth (S11 < −10 dB) is from 1.5 GHz to 3.3GHz. A recon-
figurable microstrip-to-slotline transition structure is elaborately designed to feed the four tapered
slot radiators. Details of the transition dotted in Fig. 1(b) are enlarged in Fig. 1(c). It consists of
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(a) (b) (c)

Figure 1: Antenna structure. (a) Side view. (b) Top view. (c) Detailed view.

Figure 2: Schematic diagram of the bias circuit.

a microstrip feedline on the bottom layer, a square slot with the width of Wm2 at the center on
the top layer, and four rectangle slots with the length of Lms and width of Ws1. The microwave on
the microstrip line is coupled by the square slot, and then guided by four rectangles to the tapered
slot radiators. A PIN diode is placed across each rectangle slot at an appropriate position. The
dimensions are optimized using the software HFSS and the final sizes are (unit: mm): H = 1.5 mm,
Wf = 4.1, Ws2 = 83.6, Ls = 169.6, Ws1 = 1.5, Wm1 = 4.2, Wm2 = 6.3, Lms = 3.5, Lm1 = 2.5,
Lpu = 2.3, Lpd = 0.9, Lm2 = 5.9, α = 80◦.

The selected PIN diode is Infineon BAR64-02V with the working frequency band from 0.1GHz
to 6GHz. This diode can be equivalent to a resistance of 2.1Ω on the forward-bias state and a
capacitance of 0.17 pF on the reverse-bias one according to the datasheet. The polarities of the four
PIN diodes are arranged clockwise as shown in Fig. 1(c). The simplified bias circuit is illustrated
in Fig. 2. If one of the four tapered slots is chosen as the radiator, for example, S1, the DC bias
voltage should be added to the two adjacent metal sheets of M1 and M2. When one diode is on
‘Off’ state, the corresponding tapered slot radiates endfire pattern. At the same time, other three
diodes are on ‘On’ state and the corresponding slots are shorted and do not work.

2.2. Simulation and Measurement Results
An antenna prototype with the bias circuit is fabricated and tested. The photograph of the fab-
ricated prototype is shown in Fig. 3. Due to the symmetrical characteristic, the results of the
directions of 315◦ and 225◦ chosen to be given here which are identified as ‘down’ and ‘up’ modes,
respectively.

The reflection coefficients are measured by the Agilent 8722ES network analyzer The measured
and simulated reflection coefficients are illustrated in Fig. 4. It can be seen that the measured
common bandwidth of S11 < −10 dB is of both modes is from 1.57 GHz to 3.31 GHz and the
relative bandwidth is 71.3%.

The simulated and measured normalized radiation patterns at the center frequency are illus-
trated in Fig. 5. It shows that the mainlobe directs to ϕ = 315◦ and ϕ = 225◦ in the xoy plane
respectively. The measured cross polarization of the antenna is below 12 dBi at the mainlobe
direction. The front to back ratio is more than 1 dBi at the center frequency.

3. GAIN ENHANCEMENT WITH ZIM

To enhance the antenna gain, the Zero-index metamaterial (ZIM) is designed. Meander-line res-
onator structure is chosen as the unit cell of the metamaterials which is shown in Fig. 6(a). The
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(a) (b)

Figure 3: Photograph of the proposed reconfigurable
antenna. (a) Front view. (b) Bottom view.

Figure 4: Simulated and measured reflection coeffi-
cient.

(a) (b) (c) (d)

Figure 5: Normalized radiation patterns at center frequency. (a) E plane of ‘down’ mode. (b) E plane of
‘up’ mode. (c) H plane of ‘down’ mode. (d) H plane of ‘up’ mode. (-¥-: measured co-polarization; -N-:
measured cross-polarization; -¤-: simulated co-polarization; -M-: simulated cross-polarization).

optimized dimensions are (in mm): Lx = 13, Ly = 16, W = 0.8, Ax = 10.7, Ay = 1.2. The
effective permittivity and permeability are obtained using standard retrieval procedure, as shown
in Fig. 6(b). It can be seen that the effective permittivity is about zero at around the 2.4 GHz.
The bandwidth of |Re(ε)| ≤ 1 is from 2.2GHz to 2.8 GHz.

(a) (b)

Figure 6: Meander-line unit cell. (a) Structure and dimensions. (b) Retrieved results of the permittivity
and permeability.

The ZIM unit cells are added to the tapered slots of the proposed antenna as shown in Fig. 7(a).
The field distribution of the down mode at 2.4 GHz without and with ZIM is shown in Figs. 7(b)
and (c), respectively. It can be seen that the field are mainly distributed in the slot S1 on both
cases. The ZIM cells make the field distribution more uniform than the antenna without ZIM,
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(a) (b) (c)

Figure 7: Antenna with ZIM. (a) Layout. (b) Field distribution at 2.4GHz (a) without zim and (b) with
ZIM.

Figure 8: Simulated S11 of two directions with ZIM. Figure 9: Gain response of two directions with and
without ZIM.

which causes the gain enhancement. The reflection coefficients of both modes are illustrated in
Fig. 8. Compared with Fig. 4, it can be seen that the impedance bandwidth of each directions are
almost unchanged. The gain responses with and without the ZIM are compared in Fig. 9. The
gains are improved about 1.4 to 1.7 dBi within the operation band from 2.2 GHz to 2.6GHz. The
gains with and without ZIM for the ‘down’ mode at the center frequency of 2.4 GHz are 8.2 dBi, and
6.6 dBi, respectively. Those for the ‘up’ mode are 8.4 dBi, and 6.4 dBi, respectively. A maximum
improvement of 2 dBi has been obtained at the center frequency.

4. CONCLUSIONS

A novel wideband printed pattern reconfigurable antenna based on tapered slots is proposed. The
antenna can switch its maximum radiation directions among four endfire directions within a broad
bandwidth from 1.57 GHz to 3.31 GHz. ZIM of meander-line unit cells are designed and loaded
on the tapered slot for gain enhancement. The gains increase about 1.4 to 1.7 dBi in the operation
band from 2.2 to 2.6 GHz. The gains high than 8.2 dBi are achieved for different modes of the
reconfigurable antenna.
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A Thin Planar Antenna Based on Gradient Metasurface

Bo Chen, Hongyu Shi, Anxue Zhang, and Juan Chen
School of Electronic and Information Engineering, Xi’an Jiaotong University, China

Abstract— Gradient metasurface (GM) can have a pre-defined large wave vector along its sur-
face. It has shining attributes as field enhancement and sub-wavelength transmission. In former
works, GMs were excited mostly by plane waves illuminated from high above, and experts con-
centrated on waveform converting or anomalous reflection. This letter analyses electromagnetic
field distribution above GM with some plane waves vertically illuminating. Then it provides a
new way to excite GM on one of its edges using parallel plate waveguide, from which we can
get an escaping plane wave towards above, and this is the inverse process of plane wave vertical
incidence. After a delicate parameter sweep, the simulation shows our design has comparatively
high directivity and efficiency within a bandwidth of 0.6 GHz (7.7GHz to 8.3 GHz). The impact
of some important size parameters to the antenna performance is discussed in the letter. On
account of the fact that GMs are usually constructed by a mass of unit cells, their shapes are
variable and they can cover many facilities, which have great potential in both civil and military
use. With the development of metasurfaces, the unit cells will become smaller, and the adjusta-
bility of the antennae shapes will rise. To excite GMs with the same unit cells but different
shapes, it is possible that we only need to tune their matching structure but not the unit cells.
Then a new way to design reconfigurable antennae presents. And with the help of metasurfaces,
reconfigurable antennae will be more various and flexible and will have better performance.

1. INTRODUCTION

Surface plasmon polaritons (SPPs) refers to some combinating mode of EM waves and electron
density that can hardly escape from a surface [1]. As the research on SPPs goes deeper and many
devices have been tested successfully, SPPs shows great potential in optics application. Spoof plas-
mon polaritons [2], similar to SPPs, have attributes as field enhancement [3, 4] and sub-wavelength
transmission [5–8], but in THz or microwave band. Spoof plasmon polaritons act as surface wave in
free space, and can be realized by using gratings, prisms [9–11] and gradient metasurfaces (GMs) [2].

However in former works, experts mainly concentrated on how GM can transform incident plane
wave into surface wave or realization of anomalous reflection [12–14], which means the sources were
always hanging above. In order to extend the range of GMs’ application, new ways to excite GMs
should be discovered.

This letter analysis field distribution of the surface wave above GM and then gives a new way
to excite GM on one of its edges. Our simulation successfully proves GM can radiate energy with
comparatively high directivity if it is properly excited. Our simulation was run in HFSS and CST.

2. PROPERTIES OF GM

GM is usually constructed by several kinds of unit cells. When certain plane wave illuminating onto,
neighboring unit cells show gradient reflection index phases, which can provide a large horizontal
wave vector. In this way can GM transform the plane wave into a surface wave with high efficiency.
Obviously, GM supports surface wave propagating. If we exert an EM-field on one edge of the GM,
whose field distribution is similar to that of a surface wave but propagating direction is opposite,
we may get an escaping plane wave. It is similar to the reversibility of optical path, making the
whole structure as an antenna.

We choose a typical super cell as shown in Figure 1(a) with its size 3.3 mm × 33mm. It is
constructed by metallic split ring resonators etched on substrate of FR4. There is a metallic sheet
on the back of substrate as in Ref. [2]. Its working frequency is 7.87 GHz. Being placed periodically
along x and y directions, super cells construct an infinite GM. A y-polarized plane wave vertically
incidents onto GM. Power flow at 7.87 GHz is shown in Figure 1(b), in which it shows energy flows
along the surface towards −y direction. Magnitude of E-field in x, y and z directions at 7.87 GHz
are shown in Figures 2(a) to (c). E-field mainly lies in y and z directions but little in x direction.

3. SIMULATION OF ANTENNA AND PARAMETER DISCUSSION

If we want to excite this GM on one of its edges, we must do it on the side where the former plane
wave is propagating to. We need a kind of EM-field whose E-field mainly lies in y and z directions
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(a) (b)

Figure 1: Design and property of super cell: (a) overall structure of supercell; (b) power flow on yOz plane
at 7.87 GHz.

(a) (b) (b)

Figure 2: Snap shot of E-field distribution at 7.87 GHz: (a) E-field in x direction; (b) E-field in y direction;
(c) E-field in z direction.

but not x direction, and it should propagate to +y direction. Parallel plate waveguide filled with
FR-4 is adopted, because the E-field on its edge is just suit to this situation. We construct our
GM by 15×6 super cells. GM and the feed structure is connected as shown in Figure 3(a), and
the parameters are set as shown in Figure 3(b). Here Port 1 is set to be lumped port. After a
delicate parameter sweep, we fix d = 7, h = 5 and t = 2 Magnitude of S11 over frequency is shown
in Figure 4. It keeps lower than −10 dB from 7.7 GHz to 8.35 GHz. Total gain in yOz plane (i.e.,
ϕ = 90◦) at 7.9 GHz, 8.1GHz and 8.3 GHz is shown in Figure 5(a). At 8.1 GHz, total gain in
yOz plane reaches its peak as 11.7 dB. More anecdotally, as frequency increases from 7.7 GHz to
8.3GHz, the maximum gain angle changes from θ = −6◦ to θ = 4◦. Gain distribution in x, y and
z directions at 8.1GHz is shown in Figure 5(b). It is clear the radiated E-field mainly lies in y
direction, which is similar to the reverse of y-polarized plane wave vertically illuminating. E-field
on port 1 at 8.1 GHz is shown in Figure 6. On wave guide’s edge, direction of E-field keeps the
same, which makes the direction of surface current on unit cell in parallel to be the same, ensuring
the whole antenna’s high directivity.

(a) (b)

Figure 3: Structure of antenna: (a) overall structure of antenna, (b) parameters setting.

The working frequency of the former infinite GM is 7.87GHz, while our antenna achieves its
maximum gain at 8.1GHz. This frequency shift is mainly caused by the fact that the environment
of the first and second rows of the super cells has changed. The former infinite GM is constructed
by super cells being placed periodically. So to each of the super cell, its environment is the same.
But in our antenna, it is the parallel plate wave guild that being placed next to it, and what’s
more, it has a finite size. The attributes of some super cells change, and it leads to the shift.

In the simulation, Port 1 is set to be lumped port with its width of 49.5 mm. At 8.1GHz,
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Figure 4: Magnitude of S11 over frequency.

(a) (b)

Figure 5: Radiation pattern in dB: (a) Total gain at different frequencies; (b) Total gain distribution in x,
y and z directions at 8.1 GHz.

Figure 6: E-field on Port 1 at 8.1 GHz.

wavelength of TEM mode EM-wave propagating in FR-4 is 17.86mm. The width of Port 1 is 2.77
times as that of the wavelength. However, in practice we usually need to transmit signal from
coaxial cable to parallel plate waveguide, while the former can be seen a point source. It is difficult
to get a plane wave from a point source within a short distance. This will lead to the inconformity
of the phase along the edge of waveguide and the reduction of antenna’s gain. To solve this problem,
two methods are presented: using narrower super cells or using fewer super cells in parallel. The
minimum width of the super cell depends on machining accuracy. More importantly, if the feed
structure and GM are cut narrow enough, the result will turn to be destructive. The super cells
along the edges of GM can be considered “on the edge”, while their attributes have changed a lot
as we mentioned. Therefore when designing antenna of this kind, we should take gain, realization
method and number of super cells in parallel into consideration.

If we want to change the shape of antenna, we can add or cut some unit cells and tune the
parameter of feed structure. Unit cells being made removable, the shape of antenna will be flexible.
With the development of GM, unit cells will be smaller, and then the antenna will have higher
reconfigurability.

4. CONCLUSION

To sum up, this letter analyses the EM-field above GM when some plane wave vertically illuminates,
according to which it gives a new way to excite GM at one of its edges to form an antenna. In
the simulation, the antenna shows high directivity and low return loss. The influence of some
parameters on antenna is discussed. Due to the fact that GM is usually constructed by small unit
cells, this letter provides a new way to design reconfigurable antenna.
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Wideband RCS Reduction of Microstrip Antenna by Frequency
Reconfigurable Electromagnetic Band Gap

Y. Liu, Y.-W. Hao, Y.-T. Jia, and S.-X. Gong
Xidian University, China

Abstract— In this paper, a novel frequency configurable electromagnetic band-gap (EBG)
structure is designed to achieve microstrip antenna’s RCS reduction in a wide frequency range.
The compact frequency configurable EBG element is comprised of spiral inductors and two diodes.
By turning the diodes on or off, the frequency configurable EBG element can operate at different
frequency. And then it can work in a wide frequency band. Based on the cancellation of the
reflection from the EBG structure and the perfect conductor of the antennas, RCS reduction can
be realized over the frequency range of 6 GHz–12GHz.

1. INTRODUCTION

With the development of stealth technique, more and more attention has been paid to radar cross
section (RCS) reduction. And antenna’s scattering makes the main contribution to the total RCS
of low-observable platform [1]. In recent years, many methods have been proposed to reduce
the antenna’s RCS. For example, the structural modification [2] and the use of frequency select
surface (FSS) are both effective solutions to achieve RCS reduction. However, FSS can only reduce
out-band RCS reduction. Based on passive cancellation theory, the EBG structure is applied
to RCS reduction. The mushroom-like EBG structure is a classical EBG structure proposed by
Sievenpiper [3]. In reference [4], RCS reduction is realized in a narrowband. However, a wideband
RCS reduction is usually required in modern battleground environment.

Reconfigurable antennas have a unique advantage in modern wireless communication system,
because it can be applied to multiple systems and has a multifunctional role. In reference [5], a
frequency reconfigurable EBG structure is designed and used for a microstrip antenna to shift the
resonance frequency of the antenna. Moreover, a novel reconfigurable EBG structure is proposed
to switch its own resonance frequency in reference [6]. The above researches prove the significance
of reconfigurable EBG structure. However, almost no research on loading reconfigurable EBG
structures to accomplish RCS reduction has been done.

In this paper, 40 EBG elements are used to cover the partial substrate around the patch of the
antenna. And each element is comprised of spiral inductors and two diodes. The dimensions of the
EBG element and antennas are optimized by using Ansoft’s HFSS software. As a result, RCS can
be reduced over the frequency range of 6 GHz–12GHz by turning the diodes on or off.

2. DESIGN OF THE ANTENNA AND THE RECONFIGURABLE EBG STRUCTURE

In order to load more reconfigurable EBG elements, each cell should be miniaturized. Figure 1
shows the geometry of the miniaturized EBG element, which is comprised of spiral inductors.
And the resonance frequency of each element is able to shift by changing the length of the spiral.
Furthermore, the principle of its operation is based on the cancellation of the reflection from the
EBG structure and the perfect conductor of antennas. When the reflection phase of the EBG is
less than ±90◦, the effect of RCS reduction can be achieved.

Figure 2 shows a novel reconfigurable EBG element based the element in Figure 1. And the
dimension is 4.6mm × 4.6mm. Besides, each element covers the partial FR-4 substrate with the
thickness of 2.5mm and relative permittivity of 4.4. In order to change the length of the spiral,
two diodes are added to each element.

In theory, there are four kinds of state for each EBG element. However, significant RCS reduction
can be realized in only three states.As shown in Table 1, these three states are defined as three
modes.

Based on the above analysis, the antenna with reconfigurable EBG elements is able to operate
in three different modes. And the geometry of the antenna operating in different modes is shown
in Figure 3. The reference antenna consists of one metal ground with the dimension of 36 mm
× 36mm and one metal patch with the dimension of 10mm × 10mm. Furthermore,the distance
between the coaxial probe and the center of the patch is 2mm.
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Table 1: States of two switches in different modes.
XXXXXXXXXXswitch

mode mode1 mode2 mode3

switch1 on-state off-state off-state
switch2 on-state off-state on-state

Figure 1: Simulative demonstration and geometry
of the EBG element.

Figure 2: Simulative demonstration and geometry
of the reconfigurable EBG element with two diodes.

(a) (b) (c) (d)

Figure 3: The geometry of the antenna operating in different modes, (a) reference, (b) mode1, (c) mode2,
(d) mode3.

3. SIMULATION RESULTS

All radiation characteristics including S11 and radiation patterns are shown in Figure 4 and Figure 5.
As shown in Figure 4, it can be seen that the antenna with and without reconfigurable EBG elements
operate at same frequency. Moreover, EBG elements have almost no impact on radiation patterns,
which can be seen in Figure 5. The simulated gain of the reference antenna is 5.67 dB in normal
direction (z-axis). Besides, the gain of the antenna operating in mode1, mode2 and mode3 is
5.56 dB, 5.54 dB and 5.60 dB respectively. So, the max gain loss is less than 0.13 dB.

Figure 4: Comparison of S11 of antennas in different modes.
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 (a) xoz-plane                    (b) yoz-plane 

Figure 5: Comparison of radiation patterns of antennas in different modes.

 (a) xoz-plane                    (b) yoz-plane 

Figure 6: Comparison of monostatic RCS of antennas in different modes.

As shown in Figure 6, RCS reduction is achieved in different range of frequency by controlling
the operating mode of the antenna. As a result, the antenna is able to operate in a state of low
RCS from 6 GHz to 12GHz.

4. CONCLUSION

A frequency EBG structure is designed and simulated to apply to RCS reduction of the antenna.
By using some PIN diodes to change the effective length of spirals, the resonance frequency of EBG
elements can be shifted. As a result, the antenna with reconfigurable EBG structures can remain
a state of low RCS over a wide frequency range.
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Frequency Reconfigurable Narrow-frame Antenna for WWAN/LTE
Smartphone Applications
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Abstract— A compact narrow-frame antenna loaded a PIN diode for hepta-band smartphone
applications is presented. The greatest highlight is that the edge of the no-ground planet is quite
narrow of only 5 mm, which meets the requirements of the popular narrow-frame smartphone
designs with larger touch-screens. Furthermore, the reconfigurable technology is applied to realize
a wide coverage with a small volume and a compact structure. The hepta-band operation is
successfully achieved by combining the two working states. Detailed considerations of the design
are studied in this paper and the proposed antenna is successfully simulated, fabricated, and
measured.

1. INTRODUCTION

For smartphone applications, larger touch-screens with narrow-frames have been widely pursued for
not only the appearance design but also the user experience. Therefore, besides the fundamental
demands of multi-band operation, the antenna should also be miniaturized, compact and narrow-
frame for smartphone applications. However, when applied to the antennas with a narrow frame of
5mm for multi-band smartphone applications, most of these antenna patterns have poor coverage
due to the close space between the antenna and the system planet which leads to the high value of
Q. Moreover, the troubles in multi-band narrow-frame antenna design for smartphone applications
in a limited area occur not only for the lower-band but also for the upper-band.

Recently, antennas with narrow-frames for hepta-band smartphone applications have been pre-
sented and studied in [1, 2]. The narrow-frame antenna proposed in [1] employes a band-stop
matching circuit structure to obtain wideband operation with a small size of 5 × 40 × 3mm3,
while the other narrow-frame antenna presented in [2] applies a loaded chip capacitor to realize the
hepta-band operation with a size of 5× 60× 5 mm3.

To further reduce the sizes of the antennas, the reconfigurable antennas [4–10] which have
been proposed and widely studied are considered to be an efficient solution. In this paper, a
folded coupled-fed narrow-frame antenna for hepta-band WWAN/LTE smartphone applications is
proposed and studied. The proposed antenna can be reconfigured by employing a PIN diode, which
changes its resonant modes by modifying the electrical length for the lower-band in two working
states, and exerts little effect on the upper-band. With outstanding merits of a narrow frame of
only 5 mm and a compact structure of 5× 5× 35mm3, the proposed antenna is quite practical for
smartphone applications with larger touch-screens. The proposed PIN diode loaded antenna has
also been proved applicable with simple structures, acceptable insertion loss and low cost. The
prototype with the PIN diode and the bias circuit was built, while the measured results including
radiation efficiencies and gains are acceptable.

2. PROPOSED ANTENNA CONFIGURATION

Figure 1 shows the geometry of the proposed compact frequency-reconfigurable narrow-frame an-
tenna, which is mounted on the bottom edge of the FR4 (εr = 4.4, tan δ = 0.02) printed circuit
board and has a whole volume of 35× 5× 5 mm3 of no-ground area. On the back side of the FR4
printed circuit board, a ground plane of 110× 60 mm2 is printed to serve as the system ground of
the mobile phone with the protruded ground of 25 × 5mm2 connected to the system ground. A
50-Ω mini coaxial feed line is employed to excite the antenna and it is connected to the feeding
point (point A) and the PCB shorting point (point C). In the study, a 1-mm thick plastic slab
(εr = 3, σ = 0.02 S/m) is also employed to build a plastic case to simulate the handset housing
in practical applications. In addition, detailed dimensions of the proposed antenna are shown in
Fig. 1(b).

The proposed compact antenna mainly comprises two folded strips (strip1 and strip2 with a
lumped inductor of 3 nH), which are designed to generate upper-frequency resonant mode at about
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(b)(a)

Figure 1: Proposed antenna array configuration. (a) Geometry of proposed narrow-frame antenna. (b) De-
tailed dimensions of the proposed antenna. (Unit: mm).

2000MHz and lower-frequency resonant mode at about 910 MHz, respectively. However, higher-
order mode generated by strip2 leads to failure in widening the bandwidth for the upper-band, which
is mostly in coincidence with the resonant mode generated by strip1 at about 2000 MHz. To solve
this trouble, a coupling branch is employed to generate the other upper-frequency resonant mode
at about 2400 MHz, and reduce the capacitance of strip1 to generate a lower-frequency resonant
mode at about 850MHz. In addition, the introduction of the coupling branch also forms a coupled
loop together with the system ground and part of the strip2, which contributes a half-wavelength
upper-frequency resonant mode at about 2900 MHz, covering the GSM850/1800/1900/UMTS/LTE
2300/2500 operation. To further meet the multi-band requirements, the reconfigurable technology
is employed to cover the GSM900 band by modifying the electrical length for the lower-band, which
is realized by a PIN diode and has little effect on the upper-band.

Figure 2: Measured and simulated S parameters. Figure 3: Measured radiation efficiency.

The PIN diode loaded reconfigurable antenna works in two different states, namely state1 (the
PIN diode is OFF) and state2 (the PIN diode is ON). When the antenna works in state1, the
operating bands of GSM850/1800/1900/UMTS/LTE2300/2500 are covered. The specified posi-
tion of the PIN diode is optimized to meet the requirements of covering the operating band of
GSM900. When the antenna works in state2, the electrical length is reduced by about 7 mm, which
shifts the lower-frequency resonant mode from about 870MHz to about 910 MHz, covering the
GSM900/1800/1900/UMTS/LTE2300/2500 operation. In addition, the insertion of the PIN diode
brings little influence on the upper-band. Consequently, the proposed narrow-frame antenna has fi-
nally covered the GSM850/900/1800/1900/UMTS/LTE2300/2500 operation by combining the two
working states.

3. RESULTS AND DISCUSSION

The proposed narrow-frame antenna with the PIN diode was successfully fabricated and tested.
The type of the PIN diode is selected as Siemens BAR65-02W with low capacitance and loss.
The simulated results of both working states are obtained by Ansoft HFSS version 13, while the
measured results are tested by using an Agilent N5247A vector network analyzer. Measured and
simulated reflection coefficients presented in Fig. 2 with good agreement between them for the
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lower-band. The measured impedance matching bandwidth is based on 3 : 1 VSWR. For state1,
the obtained bands are 824–900 and 1500–2690 MHz. For state2, the achieved bands are 880–960
and 1520–2690 MHz. Therefore, by combining two working states, the hepta-band WWAN/LTE
operation is successfully covered. The measured radiation efficiency is depicted in Fig. 3.

4. CONCLUSION

A compact frequency-reconfigurable narrow-frame antenna for hepta-band WWAN/LTE smart-
phone applications is proposed and studied. The edge of the no-ground planet to support the an-
tenna is only 5 mm, which is quite promising for narrow-frame smartphone applications. By combin-
ing two working states of the PIN diode, hepta-band including GSM/850/900/1800/1900/UMTS-
/LTE2300/2500 can be successfully covered with a compact volume of 35 × 5 × 5 mm3, which is
much smaller than the previous designs. In addition, the measured results including reflection coef-
ficients, antenna efficiencies and gains are presented and can meet the requirements of smartphone
systems.
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