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Abstract— Based on the different influence of the geometric and the electric parameters of
subsurface layers on the ground penetrating radar (GPR) frequency spectra, we use the different
spectral attributes to estimate the different parameters of subsurface layers. For a three–layer
model, the frequency of the first extreme point on the amplitude spectrum of GPR response to
the model is equal to the inverse of double temporal thickness of the middle layer, and the period
of the notches on the amplitude spectrum is equal to the inverse of the thickness. So the temporal
thickness of the middle layer can be estimated from the frequency of the first extreme point on
the amplitude spectrum, or from the period of the notches. The extreme value frequencies on
the phase spectrum depend only on the depth and the thickness of the middle layer. When
the thickness has already been obtained, the temporal depth can be estimated using only the
extreme value positions of the phase spectrum. When the thickness and the depth of the middle
layer are fixed, the permittivities of the three layers and the conductivity of the middle layer can
be estimated from only the phase spectrum. In consequence, we propose a step-by-step GPR
inversion method for the estimation of thicknesses, depths, permittivities and conductivities of
subsurface layers.

1. INTRODUCTION

Nowadays, GPR has been applied in the civil engineering and geophysics for the characterization
of subsurface structures [1–4]. In this paper, we focus on layered media concerning which a lot of
work has been done. For example, Kao et al. created a new multi–layer model to estimate thickness
and dielectric constants of highway pavement [5]. Huang et al. used parameter calibration method
to estimate permittivity and thickness of pavement [6]. Patriarca et al. established an objective
function in the frequency domain with the Green’s function for the inversion of thickness and electric
parameters [7]. The existing methods need a good prior information for a starting model. Here we
present a new method which estimates properties of subsurface layers from spectral attributes.

2. METHOD

Consider a model containing several layers and each layer is assumed to be linear, homogeneous
and isotropic. When the incident wave is normal to the interface, the reflection coefficient r and
transmission coefficient τ can be expressed as

rmn = (η̂n − η̂m) / (η̂n + η̂m) (1)
τmn = 2η̂n/ (η̂n + η̂m) (2)

where the subscript indicates different medium, thus r12 would be the reflection coefficient of the
interface between medium 1 and medium 2. η̂ is the intrinsic impedance of the medium and is
given by

η̂ =

√
jωµ

σ + jωε
(3)

where ω is the angular frequency. ε, σ, and µ are permittivity, electric conductivity and magnetic
permeability of the medium respectively.

Under the assumption that the multiple reflections between different interfaces could be ne-
glected, we define a generalized reflection coefficient r̃ at each interface as the ratio of electric
intensity of reflection wave and radar emission wave. The generalized reflection coefficient of the
i-th interface is

r̃i,i+1 = ri,i+1

i−1∏

k=0

(
1− rk,k+1

2
) i∏

k=1

e−2αkdk (4)
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where d is the layer thickness and α is the attenuation coefficient. The generalized reflection
coefficient is a function of both medium electric properties and travel distance. Set the zero-time
point at the surface of ground, every two adjacent reflectors would form a coefficient pair, as shown
in Fig. 1, which can be expressed as

r(t) = r̃12δ(t− t0) + r̃23δ(t− t0 − T ) (5)

where r̃12 is the top generalized reflection coefficient, r̃23 is the base generalized reflection coefficient.
The Fourier transform of (5) is

r(f) =
[
2re cos (πfT ) + i2ro sin (πfT )

]
exp

[−i2πf(t0 + T/2)
]

(6)

where re = (r̃12 + r̃23) /2 and ro = (r̃12 − r̃23) /2 are the even component and the odd part of the
reflection coefficient pair, as illustrated in Fig. 1. Consider the squared amplitude spectrum of
reflection coefficient pair.

|r(f)|2 = 4re
2 + 2

(
re

2 − ro
2
) [

1 + cos(2πfT )
]

(7)

The solution to the equation d|r(f)|2/df = 0 is

f=
n− 1
2T

, n = 1, 2 . . . (8)

where f represents the frequency of the extreme points on the squared amplitude spectrum. Let
∆f = f(n + 1)− f(n− 1) be the frequency difference between two adjacent extreme points of the
spectrum. It’s easy to conclude that

∆f = 1/T (9)

Therefore, ∆f is a constant and depends only on T . Conversely, T can be determined from ∆f .
It must be pointed out that frequency difference might disappear within the band selected by the
interpreter if T is too small. For such situation, one should find the frequency fp of the first extreme
point of the squared amplitude spectrum, and then estimate T using (8) by setting n = 2, i.e.,
T = 1/(2fp).

The phase spectrum, θ(f), of reflection coefficient pair can be expressed as

θ(f)= arctan[tan(πfT )ro/re]− 2πft0 − πfT (10)

where
ro

re
=

r12 − r23(1− r12)e(−2α2d2)

r12 + r23(1− r12)e(−2α2d2)
(11)

The phase spectrum of reflection coefficient pair relates to t0, T and ro/re. In Equation (11), when
the medium is good dielectric, the intrinsic impedance becomes η̂ ≈

√
µ/ε and the attenuation

constant becomes α = 0.5σ
√

µ/ε, thus r12 and r23 are decided by the permittivities, which are
ε1, ε2 and ε3, of the three layers. Attenuation coefficient α2 is determined by permittivity ε2 and
conductivity σ2 of the second layer. d2 is determined by T and ε2. Therefore ro/re could be
considered to be irrelevant to frequency f . Fig. 2 shows the phase spectrum curves of a coefficient
pair regarding to different ro/re, where t0 and T stay unchanged. It can be seen that ro/re does
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Figure 1: Decomposition of reflection coefficient pair.
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Figure 2: Phase spectrum for different values of
ro/re.
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Figure 3: (a) Original GPR data profile. (b) Inver-
sion result of the GPR data, notice the thin layer
has been inverted.

not change the extreme value frequencies of the phase spectrum curves. Therefore, the extreme
value frequencies of a phase spectrum curve depend only on t0 and T . When T has already been
calculated, it’s possible to estimate t0 from only this feature of the extreme value positions of the
phase spectrum curve. We estimate t0 by using the modified Stochastic Hill-Climbing algorithm
(SHC) to find the solution that minimizes the error between the extreme value positions of the
observed phase spectrum curve and the calculated one, where T is taken the value calculated using
Equation (9) and each of the other parameters is taken a random value in its available range for
calculation of the phase spectrum curve. t0 is updated iteratively and other parameters are fixed
in solving this minimizing problem. When T and t0 are fixed, the phase spectrum of reflection
coefficient pair can be completely described by ro/re. So after T and t0 are obtained, ε1, ε2, ε3 and
σ2 can be estimated by minimizing the error between observed phase spectrum and calculated one
using the SHC algorithm. At last, along with t0, T , ε1, ε2 and ε3 and σ2, σ1 and σ3 are calculated by
minimizing the error between the observed spectrum and calculated one using the SHC algorithm.
What is mentioned above fits for a model with three layers. Actually, the subsurface may consist
of more than three layers. Before implementation of the inversion method, each segment of the
time domain GPR data that corresponds to a three-layer model must be truncated from original
data. Since some layers may be too thin to be identified in time domain, the time domain data is
then transformed into time-frequency (t-f) domain using the generalized S-transform (GST) [8],
due to its high resolution for subsurface layers. The layer interfaces can be roughly identified from
the t-f amplitude spectrum of GPR data. The inversion is then carried out within each window
which contains three layers (two interfaces).

3. EXAMPLE

The real GPR data are collected from GPR survey of a road. The asphalt pavement consists of
three layers of which the thickness is designed to be 0.04 m, 0.06m and 0.1 m, respectively. There
is a thin waterproof layer beneath the asphalt layer. The emitting frequency of the GPR is 2 GHz.
1024 samples are recorded within 10 ns for each trace. Based on the t-f analysis result, we divide
the signal with three time windows of different length for inversion. The first window covers the
air-ground surface and the first underground asphalt interface; the second window contains only the
second asphalt interface while the last window includes the waterproof layer. Then the inversion is
carried out within each window which contains two interfaces at most. The inverted interfaces are
shown in Fig. 3. The average thickness of the three layers above the waterproof layer are 0.0442m,
0.0736m, and 0.1216m, respectively. The average thickness of waterproof estimated is 0.0088 m,
which is less than 1/5 wavelength of emitting wave. The resulting permittivities of the layers are,
from top to bottom, 3.7, 5.4, 12, 9.3, and 13.2, respectively. The conductivities of the layers are
0.013, 0.02, 0.018, and 0.01 respectively.
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4. CONCLUSION

Based on the different influence of geometric and electric parameters of subsurface media on the
spectrum of reflection coefficients, we propose a method for the estimation of thicknesses, depths,
permittivities and conductivities of subsurface layers. The method estimates individual parameter
or several parameters at a time according to different attributes of the GPR spectra. The unique
influences of thickness and depth on the spectrum makes it possible for us to give values close to
the true ones in each step. This new method is practicable to a thin layer. The inversion is carried
out for a segment of GPR data delimited by a time-window, which corresponds to three layers.
The time-windows can be divided according to the combined GPR data and its t-f map.
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Abstract— A new method using pseudo-cepstrum to distinguish thin layers from ground pen-
etrating radar (GPR) survey data is presented in this paper. The cepstrum here does not apply
natural logarithmic operation on the spectrum. First, spectrum of the reflection coefficients series
is estimated, using a Gaussian window to restrict the analysis band. It is found that the real part
of the spectrum can be represented by cosine functions, while the image part can be represented
by sine functions with reverse sign and same quefrencies. The quefrencies of the real part spec-
trum are the positions of the reflection coefficients. However, the cepstrum of a thin layer would
look the same as that of a single-interface reflection. In order to tell the difference between these
two situations, we calculate the real part pseudo-cepstrum of the reflection coefficient series and
the peaks of the gamnitude cepstrum would indicate either a single-interface reflection or a thin
layer reflection. According to the peak quefrencies of the cepstrum, the Gaussian window used
before is forward-shifted and applied on the spectrum to obtain the image part of a forward-
shifted spectrum. Then, the image part is backward shifted and added with the former real part
of the spectrum. If the peak turns out to be the result of a single-interface reflection, the adding
would make the quefrency component disappear on the gamnitude cepstrum of the sum. The
residual would still be strong if the peak is a result of a thin layer reflection.

1. INTRODUCTION

The concept of cepstrum was invented by Boget, et al. in 1963 [1]. The cepstrum is defined as the
Fourier transform of the natural logarithm of the Fourier transform of the signal. To distinguish
this new domain from time, several new terms had also been invented. Frequency is transformed
to quefrency, magnitude to gamnitude, phase to saphe, filtering to liftering, even analysis to alany-
sis [2]. Cepstral analysis has been widely used in the areas of audio processing [3] and radar signal
processing [4]. GPR has been widely used in the geophysics and civil engineering, and lots of work
has been done concerning its modeling and inversion [5–7]. In this paper, cepstrum is employed to
identify subsurface thin layer from GPR data. A brief review of cepstrum and the concepts of the
real (image) part pseudo-cepsttum are given in Section 2. The modeling of the layered media is
explained in Section 3. The details of the new method for identifying thin layers are presented in
Section 4.

2. DEFINITION OF REAL (IMAGE) PART PSEUDO-CEPSTRUM

Let g(f) be the Fourier transform of a time-domain signal g(t), the complex cepstrum g̃(f̃) is
defined as

g̃(f̃) = FT [ln g(f)] = FT
{

ln
[
|g(f)| ejφ(f)

]}
= FT [ln |g(f)|] + FT [jφ(f)] (1)

where FT denotes the Fourier transform. FT [ln |g(f)|] is called the real cepstrum of the signal. If
logarithmic operation is not involved, the complex cepstrum becomes a pseudo-cepstrum which is
defined as

ĝ(f̂) = FT [g(f)] (2)

We introduce another kind of cepstrum. Instead of performing Fourier transform on the logarithm
of the spectrum, we directly calculate the spectrum of the real and image part of the complex
spectrum. Thus the results are called the real and the image part pseudo-cepstra, respectively,
which are given by

ĝRe(f̂) = FT {Re [g(f)]} (3)

ĝIm(f̂) = FT {Im [g(f)]} (4)
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3. MODEL OF LAYERED MEDIA

Consider a thin layer as shown in Fig. 1, the top and the base reflection coefficients are r1 and
r2 respectively. The time thickness of the thin layer is T . Time sample at the top reflector is t1.
Locate the zero-time point at the ground surface which is represented by the dash line in Fig. 1,
the reflection coefficient pair of the thin layer is expressed as

r(t) = r1δ(t− t1) + r2δ(t− t1 − T ) (5)

The Fourier transform of (5) is

r(f) = [r1 exp(jπfT ) + r2 exp(−jπfT )] exp
[−j2πf(t1 + T/2)

]
(6)

Applying trigonometric identities on (6), the real and imaginary parts of the complex spectrum
r(f) are

rRe(f) = r1 cos (2πt1f) + r2 cos [2π (t1 + T ) f ] (7)
rIm(f) = −r1 sin (2πt1f)− r2 sin [2π (t1 + T ) f ] (8)

Therefore r(f) can be expressed as

r(f) =
[
r1 cos (2πt1f) + r2 cos

(
2π (t1 + T ) f

)]−j
[
r1 sin (2πt1f) + r2 sin

(
2π (t1 + T ) f

)]
(9)

Notice that the quefrency of each cos and sin function which is a function of frequency f , is the time
sampling point. The GPR signal s(t) received by the antenna can be represented as the convolution
of radar emission wave w(t) and the reflectivity series r(t), i.e.,

s(t) = w(t) ∗ r(t) + n(t) (10)

where n(t) is the noise. Performing Fourier transform on both sides of (10) yields

s(f) = w(f)r(f) + n(f) (11)

where s(f), w(f) and n(f) are the spectrum of received signal, radar emission wave and noise
respectively. If emission wave w(t) has already been obtained, the reflection coefficient series can
be estimated by divide both sides of (11) with w(f). In practice, the analysis band is limited, thus
the spectrum of the estimated reflection coefficient series is

r′(f) = [r(f) + n(f)/w(f)] · win(f) = {[rRe(f) + nwRe(f)] + j [rIm(f) + nwIm(f)]} · win(f) (12)

where win(f) is a real-value Gaussian window, nwRe(f) and nwIm(f) are the real and image part
of n(f)/w(f) respectively. The real and image part pseudo-cepstrum of the estimated reflection
coefficient series are

r̂′Re(f̂) = FT {[rRe(f) + nwRe(f)] · win(f)} (13)

r̂′Im(f̂) = FT {[rIm(f) + nwIm(f)] · win(f)} (14)

1
t
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r

1
r

T

t(ns)

x(m)

Figure 1: The model of a thin layer.
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4. IDENTIFICATION OF THIN LAYER

It’s obvious that quefrencies of the real (or image) part of the spectrum of the reflection coefficient
series are the time sampling points and their magnitude depends on the coefficients. However, if
the positions of the two coefficients are close, there is a thin layer, it would be impossible to tell
the difference between the real (or image) part pseudo-cepstrum from a thin layer and that from a
single interface, as shown in Fig. 2. The model contains a thin layer at 15 ns and a single reflector
at 25 ns. The synthetic signal is added with 10 dB noise and the real part pseudo-cepstrum of the
estimated reflection coefficient series is taken in this case. In order to decide whether the peak of
the real part pseudo-cepstrum is caused by a thin layer, we present a new method which consists
of the following steps:

i. Restrict the analysis band with a Gaussian window win(f) and obtain the real part of the
spectrum of the estimated reflection coefficient series, i.e.,

Re
[
r̂′(f)

]
= {r1 cos (2πt1f) + r2 cos [2π (t1 + T ) f ] + nwRe(f)} · win(f) (15)

ii. Calculate the real part pseudo-cepstrum of the coefficient series, i.e., r̂′Re(f̂). To find out
whether the peak at tp = 15 ns represents a thin layer, for example, we calculate image part of the
spectrum of the estimated reflection coefficient series Im [r̂′(f)]′′ with another Gaussian window
win′′(f), i.e.,

Im
[
r̂′(f)

]′′ = [rIm(f) + nwIm(f)] · win′′(f) (16)

The second Gaussian window win′′(f) is obtained by forward-shifting win(f), i.e.,

win′′(f) = win(f − (4n + 1)/4tp) (17)

where n is an integer which is assigned as 3 in this case.
iii. Backward-shift Im [r̂′(f)]′′ with the same offset to obtain a new image part of the spectrum

of the estimated reflection coefficient series, i.e.,

Im
[
r̂′(f+(4n+1)/4tp)

]′′=
{
−r1 sin

[
2πt1f +

π (4n + 1) t1
2tp

]

−r2 sin
[
2π(t1+T )f+

π(4n+1)(t1+T )
2tp

]
+nwIm

[
f+

(4n+1)
4tp

]}
· win(f)(18)
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Figure 2: (a) The wavelet used as the emission wave.
(b) Reflection coefficient series. (c) The synthetic signal
added with 10 dB noise. (d) The real part psudoCcep-
strum of the coefficient series.
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iv. Add (18) with (15) and calculate pseudo-cepstrum of the sum which is denoted as IRs(f, tp).
The disappearance of the peak would indicate the reflection from a single-interface, while strong
residuals would be left if the peak represents the reflection from a thin layer. Applying the method
twice with different tp, i.e., tp is assigned to 15 ns for the first time and 25 ns for the second time.
The results are illustrated in Fig. 3. Apparently, the outcomes of the two operations are different.
The component of the single-interface reflection disappears on the pseudo-cepstrum of the sum at
25 ns. Comparatively, the residuals of the thin layer component are still obvious around 15 ns due
to the existence of a second reflection coefficient at 15.5 ns.

5. CONCLUSION

The peak quefrency of the real part pseudo-cepstrum of the reflection coefficient series would
indicate either a single-interface or a thin layer reflection. In order to tell the difference between
the two situations, the real part of the spectrum of the reflection coefficient series is added with
the image part of a shifted spectrum of the reflection coefficient series, and the pseudo-cepstrum of
the sum IRs(f, tp) is calculated. The energy of the peak quefrency would disappear on the pseudo-
cepstrum of the sum, if it indicates a single-interface reflection, while strong residuals would still
be left if the peak quefrency indicates a thin layer. The noise would be left in either situation, thus
filtering is always recommended before applying the method.
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Abstract— This paper proposes a low power bandgap reference voltage circuit with low tem-
perature coefficient and independent of supply voltage for applications to power management of
SOC module The circuit provides an output reference voltage close to the bandgap voltage having
a low output resistance and allows resistive loading. This proposed circuit is design and imple-
mented using the TSMC 0.18 µm 1P6M CMOS process. Based on simulated results, the chip
size is 0.502× 0.583mm2 with power dissipation about 0.1 mW, and the operation temperature
range form −40◦C ∼ 85◦C with temperature coefficient about 25.53 ppm/◦C. The chip supply
voltage can from 1.3 to 1.8V with PSRR about 70 dB, and its output reference voltage can stable
at 1.12 V. The variation of output reference voltage under five different corners at 25◦C is about
4.218mV under 1.8 V supply voltage.

1. INTRODUCTION

All kinds of portable electronic products in the current market have an orientation toward light, slim
and small. They have both a variety of applications and long operation time. Thus a high-efficiency
power management module is necessary such as low-power switching power converter or low dropout
regulator to integrate with mixed-mode signal circuit into a single chip to achieve the different kinds
of low-power applications [1]. Traditionally, bandgap reference voltage (BGRV) circuits are design
and implemented using PMOS-input operational amplifier and resistors architecture because this
OPA has wider range of input common-mode voltage and modulate the temperature coefficient of
circuits [2, 3]. In this paper, we design a Negative Impedance Converter (NIC) current conveyor and
current mirrors to convert the proportional to absolute temperature (PTAT) voltage into a current
using a MOSFET. The current is converted back to a voltage by using the functional inverse of the
MOSFET v-i characteristics [4]. This makes the voltage gain linear and temperature independent.
It does not use an operational amplifier and dissipates low power of 0.1mW. And no resistors are
used in its design and hence it can be fabricated in any digital CMOS technology. Therefore it is
suitable for power management circuits of SOC module or low power wireless receiver applications.

2. ARCHITECTURE AND CIRCUIT DESIGN

This proposed bandgap reference voltage core circuit is design and implemented using Negative
Impedance Converter (NIC) architecture as a current conveyor and reduces the power consumption
of whole circuits [4, 5]. Figure 1 shows the core circuit of low-power bandgap reference voltage
circuit. Transistors M1, M2, M3 and M4 forms a NIC circuit. Vertical substrate PNP transistors
Q1 and Q2 are biased by currents in the ratio of 10 : 1 and their junction areas are in the ratio of
1 : 10. Thus, their voltage drop are VBE1 and VBE2 connected to M3 and M4 source nodes (R, S)
between which the potential difference (VBE1 − VBE2 = VPTAT ) is developed. Assuming a gain
of Ai for current mirror (M3, M4) and the threshold voltages of current mirror (M1,M2) can be
ignored. Then,

VPTAT = VON1 − VON2 =

√
I

k
−

√
AiI

nk
(1)

And the output reference voltage of the proposed bandgap reference voltage circuit is shown below,

VBG = VBE +

(√
m
r − 1√

n

α

)
VPTAT (2)

where m is the current gain of mirror (M3,M5), n is the ratio between (M1,M2) and r is the ratio
between (M1,M6).

The start up circuit of this low power bandgap reference voltage circuit-NIC is composed of
MS1, MS2 and MS3 as shown in Figure 2. We used a inverter (MS1,MS2) that is temporarily
closed (due to inverter input is low voltage and VS1 is high voltage) at power ON, MS1 turn ON,
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Figure 1: Proposed BGRV core circuit.

I

Figure 2: NIC start up circuit.

Figure 3: Proposed low power bandgap reference voltage (BGRV) circuit.

thus forcing the gate of the MS3 to a high voltage causing a current to flow M9, then the core
circuit of BGRV circuit start-up [6]. When the low power BGRV circuit operated normally, thus
forcing the gate of the MS2 to a high voltage, MS2 turn ON, thus forcing the gate of the MS3 to
a low voltage, MS3 turn OFF causing a current to vanish just turn OFF the start up circuit.

The output circuit configuration of the low power BGRV circuit formed by the transistors
M12, M5, M6 and M7 is a super-source-follower circuit as shown in Figure 3. The output of
source follower M7 through M6 to input of M7 forms a negative feedback, thus reduces the output
impedance, Rout ≈ 1

gm6+gmb6

(
1

gm7ro6

)
[7]. This gives a low output impedance for the bandgap

output reference voltage source that is capable of driving resistive loads.
After summarizing the analysis of all component circuits, the full circuit and layout of the

proposed low power bandgap reference voltage circuit are shown in Figures 3 and 4. And the chip
size is about 0.502× 0.583mm2 [8, 9].

3. SIMULATION RESULT

By using TSMC 0.18µm CMOS 1P6M process to simulate the designed BGRV circuit, the result
of pre- and post-sim under five different corners are shown below. Figure 5 shows the transient
response of reference output voltage VBG of BGRV circuit can stable at 1.12V within 100µs steadily
under five different corners when supply power ON. Figures 6(a) and (b) show the reference output
voltage variation is about 22 mV (pre-sim) and 0.9 mV (post-sim) that as a function of range of
input voltage from 1.3 V to 1.8 V under different corners, and reference output voltage VBG of
BGRV circuit about 1.12 V.

Figures 7(a) and (b) show the temperature coefficient of circuit about 23.53 ppm/◦C (Pre-sim)
and 30.1 ppm/◦C (post-sim) under the TT corner which operation temperature from −40◦C ∼
85◦C. And the variation of output reference voltage under five different corners at 25◦C is about
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Figure 4: Layout of BGRV circuit. Figure 5: Transient response of BGRV circuit (Post-sim).

(a) (b)

Figure 6: Reference output voltage variation for (a) Pre-sim and (b) Post-sim.

(a) (b)

Figure 7: Temperature coefficient of BGRV circuit for (a) Pre-sim and (b) Post-sim.

Table 1: Corner case simulation.

4.218mV supply voltage operated at 1.8 V.
Figures 8(a) and (b) show the Power Supply Reject Ratio (PSRR) of output reference voltage

of this chip is about 68.8 dB (pre-sim) and 70 dB (post-sim), respectively.
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(a) (b) 

Figure 8: PSRR of BGRV circuit for (a) Pre-sim and (b) Post-sim.

4. CONCLUSIONS

Based on the aforementioned discussions, we can conclude that the implemented low power bandgap
reference voltage circuit has the chip size 0.502× 0.583mm2 and power dissipation about 0.1 mW.
The chip supply voltage can from 1.3 to 1.8 V with PSRR about 70 dB, and its output reference
voltage can stable at 1.12 V. The temperature coefficient of circuit about 23.53 ∼ 30.1 ppm/◦C
under the TT corner which operation temperature from −40◦C ∼ 85◦C. And the variation of
output reference voltage under five different corners at 25◦C is about 4.218 mV under 1.8 V supply
voltage. Finally, Table 1 shows a corner case simulation result about the temperature coefficient
and output reference voltage of proposed bandgap reference voltage circuit.
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Spatial Interpolation for Mapping Geoclimatic Factor K in South
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Abstract— A deep fading prediction technique is the most important element of practically
all methods for estimating multipath outage probability on terrestrial microwave line-of-sight
links (LOS). Most of these techniques are based on empirical fits of Rayleigh-type distributions
to the fading data for individual countries and are characterized in terms of climatic conditions.
ITU-R provides a global method for predicting the percentage of time that a certain fade depth
is exceeded in the average worst month. Apart from link variables, the ITU-R method, has
additional variable the geoclimatic factor K. This variable takes into account the variability
of climate and terrain. It is recommended that the geoclimatic factor K be obtained from
fading data in the vicinity links of the planned link if such data exist. However, since in most
cases such data is not available, prediction methods based on refractivity gradient statistics are
recommended. In this paper, geoclimatic factor K derived from radiosonde data for five locations
in South Africa are used to estimate and map the values for all the regions in South Africa. Three
spatial interpolation techniques: Kriging, Inverse Distance Weighting and Thin-Plate Spline are
used in estimating the geoclimatic factor in places where data is not observable. Statistical
assessment of these methods is done by calculating the mean absolute error (MAE) and the root
mean square error (RMSE) between a set of control points and the interpolated results. The
best performing method estimated values is used to map the seasonal geoclimatic factor K for
the entire study region. The estimated values of geoclimatic factor will improve accuracy in
predicting multipath outage in LOS links in the region.

1. INTRODUCTION

Spatial interpolation techniques have been applied in varied fields of study to create a continuous
surface data for informed decisions. It has found applications in climatology [1, 2], in electromag-
netic field estimation [3, 4], in radioactive contamination [5], aerospace engineering [6], in optics [7],
among others. The challenge is always the choice of the best interpolation method to be used and
the best performance analysis criteria [3, 8]. In this study we employ three mostly used techniques:
Inverse distance weighting (IDW), Kriging and Thin-plate spline.

There is no single preferred method for data interpolation. Choice of method depends on actual
data, level of accuracy required, the time and/or computer resources available, quality of secondary
information, data variance, grid size or resolution and surface type [3, 8]. In this study, we describe
three methods: kriging, thin-plate spline and inverse distance weighting. Techniques that produce
smooth surfaces include various approaches that may combine regression analyses and distance-
based weighting averages. The key difference among the methods is the criteria used in weight
values in relation to distance [1].

2. SPATIAL INTERPOLATION TECHNIQUES

Spatially continuous data or spatially continuous surfaces over a region of interest are needed by
scientists to make acceptable analyses. However, such data are usually not available and often
very difficult and costly to obtain. Additionally, environmental data collected from the field are
usually from point sources. Therefore, the values of an attribute at unsampled points need to be
estimated in order to generate spatially continuous data. Spatial interpolation techniques provide
tools for estimating the values of unobserved variable at unsampled sites using data from point
observables [8].

2.1. Kriging

There are very many types of kriging, but here we discuss the so called ordinary kriging. Kriging
uses linear combination of values at observable points to estimate values at un-observable points.
It is popular because it is an exact interpolator, i.e., the predictor for an input that has already
been observed equals the observed output. The predicted value Zpo is given by Eq. (1) where Zoi
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are the observable values and κi are the Kriging weights [4, 5]:

Zpo =
N∑

i

κi · Zoi (1)

with the constraint that;
N∑

i

κi = 1 (2)

Kriging assumes that the closer the input data are, the more positively correlated are their out-
puts. Kriging is modelled through a covariance process that is second-order stationary, which
implies that the first two statistical moments (the means and the covariance) are constant [4, 6].
Kriging is modelled through a semi-variogram. Semi-variogram is a mathematical function that
indicates the spatial autocorrelation in observations measured at sample points or locations. It is
represented in a graph that shows the semi-variance in measure with distance between the sampled
locations. It characterizes the spatial continuity or smoothness of a set of data [9]. From the
semi-variance cloud graph, we develop a model that describes the variability of the measure with
location. The model developed also acts as a prediction tool for estimating the value of a measure
at an un-observed position or location. Some of the commonly used semi-variogram models include;
spherical, exponential and Gaussian.

2.2. Thin Plate Spline

Thin-plate spline is a deterministic interpolation technique with a local stochastic component that
represents two dimensional curves on three dimensional surfaces [1]. The thin-plate spline derives
its name from the physical situation of bending of a thin surface. It minimizes the bending energy
of a thin plate clamped at data points [7]. It is flexible on how closely they fit the data points.
Thin-plate spline function can vary from a surface that exactly interpolates data, to an increasing
smooth function and in some cases a plane depending on the user defined smoothing parameter. Its
accuracy, therefore depends on its smoothing parameter, hence the important aspect of thin-plate
splines is on how to optimize this smoothing parameter [2]. A thin plate spline can be represented
by the model [2]:

zi = g(x1i, . . . , xdi) + εi i = 1, . . . , n (3)

where n is the number of data samples, g is the slowly varying continuous function and εi is the
realization of the random variable ε. The function g is assumed to be a continuous long range
variable in the process measured by zi, with independent zero mean and a variance σ2. The task
in thin plate splines interpolation is to find the process g by a suitable continuous function. A thin
plate smoothing spline is produced by minimizing the optimization problem (4) [7]:

1
n

n∑

i=1

(zi − fi)2 + ωJd
m(f) (4)

over functions f ∈ Γ, where Γ is a space of functions of m-derivatives in d-dimensions, ω is a
fixed smoothing parameter and Jd

m is a measure of roughness of the function f in terms of mth
order partial derivatives. fi are values of the fitted function at the ith data point. The smoothing
parameter is calculated by minimizing the generalized cross validation (GCV).

2.3. Inverse Distance Weighting

Like other spatial interpolation technique, Inverse Distance Weighting (IDW) is used in data anal-
ysis to estimate a set of observations related with a set of sampled points or places to a set of
un-sampled points or places where observations are not available [10]. The inverse distance weight-
ing or inverse distance weighted (IDW) method estimates the values of an attribute at un-sampled
points using a linear addition of values at sampled points weighted by an inverse function of the
distance from the point of interest to the sampled points [3]:

Z ′(xo) =
n∑

i=1

λiZ(xi) (5)
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where Z ′ is the estimated value of an attribute at the point of interest xo, Z is the observed value of
the sampled point xi, λi is the weight allocated to the sample point and, n represents the number
of sampled points used for approximation. The weighting bias can be represented by (6), where di

is the distance between xo and xi, p is a power parameter, and n is as defined previously [3]:

λi =
1

(di)p∑n
i=1

1
(di)p

(6)

with the constraint that,
n∑

i=1

λi = 1 (7)

3. METHODOLOGY

3.1. Data Collection and Processing
Seasonal geoclimatic factor is derived from three year radiosonde data for five regions in South
Africa. The three year radiosonde soundings is taken twice per day and were reported after every
ten seconds, which gives a fairly good height resolutions. The estimation of geoclimatic factor is
for five regions in South Africa is not shown here, but the reader is refereed to [11] for details.
The sounding data processing, analysis and representation was carried out using PAST version
2.16 (July 2012) and MATLAB version 2010a. PAST is a free software tool distributed under
GNU/GPL licence. It is a data analysis package that includes common statistical, plotting and
modelling functions. Interpolation of data was done using PAST and plotting of contours was done
in MATLAB.
3.2. Error Analysis
There are very many measures of fit for error analysis, in our study, we have applied the mean
absolute error (MAE) and the root mean squared error (RMSE). RMSE provides measure of error
but is sensitive to outliers as it places a lot of weight to large errors whereas MAE is less sensitive
to extreme values. However, they are among the best measures of performance of a model because
they summarize the mean different in units of predicted and observed values [8].

Control sites where discrete data exists are used in performance analysis by removing these
observed values from data to be processed and then using interpolation techniques to predict these
observed values (i.e., cross validation). Error calculation is then done using (8) and (9). The
method that gives the minimum values of error is assumed to be the best performing method. Pi

is the predicted value and Oi is the observed value at various control sites, and n is the number of
control sites. The control points are chosen randomly for large data points, however, where data
points are few, all points become control points.

RMSE =
1
n

n∑

i=1

(Pi −Oi)2 (8)

MAE =
1
n

n∑

i=1

|Pi −Oi| (9)

4. RESULTS AND DISCUSSION

The interpolation process was carried out using Inverse distance weighting, Thin-plate spline and
ordinary Kriging. Three models of variogram were used in Kriging: Spherical, Exponential and
Gaussian. It should be noted that the algorithms calculate the raster layer, considering all pixels
within the rectangle defined by the latitudes and longitudes and may at times fall out of the intended
South African region. It is therefore important for one to know the longitudes and latitudes for the
region/place of interest.

Table 1 shows the measures of fit carried out. From the interpolation results, it was found that
the lowest MAE and RMSE is recorded by Inverse distance weighting method for all the seasons.
Hence we can conclude that IDW is the best performing method in this study. This is then followed
by Kriging. Kriging performance is influenced by the variogram model used. For our data set, the
exponential model has the lowest error among the three variogram models, followed by spherical
model. At some points the error between the exponential model and spherical model is negligible.
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The Gaussian model fit seems to be the worst performing kriging model. The worst performing
techniques is Thin-plate spline. The performance of Thin-plate spline can be attributed to the
nature of our data. Thin-plate spline works well with data sets with gently varying surfaces (data
sets having low variance). Some contours show geoclimatic factor to be zero, which cannot be the
case. These points are far away from the discrete data points, hence the influence of the discrete
data points tends to zero, giving this abnormality. Figure 1 shows the contour maps for seasonal
geoclimatic factor for February, May, August and November using Inverse Distance Weighting
technique. Contour maps for other methods are not shown here but their error analysis is given in
Table 1.
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Figure 1: Contour maps for geoclimatic factor k for South Africa using Inverse Distance Weighting for
(a) February, (b) May, (c) August and (d) November.

Table 1: Error analysis applied to interpolation techniques.

Measure of fit IDW Spline
Kriging

Spherical Exponential Gaussian

Feb.
RMSE
MAE

1.59× 10−3

1.16× 10−3

5.58× 10−3

5.37× 10−3

2.36× 10−3

1.81× 10−3

2.28× 10−3

1.73× 10−3

2.45× 10−3

1.92× 10−3

May
RMSE
MAE

5.10× 10−5

4.04× 10−5

2.04× 10−4

1.96× 10−4

7.69× 10−5

6.28× 10−5

7.44× 10−5

6.06× 10−5

8.13× 10−5

6.82× 10−5

Aug.
RMSE
MAE

1.68× 10−5

1.41× 10−5

8.95× 10−5

7.98× 10−5

2.60× 10−5

2.35× 10−5

2.60× 10−5

2.40× 10−5

3.36× 10−5

3.19× 10−5

Nov.
RMSE
MAE

2.29× 10−4

1.64× 10−4

6.48× 10−4

5.84× 10−4

3.32× 10−4

2.38× 10−4

3.23× 10−4

2.33× 10−4

3.40× 10−4

2.47× 10−4
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5. CONCLUSION

In this submission, it can be concluded that Inverse distance weighting gives the best performance
in interpolating the geoclimatic factor K. Geoclimatic factor depend on the variability of the
atmosphere specifically temperature, pressure and relative humidity. If we assume that regions
close to each other tend to exhibit the same climatic conditions, then, we can ascertain that IDW
is the best method for interpolating the geoclimatic factor. However, it is also known that the
geoclimatic factor also depends on the topology of the area in addition to climatic conditions, hence
more study need to be done on this by incorporating fading data of given regions to the climatic
conditions for a more decisive conclusion on the distribution of this factor in the region of study. It
can be shown that different techniques used in evaluation give different results making it a must to
choose the best technique which gives the minimum error of performance. The best technique can
further be optimized for better accuracy. The IDW here can be optimized by adjusting the power
parameter and the search radius.
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Abstract— The effective earth radius factor (k-factor) is an important parameter in the plan-
ning and design of both terrestrial microwave and UHF/VHF line-of-sight links. It is for this
reason that the structure and variations in the effective earth radius factor in the first 200m of
the atmosphere is critical to radio link planners and optimization engineers alike. The atmo-
spheric composition changes from time to time, place to place and even with height and hence
the need for accurate determination and prediction of the k-factor. The four thirds (4/3) value
given for the median k-factor in average temperate climate should only be used for gross plan-
ning but where data is available, the actual values of the same should be determined. This will
ensure well designed links with minimum outage experienced due to k-factor related problems,
i.e., diffraction (k-type) fading and thus avoiding expensive reverse engineering and optimization
procedures. In this presentation, three years radiosonde measurements data sourced from the
South African Weather Service (SAWS) has been processed and only k-factor statistics for the
first 200 m above ground level considered for further analysis. Both non-parametric and paramet-
ric methods have been used to model solutions for the distribution characteristics of the k-factor
across seven locations in South Africa. For the non-parametric approach, the kernel density esti-
mate has been used. The so-called ‘curve-fitting’ method (Gaussian distribution modelling) has
been used for the parametric technique. The Integral of Squared Error (ISE) has been applied
to optimize the solutions in both cases. Using the foregoing procedures, both median (k50%) and
k-factor values exceeded 99.9% of the time (ke) have been determined. From the results, the
kernel estimates are found to out-perform the curve-fitting method in terms of the ISE. Also,
we observe that both techniques give very close values and so the error performance may be the
only key performance indicator between both. The Rectangular kernel is observed to produce
superior ISE performance in five out of the seven locations considered. It thus comes out as the
more favourable kernel compared to the other three kernels used, i.e., Gaussian, Triangular and
Epanechnikov kernel. It is also observed that with the optimum choice of the window width or
bandwidth, h, there is little to choose from in terms of the kernel function, K(k). Finally, we
draw comparisons between the measured, curve-fitting and kernel values of the k-factor obtained.

1. INTRODUCTION

Clear air research advances in the recent past has been vigorous in South Africa. Palmer and
Baker [1–4] have developed a cumulative distribution model for predicting the effective earth radius
factor for South Africa. Afullo et al. [5–10] have also reported on the refractivity and k-factor
statistics for Maun in Botswana and Durban in South Africa. For Botswana, they found the all
year median value of the k-factor to be 1.1 and that of the effective value to be 0.61 for 0–200m
height range and 0.7 for the 0–500m range. They also found median and effective k-factor values of
1.21 and 0.5 respectively for Durban, 0–500 m height range. Most recently, Fulgence [11] has also
worked on refractivity and k-factor ranges for Central Africa; particularly in Rwanda and Tanzania.
Also, in Nigeria, there has been a continued campaign for the determination of refractivity and
refractivity gradient statistics mainly within the first 300 m of the atmosphere [12, 13].

2. ATMOSPHERIC RADIO REFRACTION

Electromagnetic waves propagating in the atmosphere do not travel in straight line but are bent
(refracted) either towards or away from the earth’s surface depending on the value refractive index.
The refractive index, n, is defined as the ratio of the ratio of the velocity of the propagation of an
electromagnetic wave in a vacuum to that of the velocity in a medium. It is given by [10]:

n =
c

v
=
√

µε = 1 + N × 10−6 (1)

where c is the speed of a radio wave in a vacuum (free space), v is the speed of a radio wave in air,
µ is the relative permeability, ε is the relative permittivity, N is the radio refractivity and n is the
refractive index.
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The radio refractivity changes with height above ground level. Its vertical gradient is particularly
of great importance in the determination of the point k-factor statistics. The following equation is
used to calculate the k-factor [2]:

k =
[
1 +

(
dN

dh

)
/50π

]−1

(2)

where k is the effective earth radius factor and dN
dh is the vertical refractivity gradient.

3. PARAMETRIC AND NON-PARAMETRIC DATA TECHNIQUES

Parametric methods of data modelling are described by quantities commonly referred to as pa-
rameters which normally give a brief summary of the data structure. Of the many parameters
used, the mean, median, standard deviation and variance always feature at the top. Such methods
are therefore based on distributional assumptions of the data characteristics. The curve-fitting
approach adopted in this paper, therefore falls in this category of data modelling.

On the other hand, non-parametric techniques make no assumptions as to the basic form of the
variable under study. Of these, the two most common ones are the histograms and kernel density
estimates. The kernel method performs better than the histogram and was actually introduced to
counter the limitations associated with histograms. With kernel density estimation, a ‘bump’ is
placed on each data point. The shape of this bump is determined by the kernel function, K(k)
and the overall data distribution is determined by the choice of the bandwidth, h. A very small
value of h will result in estimates that are spiky in nature and difficult to interpret while a very big
choice will result in over-smoothed estimates which will obscure fine details of the data structure,
e.g., bi-modality.

4. MODELLING AND CHARACTERIZATION

Two different approaches were adopted for the task, i.e., the curve-fitting method and the kernel
density estimation.
4.1. Curve-fitting Method
Previous work on the effective earth radius factor for Botswana by Afullo et al. [9] revealed that
the distribution of the k-factor is bell-shaped, centred almost on a median value, uk. From this
observation, Afullo and Odedina [10] later developed an algorithm for modelling the probability
density function (pdf) of the k-factor. They proposed the following pdf, f(k) [10],

f(k) = Ae−∝(k−µk)2 (3)

They found that the relationship between A and ∝ is that of a normal (Gaussian) distribution. Us-
ing the algorithm in [10] and radiosonde data measurements obtained from South African Weather
Service (SAWS), three-year Gaussian distribution models of the k-factor for seven locations in
South Africa have been developed.
4.2. Kernel Density Estimation
Kernel density estimate of a variable k is given by [14, 15]:

f(k) =
1

nh

n∑

i=1

K

(
k −Xi

n

)
(4)

where h is the window width, bandwidth or smoothing parameter (depends on literature), n is the
number of samples and Xi is the ith observation. Optimal kernel models are only possible when
the value of the h chosen is such that the error performance (typically the Integral Squared Error,
ISE) is at the minimum. The ISE is given by [6]:

ISE =

∞∫

−∞
[f(k)− f∗(k)]2dk (5)

Optimal bandwidth determination has been a subject of great research, but no single plug-in method
will give the optimum value of h. Thus all the formulae for computing the optimum value of the



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 655

window width will only give an estimate of the optimum h to start with. Several iterations may be
the only sure way to get the global minimum error, thus the optimum value of h. Silverman’s rule-
of-thumb gives a good starting point for optimizing h. This rule is based on a Gaussian distribution
assumption and is summarized by the following expression [14]:

h = (4/3n)0.2 ∗ σ (6)

where n is the number of samples and σ is a robust estimate of the sample standard deviation. The
kernels used in this presentation and their efficiencies are shown in Table 1 below [6, 17].

Table 1: Kernels used and their efficiencies.

Kernel Kernel function, K(k) Efficiency (%)

Epanechnikov 100

Triangular 98.6

Gaussian 95.1

Rectangular 93

5. RESULTS AND DISCUSSIONS

Results for the curve-fitting and kernel methods are presented. Figures 1–7 show the curve-fitting
plots for the seven locations. Due to space considerations, only the kernel that produces the

0

0.5

1

1.5

2

2 5

0 0.5 1 1.5 2 2.5

D
e
n

s
it

y
 e

s
ti

m
a

te
 

k-factor 

Measured pdf Initial estimate Final estimate

.

Figure 1: Bloemfontein Gaussian curve-fitting esti-
mate, 200 m a.g.l.
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Figure 2: Cape Town Gaussian curve-fitting esti-
mate, 200 m a.g.l.
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Figure 3: Durban Gaussian curve-fitting estimate,
200m a.g.l.
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Figure 4: Polokwane Gaussian curve-fitting esti-
mate, 200 m a.g.l.
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best ISE performance for each location is plotted in this presentation. These plots are presented
in Figures 8–14. Table 2 shows the Gaussian distribution models of the k-factor for the seven
locations. From the results in Table 2, the curve-fitting median k-factor for Bloemfontein is found
to be 1.24, while it is 1.29 and 1.27 for Cape Town and Durban respectively. It is found to be
1.23 for Polokwane, 1.19 for Pretoria, 1.17 for Upington and 1.20 for Bethlehem. A tabulation of
the curve-fitting parameter A, median k-factor, µk and ISE values for the curve-fitting method are
presented in Table 3.

From this table, Bethlehem is found to produce the worst error performance for the curve-fitting
method while Durban is the best. The initial estimate is the first estimate obtained using values
from the measured pdf. The final estimate represents the best estimate in that it is the one where
minimum error is achieved. Kernel results of the median k-factor, h and ISE values are presented in
Table 4. The kernel median k-factor is seen to vary between 1.21 to 1.22 for Bloemfontein, 1.26 to
1.27 for Cape Town, 1.25 to 1.26 for Durban, 1.25 to 1.26 for Polokwane, 1.20 to 1.21 for Pretoria,
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Figure 5: Pretoria Gaussian curve-fitting estimate,
200m a.g.l.
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Figure 6: Upington Gaussian curve-fitting estimate,
200 m a.g.l.
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Figure 7: Bethlehem Gaussian curve-fitting esti-
mate, 200 m a.g.l.
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Figure 8: Bloemfontein Gaussian kernel density es-
timate, 200 m a.g.l.

Figure 9: Cape Town Epanechnikov kernel density
estimate, 200 m a.g.l.

Figure 10: Durban rectangular kernel density esti-
mate, 200 m a.g.l.
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Figure 11: Polokwane rectangular kernel density es-
timate, 200 m a.g.l.

Figure 12: Pretoria-rectangular kernel density esti-
mate, 200 m a.g.l.

Figure 13: Upington rectangular kernel density es-
timate, 200 m a.g.l.

Figure 14: Bethlehem rectangular kernel density es-
timate, 200 m a.g.l.

Table 2: Three-year curve-fitting distribution models.

Location Gaussian distribution Model
Bloemfontein 1.2e−4.53(k−1.24)2

Cape Town 1.2e−4.53(k−1.29)2

Durban 1.37e−5.90(k−1.27)2

Polokwane 1.64e−8.45(k−1.23)2

Pretoria 1.8e−10.18(k−1.19)2

Upington 1.41e−6.25(k−1.17)2

Bethlehem 2.4e−18.10(k−1.20)2

Table 3: Three-year curve-fitting parameters and ISE values.

Location

Initial estimates from
measurements

Final estimates from
curve fitting

uk A ISE uk A ISE
Bloemfontein 1.22 1.82 0.23 1.24 1.2 0.19
Cape Town 1.29 1.60 0.13 1.29 1.2 0.11

Durban 1.27 1.33 0.102 1.27 1.37 0.101
Polokwane 1.26 1.52 0.11 1.23 1.64 0.09
Pretoria 1.20 2.04 0.14 1.19 1.8 0.13
Upington 1.18 1.36 0.14 1.17 1.41 0.13
Bethlehem 1.16 1.96 0.46 1.20 2.4 0.38
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Table 4: Three-year kernel bandwidth, median k-factor and ISE values.

Locations Bandwidth, h

Kernel

Gaussian Triangular Epanechnikov Rectangular

Median ISE Median ISE Median ISE Median ISE

Bloemfontein

0.007 1.21 0.0332 1.21 0.0334 1.21 0.0331 1.22 0.0334

0.008 1.21 0.0330 1.21 0.0332 1.21 0.0332 1.22 0.0343

0.009 1.21 0.0329 1.21 0.0333 1.21 0.0333 1.22 0.0349

Cape Town

0.006 1.27 0.0149 1.26 0.0147 1.26 0.0146 1.25 0.0147

0.007 1.27 0.0147 1.26 0.0148 1.26 0.0148 1.25 0.0158

0.008 1.27 0.0148 1.26 0.0150 1.26 0.0153 1.25 0.0160

Durban

0.006 1.26 0.0153 1.25 0.0153 1.26 0.0152 1.25 0.0149

0.007 1.26 0.0151 1.25 0.0152 1.26 0.0153 1.25 0.0159

0.008 1.26 0.0152 1.25 0.0154 1.26 0.0155 1.25 0.0163

Polokwane

0.006 1.26 0.0211 1.25 0.0205 1.25 0.0197 1.25 0.0193

0.007 1.26 0.0203 1.25 0.0201 1.25 0.0198 1.25 0.0195

0.008 1.26 0.0200 1.25 0.0200 1.25 0.0199 1.25 0.0208

Pretoria

0.006 1.20 0.0107 1.20 0.0107 1.21 0.0104 1.21 0.0099

0.007 1.20 0.0105 1.20 0.0106 1.21 0.0105 1.21 0.0111

0.008 1.20 0.0104 1.20 0.0107 1.21 0.0107 1.21 0.0112

Upington

0.005 1.20 0.0131 1.21 0.0129 1.20 0.0121 1.20 0.0113

0.006 1.20 0.0126 1.21 0.0130 1.20 0.0127 1.20 0.0128

0.007 1.20 0.0127 1.21 0.0130 1.20 0.0132 1.20 0.0149

Bethlehem

0.006 1.17 0.0567 1.18 0.0562 1.18 0.0555 1.17 0.0546

0.007 1.17 0.0556 1.18 0.0560 1.18 0.0556 1.17 0.0576

0.008 1.17 0.0552 1.18 0.0559 1.18 0.0563 1.17 0.0569

Table 5: Median (k50%) values compared, 200 m a.g.l.

Location Measured Curve-fitting Kernel

Bloemfontein 1.22 1.24 1.21–1.22

Cape Town 1.29 1.29 1.26–1.27

Durban 1.27 1.27 1.25–1.26

Polokwane 1.26 1.23 1.25–1.26

Pretoria 1.2 1.19 1.20–1.21

Upington 1.18 1.17 1.19–1.20

Bethlehem 1.16 1.20 1.17–1.18

Table 6: keff (k99.9%) values compared, 200m a.g.l.

Location Measured Curve-fitting Kernel

Bloemfontein 0.51 0.53 0.52–0.53

Cape Town 0.49 0.51 0.50–0.51

Durban 0.53 0.55 0.55–0.56

Polokwane 0.63 0.64 0.63–0.64

Pretoria 0.66 0.68 0.67–0.68

Upington 0.49 0.50 0.52–0.53

Bethlehem 0.73 0.75 0.76–0.77

1.19 to 1.20 for Upington and finally 1.17 to 1.18 for Bethlehem. It is observed that the Rectangular
kernel produces the best error performance in five of the seven locations, i.e., Durban, Polokwane,
Pretoria, Upington and Bethlehem. The Gaussian kernel produces the best error performance for
Bloemfontein while the Epanechnikov kernel is the best for Cape Town. It observed that, in the
neighbourhood of the optimum h for each kernel, the values of the k-factor obtained are the same.
The resulting plots are so close that discerning the difference between them is difficult. For each
kernel, the optimum value of h is the one where the minimum error is obtained. Median k-factor
results obtained from measurements, curve-fitting and kernel methods are tabulated in Table 5 for
ease of comparison. Modelling k-factor values exceeded 99.9% of the time are compared against
the measured ones in Table 6. From the curve-fitting models, the values are; 0.53 for Bloemfontein,
0.51 for Cape Town, 0.55 for Durban, 0.64 for Polokwane, 0.68 for Pretoria, 0.5 for Upington and
0.75 for Bethlehem. For the kernel models, the values vary between 0.52 to 0.53 for Bloemfontein,
0.5 to 0.51 for Cape Town, 0.55 to 0.56 for Durban, 0.63 to 0.64 for Polokwane, 0.67 to 0.68 for
Pretoria, 0.52 to 0.53 for Upington and 0.76 to 0.77 for Bethlehem.

6. CONCLUSION

Both kernel and normal distribution models of the effective earth radius factor for South Africa
have been determined. From these models, median and effective values of the k-factor have been
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obtained. These modelling results have also been compared with those obtained using measure-
ments. It is observed that the curve-fitting, kernel and measured values obtained are quite close to
each other. Also, the kernel models are found to follow the measured probability density function
estimate as much as possible and as such their error performance is far much superior compared
to the curve-fitting ones. The rectangular kernel is seen to produce progressively lower errors and
is proposed as the best kernel for modelling the k-factor in South Africa. The results obtained in
this presentation will go a long way in making sure that diffraction (k-type) fading is adequately
addressed during link budgeting to counter any interference associated with k-factor variations for
both UHF/VHF and terrestrial microwave links. In particular, both median and effective k-factor
values obtained will be used by radio link planners to determine optimum antenna heights required
to attain adequate path clearance in South Africa. The results will also serve as a benchmark for
extension to cover the rest of the country by way of making predictions (interpolation) or more
direct measurements to cover more areas for a longer period.
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Abstract— A novel Marchand Balun with floating ground centre-tap is proposed for silicon-
based millimeter-wave applications. Implemented in 65 nm CMOS technology, the Marchand
Balun is designed with broadside coupling lines by using two top metals. To reduce the size, the
balun was folded and both ends of the two secondary lines are connected together to floating
ground, two by-bass capacitances are connected between the real ground and floating ground.
The balun is simulated by ADS Momentum, different width of the lines are compared to find
the optimal value. The proposed balun has small size and floating ground centre-tap for feeding
DC bias conveniently. Compared with transformer balun, the layout of this Marchand balun is
more symmetric due to the open-end of its primary side, which also improves the bandwidth and
imbalances of the balun.

1. INTRODUCTION

With the increase of the circuit frequency, more balanced structures are used in millimeter-wave
designs for reducing noise and high order harmonics, such as Mixers and Amplifiers. As a passive
component, on-chip baluns play an important role in the design of balanced circuits. To reduce
size and provide a simple DC bias for active devices, transformer baluns are commonly used in
millimeter-wave applications [1, 2] for their easy connected centre-tap to bias and compact structure.
However, one of the problems for millimeter-wave transformer is that its primary turn connection
to ground will lead asymmetrical layout, which will degrade the performance of the balun at such
high frequency. Compared with transformer balun, the Marchand balun doesn’t have this problem
due to its open-ended primary side, as shown in Fig. 1, it is also widely used in millimeter-wave
circuits [3–5]. But Marchand baluns with centre-tap for DC bias are seldom reported due to the
inherent structure.

In this paper, a novel Marchand balun with floating ground centre-tap is proposed for silicon-
based millimeter-wave applications. The balun uses a stacked structure and bended lines to reduce
the size and provide a centre-tap for DC bias. It overcomes the drawback of the planar Marchand
balun where it is difficult to make a grounded centre-tap, meanwhile, it has symmetric layout for
both primary and secondly sides. In the following sections, the design of this balun is discussed in
detail.

2. BALUN DESIGN

The conventional Marchand balun (Fig. 1) consists of two symmetrical quarter-wave coupled lines,
where the primary line is open-ended and the two secondary lines are connected to ground sep-
arately. Implemented in a 65 nm CMOS process, this balun uses the top two metal layers as
broadside coupled lines. Unlike edge coupled lines, broadside coupling has large coupled area and

Output1 Output2

Input

Figure 1: The structure of Marchand balun. Figure 2: The proposed Marchand balun with
centre-tap.
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confines the electric field between the two lines. The coupled lines of the balun are bent so that
the two separated grounds can be connected together as a centre-tap with the additional benefit of
reduced size. To allow DC bias, two symmetric capacitances are connected between the centre-tap
and ground, the structure is shown in Fig. 2.

The centre frequency of the balun is 60 GHz, and the value of each capacitance is 5 pF. The
balun was implemented in a ST 65 nm standard CMOS process with 7 metal layers, where the
coupled lines use the two top metal layers of copper, M7 and M6. The thickness of each metal layer
is 0.9µm and the isolation between them is 0.6µm. The layout of the balun is shown in Fig. 3,
occupying an area of 150µm× 100µm excluding centre-tap capacitances.

3. LAYOUT OPTIMIZATION

To get good insertion loss and balance of the balun, the width and length of the coupled lines were
optimized using the EM simulation tool ADS Momentum. The insertion loss, amplitude and phase
imbalance are three main figures of merit for the balun, and to find suitable line dimensions, they
were simulated for different length and width of the primary line at the frequency of 60 GHz, see
Fig. 4 to Fig. 6.

When the line length increases, the amplitude imbalance decreases and phase imbalance increases
monotonically. For a given line width (w), on the other hand, the insertion loss has a minimum
value for a certain line length. Meanwhile, the minimum insertion loss and amplitude imbalance
decrease, whereas the phase imbalance increases with increased line width. Considering the above
results, the figures of merit are traded off and we chose a line length of 320µm and a width of 6µm

Figure 3: The layout of the balun.
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Figure 4: Insertion loss with different line length and
width.
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Figure 5: Amplitude imbalance with different line
length and width.
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Figure 7: Insertion loss of the proposed balun.
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Figure 8: Amplitude and phase imbalance of the pro-
posed balun.

for the balun. The results for the optimized balun are shown in Fig. 7 and Fig. 8.
The insertion loss of the designed balun is 1.1 dB at 60 GHz and less than 1.2 dB in the band

from 57 GHz to 64 GHz. In this frequency band, the amplitude imbalance is less than 0.5 dB and
the phase imbalance is less than 2.5◦.

4. CONCLUSIONS

A millimeter wave Marchand balun with floating ground centre-tap for DC bias was proposed,
Implemented in a 65 nm CMOS process, the balun was optimized for low insertion loss and im-
balances at 60 GHz. The balun has wide bandwidth and compact size, and it can be applied in
millimeter wave circuits such as amplifiers and mixers which need DC bias, resulting in area efficient
implementations.
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Compact UWB Monopole Antenna with Tapered Ground Plane
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Abstract— A compact CPW-fed UWB antenna with band-notched characteristic is presented
in this paper. It has compact size of 30 × 31mm2. A ‘C’ shaped slot is introduced to achieve
notched band from 5 GHz to 6 GHz to avoid interference from WLAN. The proposed antenna
has ultra-wideband frequency range from 3 GHz to 10GHz for return loss below −10 dB, except
for the rejected WLAN band. Details of antenna are presented with parametric study. The
antenna is omni directional in operating bandwidth and it has good radiation efficiency. The
fundamental parameters such as return loss, radiation patterns are obtained, which meet standard
specifications. Method of moments based IE3D electromagnetic simulator is used to analyze this
antenna.

1. INTRODUCTION

Ultra wideband (UWB) communication systems have received great attraction in wireless world.
It is popularly used technology in radar and remote sensing. UWB technology provides promising
solutions for future communication systems due to excellent immunity to multi path interference,
large bandwidth and high speed data rate. A bandwidth from 3.1 GHz to 10.6GHz is allocated for
UWB systems by Federal Communication Commission (FCC) in 2002. From then, the design of
UWB antenna has become challenging task for engineers in UWB systems. One major issue in UWB
is the design of compact size and wide band antenna [1]. Several UWB antennas have been studied
for UWB applications [2, 3]. Recently slot antennas have become popular for UWB applications [4].
Bow-tie antenna is one technique for UWB antenna systems [5]. The planar monopole antennas [6, 7]
are better for UWB applications due to small size and stable radiation patterns. The CPW-fed
antennas are useful for microwave and millimeter applications because they offer low profile, wide
bandwidth and ease of integration with circuits when compared to microstrip fed antennas. The
CPW feed has low radiation leakage and less dispersion than conventional microstrip line. A UWB
antenna is also susceptible to interference by narrow band signal of neighboring RF system such as
IEEE 802.11a WLAN having operating frequency range 5.125–5.825GHz. Hence, it is desirable to
design UWB antenna with band- notched characteristic to avoid interference from the band. The
conventional methods to achieve the notched band are cutting a slot (U-shaped, V-shaped and arc
shaped slots) on the patch [8, 9] or embedding a quarter wavelength stub with in a large slot on
the patch [10].

A compact CPW-fed UWB antenna is proposed with notched band from 5GHz to 6 GHz,
which avoids entire WLAN. The antenna provides stable radiation patterns and high radiation
efficiency. The antenna geometry is specified. The antenna parameters such as return loss, radiation
characteristics are discussed in this paper.

2. ANTENNA STRUCTURE

The antenna is fabricated with low cost FR4 substrate with relative permittivity εr = 4.4 and
thickness h = 1.6 mm. It has compact area of 30× 31mm2 as shown in Figure 1. The antenna is
fed by 50Ω CPW feed line. The gap ‘g’ between centre conductor and ground plane is 0.4mm. The
various optimized parameters of antenna are W = 30mm, W1 = 13.1mm, W2 = 5mm, W3 = 3 mm,
W4 = 15 mm, W5 = 5.75mm, W6 = 3.5mm, W7 = 2.8mm, W8 = 6 mm, L = 31 mm, L1 = 4.75mm,
L2 = 9mm, L3 = 14 mm, L4 = 8.825mm, L5 = 1.175mm, L6 = 1 mm, L7 = 0.5mm, L8 = 3.6 mm,
L9 = 6mm. The antenna has two resonating frequencies 3.63 GHz and 7.51 GHz. The obtained
resonant frequencies vary depending on the location of inner tuning stub and the gap between CPW-
feed line and ground. The antenna has only one layer of substrate with single sided metallization
part. This allows easy manufacturing of antenna with low cost.

3. RESULTS AND DISCUSSION

The proposed antenna was simulated and optimized using Zeland IE3D simulator. The photograph
of fabricated antenna is shown in Figure 2. The comparison of return loss of fabricated antenna
with that of simulated antenna is shown in Figure 3. The return loss curve shows that the antenna
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Figure 1: Structure of proposed antenna. Figure 2: Photo of fabricated antenna.

Figure 3: Simulated and measured returned losses
for proposed antenna.

Figure 4: Return loss of proposed antenna for dif-
ferent values of L3.

achieves an impedance bandwidth of 7 GHz ranging from 3GHz to 10 GHz for return loss below
−10 dB except for notched bandwidth from 5GHz to 6 GHz. This band is avoided by inserting
‘C’ shaped slot in conductive layer to reduce interference from WLAN. The proposed antenna has
good performance to reject unwanted WLAN band. By controlling the size and location of ‘C’ slot,
desired notched band can be obtained. The important feature of proposed antenna is the capability
of impedance matching at both resonating frequencies 3.62 GHz and 7.54 GHz using CPW feed line.

The performance of the antenna has been analyzed by using Method of moments based IE3D
simulator. The effect of L3 on the antenna return loss and bandwidth are studied. As L3 increases
from 13.5 mm to 14.5 mm, the band width increases to 7.6 GHz from 7 GHz and then decreases to
7.03GHz due to change in impedance matching. The higher resonant frequency decreases. The
effect of L3 on resonant frequencies and bandwidth are shown in Figure 4.

Far field radiation characteristics were also studied. The Figures 5 and 6 plot radiation patterns
in E-plane and H-plane at 3.62 GHz and 7.54 GHz. The radiation patterns are omni directional in
H-plane and monopole like in E-plane. The different frequencies across the operating bandwidth
exhibit similar radiation patterns. Hence, stable radiation patterns have been obtained for proposed
antenna. H-plane patterns show large cross polarization due to strong horizontal surface current
components and electric field. The peak antenna gain varies from 1.5 dBi to 2.8 dBi as shown in
Figure 7 and it has maximum value of 2.8 dBi at 4.3 GHz. The antenna has high radiation efficiency
of 80% in operating region.
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(a) (b)

Figure 5: Radiation patterns in E-plane at (a) 3.62GHz, (b) 7.54 GHz.

(a) (b)

Figure 6: Radiation patterns in H-plane at (a) 3.62GHz, (b) 7.54 GHz.

Figure 7: Gain of proposed antenna against frequency.

4. CONCLUSIONS

A compact CPW fed antenna with band notched characteristic is presented to avoid interference
from WLAN. Notch band is achieved by inserting ‘C’ shaped slot in conductive layer. It has good
impedance matching. It has total impedance bandwidth of 7.6 GHz. Parametric study is performed
by varying L3 of inner tuning. The antenna exhibits omni directional radiation patterns in H-plane
with compact size. It has simple structure. The gain and radiation pattern of antenna have been
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investigated and found to be stable. The antenna has high gain of 2.5 dBi in the operating band
width. The antenna has highest radiation efficiency of 80% in the operating region. The antenna
is also useful for radio communications.
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Abstract— In the last few decades, the use of microwave radiation has greatly increased in
radar and communication systems, food-processing technology and medical field. Development
of consumer and medical microwave devices for clinical diagnosis and therapy has also prompted
widespread interest and stimulated much research into the mechanisms of interaction between
microwave radiation and living matter. Two types of effects can be ascribed to microwaves, i.e.,
thermal and non-thermal. Non-thermal biological effects are measurable changes in biological
systems that may or may not be associated with adverse health effects. It was shown that low
power microwaves can affect enzymes activities. Little is known about the molecular mechanisms
involved in putative non-thermal effects. One hypothesis is that low power microwave radiation
can induce dipole oscillations in a protein’s active site and thus, can alter its function. This
study evaluates the effect of low power microwave radiation on the proliferation rate of yeast
Saccharomyces cerevisiae strains type II, which were exposed to the microwaves at the frequencies
of 500 MHz and 900MHz and the selected powers of 0 dBm, 10 dBm, −10 dBm, 13 dBm, −13 dBm,
17 dBm and −17 dBm using the Transverse Electro-Magnetic (TEM) cell. The average specific
absorption rate (SAR) for a single cell was 0.12 W/kg. SAR was calculated by averaging the
individual parameters of the cell components in accordance with their volume fraction in live
cells. A comparative analysis of changes in the proliferation rate of the irradiated vs. non-
radiated yeast cells was performed for the selected frequencies and powers, with the results being
presented and discussed.

1. INTRODUCTION

In recent years microwave radiation, which is a type of non-ionizing electromagnetic radiation, has
been widely used for different applications in medicine, food technology and mobile communication.
Use of mobile phones is growing exponentially and consequently, the exposure to weak radiofre-
quency microwave radiation generated by these devices is markedly increasing. Accordingly, public
concern about the potential hazards on human health has grown [1]. In this study, we investi-
gated non-thermal effects of low power microwaves which, as reported, can induce changes at the
molecular and cellular levels.

It is well-documented that yeast cells are representatives of eukaryotes, including human cells,
in many aspects of fundamental cellular processes [2]. Yeast Saccharomyces cerevisiae was rec-
ommended as a model organism to study effects of electromagnetic radiation (EMR) and conduct
experiments under well-controlled conditions [3]. Two types of yeast cells are commonly employed
as models for biomedical research, i.e., the budding or brewer’s yeast Saccharomyces cerevisiae and
fission yeast Schizosaccharomyces pombe [4, 5]. In culture, yeast cells follow a very predictable
pattern of growth that can easily be divided into four phases: (i) lag — no growth occurs as newly
pitched yeast mature and acclimate to the environment; (ii) log — cells are rapidly growing and
dividing, the growth rate in this phase will follow first order kinetics, as cell-number increases, cell
growth begins to slow; (iii) deceleration — no growth occurs due to high waste concentration or
complete substrate consumption; and (iv) stationary phases [6]. Likewise, in most growing eukary-
otic cells, the cell cycle is divided into two basic parts: mitosis and inter-phase (three phases).
The phases proceed successively, taking for 10–20 hrs depending on cell type and developmental
state [8]. Although yeast cells are single cells, they are true eukaryotes, and share fundamental cell
features with metazoan systems [9, 10]. Both yeast cells, Saccharomyces cerevisiae and Schizosac-
charomyces pombe, are typically maintained as haploid cells; they also have a diploid sexual cycle,
e.g., haploid cells of opposite mating types can mate, resulting in cell and nuclear fusion. Thus,
the entire life cycle of yeast cells provides a simple model for events occurring in human cells [3].

A number of studies investigated the growth pattern of yeast cells exposed to microwaves. In
a research by Grundler [11], a diploid wild strain of S. cerevisiae cells were exposed to microwaves
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at 40–60 GHz and powers of up to 50 mW, which were transmitted by a waveguide. The findings
showed that these exposures induced alterations in the yeast growth rate. Grundler and colleagues
also reported that yeast cell growth was affected by low intensity microwave radiation at the
frequencies of 41.64–41.835 GHz. These effects were shown to be strongly frequency-dependent
and not correlated with the microwave powers used [12]. In other studies, yeast cells were exposed
to both static and alternative Magnetic Fields (MFs) of varying strengths and durations [13]. As
reported, Saccharomyces cerevisiae yeast cells were exposed to homogeneous and inhomogeneous
magnetic fields to study the effects of MFs on yeast cell growth and development. Yeast cells were
dispersed in a reagent and then exposed to a strong magnetic field using a magnetic circuit with
the strength of 2.93T. Researchers observed the differences in the budding angles of the yeast cells
between the homogeneous and the inhomogeneous MFs, which were caused by alteration of the
budding mechanism [13].

In [14], Saccharomyces cerevisiae yeast cells were preserved on malt extract agar slopes at
room temperature and then exposed to microwaves (quasi-optical setup for more accurate result)
ranging from 192 to 341 GHz with the selected powers in mW range. The tests were performed in
3 different groups according to the microcolonies’ size and different time exposures (30 to 150 min).
A statistically significant difference was observed between the control and exposed groups. That
was apparent for all of the exposure times except for that at 150 min. The results suggest that
exposure duration has the greatest impact on cells at an early growth stage [14]. In [15], TEM cell
was used to expose b-tubulin mutant Saccharomyces cerevisiae yeast cells. The possibility of using
a device to detect electromagnetic emission of yeast cell at 42 GHz was studied. The device was
composed of the wave resonator, wave low noise amplifier, temperature control, and the spectrum
analyser. The yeast cells were kept inside the waveguide resonator and then exposed to microwaves
at 42GHz. The main outcome of the estudy was that the system could provide threshold conditions
for electromagnetic waves emitted by the yeast cell [15]. Noteworthy, the effect of microwave
radiation on the mammalian cells are controversial and no conclusion has been reached [16–18].
The results of various studies on mammalian cells could not demonstrate microwave-induced DNA
damage and cell proliferation. In contrast, other studies have reported that modulated microwave
radiation is capable of causing DNA lesions and inhibition of cell proliferation [19, 20].

In this study, the experimental testing was conducted on yeast cells of Saccharomyces cerevisiae
strain, which were exposed to microwave radiation at the frequencies of 500 MHz and 900MHz
and a power of 1 W. The commercial TEM cell was used to irradiate yeast cells. The parameters
considered were test volume, microwave frequencies, and electric field distribution. A 3D model
based on the finite element method (FEM) using COMSOL Multi-physics software was created.
The modelling results were then validated by a simulation using Finite-Difference Time-Domain
(FDTD), as well as experimental testing of the scattering parameters and voltage standing wave
ratio.

2. MATERIALS AND METHODS

As a source of microwave radiation, we used a TC-5062AUHF TEM cell (100 kHz–3GHz) from
TESCOM Ltd (Unitechvill, Goyang, Korea). Through the input port, an external signal was
applied to generate a predictable field inside the Gigahertz Transverse Electro-Magnetic (GTEM)
cell. The GTEM was used to irradiate the yeast samples; the TC-5062A is an accurate, broad band
RF coupler with a high quality shielding wall. The use and calibration of GTEM was described in
details in our previous work [33].

The S. cerevisiae yeast powder was purchased from Sigma (Australia). The experimental solution
was prepared as follows: 50 g/l of YPD broth (Sigma, Australia); 20 g/l of S. cerevisiae yeast, and
ionized water. The solution was incubated at 240 C for 72 hrs. Then the solution was kept at
40C. The yeast samples were prepared by diluting the experimental solution as 1 ml in 100ml of
the ionized water (1 : 100). The yeast samples were placed in the 2ml cuvettes (GMBH + coKG
post fach 1155). The cuvettes (dimensions are: 12.5 × 12.5 × 45mm) were filled with the aliquot.
In these experiments, three yeast samples were irradiated continuously for 6 hrs and other three
control yeast samples were sham-exposed for the same time duration. The intensity characteristics
of each (3 exposed and 3 non-exposed) samples were measured every 1 hr. Changes in yeast culture
growth were monitored using the spectrophotometry method. Spectrophotometric analysis is based
on turbidity and allows for indirect measurement of a number of yeast cells. The intensity of the
yeast samples absorbance was measured using an Ocean Optics USB2000 spectrometer.
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Figure 1: Changes in yeast growth upon microwave
exposures at 500 MHz and different powers.
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Figure 2: Changes in yeast growth upon microwave
exposures at 900MHz and different powers.

3. RESULTS AND DISCUSSION

The control group (non-exposed yeast cells at the same experimental conditions) and yeast cells
were exposed to microwaves at 500 MHz and 900 MHz and powers of −17 dBm, −13 dBm, −10 dBm,
0 dBm, 10 dBm, 13 dBm and 17 dBm. The results are presented in Figures 1 and 2 respectively.
Figure 1 and Figure 2 clearly show that, in comparison with the control group of non-irradiated
yeast cells (100%), the microwave exposures of 500 MHz and 900 MHz can induce changes in yeast
cell growth/proliferation. Interestingly, these observed effects are power dependent for both studied
frequencies. From Figure 1, it can be seen that at the frequency of 500 MHz and power of −17 dBm
the decrease of 20% in yeast cell growth is achieved. At the powers of −13 dBm and −10 dBm we
can see only a slight decrease in cells growth. We also can observe no effect on cells at the power of
0 dBm. In contrast, slight increase is seen at the power of 13 dBm, more significant increase of 18%
is achieved at 17 dBm. The maximum increase (38%) in yeast cell proliferation is at the power of
10 dBm.

Figure 2 shows that at the frequency of 900 MHz and powers of −13 dBm, 0 dBm and 10 dBm the
yeast cell proliferation rate is increased (21%, 12% and 6% respectively). In contrast, at the same
frequency of 500 MHz and the powers of−17 dBm, −10 dBm, 13 dBm and 17 dBm the opposite effect
is observed. The exposures at these particular parameters decrease the growth and proliferation of
yeast cells with the different degree. The maximum decrease in yeast cells growth (38%) is seen at
the power of 17 dBm. Hence, the findings reveal that applied microwaves of 500 MHz and 900 MHz
can modulate yeast cells growth and these effects are power dependent.

4. CONCLUSIONS

This experimental evaluation was aimed to test the hypothesis that the external low power MW
radiation can affect the biological activity (proliferation rate) of the yeast cells. In this study, we
applied the MW exposures at 500MHz and 900 MHz and the selected powers of 0 dBm, 10 dBm,
−10 dBm, 13 dBm, −13 dBm, 17 dBm and −17 dBm to the experimental yeast solutions. The yeast
samples were exposed and sham-exposed for 6 hours. The results obtained show that the MW
radiation at 500 MHz and 900 MHz produce modulating effects on the growth of yeast samples.
However, the observed effects vary significantly. The results obtained show that the MW expo-
sures at both frequencies 500 MHz and 900MHz and different powers can increase or inhibit the
proliferation of yeast cells. These findings imply that the external non-thermal MW radiation at
the selected frequency and powers can modulate the proliferation of the exposed yeast cells.
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Abstract— This paper presents an implementation of a high speed multiplier for direct sigma-
delta modulated digital signals. Compared with some other conventional structures, this mul-
tiplier can reduce the circuit-loop delay and work efficiently at a high speed. The mulitplier’s
circuit has also been improved with a pipe-line structure and the source coupled logic (SCL)
technology. It is fabricated in a TSMC’s 0.18-µm CMOS process. Simulation results show that
the chip meets the function and performance demand of the design and have zero bit error ratio
(BER) at a frequency higher than 4 GHz. Analysis of the multiplier’s noise performance is also
presented.

1. INTRODUCTION

Sigma delta modulation (SDM), as a high precision signal modulation technique, is widely used in
the field of digital-to-analog converters or phase-locked loops. It is one of the methods adopted for
being able to accurately convert analog or multi-bit inputs into binary signals. Recently, the direct
digital signal processing (DSP) based on the binary output of this type of modulator has become a
favorite topic for research [1–3], especially in the areas of artificial neural networks etc. where single-
bit is more preferable [4]. But most of these studies are carried out only on field programmable
gate arrays (FPGAs), and as a result the input signal frequency from SDM is limited by the clock
of FPGA which is very low.

However, the output signal frequency of the modulator which equals to its sample rate is in
fact ever becoming higher. The reason behind it is undoubtedly the close relationship between
precision and clock frequency. The higher the sample rate within a certain band, the higher the
over-sampling ratio (OSR) will be. And this increase of OSR could in turn improve the signal-
to noise ratio (SNR) of the modulated bit stream. Hence high-speed sigma-delta modulator has
become one of the research directions [5, 6]. Of cause, the subsequent DSP units also have to work
at a high frequency, so obviously FPGA will not be able to meet the requirements and thus these
units should be implemented on chips [7].

This paper presents a high speed multiplier based on SDM which is implemented by integrated
circuit and able to complete multiplication of two single-bit streams. Through the optimization of
traditional structures and key elements, the logic gate delay of the multiplier is reduced while the
speed increased. In addition, the pipe line and the source-coupled logic technology are also used
during the IC design for the purpose that the whole circuit could work at a higher frequency. The
chip is fabricated in a TSMC’s 0.18-µm CMOS process, and the total area occupied is 575µm ×
700µm. The simulation results show that the multiplier can work at 4 GHz while the bit error ratio
(BER) is almost zero.

2. STRUCTURAL IMPROVEMENT

There are several kinds of traditional sigma-delta multipliers mentioned in the references [8–10],
but most of them can not accomplish the multiplication of bit-streams in its real sense. Among
them there is an analog asynchronous multiplier [8], with which the problem consists in that one
of the inputs is not bit stream but analog signal. And there is another multiplier [9] built in the
structure that could be described as algorism (x + y)2 − (x − y)2, only that its output has an
unwanted factor of 4 and its real accuracy is not so high.
2.1. L-level Multiplier
A multiplier which can really execute high precision bit-stream multiplication is mentioned in
reference [10] and shown in Fig. 1. Both the input signals x(n) and y(n) pass through (L − 1)D
flip-flops (three in all in Fig. 1) respectively. And the multiplication could be accomplished by
using the mean of these L-level bits to represent the instantaneous value of the input signals as
shown in formula (1). The sub-multiple module is implemented by an XOR gate and the structure
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Figure 1: Structure of the 4-level multiplier.
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Figure 2: Structure of the traditional Adder.

of adder module is shown in Fig. 2. As can be seen from the figure, the circuit in the presence has
a complex loop, resulting in a great delay, in which the pipe line structure could not be inserted.
Therefore, the operating frequency of the entire circuit is difficult to get a big promotion.

z(n) =

[
1
L

n∑

i=n−L+1

x(i)

]
 1

L

n∑

j=n−L+1

y(j)


 =

1
L2

n∑

i,j=n−L+1

x(i)y(j) (1)

2.2. Novel Structure
To solve the problems mentioned above and to increase the sample frequency, two main improve-
ments on the structure are proposed and designed.

Firstly, on structural analysis, it can be seen that the adder carries out the operation as defined
in formula (2) {

z(n) = p(n)
z(n) = 0

p(n) = q(n)
p(n) 6= q(n) (2)

Therefore, a new adder is designed following the structure shown in Fig. 3.
As can be seen from the figure, the XOR of x(n) and y(n) is ‘1’ when they are different. At

this time, the voltage level in node X stays high and the output of D flip-flop reverses once being
triggered. So the novel structure can complete the logical operation in formula (2) with only one
D flip-flop in the circuit loop, thus greatly reducing the delay caused by adders. As a result the
speed of the multiplier is increased and the hardware consumption decreased.

Secondly, if the first stage adder and the sub-multiple module are taken into consideration as a
whole (Fig. 3), we can find the inputs of it are x(k) ⊕ y(k) and x(n) ⊕ y(k + 1). So the signal in
node X can be given by formula (3).

X(n) = p(n)⊕ q(n) = (x(k)⊕ y(k))⊕ (x(k)⊕ y(k + 1)) = y(k)⊕ y(k + 1) (3)

So the two sub-multiple module and the bit-stream adder in Fig. 4 can be merged and simplified as
a XOR-Adder unit which is also shown in the same figure. With this improvement the logic gate
delay is reduced, resulting in a higher speed.

3. CIRCUIT AND LAYOUT DESIGN

The source-coupled logic (SCL) structure has been adopted to realize the logic gates in the circuit
design [11]. Consequently the logic delay of every gate is reduced and the whole circuit is capable of
working at a very high frequency. Furthermore, all the NAND gates can be omitted in the circuit
due to the application of the SCL.

As the delay of the XOR-Adder is in such complete consistency with that of an ordinary adder,
that the entire multiplier can also be designed in the pipe line structure. First, multiple D flip-flops
are added in between the adder and the XOR-Adder or in between the adders themselves. Then a
pipe line structure is inserted inside the adder unit as well as the XOR-Adder unit respectively to
ensure that the signal only needs to go through two logic gates at most in one clock interval.
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Figure 5: Layout of the multiplier. Figure 6: Output of multiplier in candance.

The entire chip, the layout of which is as shown in Fig. 4, is fabricated in a TSMC’s 0.18-µm
CMOS process and occupies an area of 575µm×700µm. As can be seen from the layout the input
and output signals of all the modules in the circuit are differential signals in SCL.

4. NOISE ANALYZE

The output noise in the band can be calculated according to the structure of the multiplier. In
fact, this noise mainly consists of two parts. The first part is the quantization noise of the input
signal which is actually brought in by the Σ∆ modulator, and Equation (4) gives the expression.

E(w) = 2erms

√
2
fs

sin
(

w

2fs

)
, erms = δ/

√
12 (4)

where δ is the sampling interval, and fs is the sampling frequency. Multiplication in the time-
domain corresponds to the convolution in the frequency domain. So during the process a large
quantity of quantization noise which has been shaped is involved in the signal band again. This
part of the noise can be given as:

S1(w) = |H(w)|2 (Sx(w) ∗ Ey(w) + Sy(w) ∗ Ex(w) + Ex(w) ∗Ey(w)) (5)

where H(w) is the transfer function, which due to the fact that L = 4 in this multiplier can be
expressed as

H(w) =
1
4

3∑

0

exp(−jwm/fs) (6)

The second part of the noise which has no relationship with the input is brought about by the
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logical algorithm itself which is expressed by formula (7).

P2(w) =

(
r(0) + 2

∞∑

m=1

r(m) cos(wm/fs)

)
2M−1∑

k=0

1
2k

(7)

where r(m) is the autocorrelation coefficient of the Bernoulli sequence.

5. SIMULATION RESULT

In practice, the input of this chip should be the binary bit-stream based on SDM. But how to
obtain the bit-stream in simulation becomes a hard nut. Here, a method is devised to imitate
the real output of a sigma-delta modulator by using the vwplf module in Candance. Firstly we
get the numerical output of SDM in Matlab simulation, where two sinusoidal input signals with a
frequency of 20 MHz and 30MHz are modulated at 4 GHz clock frequency. Secondly all the output
data in Matlab are loaded into the input end of the multiplier at a designated interval through
vwplf module file in Candance, thus accomplishing the multiplication of the two sinusoidal signals.
Here, the signal rising and falling edge is set to 2 ps. The final post-simulation output waveform is
shown in Fig. 6. By comparing the output with the theoretical values no error code can be found
when the sampling frequency is 4 GHz. The spectrum of the multiplier output signal is shown in
Fig. 7, where the SNR calculated in Matlab is 38.53 dB.

6. CONCLUTION

A multiplier unit which is capable of handling high-speed sigma-delta modulated bit streams is
presented in this paper. Several improvements have been made upon conventional multiplier: first,
the XOR-Adder applied to the first level and a short loop delay adder are designed to shorten the
delay of the gates and improve the speed. At the same time SCL technology and pipeline structure
are used in IC design to raise the clock frequency of the chip. The simulation results indicate that
the chip with its BER at the 4 G frequency being almost 0, can definitely be applied to high speed
DSPs for sigma-delta modulated bit-streams.
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Abstract— In this paper, the influence of power density and exposure time of low power
microwave radiation on seeds growth rate is reported. A 9.44 GHz X-band Gunn diode based
microwave test bench was used as a source of microwaves for the experiment. Seed samples were
mung bean. Two experiments were carried out. First, the effect of microwave radiation power
and exposure time on seed germination and stem length was studied under irradiation for 5 days.
Second, the effect of watering seeds with treated water was measured in terms of germination
rate and length of stems at 5th days after sowing. The treatment water was irradiated at varied
exposure time from 10, 20, 30, 40, 50 to 60 minutes.

1. INTRODUCTION

The influence of electromagnetic wave on biological objects was studied by Devyatkov and Golant
in the early 1960s [1]. Banik et al. reviewed the effects of microwaves, on animal and human
health. In their paper, the most popular opinion outlined was that the effect of microwaves can
be attributed mainly to heating. Some authors have investigated the influence of microwaves
treatment on different properties of seeds. Yoshida et al. treated soybean seeds with microwave
radiation (2.45GHz) for 6 to 12 min with the aim of improving the distribution of triglycerides in
the seed coat [2]. L. Opricǎ has studied microwave treatment with power density of 1 mW/cm on
rape seed (Brassica napus) and concluded that the microwaves variation of catalase and peroxidase
activities depended on the age of the plants, time of exposure and state of seeds (germinated and
non-germinated) [3] However, the treatment with microwave radiation as a stimulation agent in
agriculture is not yet sufficiently investigated.

This research explored the effects of microwave exposure in two ways. First, mung bean (Vigna
radiate) seeds were exposed to low power radiation at 9.44 GHz, at varying power densities and
for varying periods of time. Secondly, water was exposed to microwave radiation for varying time
periods. The treated water was then used to water seeds.

2. MATERIALS AND METHODS

The first experiment investigated the effect of microwave power density and exposure time on seed
germination and stem length. The experimental set up as shown in Figure 1 consisted of a 9.44 GHz
X-band generated by a Gunn diode with horn antenna, power supply, reflector plate, seed sample
and sample container. The other instruments used comprised an E-field detector, beakers, cylinders
and a ruler. The radiation power was varied by varying the distance between the horn antenna
and the sample. Gaps of 5.4 cm, 7.0 cm and 8.6 cm were used. The sample seeds were divided into
three groups — a control and two treatment groups. The number of seeds in each group was fifty
seeds. Table 1 and Table 2 give the microwave parameters used. The seeds were cultured on wet
paper in a small Petri dish (Ø = 15 cm and h = 2 cm) and 30 ml of water was added every day.
The first treatment group was placed under the horn antenna and the seed sample was exposed
to microwave radiation for 5 days in a laboratory with exposure to natural light. Seeds sample in
the second treatment group were exposed to microwave radiation for 20, 30, 40, 50 and 60 seconds
daily at a distance of 5.4 cm. Seed germination was observed daily and root length at 5th day was
measured. The second experiment was designed to test the effect of water treatment on the growth
rate of seed germination. The samples were watered using treated water every day for 5 days and
the stem length was measured at the 5th day. The treated water was irradiated with 9.44 GHz
microwave radiation and the exposure times were varied from 20, 30, 40, 50 to 60 minutes. The
beaker of 30mL water was placed under the horn antenna instead of seed samples in Figure 1. The
microwave parameters for this experiment are shown in Table 3.

3. RESULTS AND DISCUSSION

The results for power density on seed germination are shown in Table 4. The rate of seed ger-
mination under microwave irradiation was slightly higher compared to that of the control sample
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Figure 1: Experimental set up for microwave exposure.

Table 1: Variation of power density.

Gap between sample and Antenna (cm) Frequency (GHz) Power to Gunn diode (mW)
5.4 9.44 20
7.0 9.44 20
8.6 9.44 20

Table 2: Variation of exposure time on seeds.

Gap between samples
and Antenna (cm)

Frequency (GHz)
Power to Gunn
diode (mW)

Exposure time (min.)

7.0 9.44 20 10
7.0 9.44 20 20
7.0 9.44 20 30
7.0 9.44 20 40
7.0 9.44 20 50
7.0 9.44 20 60

Table 3: Variation of exposure time to water.

Gap between water
and Antenna (cm)

Frequency (GHz)
Power to Gunn
diode (mW)

Water volume
(mL)

Exposure time
(min.)

7.0 9.44 20 30 10
7.0 9.44 20 30 20
7.0 9.44 20 30 30
7.0 9.44 20 30 40
7.0 9.44 20 30 50
7.0 9.44 20 30 60

in the first two days, but these differences disappeared after 4 days. The results for the effect of
microwave power density on stem length after 5 days are shown in Figure 2. It can be seen that the
length of the stem changes with microwave power density. The higher the power density, the longer
the stem length. For the fixed microwave power density but varied exposure time, the stem of the
samples with exposure time of 30 seconds daily increased faster than that of the control group as
shown in Figure 3. This result was similar to that of Contrary [6]. The explanation may be that
there is certain microwave power density that is suitable for plant growth.

Figure 4 shows the results for the stem length of mung bean seeds after being watered with
irradiated water. The results for the stem length on the 5th day indicate that the stem length
ranged from 10.3 cm to 11.1 cm depending on water exposure time. Stem length of the seed watered
by water with an exposure time of 40 minutes increased faster than of the control group but there
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Table 4: Effect of power density on numbers of seed germination.

Day Controlled Gap 5.4 cm Gap 7.0 cm Gap 8.6 cm
1 2 7 5 1
2 31 42 37 36
3 48 50 49 47
4 49 50 50 50
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Figure 2: Effect of power density on stem length
(in cm) at 5th day.

Figure 3: Effect of microwave radiation exposure
time on stem length at the distance 5.4 cm.

was little difference with the control group for test groups with other exposure time. The reason
may be the ease of transportation of water molecules in the osmosis system of water treated by
microwave irradiation. The experiment on effect of water treatment to the growth rate should be
further investigated.

0               20              30             40              50              60 

Figure 4: Effect of water treatment on stem length in cm at 5th day.

4. CONCLUSIONS

The influence of power density of continuous microwave radiation at the frequency 9.44 GHz on the
germination of mung bean seeds did not show any positive impact on the rate of seed germination
or on the length of the stem after 5 days. The influence of microwave power density on seed growth
rate may occur only at some certain density. Moreover, after sowing, the seeds watered by water
exposed to microwave radiation for 40 minutes grow faster than that of the control sample.
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Abstract— In this paper, we experimentally demonstrated the photovoltaic performance en-
hancement of a double layer (DL) anti-reflective coating (ARC) triple-junction GaAs/Ge solar
cells by using indium nanoparticles surface plasmonics light scattering. The epitaxial structure
of triple-junction GaAs/Ge solar cell was grown by metal-organic chemical vapor deposition
(MOCVD) and the cell was deposited with TiO2 and Al2O3 anti-reflective layers by e-beam
evaporator on the top surface. A 3-nm thick indium film was then deposited on ARC-layer
surface by e-beam evaporation system and subsequently annealed by RTA at 200◦C for 20 min
in H2 ambient to obtain nano-size indium nanoparticles. The performances of the fabricated
DL-ARC triple-junction GaAs/Ge solar cell without indium nanoparticles show that the short
circuit current (ISC) of 12.46 mA, open circuit voltage (VOC ) of 2.53 V, fill factor (FF) of 0.87,
and conversion efficiency (η) of 32.59% are obtained under 1 sun AM1.5G solar simulation. As
the cell coated with indium nanoparticles, however, ISC increase to 12.59mA and η increase to
33.18% are presented. The increase in ISC and η are attributed to the contribution from the
indium nanoparticles surface plasmonics light scattering. Additional efficiency of 1.79% enhanced
for a DL-ARC triple-junction GaAs/Ge solar cell was obtained in this study.

1. INTRODUCTION

High conversion efficiency of GaAs-based solar cells under one-sun and/or multi-sun concentrated
condition has been demonstrated for used in space applications and in the terrestrial solar power
plants. However, GaAs-based multiple-junction (MJ) solar cells can be further absorbed a wide
range of solar energy spectrum to obtain higher conversion efficiency. To optimize the epitaxial
layer quality and device processing as well as using broadband double-layer anti-reflective coating
(DL-ARC) for further high efficiency MJ solar cells have been proposed in recent years [1]. Because
the bare-type MJ solar cells and the MJ solar cell coated with ARC always have a current mis-
matched between the top-cell and middle-cell. Improving the current-limited cell’s photocurrent to
approach the other one sub-cell can be enhanced the total photocurrent generated and conversion
efficiency. Schaadt et al. shown that the resonant excitation of plasmon in metallic nanoparticles
can be caused a strong absorption in the Si-based photodiode [2]. In addition, as deposited metallic
nanoparticles such as gold (Au) and silver (Ag) nanoparticles on the surface of solar cells to enhance
the photovoltaic performance have been successfully demonstrated by some researchers [3–5]. How-
ever, there is rarely research on using Indium material for nanoparticles to enhance the conversion
efficiency of solar cells, especially, for GaAs-based multiple-junction solar cells.

In this paper, we demonstrate experimentally the performance enhancement of a middlecell
current-limited DL-ARC triple-junction GaAs/Ge solar cell using a nano-sized indium-nanoparticles
surface plasmonics light scattering. The reflectance spectra are used to examine and compare before
and after applied indium-nanoparticles on the surface of the DL-ARC triple-junction GaAs/Ge cell.
The dark current-voltage (I-V) and light I-V under AM1.5G illumination are also measured and
analyzed. Moreover, the enhanced photovoltaic performance be confirmed by reflectance spectrum,
short-circuit current (Isc), and conversion efficiency (η) parameters, before and after the DL-ARC
triple-junction GaAs/Ge solar cells coated with the indium nanoparticles.

2. EXPERIMENT

The schematic of triple-junction GaAs/Ge solar cell consisted of a GaInP top cell with an absorbed
range from 300 nm to 650 nm, a GaAs middle cell with an absorbed range of 650–900 nm and a
Ge bottom cell with absorbed range of 990–1850 nm, as shown in Fig. 1. The epitaxial layers of
the top-cell and middle-cell were grown by metal-organic chemical vapor deposition (MOCVD).
The Ge bottom cell junction was created during MOCVD growth of the middlecell and topcell
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Figure 1: Schematic of DL-ARC triple-
junction GaAs/Ge solar cell with indium
nanoparticles.
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Figure 2: Typical dark forward current-voltage (I-V) charac-
teristics of the DL-ARC triple-junction GaAs/Ge solar cell.

by diffused n-type dopant (As) into a p-type Ge substrate. The subcells are connected in series
by means of the tunnel diodes. After MOCVD growth, the Ni/Ge/Au/Ag/Au and Au/Ag/Au
for ohmic-contacts were deposited on front-side and back-side by e-beam evaporation, respectively.
Next, TiO2 and Al2O3 double layer (DL) with quarter wavelength thickness were deposited on the
top surface by e-beam evaporator. The solar cell with a chip size of 1× 1 cm2 was obtained after
isolated etching and sawed dicing. Finally, the 3-nm thick indium (In) film was then deposited on
ARC-layer surface by e-beam evaporation system and subsequently annealed by RTA at 200◦C for
20min in H2 ambient to obtain nano-size indium nanoparticles.

To characterize device performance, dark forward current-voltage (I-V) characteristics was first
measured by a semiconductor component analyzer to examine the turn-on voltage, ideality factor
(n) and saturation current (I0) of triple-junction GaAs/Ge solar cell Light I-V was then measured
under 1 sun AM1.5G solar simulation to obtain the photovoltaic performance parameters. In ad-
dition, we also measured the reflectance response of the fabricated cell with double layers coating.
For further understanding the nanoparticles plasmatic light scattering effects, the DL-ARC triple-
junction GaAs/Ge solar cell deposited with indium nanoparticles was also characterized again by
reflectance and light I-V measurements, compared to the cell without coated with indium nanopar-
ticles. The enhanced photovoltaic performance of DL-ARC triple-junction GaAs/Ge solar cells
can be confirmed by reflectance spectrum, short-circuit current (Isc), and conversion efficiency (η)
parameters, before and after coated the indium nanoparticles on the cell.

3. RESULTS AND DISCUSSION

Figure 2 shows the typical dark forward current-voltage (L-I) characteristics of the DL-ARC triple-
junction GaAs/Ge solar cell at temperature of 25◦C. The turn-on voltage of 2.25 V, ideality factor
(n) of 4.62 and saturation current (I0) of 4.05 × 10−12 A are obtained. Such low values of n
and I indicated that the deposited TiO2 and Al2O3 layers serve as a good passivation layer and
the epitaxial layers had excellent film quality in the fabricated cell. Fig. 3 plots the reflective
spectrum of the DL-ARC triple-junction solar cell coated without and with indium nanoparticles.
The oscillated reflectance-curves are presented at wavelength range 650–900 nm and beyond 900 nm,
which corresponding to the middle-cell and bottom-cell operation range, due to the cavity oscillation
of incident light in the middle-cell and bottom-cell. The reflectance of the cell coated with indium
nanoparticles can be also observed smaller than that of the cell without indium nanoparticles as
the wavelengths below 750 nm. On the other hand, the wavelength of the incident light beyond
750 nm, the reflectance was higher for the cell coated with indium nanoparticles Which suggest
that the low reflectance between the wavelength of 350 nm and 750 nm was due to the indium
nanoparticles plasmatic light scattering and can be enhanced the photocurrent generated in the
top-cell and middle-cell.

Figure 4 illustrates the light I-V of the cell without and with indium nanoparticles under 1
sun AM1.5G illumination. The Isc increase from 12.46 mA to 12.59mA and the η increase from
32.59% to 33.18% are obtained. The increase in Isc by 1.08% are mainly contributed from middle
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Figure 5: Output power-voltage (P-V) characteristics of the DL-ARC triple-junction solar cell without and
with indium nanoparticles.

cell due to a significant light scattering at wavelengths 650–750 nm band which was the middle-cell
operation range. Fig. 5 shows the output power-voltage (P-V) characteristics of the cell without
and with indium nanoparticles. The maximum output-power (Pmax) was 28.02 mW and 27.52 mW
corresponding to the cell with and without indium nanoparticles, respectively. Similarly, Pmax

increase by 1.79% was observed which mainly contributing from the maximum current (Imax). In
conclusion the increase in ISC η and Pmax are attributed to the contribution from the indium
nanoparticles surface plasmonics light scattering.

4. CONCLUSIONS

Additional efficiency of 1.79% enhanced for a DL-ARC triple-junction GaAs/Ge solar cell based
on indium nanoparticles surface plasmon light scattering was demonstrated. The short-circuit
current increase from 12.46 mA to 12.59 mA, the maximum output-power increase from 27.52 mW
to 28.02 mW, and the conversion efficiency increase from 32.59% to 33.18% are obtained as the
DL-ARC triple-junction GaAs/Ge solar cell coated with indium nanoparticles, compared to the
cell without coated indium nanoparticles.
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Analysis and Construction of Output Capacitance Filter for High
Power LLC Resonant Converter
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Abstract— The authors propose capacitive output filter for resonant inverter type DC/DC
converter designed for trolley vehicles. There is designed solution based on real sample, which is
further discussed, particularly in terms of their volume. Optimal solution of the printed circuit
board (PCB) design requires compliance with certain rules. Their non-compliance leads to local
overload, etc.. Here are summarized the results obtained by measurements on the sample.

1. INTRODUCTION

Series-parallel resonant converter, often called LLC, is the most famous topology with soft com-
mutated switches (Figure 1). This is the type DC/DC converter. It consists of half-bridge with
MOSFETs. Next, there is resonant part, which is in most cases integrated into the high-frequency
transformer. The last part is followed by a rectifier, filter, and load. Switches Q1 and Q2 switch
softly thank to a resonance. The goal is that the soft switching frequency may be higher than for
hard switching. To understand the principle of gain characteristic is important (Figure 1).

Resonant cell have two peaks (f0, fP ). On the x-axis there is the normalized frequency fN equal
to the ratio of the switching frequency and f0. On the y-axis there is the ratio of the output voltage
divided by the transformer ratio times the output voltage. Each curve corresponds to a different
load (Q = quality factor). The drive is controlled by complementary pulses with duration T/2
(for simplicity we do not discuss dead time). This frequency control is used above f0 for obtaining
zero voltage switching (ZVS), which is suitable for the MOSFET. As it can be seen from Figure 1,
reducing the switching frequency leads to increase gain, the converter is opening. On the other
side, when the load is decreasing the driver have to increase the switching frequency. The principle
of this inverter is very well described, in an example [1, 2].

For practical use in trolley applications, it is necessary a wide input voltage range, where the
converter is still working. For this we need a large slope of the gain curve. It is tuned by ratio of
inductances (Lr/Lm) [1]. The implementation of this topology is very well described, e.g., [3]. Due
to the high switching frequency we can realize inductances small and often integrate with trans-
formers and resonant capacitor into one (e.g., by using planar cores). Another condition provides
electrical isolation between the primary and secondary of step-down transformer. Therefore, this
type of converter could be ideal for replacing existing converters supplied from trolley with hard
switching. Upon deeper analysis, it can be proven that on the filter Cf appears large peak current.

Figure 1: Converter topology and gain curve.
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Figure 2: Modelling current waveform of the output filter capacitor (conditions is maximum output power
and minimum/maximum input power).

Table 1: Proposed solutions of capacitor filter.

Solution Volume Company
DC link capacitor (bottle electrolytic) 2.3 dm3 WIMA DCH3G07200

Snubbed capacitor (high current) 28.0 dm3 ZEZ SILKO DVPJ
High Current capacitor, Ultra Ripple 2 dm3 CDE Cornell Dubilier Electronics

Electrolytic capacitor (extended) 1 dm3 Keindeil K02
Electrolytic capacitor (standard, leaded) +DPS 0.3–0.5 dm3 Jamicon TM

For small power converter, there are not so noticeable extremes. For medium power these can not
be ignored and must be analysed in greater depth. There will be an analysis based on real data.

2. STEADY STATE OF OUTPUT FILTER OF THE PROPOSED CONVERTER

The converter has the following parameters, the power is 3 kW, output current IOUT = 110 A,
output voltage 27V. The resonant frequency is controlled from 90 kHz to 160 kHz. To achieve soft
switching during no load condition there has to be implemented drive skipping pulses (so-called
burst mode) [5]. The theory [1] says that the critical parameters of the filter capacitor are obtained
with maximum load and minimum power inverter input voltage. The second critical case is the
maximum load and maximum input voltage. The values are plotted, see Figure 2. Model was
analysed using Matlab (toolbox SimPowerSystems).

From the output values it is clear that the selection or design of the output filter is very critical
due to high current values (Figure 2). Choosing capacitor further aggravates the requirement for
output voltage ripple 5%. Then the required minimum capacity CMIN = 1.12mF. Furthermore, the
solution can only include capacitors that meet railway standard condition of working temperature
−40 to 105◦C. Table 1 summarizes possible capacitors. Each row contains selected capacitor, which
represents one specific type and then calculates final volume of the filter.

Among the various types of filter design are considerable differences in the final volume. Use
of extended electrolytic capacitors is very simple, but it turns out that they take up much space.
Similarly, the use of snubbed capacitors, designed for high impulse current, is not appropriate,
because they have little capacity and the resulting volume is again enormous. Using large capacitors
is not optimal; because LLC topology was chosen for high density transferred power to 28W/in3

(reduced volume). Hence, from analysis (Table 1) appears the optimal solution: filter designed
using conventional standard lead electrolytic capacitor, connected on the PCB, to achieve a simple
structure repeatability.

3. CONSTRACTION OF OUTPUT CONVERTER WITH DPS TECHNOLOGY

The basic issue is how to choose capacitors from a wide variety of different manufacturers and how
to organize it in PCB together with pins in order to prevent unwanted partial secondary effects. To
achieve small losses of capacitors there is needed to select capacitor with a low equivalent resistance
(losses are given by) and package size (an important parameter for cooling). Then heating is given
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Figure 3: Comparison of total volume with used various cases. Reference is IRIPPLE = 112 A. (Size of cases
and IRIPPLE is from Table 2).

Table 2: Sizes of cases (used from [6]).

Number of

solution
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Diameter 5.0 6.3 6.3 8.0 8.0 8.0 10.0 10.0 10.0 10.0 10.0 12.5 12.5 12.5 12.5

High 15.0 11.2 15.0 11.5 15.0 20.0 12.5 16.0 20.0 25.0 30.0 15.0 20.0 25.0 30.0

Number of

solution
16 17 18 19 20 21 22 23 24 25 26 27 28 29

Diameter 12.5 12.5 16.0 16.0 16.0 16.0 16.0 16.0 18.0 18.0 18.0 18.0 18.0 18.0

High 35.0 40.0 15.0 20.0 25.0 31.5 35.5 40.0 15.0 20.0 25.0 31.5 35.5 40.0

Figure 4: Propoused testing DPS.

by the product of power dissipation and thermal resistance ∆T = P ·Rth(capacaior·core-ambient). The
size of the case is also related to the size of the maximum ripple current in one case. The bigger case
has worse cooling and decrease the allowable current ripple. Conversely using small case increases
design complexity. To compare the use of different cases with different sizes a graph is created
(Figure 3, Table 1). Reference wave has 112A, effective. On the y-axis (left side) required number
of capacitors is plotted and on the right side the total volume of the filter is calculated. The total
volume for the individual solution increases with larger selection of cases. From this point of view
it is advantageous to use the smallest cases to obtain a small volume solutions at the cost of a
higher number of parallel connection in order to reach the required capacity and the ripple current
(IRIPPLE). Data of function IRIPPLE = f (size of case) is from Panasonic [6].

For practical verification of knowledge listed below is PCB circuit that can be connected via four
inner layers or two inner layers of PCB. There are more of used positions for capacitors. Hence,
position can be variable for induce symmetry or asymmetry. Outputs and inputs are placed in two
sets, symmetrically and asymmetrically (Figure 4).
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Figure 5: DPS, configurations of two layers and four layers.

Figure 6: DPS connected via asymmetry outputs and via symmetry outputs.

For a small volume and occupied area DPS is suitable four-layer PCB, which consider integrated
rectifier diodes, capacitors, pins from transformer, and connectors for deliver power out of the
converter. This solution is not good for the violation of current paths at the positive and negative
pole. In Figure 5 the first part shows the temperature distribution on double-layer design, the second
part shows the four-layer PCB with incurred exposed places (due to crossing layers). Therefore
acceptable solution is to use a two-layer PCB, where the exposed areas can be eliminated. Provide
solution covers a larger area, but does not contain critical points and also provide better cooling
properties due to a larger area.

Another point that affects the temperature distribution is the location of pins. If position of pins
is asymmetrically on the side of PCB there is a significant temperature gradient across the area of
the capacitors due to uneven current distribution. As a result is overheating of some capacitors,
thereby reducing their overall lifetime. If the terminals are located symmetrically, this effect is
eliminated (Figure 6).

Losses caused in the DPS are a matter of good design (e.g., cross-section of DPS). Good choice
of current density make JMAX = 33A/mm2. The warming is made by apparent pulsating current
(Figure 2) at the junction between the transformer and diode, diode and capacitor, which naturally
brings additional losses. These paths must be short to reduce the resistivity of the tracks. Plus and
minus pole must be directly above each other to reduce the mutual inductance. The current behind
the filter has a DC value and produce minimal losses. It was further verified that the warming is
radical when there is asymmetry than the warming of separated capacitors.

The next step should be optimization leading to further reduce losses in the output filter. The
only way is to edit a topology in the form of confusion converter output filter for robust filter
consisting of a number of passive elements. In this case, the final converter considered several
converters interwork in the same capacitor. It ensures lower peaks of current, i.e., the reduction of
the resulting ripple current.
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4. CONCLUSIONS

In the previous paragraphs are summarized recommendations for design of the filter capacitor on
PCB. It is formed on the realized sample. On its construction is placed requirement of a small
volume, the highest possible load current and long life. It seems the best to use only two-layer PCB
using small cases of capacitors for better dissipation of generated heat. It can enhance their current
capability. The design also needed to comply with design principles such as mutual symmetry
of outputs and inputs and symmetry components to prevent local overloading and subsequent
shortening life.
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Abstract— The paper deals with generation of adaptive signal in current based MRAS speed
estimation scheme. Transformation of machine equivalent impedance in steady state is used.
The gained signal fulfils criterion of stability in the whole speed range (excluding situation, when
Ψ̊r = 0) and in both operating modes (motor and generator).

1. INTRODUCTION

Realization of the induction machine sensorless drive control is quite difficult technical problem.
Many solutions with different quality degree have been found, but many of them have stability
problems in some operating mode. The current based MRAS (Model Reference Adaptive Signal)
method was chosen as one of the best from the view of accuracy and dynamic of speed estimation
according to literature [1–8]. The only values needed for estimation algorithm are parameters of
substitute scheme of the controlled machine, actual values of phase currents and voltage. The most
important value for the speed estimation in MRAS system is adaptive signal, which has to enable
stable speed estimation in the whole speed range (excluding situation, when Ψ̊r = 0). Finding of
proper adaptive signal is the aim of this contribution.

2. CURRENT BASED MRAS ALGORITHM DESCRIPTION

Induction machine speed estimation should be independent on control algorithm. It should be
able to determine speed of machine working with constant supply voltage and frequency as well as
speed of machine controlled by any sophisticated method. The only values needed for estimation
algorithm are actual values of phase currents and voltage (easy measured in converter). The scheme
of current based MRAS is depicted at the Figure 1.

The reference model, representing real machine can be seen in upper part of the scheme. The
machine state is determined by supply voltage U1 and its rotational speed n. Machine state is
characterised by the stator current vector. The same value of stator voltage U1 inputs into machine
model in lower part of the scheme. Estimated speed obtained as a feedback signal is the second
parameter of the model. Stator current is an output of the model. The adaptive signal should
be obtained by comparison of reference and adaptive stator currents. The canonical Γ induction
machine scheme is used as adaptive model, because it consists of the less possible amount of
components. It makes next deduction easier.
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Figure 1: Current based MRAS scheme.
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The complete equation framework for the machine is

∂~Ψµ

∂t
= ~µ1 − jωB

~Ψµ −
Rs

⌊
~Ψµ (Lµ + Lσ)− ~ΨrLµ

⌋

LµLσ
(1)

∂~Ψr

∂t
=

Rr (Ψµ −Ψr)
Lσ

+ j~Ψr(ω − ωB) (2)

Stator current can be expressed as:

~is =
~Ψµ (Lµ + Lσ)− ~ΨrLµ

LµLσ
(3)

Knowledge of machine model parameters is a precondition for proper work of estimation. Other
necessary condition is knowledge of machine terminal voltage. It can be gained by inverter model
implemented in control system.

3. ADAPTIVE SIGNAL PROPERTIES

If all necessary quantities are known the dependency between difference of stator current and speed
can be expressed as follows

∆~is
~Ψ∗

r∣∣∣~Ψr

∣∣∣
2 = ∆ω · ~z (4)

Here ∆is is per unit current difference, ∆ω is angular speed difference, ~Ψr is per unit rotor flux vec-
tor,

~Ψ∗r
|~Ψr|2 is member for transformation into system rotating synchronously with ~Ψr, z = f(ωr, ωs)

should be called steady state impedance of the machine for purpose of current based MRAS (where
ωr is slip angular speed and ωs is stator flux angular speed) and can be deduced by comparison of
equations of both models (reference and adaptive). After deduction process, we can get the formula

z =
ωs

Lσ

(
Rrjωs

Lσ
− ωrωs + RrRs

LµLσ
+ ρRrjωr

Lσ

) (5)

where Lσ, Lµ, Rr, and Rs are parameters of machine substitution scheme, ρ = Rs(Lµ+Lσ)
RrLµ

, j is
complex unit, ωr is rotor angular speed, ωs is stator angular speed.

The shape of z in complex area for variable ωr is depicted on Figure 3.
Imaginary part of z has a potential to be an adaptive signal in MRAS structure, but does not

fulfil the criterion of stability in the whole operating range. Especially, it changes the sign in the
area of low speed brake. The adaptive signal has the form according to Figure 3. From Figure 3
flows when the drive is in breaking mode. Adaptive signal has the negative polarity for high speed,
but it changes the polarity in low speed area.

For speed estimation, it is necessary for adaptive signal to have the same sign for constant ∆ω in
the whole operating area, because the feedback controller eliminating adaptive signal by its output
setting cannot work stable when the sign of the adaptive signal is changing.
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Figure 3: Transfer function shape.

Figure 4: Transformed transfer function shape.

(a) (b)

Figure 5: Difference in speed estimation (a) without using c formula and (b) with using c formula.

4. ADAPTIVE SIGNAL TRANSFORMATION

The main merit of this contribution is to find the formula c which is able to transform function
z into a form suitable for using as an adaptive signal. The transformation should be generally
described by the following equation

a = ∆ω · c · z (ωr, ωs) (6)



692 PIERS Proceedings, Taipei, March 25–28, 2013

where a is transformed adaptive signal, c = f(ωr) is coefficient of transformation. It can be found
by moving of function z in complex area according to criterion of having negative imaginary part
for each ωr and each ωs.

The transformation formula c than has the form

c =
(Rs + jρLµωr)

(
R2

r + L2
σω2

r

)

ρLµLσω2
r + RrRs

(7)

The most important fact is that c has the constant form for the whole operating area. The shape
of the adaptive transfer function is given as a proof on the next figure.

5. CONCLUSION

According to previous chapters, a can be used as a proper adaptive signal, because it fulfils stability
requirements and enables speed identification in the whole range of drive operation area (except of
the state with Ψ̊r = 0). The main advantage of this solution is that the expression of coefficient c
depends at one variable (ωr) only and its realization should be easy in drive control system.

If the proper adaptive signal is available, classical PI controller can be used for feedback speed
signal generation. The last figure shows the simulation of slow speed changing (0.5π/s) across the
zero speed area with constant ωr. The left side of the figure shows the situation, when the coefficient
c is not used in the estimation structure. The estimation collapses in low speed brake state. The
right side of the figure shows the same situation when using the coefficient c. The estimation is
stable, only by very low stator frequency (when Ψ̊r is closed to zero) it has an accuracy problem,
which must be solved by control of the machine, outside of the estimation algorithm.
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Abstract— This contribution strives to compare behaviors of the IM drive controlled by classi-
cal DTC and modified direct torque control strategy based on state space variable description of
the IM and first order sliding mode controller. Simulations on SW Matlab/Simulink were carried
out to test proposed control strategy and compare them with model of ST-DTC.

1. INTRODUCTION

Recently induction machines (IM) are often used in controlled electric drives. They are robust,
durable and they do not need much maintenance. However their control is more difficult compared
to DC machines or permanent magnet synchronous machines due to absence of separate source of
electromagnetic flux. Therefore the output of the regulation algorithm for the IM must be desired
current resp. voltage vector which application on terminals of the IM will produce desired flux
and torque of the IM. This requirement can be reached by splitting IM control into two separate
branches [1]. One component is responsible for flux production and second one is responsible for
torque production. The demanded vector is then vector combination of both components.

Several control algorithms are known that offer possibility of separate control of torque and flux
current component. To them belongs Field oriented control (FOC) [1] or Direct Torque Control
(DTC) [2, 3]. The DTC offers high dynamics and utilization of the drive, however requires greater
computational power from the controller. The control of switching frequency and thus current
harmonics is problem too. The DTC controller does not include modulator, output voltage is
switched more or less based on the switching table. Therefore also modified DTC strategies were
developed. However most of them needs for their operation information about hardly measurable
inner motor values like electromagnetic flux and torque. To estimate these values models of the
machines are used. Models based on the machine’s equations are commonly used, but it seems to
be useful to use model of the IM base on the state space variables, because apart from information
about flux and torque it also enables to analyze analytically behavior of the IM. Fig. 1 shows the
equivalent circuit of induction machine (IM).

The direct torque control algorithm is based on control of stator variables, therefore stator and
rotor flux and voltage equations in stator coordinate system have to be used to describe machine.
For the sliding mode control seems to be better to use flux connected coordinate system. Machine
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Figure 1: Induction machine equivalent circuit. Figure 2: Visualization of the inverter output vectors.



694 PIERS Proceedings, Taipei, March 25–28, 2013

Equation (1) both coordinate systems are:

usα = Rsisα +
d

dt
Ψsα usd = Rsisd +

d

dt
Ψsd − ωsΨsq

usβ = Rsisβ +
d

dt
Ψsβ usq = Rsisq +

d

dt
Ψsq + ωsΨsd

0 = Rrirα +
d

dt
Ψrα + ωrΨrβ 0 = Rrird +

d

dt
Ψrd − (ωs − ωr)Ψrq

0 = Rrirβ +
d

dt
Ψrβ − ωrΨrα 0 = Rrirq +

d

dt
Ψrq + (ωs − ωr)Ψrd

Ψsα = Lsisα + Lhirα Ψsd = Lsisd + Lhird

Ψsβ = Lsisβ + Lhirβ Ψsq = Lsisq + Lhirq

Ψrα = Lrirα + Lhisα Ψrd = Lrird + Lhisd
Ψrβ = Lrirβ + Lhisβ Ψrq = Lrirq + Lhisq

(1)

Torque of IM can be calculated as:

ME =
3
2
p (Ψ× i) =

3
2
p (Ψdiq −Ψqid) (2)

The inverter will be used to supply the machine there will be only 8 voltage vectors with the value
of DC-link voltage. Situation is depicted in Fig. 2.

2. DIRECT TORQUE CONTROL PRINCIPLE

Since the first publishing of the DTC principles by Depenbrock in 1985 [2] (Direct Self Control —
DSC) and Takahashi and Noguchi in 1986 [3] (Switching Table Based DTC, ST-DTC for short),
many DTC schemes have been developed by various researches. A DTC method selected for the
implementation in this paper is the ST-DTC, being the most widely adopted DTC method.

The estimated torque and flux are compared with their reference values, and if they are out
of their tolerance bands, an adequate voltage vector is applied to the motor stator windings. The
flux is controlled be a two-level hysteresis controller and the torque is controlled by a three-level
hysteresis controller. The outputs of these controllers (cΨ and cT ), together with the current flux
vector sector are used in the Voltage vector selection table block to select the appropriate voltage
vector according to Table 1.

Controller structure is depicted in Fig. 3. Simulation results are then shown in Fig. 4. It shows
reaction of the drive onto different torque steps. In order to compare results with proposed sliding
mode control structure, results are transformed to the coordinate system rotating with the flux
vector. Therefore the stator flux is constant and torque control is done by the current component
iq.

Angle Calculator
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Look up Table
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u i ii
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cϕ 

M

2

3

d,q

2

IM model

Inverter

Figure 3: ST-DTC controller structure. Figure 4: Simulation results ST-DTC (Torque steps,
stator flux vector movement).
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Table 1: Voltage selection look up table.

1 2 3 4 5 6 1 2 3 4 5 6

cΨ = 0
cT = 1 u2 u3 u4 u5 u6 u1

cΨ = 1
cT = 1 u3 u4 u5 u6 u1 u2

cT = 0 u7 u0 u7 u0 u7 u0 cT = 0 u0 u7 u0 u7 u0 u7

cT = −1 u6 u1 u2 u3 u4 u5 cT = −1 u5 u6 u1 u2 u3 u4

Figure 5: Sliding mode controller example.
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Figure 6: Proposed SM controller structure.

Figure 7: SM controlled IM (iq control on sliding plane, torque steps).

3. SLIDING MODE CONTROLLER DESIGN

Generally sliding mode controllers were developed to control systems with relays [4]. To apply
traditional control theory on such system will not bring sufficient output. The power electronics
is can be classified as system which is ideal to apply sliding mode, due to switching of transistors
and nonlinearity of the semiconductors. The sliding mode control is based on an exact guiding
of the system state space vector via suitable switching following the prepared switching surface.
However, the state vector has to first of all reach the switching plane and then the state space
vector will move more or less directly to the destination position. This can cause time delay before
the space vector reaches its desired position, but controller can be realized very simply with the
help of comparator.

The aim is to design torque controller of IM [5]. As a first step have to be defined sliding
plane. When we use coordinate system connected with flux space vector only one flux space
vector component Ψd = Ψ will remain and thus (2) will be reduced to multiplication of Ψd and iq.
This means the sliding plane have been find, on x axis is machine’s flux and on y axis is current
component iq and any point on this plane defines torque of the machine. Usually the flux of IM is
kept constant and electrical torque of the machine is regulated by the means of regulation of current
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components. So the sliding line is defined too. In this way designed sliding mode controller selects
output voltage vectors that should be applied to the terminals of the machine to produce demanded
torque. The sliding mode existence condition can be defined so that this control works until there
is a voltage vector that can be applied to produce desired movement of the torque (Fig. 3).

When the controller reaches the destination point it starts to oscillate around this point. Analysis
of the IM behaviors based on its state description was done in [6]. The block diagram of the IM
drive with the sliding mode controller is in Fig. 4. Selection of the suitable voltage vector is based
on the fact that fastest movement from one point to another in a space is line. Therefore the most
suitable vector is selected to be nearest to the direct connecting line between actual torque and
desired torque (Fig. 6). This can be seen in Fig. 7 that shows the movement of the machine state
(torque). The chattering around the desired point can be clearly seen.

4. CONCLUSIONS

The main goal of this paper was to compare two different torque control strategies for induction
machines. The ST-DTC is well known method and is often used. IM with proposed sliding mode
controller shows similar results concerning dynamics and shape of flux vector movement. However
switching frequency is controlled via calculation steps of the controller. The simulation results look
very promising and show that the sliding mode control outputs similar results as DTC. However
the real impact of the modulation can be evaluated first after the realization of the algorithm on
the real converter prototype.
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Design and Implementation of a Variable-frequency Multiphase
VRM with Optimized Phase-reduction Control

Sheng-Yuan Ou, Yi-Peng Lin, and Jui-Chien Wang
Department of Electrical Engineering, National Taipei University of Technology, Taiwan

Abstract— This paper proposes a control method to improve the efficiency in voltage regulator
module (VRM) at light loads which is an important application on motherboard in personal
computer (PC). The proposed control strategy is a combination of variable-frequency control
method and phase-reduction control method. The proposed variable-frequency control method
is used to modulate the switching frequency high as the load becomes low or light to achieve
zero voltage switching (ZVS) on both high-side and low-side switches and to improve the light
load efficiency significantly. The phase-reduction control method associates with the proposed
variable-frequency control to enhance the efficiency improvement further as the load becomes light
gradually. In addition, compared to conventional control methods, one advantage of the proposed
variable-frequency control method can keep the ripple low to meet the desired design specification
even at light load. To verify the proposed control strategy, an eight-phase VRM is implemented
and the design specifications are output current 81 A, output voltage 1.3 V, the maximum power
about 10 W and the ripple below 1% for full-range load, in which the switching is modulated
from 240 kHz to 550 kHz as the load varies. The experimental results shows comparisons the
proposed control method and other conventional constant frequency techniques and efficiency
can be increased up to 30%.

1. INTRODUCTION

In industrial applications such as motherboards in personal computers, the most favorite voltage
regulator module (VRM) [1–10] topology is shown in Fig. 1, the multiphase interleaved VRM [11, 12]
and a conventional method is used to control the VRM with constant-frequency control. Generally,
VRM must has low-voltage and high-current features so that [7–10] provide many multiphase
architectures well as the related interleaved control [11, 12] to satisfy larger loads and to suppress
the output voltage ripple, such as the eight-phase VRM shown in Fig. 1.

With the conventional constant-frequency control method, Fig. 2 shows the efficiency traces
measured from an eight-phase VRM under various loads at the two constant switching frequencies
respectively. In Fig. 2, the lighter the load is and the larger the switching frequency is, the higher
the efficiency is, and vice versa. To improve the efficiency over all loads, this paper therefore
proposes a variable-frequency control scheme associated with phase-reduction control in which the
output voltage can be regulated by continuously changing the switching frequency and the proposed
variable-frequency scheme can be carried out from slightly modifying the existing controller. It
should be a preferred solution to improve efficiency.
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2. PROPOSED CONTROL TECHNIQUE AND THEORY

2.1. Variable-frequency Control Rule
From the VRM operations and to implement ZVSs on both switches S1 and S2 [13], one half of
current variance 1/2(∆iL) should be slightly larger than output current IO to ensure the enough
energy to turn on the body diode, as shown in Fig. 3

FSW <
Vin − VO

2L
× (D1 + d)× n

IO
(1)

wherein FSW is the switching frequency, IO is output load current and is the phase number.
By (1), the switching frequency FSW is inversely proportional to load current IO which illustrates

the higher the load current is, the lower the switching frequency must be modulated as. In practical
systems, for the reasons of circuit design and output ripple and so forth, the switching frequency
can not be reduced infinitely while the loading increases, thereby the switching frequency FSW must
be fixed constant after one predetermined threshold is reached. Noted that the preset minimum
switching frequency corresponding to the mode threshold is independent of whether ZVS on the
high-side switch S1 can be achieved or not. It depends on the element values of the designed circuit
parameter, output ripple specifications and so forth.

2.2. Optimized Efficiency Curve
The multiphase VRM with interleaved control can be applied to the large load situations and can
restrain the output voltage ripple effectively, but while operating at light-load situations, the ef-
ficiency of VRM will be quite low. Therefore this paper provides a control method and circuit
with both variable-frequency modulation and phase-reduction to improve the light-load efficiency
significantly. Depending on the load situations, the proposed circuit turns on or off the operating
phases. Fig. 4 shows example efficiency curves for four-phase VRM. To obtain the optimum op-
erating efficiency curve, VRM only operates with one phase during Io/Io,max < A, operates with
two phases during A < Io/Io,max < B because the efficiency for VRM operating with two phases
is higher than that with one phase. For the same reasons, VRM operates with three phase during
B < Io/Io,max < C and operates with four phase during Io/Io,max > C, thereby the optimum
efficiency noted with a dotted line can be acquired.

2.3. The Proposed Control Scheme
Figure 5 shows the proposed variable-frequency control composited of a variablefrequency en-
able/disable circuit, a switching frequency modulation circuit, a current/voltage converter and
a switch. Similarly, Fig. 6 shows the proposed phase-reduction control system including a VRM
power stage, the drive IC, a phase-reduction enable/disable circuit, a current/voltage converter and
a switch. The phase-reduction enable/disable circuit is shown in Fig. 7 and includes a comparator
and an amplifier. The output voltage of the non-inverting amplifier is VIo′ which is inputted from
the converted voltage VIo. The switch Sw is turned on to connect the drive IC to the power supply
VCC and pass the gate driving signal to the power stage for one phase operation when VIo′ > Vref .
Conversely, the switch Sw is turned off to disable the phase when VIo′ < Vref .
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Figure 5: The proposed variable-frequency control
system.

Figure 6: The proposed phase-reduction control sys-
tem.

Figure 7: The phase-reduction enable/disable cir-
cuit.

Figure 8: Waveforms of switch and inductor current
at IO = 20 A.

Figure 9: Respective efficiency curves for operating in some phases.

3. EXPERIMENTAL RESULTS

The experiments to verify the proposed control method and performance are made by implemen-
tation of an eight-phase VRM with the specifications are input voltage 12V, output voltage 1.3 V,
output current range 0 A ∼ 81 A, variable-frequency load range 0 A ∼ 24 A, and switching frequency
range 240 kHz ∼ 550 kHz. Fig. 8 shows the measured drain-source voltage vDS and gate-source volt-
age vGS of upper switch and the also inductor current as the proposed VRM is switching at 240 kHz
respectively corresponding to 20 A to verify the ZVS property.

Figure 9 shows respective efficiency curves for some individual operating phases in which all
curves are actually measured from the implemented eight-phase VRM. With efficiency curves in
Fig. 9 to acquire the optimal entire efficiency under all load conditions, VRM should be operated
in three-phase from one-phase while the load current reaches 15 A, operated in four-phase from
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Figure 10: The VRM efficiency traces for various loads with different control methods.

three-phase while the load current reaches 24 A, operated in six-phase from four-phase while the
load current reaches 39A and operated in eight-phase from six-phase while the load current reaches
75A.

Compared with two conventional control methods under various loads, including constant-
frequency control for switching frequency 240 kHz and variable-frequency control from 240 kHz
to 550 kHz, Fig. 1 shows the measured efficiency traces of the completed eight-phase VRM using
the proposed control method. As can be seen significantly, the efficiency of VRM with the pro-
posed control method under any loads is more excellent than those with the conventional controls,
especially at the light-load, the improvement is quite high and up to 30%.

4. CONCLUSIONS

This paper proposes a control method to improve the efficiency in VRM at light loads and im-
plemented with predetermined specifications including output voltage 1.3 V from 12 V and output
current 81 A. The combination of variable-frequency control method and phase-reduction control
method is used to modulate the switching frequency and achieve ZVSs both on high-side and
low-side switches. Furthermore, the phase-reduction control method associates with the proposed
variable-frequency control to enhance the efficiency improvement further as the load becomes light
gradually. In addition to be carried out with slightly modifying the PWM controller easily avail-
able from market, compared with conventional control methods, one advantage of the proposed
variable-frequency control method can keep the ripple low to meet the desired design specification
even at light load. The experimental results shows comparisons the proposed control method and
other conventional constant frequency techniques and efficiency can be increased up to 30%.
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An Adaptive Current-sharing Control Technology for Multi Power
Module with Hot Swapping

Sheng-Yuan Ou and Fu-Sung Chen
Department of Electrical Engineering, National Taipei University of Technology, Taiwan

Abstract— This paper achieves an adaptive current-sharing control strategy for multi power
modules to solve the output current imbalance problem even caused by hot swapping while some
power modules are paralleled or removed to provide higher or lower power the load requires. The
conventional hot swapping techniques used in multi power module are easy to perform flexibility
and precision, but generally easy to result in both the output voltage and current imbalances of
operating modules so that some paralleled modules will be overloaded to mistake the operation
even damage. Therefore, one of the solutions to balance the each module voltage and current
while hot swapping uses the current control IC in each modules, but it increases complexity, cost
and volume of each power circuit as well as degrades the efficiency under tiny-load and no-load
situations. This paper provides a simple and low-cost adaptive current-sharing control method
using off-the-shelf PWM control IC which only needs to be simply and easily modified. This paper
discusses and illustrates the issues caused by hot swapping, the current-sharing control theory,
and the proposed control scheme to easily implement the required control function. A multi power
supply comprised of two power modules is implemented for verification of the proposed control
in which one module has the design specification including 20 V output voltage, 5 A maximum
output current, and 100W maximum output power, the other has 20V output voltage, 2.5 A
maximum output current, and 50 W maximum power. The total multi power module has 7.5A
maximum output current and 150 W maximum output power. The experimental results verify
the theoretic analysis and feasibility of the proposed control method, and show the required
proportional current-sharing function with actually-measured waveforms.

1. INTRODUCTION

In portable industrial applications such as notebooks and tablet personal computers, the portable
property becomes an important issue and enhances the design difficulty of the power supply. To
provide a stable and reliable power for portable devices, there is a need of small sized portable
power supply with high power while working outside or traveling. Directly shunting several power
modules is the simplest and easiest control method as shown in Fig. 1, but the output current
imbalance may easily destroy or fail one power module because of overloading. For improvements
of the above-illustrated issues, this paper introduces the concept of distributed power supply [1]
and combines two power supply module in experiments, one low-power module and one high-power
module, with parallel into a detachable power supply system rather than a single power supply
system. Compared to the conventional single power supply, one advantage of the detachable power
supply system is flexible in applications; someone can use the combined power supply to charge the
portable device while the needing to be fast charged and may take one of the two power supplies
outside while working or traveling to enhance the convenience.

There are several current-sharing control methods in the distributed power supply system to
balance each output current and distribute the power and heat dissipation [2, 3]. The voltage droop
method [4, 5] is the popular one, but this method has some drawbacks, including degraded current-
sharing outcome at light-load situation and worse load characteristics because of changing the
internal resistance to achieve the required proportional current-sharing. Another popular method
is average current method [6–9] of which the primary disadvantage is very difficult to solve the
issue between system stability and load current-sharing dynamic response. The dedicated master
method [10, 11] has a fatal shortcoming, that is, the entire system will fail once the master unit fault
appears; in addition, the communication among units complicates the entire system and cost more.
To improve the above-mentioned issues, this paper utilizes the automatic master method [12] that
equips high accuracy of proportional current-sharing, superior load regulation, improved dynamic
response, and easy to redundant the redundant power system. This paper applies the automatic
master method to the two power modules combined with parallel to get the related benefits.

2. PROPOSED CONTROL TECHNIQUE AND THEORY

For each unit with parallel in detachable power supply system, the proportional current-sharing
control is based on the highest output current with the automatic master method to adjust output
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currents of other modules, therefore the output current in each module should be detected and
pass the sensed current signal to a current-sharing bus which only feed the highest current signal
into the controller to be the control base signal. The control of output current in each other unit
should follow the base signal to balance each current. The control scheme is shown in Fig. 2.

The hardware used in this paper is constructed with off-the-shelf PWM control IC with slight
modification, the controller associates with the automatic master method and outer loop control
method in which the current control loop is built up with a high accuracy current detection amplifier
to make sure the highest one among all output currents from each power module to be the control
base signal and the corresponding power module will become the primary one. Then, a current-
sharing adjustable signal is generated by the primary power module to effect the required current
balance function.

3. EXPERIMENTAL RESULTS

The experiments to verify the proposed control method and performance are made by implemen-
tation of a detachable power supply constructed with two paralleled power modules, one has the
rating output power 50 W for output current 2.5 A and output voltage 20 V and the other has 100 W
for 5 A and 20V respectively. Under different load situations, Fig. 3 shows the output voltage and
output current of each module when the two power modules have shunted for 60% load, 90 W. The
low-power module for 50W rated power outputs about 1.15A and the high module outputs for
100W rated power 3.37 A in Fig. 3 to verify the proportional current-sharing scheme works well
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Figure 2: Implemented power supply system in this paper.

Figure 3: Output voltage and currents under 60%
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and the output voltage won’t be degraded. Fig. 4 shows the output voltage and the output currents
of two power modules under 100% full-load, 100 W, in which the output currents are 2.56 A and
5.01A respectively and also verifies the appropriate control of the used proportional current-sharing
control.

4. CONCLUSIONS

This paper implements an adaptive and proportional current-sharing control scheme for multi
power modules to overcome the current imbalance issue for each power module in a detachable
power supply system. The used proportional current-sharing strategy and the associated control
system are also illustrated in this paper. The experimental results are connected with the design
specification of total output power 150 W supplied by two power modules of which rated power are
50W for 2.5A load current and 100W for 5A load current respectively. In the experiments, the
designed 50 W low-power module and 100W high-power module proportionally share 1.15 A and
2.37A respectively under 60% load. Furthermore, the experiments show these two shunted power
modules also proportionally provide 2.56A and 5.01 A even under 100% full-load. The actually
measured waveforms and data in this paper verify the implemented proportional current-sharing
control scheme and the associated design.
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Abstract— This paper proposes a novel super-capacitor cell power management system to
monitor current and balance state of charge for each cell while charging and discharging a multi-
cell super-capacitor stack. Generally, the super-capacitor cells are in series connection to form
a multi-cell stack for practical applications due to the much lower operating voltage of super-
capacitor. The cells should suffer from the imbalance charging issue caused by intrinsic property
differentials among separate cells even labeled the same specification. The imbalance charging
phenomenon can cause some super-capacitor cells in stack overcharging to be destroyed and
decrease their lifetime. The imbalance charging also results in other super-capacitor cells in the
same stack undercharging and makes the cells as well as the cell stack utilization and performance
very low. One popular conventional balance charging control method uses some passive networks
comprised of resistors so that there are some fatal disadvantages, including the poor efficiency
resulting from the resistor dissipation and the difficulty for resistor selection and setting as well
as the accuracy degrading. Therefore, this paper provides an active balancing circuit which can
maintain equal voltages across each super-capacitor cell and clamp the peak voltage across each
cell to a selectable maximum value by monitoring cell state of charge in the stack. The proposed
adaptive and active charging balance control method utilizes off-the-shelf control IC which only
needs to be simply and easily modified in which charging strategy is the pulse charging method
which is implemented easily and simply in view of super-capacitor lifetime and fast charging. The
experimental results verify the theoretic analysis and feasibility of the proposed control method.

1. INTRODUCTION

Based on the requirements for modern industry development, there is a need of utilizing a variety of
power sources for applications in widespread use of which super-capacitor is one. Super-capacitor
is also called electrical double-layer capacitor and has an invertible reaction for storage process
so that super-capacitor can be charged and discharged repeatedly for hundred thousands of times
and still keeps the useful characteristics which property is one of super-capacitor advantages in
applications. In addition, super-capacitor has speedy response and fast charging and discharging
capability compared to secondary battery to shorten the charging time and rapidly supply high
energy for load requirement. Applications of super-capacitors include camera flashlight, smart
meter, toys, LED display, UPS, electric vehicle and so on.

But currently, super-capacitor faces an important issue, the smaller operating voltage, and can’t
be used in the high voltage applications such that should be series with many other super-capacitors
generally. This situation makes the super-capacitor string unfavorable because of simultaneously
charging to easy downgrade the super-capacitor property even lifetime. Therefore, we need a
balance charging and discharging control scheme to uniform the charging state and to avoid over-
charging phenomenon on some super-capacitors of the series string.

Conventionally, a simple, favorite and widely-adopted solution to uniform the charging state is
so called passive even charging and discharging method that uses some matched resistors to balance
the voltages across each super-capacitor. Nevertheless, this traditional method has some drawbacks
of which one is the overcharged super-capacitors will be discharged through the matched resistors
and there are significant energy wasted in the resistors while stopping charging in addition to the
redundant resistor bank. For the reasons, this paper uses the active balance method to charge
and discharge the super-capacitor string and combines a DC-DC converter to regulate the required
output voltage.

2. PROPOSED CONTROL TECHNIQUE AND THEORY

Figure 1 illustrates the proposed system in this paper, including a super-capacitor stack with
series, a secondary battery stack, a charger/discharger circuit with balance control, a load regulator
comprises of a DC-DC power converter, and a micro-controller to response for entire system control.
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In the proposed system as shown in Fig. 1, the design load regulator is used to provide power
from super-capacitor or secondary battery to load with high efficiency, and the micro-controller
acts as the control core to detect and monitor the states of charge (SOC) for both super-capacitor
and secondary battery and thereby handle operations of other devices to achieve the predetermined
functions. In addition, the micro-controller can perform the control strategy for retrieve energy
from super-capacitor or secondary battery to load depending on the load variations. The charg-
ing/discharger circuit for super-capacitor and secondary battery and the load regulator circuit are
shown in Figs. 2 and 3 in which the pulse charging method is used to get the fast charging and the
high charging efficiency.

3. EXPERIMENT RESULTS

The experimental specifications for super-capacitor charging circuit under normal charging mode
are listed in Table 1 wherein the input voltage is predetermined as 4 V, the output voltage is 3.998 V,
and the charging current are about 20 mA–200mA and 200mA–2 A respectively corresponding to
different external program resistances. With two super-capacitors both having 2V to be charged,
the used PWM control IC is programmed to output 4 V to charge the super-capacitor stack. Based
on the inherently distinct characteristics such as the internal resistances between the two super-
capacitors, the required charging time for the rated voltage 2 V is different while charging therefore
the control IC should control the charging state of super-capacitors and maintain equal voltages
across each super-capacitor, reducing the higher voltage across one super-capacitor and increasing
the lower voltage across the other to achieve the charging balance.

Figure 4 illustrates the actually measured data from voltage meters and shows that the com-
pletely discharged voltages across these two super-capacitors are 0.449V and 0.393 V respectively
where one super-capacitor is 10.7 F/2 V and the other is 13.8 F/2 V. The different capacitances are
selected to verify and confirm the proposed balance scheme in this paper. Fig. 5 shows the voltage

Table 1: Specifications for charging circuit.

Input voltage 4 V Output voltage 3.9980V
External program resistance (1) 5 kΩ External program resistance (2) 500 Ω
External program voltage (1) 0.1V–1V External program voltage (2) 0.1V–1 V
Charging current ICHAR(1) 20mA–200 mA Charging current ICHAR(2) 200mA–2 A

Figure 1: The proposed system in this paper.

Figure 2: Charger/discharger circuit for secondary
battery and load regulator circuit.

Figure 3: Charger/discharger circuit for super-
capacitor.
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Figure 4: Voltages across completely discharged
super-capacitors.

Figure 5: Waveforms for voltage difference larger
than 750 mV.

Figure 6: Waveforms for voltage difference about
750mV.

Figure 7: Waveforms for voltage difference about
250 mV.

Figure 8: Imbalance voltages across completely
charged super-capacitors.

Figure 9: balance voltages across completely
charged super-capacitors.

across one super-capacitor is about 1.7 V and the program voltage VPROG is about 0.1 V in CH3
when the voltage difference between input and output voltages is larger than 750 mV wherein CH1
represents the input voltage 4 V. Fig. 6 shows the waveforms for early charging state and Fig. 7
shows the program voltage decreases to be about zero because the voltage difference lowers to be
about 0.25V while completely charged.

Figure 8 shows the imbalance voltages across completely charged super-capacitors measured
from voltage meters where one is 1.888V and the other is 2.07 V. The voltage difference is up to
182mV due to the distinct characteristics between two super-capacitors. Fig. 9 shows the actually-
measured balance voltages across the two split super-capacitors under the balance control to verify
the design and control, in which the voltage difference is down to 12 mV.

4. CONCLUSIONS

This paper proposes a super-capacitor cell power management system including a super-capacitor
stack, a secondary battery stack, a charging/discharging circuit, a load regulator, and micro-
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controller. Both super-capacitor stack and secondary battery stack supplies the required energy
to load corresponding to the control of micro-controller with detecting and monitoring SOCs of
the two power sources. The charger/discharger performs the uniform charging strategy for super-
capacitors in series to maintain the important operation characteristics and enlarge the lifetime.
The implemented system verifies the used uniform balance charging method with experiments in
which the voltage difference can be suppressed as 12 mV from 180mV.
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Design and Implementation of an LED Switching Regulator Using
Inverse Buck Topology

Sheng-Yuan Ou and Hong-Hsiang Chang
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Abstract— This paper proposes an LED switching regulator using inverse buck topology to
achieve dimming improvement, eliminating spike from diode reverse recovery time and LED string
short and dimming short operation and protection. The used pulse width modulation technique
is fixed off time adjustment by easily setting the additional elements comprised of a resistor
and a capacitor to achieve variable-frequency control under continuous current mode (CCM) or
discontinuous current conduction mode (DCM). Recently, LED is largely used in lighting system
to save energy and space in human life instead of cold-cathode fluorescent lamps. In order to
solve the problem of voltage deviation in each LED string, this paper provides an LED switching
regulator to achieve the acceptable current-equalization function, and also solve the problem of
voltage deviation in the multi-string panel construction. In this paper, the inverse buck topology
is used with constant off time control IC to implement a LED string panel control to verify the
proposed analysis. Finally, the experimental results show good confirm and meet the required
specification.

1. INTRODUCTION

In order to solve energy problem in TV system, LED has come instead of cold-cathode fluorescent
lamps (CCFL) [1] in modern backlight modules, because the power consumption of CCFL modules
is 2∼3 times than LED in the same backlight size. The common topology of LED module is the
so-called linear control scheme [2–5] as shown in Figure 1. Up to date, the larger panel size is more
popular in which the different voltage Vf between each LED strings in backlight module becomes
larger. This problem may cause larger power loss and reduce efficiency by using the linear control
scheme to drive LED backlight module. The inverse buck topology [6–11] as shown in Figure 2 to
drive LED backlight module can overcome the problem and achieve good current balance in each
string. With the inverse buck backlight module, LED output current is linearly proportional to
duty cycle in PWM dimming function [11, 12] so that the dimming can be easily performed.

2. PROPOSED CONTROL TECHNIQUE AND THEORY

Figure 3 shows the used inverse buck system including two LED strings, two inverse buck topologies
and the associated PWM controller. Once the PWM controller receives the sensed signal from LED

11 12
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Figure 1: Conventional linear control LED driver
topology.

Bulk voltage

LLC 
IC

OPP

Vfb

Primary side Secondary side
Switching converter Inverse buck LED driver

PWM  
IC

1

3
2

PWM  
IC

1

3
2

1: Current sense
2: Dimming singal
3: Brown in/out

PWM 
IC

1

3
2

N strings

Vined

Figure 2: Inverse buck LED driver topology.
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Table 1: Specifications for implemented LED switching regulator with inverse buck topology.

Input voltage (Vin) 155V
LED output voltage (VLED) 100 V∼122V
LED output current (ILED) 280mA

Inductor ripple current 290mA
Switch off time 2 µs

strings to generate an error signal and adjust the pulse width to control the inverse buck topology
and regulate the required output.

Figure 4 illustrates the relationship between the reference current Iref and the average inductor
current Iave under the constant off time control for constant current output control. Under the
control method, there is a reference current command Iref is set in the used PWM controller, the
switch is turned off while the inductor current reaches the reference current Iref and turned on
again while experiencing for a constant off time as shown in Figure 4. The variation in inductor
current ∆I is constant because switch off time and the constant voltages across LED strings are
constant. It can be seen that the ripple current ∆I almost comes into the LED strings if the voltage
across LED strings are fixed and the required inductance can be determined as

L =
VLED

Imax − Imin
toff (1)

Based on (1), the corresponding switch of time and the required switching frequency can be designed
as

toff =
L

Vin − VLED
(Imax − Imin) (2)

fs =
1

ton + toff
(3)

3. EXPERIMENTAL RESULTS

The experiments to verify the proposed control method and performance are made with the speci-
fications listed in Table 1 wherein the input voltage is 155 V, LED output voltages are from 100 V
to 122 V and the current for each LED string is 280mA. The operating switching frequency varies
from 150 kHz to 200 kHz because the constant off time operation.

Figure 5 show the actually measured waveforms of one LED string current and voltage, the
ripple inductor current, and the switch control signal to verify the analysis and design as above
mentioned. Figure 6 illustrates the actually measured current and voltage waveforms of the two
LED string. The results in Figure 6 shows the LED string voltages are about 122 V and 100 V
respectively and the two LED string currents can be regulated as the same power effectively and
appropriately even the voltage difference between two LED strings is up than 20V.
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Figure 5: Corresponding waveforms for each LED
string.

Figure 6: Current and voltage waveforms for two
LED strings.

4. CONCLUSIONS

This paper first illustrates the prior arts in drivers for multi LED strings and designs an LED
switching regulator using inverse buck topology to verify the operation and analysis. The inverse
buck topology is used with constant off time control IC to implement a LED string panel control
to verify the proposed analysis. The LED current can be regulated with varying the duty cycle
of control signal which depends on the voltage difference between the two LED strings even the
difference is up to 20 V. Finally, the experimental results show good confirm and meet the required
specification.
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Abstract— Volume integral equations (VIEs) are essential and indispensable for solving in-
homogeneous electromagnetic problems by integral equation approach. Traditionally, the VIEs
are solved by the method of moments (MoM) with the Schaubert-Wilton-Glisson (SWG) basis
function. The SWG basis function requires conformal meshes in geometric discretization and may
be inconvenient for inhomogeneous problems. In this work, we propose a Nyström-like scheme
for solving the VIEs. The scheme chooses some representative discrete nodes in each tetrahe-
dral element and uses a point-matching procedure to transform the VIEs into matrix equations.
The scheme can allow an inhomogeneity of materials in each tetrahedron and may simplify the
geometric discretization. A numerical example for electromagnetic scattering by a multilayered
dielectric object illustrates the effectiveness of the scheme.

1. INTRODUCTION

Volume integral equations (VIEs) are indispensable for solving electromagnetic (EM) problems
with inhomogeneous or anisotropic materials by integral equation approach [1]. Traditionally, the
VIEs are solved by the method of moments (MoM) in which the unknown volumetric electric
and magnetic currents are represented with the divergence-conforming Schaubert-Wilton-Glisson
(SWG) basis function [2]. The SWG basis function is defined over a pair of tetrahedrons with a
common face and requires conformal tetrahedral meshes in geometric discretization. The conformal
meshes will result in a high cost in discretization, especially for multiscale structures in which the
meshes with different sizes need to perfectly merge near material interfaces [3, 4].

The conformal meshes imply that the tetrahedral elements cannot stride across material inter-
faces or each tetrahedron cannot include inhomogeneous materials in the geometric discretization.
This is because the SWG basis function cannot be defined over a discontinuous material bound-
ary [2]. Therefore, we have to locate the material boundaries for a given arbitrarily inhomogeneous
structure and discretize each material individually without striding across its boundary. However,
if we need to discretize the geometries along their material boundaries, why do we need to bother
the VIEs? The surface integral equations (SIEs) can also be used and are more convenient to
implement if we must locate the boundaries because they only require the discretization of material
interfaces [1]. Hence, it seems that solving the VIEs is unnecessary in the case when the material
boundaries are impenetrable in geometric discretization.

In this work, we propose a Nyström-like point-matching scheme to solve the VIEs. The scheme
does not use any basis function and only works with individual tetrahedrons instead of tetrahedron
pairs. Therefore, the scheme allows an inhomogeneity of materials in each tetrahedron or permits to
stride across material boundaries without enforcing a conformity in geometric discretization. The
scheme chooses some representative discrete nodes in each tetrahedral element and uses a point-
matching procedure to transform the VIEs into matrix equations. Due to its distinctive feature, the
scheme can more conveniently handle arbitrarily inhomogeneous or anisotropic structures though
requiring an efficient treatment of hypersingularity in the integral kernel [5]. A numerical example
for electromagnetic scattering by a multilayered dielectric sphere is presented to demonstrate the
scheme and its robustness can be observed.

2. VOLUME INTEGRAL EQUATIONS (VIES)

Consider the EM scattering by a three-dimensional (3D) inhomogeneous object embedded in the
free space with a permittivity ε0 and a permeability µ0, the VIEs can be written as [1]

E(r) = Einc(r) + iωµ0

∫

V
Ḡ(r, r′) · JV (r′)dr′ −∇×

∫

V
Ḡ(r, r′) ·MV (r′)dr′, r ∈ V (1)

H(r) = Hinc(r) + iωε0

∫

V
Ḡ(r, r′) ·MV (r′)dr′ +∇×

∫

V
Ḡ(r, r′) · JV (r′)dr′, r ∈ V (2)
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where Einc(r) and Hinc(r) are the incident electric and magnetic field, respectively, while E(r) and
H(r) are the total electric and magnetic field inside the object, respectively. Also, the integral
kernel

Ḡ(r, r′) =
(
Ī +

∇∇
k2

0

)
g(r, r′) (3)

is the 3D dyadic Green’s function in which Ī is the identity dyad, k0 = ω
√

µ0ε0 is the free-space
wavenumber, and g(r, r′) = eik0R/(4πR) is the 3D scalar Green’s function. In addition, R = |r−r′|
is the distance between an observation point r and a source point r′ in the scalar Green’s function
and

JV (r′) = iω[ε0 − ε(r′)]E(r′) (4)
MV (r′) = iω[µ0 − µ(r′)]H(r′) (5)

are the induced volumetric electric and magnetic current densities inside the object with a permit-
tivity ε(r′) and a permeability µ(r′), respectively. Usually, the object is nonmagnetic or µ(r′) = µ0,
so the magnetic current density vanishes and the above two equations can be reduced to

E(r) = Einc(r) + iωµ0

∫

V
Ḡ(r, r′) · JV (r′)dr′, r ∈ V (6)

H(r) = Hinc(r) +∇×
∫

V
Ḡ(r, r′) · JV (r′)dr′, r ∈ V. (7)

We only need to solve the first equation to obtain the unknown electric current density JV (r′),
or equivalently, the total electric field E(r′). However, the electric flux density D(r′) = ε(r′)E(r′)
is usually chosen as the unknown function in the MoM since it is normally continuous across the
common faces of paired tetrahedrons.

3. NYSTRÖM-LIKE SCHEME FOR SOLVING THE VIES

We propose a Nyström-Like Scheme to solve the VIEs. In the scheme, we first select some repre-
sentative discrete nodes in each tetrahedron and then transform the VIEs into matrix equations
by performing a point-matching procedure over those nodes. These nodes are chosen as equally as
possible in each tetrahedron without the constraint of a quadrature rule, so the scheme is different
from the Nyström method in which the distribution of nodes obeys a quadrature rule. The current
densities instead of the total fields or flux densities are chosen as unknown functions to be solved
in the scheme. For a nonmagnetic object, Eq. (6) can be written as

1
iω[ε0 − ε(r)]

JV (r) = Einc(r) + iωµ0

∫

V
Ḡ(r, r′) · JV (r′)dr′, r ∈ V (8)

if Eq. (4) is applied to. We can see that there are not explicit material parameters in the integral
of the above equation and this characteristic allows the discretization to stride across material
boundaries or each tetrahedron to include different materials. To evaluate the integral of the
above equation, we have to represent the unknown current density at an arbitrary point within a
tetrahedron. We can use an interpolation scheme to represent the current density at an arbitrary
point based on its values at those chosen nodes. For example, if we want to represent an unknown
function f within a local region, we can approximate it with a first-order polynomial function
(linear approximation) in a local coordinate system (u, v, w), i.e.,

f = a1 + a2u + a3v + a4w = f(u, v, w) (9)

where a1, a2, a3, and a4 are the unknown coefficients to be determined. We can then obtain a set
of equations by matching the unknown function on those chosen nodes within the same region, i.e.,

fl = a1 + a2ul + a3vl + a4wl, l = 1, 2, · · · , L (10)

where fl (l = 1, 2, · · · , L) are the values of unknown function on those chosen nodes and L is the
total number of chosen nodes in the region. The set of equations can only be solved with the least
square method (LSM) by defining a functional

F =
L∑

l=1

{ξl

[
fl − (a1 + a2ul + a3vl + a4wl)]2

}
(11)
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which is the sum of weighted residue errors for the equations (ξl is the lth weight). Minimizing the
functional or enforcing the derivative of the functional with respect to the coefficients to vanish,
i.e.,

∂F

∂a
= 0 (12)

we can determine the unknown coefficients a = [a1, a2, a3, a4]T and the relevant details can found
in [7]. When the unknown coefficients are solved, the unknown function within the region can be
expressed as

f(u, v, w) = a1 + a2u + a3v + a4w = φT · f (13)

where φ = [φ1, · · · , φL]T is called shape function and f = [f1, · · · , fL]T is the vector of unknown
function values at those chosen nodes. With the shape function, we can represent the unknown
current density within the same region of a tetrahedron as

J(r′) =
L∑

l=1

φl(r′)Jl (14)

where Jl = Ju
l û+Jv

l v̂ +Jw
l ŵ is the value of unknown current density at the lth chosen node in the

region.
After the unknown current density is represented, the matrix elements can be evaluated numer-

ically when the observation node is outside a source tetrahedron. If the observation node is inside
a source tetrahedron, we have to evaluate the hypersingular integrals resulting from the dyadic
Green’s function. The scheme may not be feasible when one cannot handle the hypersingularity in
the integrals, but it has become feasible when we developed the robust technique of treating the
hypersingularity in recent years [5, 6]. We have built some special subroutines for evaluating the
hypersingular integrals in our code library and they can be used here.

4. NUMERICAL EXAMPLE

To illustrate the effectiveness of the new scheme for solving the VIEs, we present one numerical
example for EM scattering by a multilayered concentric dielectric sphere as shown in Figure 1.
The sphere is chosen because it has exact solutions or Mie-series solutions [8] that can be used
to verify the numerical solutions of the scheme. It is assumed that the incident wave is a plane
wave with a frequency f = 300 MHz and is propagating along the −z direction in free space.
We calculate the bistatic radar cross section (RCS) observed along the principal cut (φ = 0◦ and
θ = 0◦ − 180◦) for the scatterer with both vertical polarization (V V ) and horizontal polarization
(HH). We consider a three-layer concentric dielectric sphere which is piecewise-homogeneous but
treated as an inhomogeneous object. The radii of three interfaces are a1 = 0.2λ, a2 = 0.25λ, and
a3 = 0.3λ, respectively, where λ is the wavelength in free space. The relative permittivity of the
dielectric material in each layer is εr1 = 4.0, εr2 = 3.0, and εr3 = 5.0, respectively (the relative
permeability µr = 1.0 is assumed for dielectric materials). The object is discretized into 2352
tetrahedral elements and some elements could stride across the material interfaces. Figure 2 plots
the bistatic RCS solutions of the object obtained from the scheme and we can see that they are
close to the corresponding exact solutions.
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Figure 1: Geometry of a multilayered concentric dielectric sphere.
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Figure 2: Bistatic RCS solutions for a three-layer concentric dielectric sphere. The radii of three material
interfaces are a1 = 0.2λ, a2 = 0.25λ, and a3 = 0.3λ, respectively. The relative permittivities of dielectric
materials in the three layers are εr1 = 4.0, εr2 = 3.0, and εr3 = 5.0, respectively, and the relative permeability
µr = 1.0 is assumed in each layer.

5. CONCLUSION

The MoM with the SWG basis function is the primary numerical method for solving the VIEs in
electromagnetics but the SWG basis function requires conformal meshes in geometric discretization.
In this work, we present a Nyström-like scheme for solving the VIEs. The scheme does not rely on
any basis and testing functions and uses a point-matching procedure to change the VIEs into matrix
equations based on some chosen nodes in each tetrahedron. The main advantage of the scheme
is the permission of inhomogeneous materials in each tetrahedron, resulting in much convenience
in geometric discretization. We present a numerical example for EM scattering by a multilayered
dielectric sphere to demonstrate the scheme and good results have been observed.
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Abstract— Electromagnetic scattering occurs by the presence of discontinuities or scatterers.
Ensemble of particles often form clusters or aggregates of particles. Most scattering models
assume that such complex ensemble are placed in non-absorbing media. However, for many ap-
plications, absorption of the host media cannot be neglected for particular frequency or spectral
ranges. In this paper, we study theoretically and numerically the electromagnetic scattering
properties of fractal-like aggregates of silicon dioxide particles embedded in water at 193.4 THz
or 1550 nm. The volume-integral equation is solved using the Discrete Dipole Approximation.
These properties depend upon primary particle parameters as their size, shape or complex re-
fractive index in addition to aggregate structure as its fractal dimension or gyration radius. Such
properties are of interest in a range of scientific and industrial applications. The scattered Stokes
vectors are calculated for an aggregate and applications in the fields of remote-sensing as RADAR
or LiDAR but also materials characterization are discussed.

1. INTRODUCTION

The scattering of electromagnetic (EM) waves by objects is of crucial interest for research and
engineering problems in remote-sensing, telecommunication, microwave and optics [1, 2]. Scattering
may occur by the presence of scatterers or any kind of discontinuity of the complex refractive index.
It results, for instance, in a change of the direction of propagation and the state of polarization of
the EM wave. Particles such as silicon dioxide, titanium dioxide or carbon soot frequently form
three- dimensional systems by aggregation in various situations as combustion, turbulent jets or
dense particulate media. These aggregates have a fractal-like structure [3] and their electromagnetic
scattering properties are of interest in a range of scientific and industrial applications [4]. These
properties depend upon primary particle parameters as their size, shape or complex refractive index
in addition to the internal aggregate structure described by its fractal dimension and gyration
radius.

In this paper, we define the electromagnetic scattering problem for aggregate of particles em-
bedded in an absorbing host medium [5]. Analytic solutions of this problem are known only for
regular-shaped particles [6]. Dedicated numerical methods are required for complex systems of
particles such as aggregates. A numerical method derived from the discrete-dipole approximation
(DDA) [7] solves the Maxwell equations using the volume-integral equation (VIE) [8]. Results for
fractal-like aggregate of silicon dioxide particles in an averaged orientation in water at absorbing
wavelength or frequency are reported and compared with equivalent-sphere scattering. The utility
of accurate electromagnetic scattering models is discussed for a wide range of applications such as
remote-sensing, RADAR or LiDAR but also materials characterization.

2. ELECTROMAGNETIC PROBLEM

The electromagnetic scattering problem refers to the perturbation of the propagation of an EM
wave by the presence of an object, i.e., a scatterer, with a refractive index different from the
surrounding medium, i.e., host medium. We assume here that the EM plane wave is described by
its time-dependent and frequency-dependent electric field vector as:

E(r, ω, t) = E(r, ω)e−iωt (1)

where r is the position vector, ω = 2πf = 2πcλ−1 is the angular frequency, f is the frequency, λ is
the wavelength, c is the speed of light in vacuum and i = (−1)1/2. The time-dependant term e−iωt

is omitted for simplicity in the rest of this paper.
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Figure 1: Schematic of electromagnetic scattering from an aggregate composed of spherical particles embed-
ded in absorbing host medium.

Let’s consider an arbitrary aggregate of Np homogeneous spherical particles embedded in a
homogeneous, linear, isotropic and absorbing host medium as depicted in Fig. 1. The unitary
volume of the particles is Vp. The total volume of the aggregate is Va =

∑
i vi where i ranges from

1 to Np and vi is the i-th particle volume. The absorbing host medium of volume Vh = V − Va.
Both the particles and the host medium have a frequency-dependent or spectral-dependent complex
refractive indexes, respectively mp(ω) and mm(ω), which are defined from the complex permeability
ε and the permittivity µ:

mp(ω) = m′
p(ω) + im′′

p(ω) = (εp(ω)µp(ω))1/2 (2)

mm(ω) = m′
m(ω) + im′′

m(ω) = (εm(ω)µm(ω))1/2 (3)

For reference, the electromagnetic scattering problem is derived from the Helmholtz equations
in the frequency-domain [8] and can be written as a single differential equation, i.e.:

∇2E(r, ω)− k2
m(r, ω)E(r, ω) = k2

m(r, ω)
[
m2(r, ω)− 1

]
E(r, ω) (4)

where km(ω) = k′m(ω) + ik′′m(ω) = ωmm(ω)c−1 is the complex wave vector in the host medium.
The relative refractive index m(r, ω) between inside and outside the aggregate is introduced. It is
equal to unity and to mp(ω)/mm(ω) respectively outside and inside the aggregate [5].

The commonly volume-integral equation (VIE) related to the electromagnetic scattering problem
is determined from Eq. (4), i.e.:

E(r, ω) = Ei(r, ω) +
∫

Va

G(r, r′)
[
m2(r, ω)− 1

]
E

(
r′, ω

)
d3r′ (5)

where Ei(r, ω) is the incident field, G(r, r′) is the free-space dyadic Green’s function defined using
the identity dyadic I as:

G (
r, r′

)
=

(∇2 + k2
mI

) eikm|r−r′|

4π | r− r′ | (6)

The scattered electric field vector Esca(r, r, ω) is expressed, in the far-field where r À r′ where
r′ ∈ Va, in term of the angular scattering amplitude E1,sca(r, ω). This amplitude depends on the
direction r but not on the distance r [5].

Esca(r, r, ω) = e−k′′mr eik′mr

r
E1,sca(r, ω) (7)

For pratical and experimental purpose, one can compute the scattered Stokes vector elements
from the scattered electric field vector at a fixed distance r in the far-field but still in the host
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medium as:

Isca(r, r, ω) =
e−2k′′mr

r2

[
E1θ,scaE

∗
1θ,sca + E1φ,scaE

∗
1φ,sca

]
(8)

Qsca(r, r, ω) =
e−2k′′mr

r2

[
E1θ,scaE

∗
1θ,sca − E1φ,scaE

∗
1φ,sca

]
(9)

Usca(r, r, ω) =
e−2k′′mr

r2

[−E1θ,scaE
∗
1φ,sca − E1φ,scaE

∗
1θ,sca

]
(10)

Vsca(r, r, ω) =
e−2k′′mr

r2
i
[
E1φ,scaE

∗
1θ,sca −E1θ,scaE

∗
1φ,sca

]
(11)

In the following section, an accurate numerical method is briefly introduced to solve the VIE
and to calculate the scattered Stokes vector for arbitrary aggregate.

3. NUMERICAL METHOD

Different techniques are available to solve the VIE for aggregate such as the T -Matrix method [9],
Rayleigh-Debye-Gans approximation [10] or the Method of Moments [11]. Our versatile method is
based on the DDA [7, 12] to compute accurately the scattering properties of arbitrary aggregates.
First, the aggregate is discretized on a cubic lattice. The discretization by the DDA requires modi-
fications of the VIE as shown by [12] because the shape of aggregate cannot be exactly described by
a cubic lattice. The DDA requires the integration of two dyadic terms: M related to the finiteness
of the excluded volume and L is the self-term dyadic related to the interaction of the excluded
volume with itself. The VIE can be rewritten where δV is the unitary cubic volume and Ndda the
total number of cubes included in Va:

E(r, ω) = Ei(r, ω) +
Ndda∑

j=0

G(r, rj)
[
m2(r, ω)− 1

]
E(rj , ω)δV − (Mj − Lj)E(rj , ω) (12)

After discretization, an electric dipole is assigned to each cube element of the lattice. The
electric dipole moment is related to the polarization of each cubic volume as: pj = αE(rj , ω) where
α is the polarizability and depends on m(r, ω). It responds to the incident wave and couples to the
other dipoles in the aggregate. The Lattice Dispersion Relation (LDR) is used in this paper for fast
computation [12]. At last, the discretized VIE is written as a system of coupled linear equations to
be easily solved numerically.

4. RESULTS AND DISCUSSION

Fractal aggregates satisfy a scaling law [3] between the number of particles Np, the particles radius
Rp, the gyration radius Rg, the fractal dimension Df that relates the structure of the aggregate
and the fractal prefactor k0:

Np = k0

(
Rg

Rp

)Df

(13)

The standard aggregate studied here was generated by a DLCA model [13]. It has a linear
or chain-like structure as represented in Fig. 1 and has Np = 90, Rp = 100 nm, Rg = 1097 nm,
k0 = 1.3 and Df = 1.8. The parameters Df and Rg relate respectively the internal structure of the
aggregate and the overall size. The incident EM wave is considered p-polarized with a frequency
f = 193.4 THz or wavelength λ = 1550 nm. In this frequency range, water is absorbing and silicon
oxide is considered non-absorbing. We applied our DDA method by discretizing the aggregate on
the DDA lattice. The typical size of the lattice is 100 × 100 × 100 sites for a single aggregate
containing approximately 4000 dipoles.

Figure 2 is a representation of the normalized scattered Stokes vector elements I, Q, U and V
for an aggregate of silicon dioxide embedded in water. The internal structure of the aggregate is
described above. Numerical simulations are carried out for an aggregate in a random orientation
in order to be directly compared to electromagnetic scattering measurements. Our results shows
strong angular depolarization of the incident EM wave. We report an inversion of the polarization
state, from p-state to s-state. It occurs once in the forward scattering region and twice at in the
backscattering region. These simulated scattered Stokes vector elements may serve as angular and
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Figure 2: Normalized scattered Stokes vector elements I, Q, U and V at 193.4 THz (= 1550 nm) for an
aggregate of silicon dioxide particles embedded in water with Rg = 1097 nm. Complex refractive indexes are
mm = 1.31 + i5 · 10−5 and mp = 1.44 + i0.0.

polarimetric scattering fingerprint, of sorts, independent of the orientation of the aggregate. They
may also be useful in the simulation of the propagation of EM wave in scattering and absorbing
media for remote-sensing applications.

5. CONCLUSION

This work applies a theoretical and numerical model to solve the VIE using the DDA. We apply
our model to compute the electromagnetic scattering properties of a DLCA-simulated fractal-like
aggregate of particles embedded in absorbing media. Simulations of angular and polarimetric
scattering properties are done for silicon dioxide particles embedded in water at 193.4 THz or
= 1550 nm. We report the simulated scattered Stokes elements for the aggregate placed in a
random orientation. It may be that such scattering properties contain useful information about the
aggregate structure and morphology that would survive orientational averaging, and as such could
find application in experimental characterization of aggregating particle-systems.
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Abstract— We have modified the publicly available electromagnetic scattering code called
DDSCAT to handle bigger targets with shorter execution times than the original code. A big tar-
get is one whose sphere equivalent radius is large compared to the incident wavelength. DDSCAT
uses the discrete-dipole approximation and an accurate result requires the spacing between dipoles
to be small relative to the wavelength. This requirement, along with the big target size, implies
that the number of discrete grid cells defining the computational grid box surrounding the target
must be large. The memory requirement is thus significant and the execution time long. The
original version of the code cannot handle large enough targets that we would like to consider
because they require memory exceeding what is available on a single node of our cluster and
execution time extending to days.

We have removed two limitations of the original version of the code. First, to speed up the
execution involing multiple target orientations, the original code assigned one, but only one,
MPI process to each independent orientation. We surmount this limitation by assigning each
orientation a team of processes. Second, the original code allocated all the memory for the full
problem for each MPI process. We surmount this limitation by decomposing the data structures
across the members of a team. With these changes, the new version can handle much bigger
targets. Moreover, it exhibits strong scaling for fixed problem size. The execution time decreases
very nearly 1/p as the processor count p increases. Execution time measured in days with the
original code can now be reduced to fractions of an hour.

1. INTRODUCTION

The discrete-dipole approximation (DDA), based on the original work of Purcell and Penny-
packer [7], is a standard method for calculating electromagnetic scattering cross sections of ir-
regularly shaped targets [6]. One of the more effective codes for this kind of calculation is the
DDSCAT code from Draine and Flatau [1]. A comparable one is the ADDA code from Yurkin and
Hoekstra [9]. Kahnert provides a review of other solution methods in a recent review paper [3].

DDA reduces the scattering problem to the solution of a large, dense, complex symmetric system
of linear equations,

Ax = b (1)

Design of a code to solve these equations and the resulting performance of the code depend on
the data structures chosen to represent the matrix and the solution technique selected to solve the
system of equations. Since the matrix is a symmetric Toeplitz matrix, only the elements of a single
row need be stored, and these elements can be decomposed and distributed across processors in
a straightforward way. To solve the system of equations, the community has, after many years of
expermentation and analysis, settled on using one or another variation of Krylovbased solvers [8,
Chs. 6–7]. These iterative solvers require several matrix-vector multiplications at each iteration.
Since the matrix is Toeplitz, representing a convolution, this operation can be performed using
Fast Fourier Transforms. The matrix-vector multiplication, then, becomes a forward FFT of two
vectors followed by multiplication in Fourier space followed by inverse FFT back to physical space.

The parallel strategy adopted in the original version of the code assigns a separate MPI process
to each independent target orientation. Each MPI process allocates all the memory for the full
problem, which may exceed the memory available on a node for big targets, and the number of
processes that could be used is limited by the number of orientations. The new code assigns a
team of MPI processes to each independent orientation and partitions the data structures by the
size of the team. The problem now fits in memory and more processes can be used to reduce the
execution time.
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2. THE DISCRETE-DIPOLE APPROXIMATION

DDA surrounds the target with a three-dimensional computational grid box discretized into cubical
cells of volume d3 with a dipole located at the center of each of the cells occupied by the target [7].
If there are n dipoles in the target, the volume occupied by these dipoles is nd3, resulting in an
sphere-equivalent radius of a, defined by the relationship, nd3 = (4π/3)a3. Scattering cross sections
are often measured in units equal to the cross sectional area, πa2 [2, Ch. 16, 4, Ch. 2].

The accuracy of the method requires [1, 10, 11] that the grid spacing between cells, d, be small
relative to the wavelength,

2|m|kd < 1 (2)
where m is the complex refractive index of the target and k = 2π/λ is the wavenumber.

A target is considered “big” if its size parameter, ka, is much bigger than one, i.e., ka À 1.
Coupled with requirement (2), it implies a large number of dipoles, n > (2 |m| ka)3, and almost
always an even larger number of grid cells. The memory requirement for a large target may thus
exceed what is available on a single computer or a node in a cluster. Furthermore, the computational
work that must be done to solve the system of equations increases with the size of the grid box and
the execution time for large targets may easily expand to days if only a single node can be used. To
address these two problems, we decompose the computational box such that each partition of the
box fits into the memory of a single node, and we assign a team of processors to work in parallel
on each partition to reduce the execution time.

3. THE PARTITIONED COMPUTATIONAL PROBLEM

The parallel implementation strategy for any application code involves two issues: how to partition
data structures and how to assign work. The original code takes into consideration one of these
issues, the assignment of work, but does not consider the partition of data structures. The new
version addresses both issues.

The details of the partition depend on the details of how the system of Equation (1) is represented
on the grid points of the discretized computational grid box. The vector on the right side is
proportional to the incoming plane wave, exp (ik · r), with wavelength λ, wavenumber k = |k|,
and the direction of the wave vector relative to the target by three Euler angles (α, β, γ). At each
grid point of the computational grid box, the vector on the right side of the system of equations,
bijk = exp [ik · (ri, rj , rk)], has values proportional to the value of the plane wave at each grid point
r = (ri, rj , rk). In the same way, the values of the elements of the matrix A are evaluated relative
to the grid points, and the solution vector x is found at each grid point. In practice, indices for the
points on the three-dimensional grid are serialized so that the quantities b and x can be thought
of as vectors of length n3 and the matrix A can be thought of as a matrix of size n3 × n3.

The decomposition strategy is straightforward. The vectors involved are partitioned along one
of the directions of the computational grid box. If the grid points have been serialized in lexical
order, the x-direction first, followed by the y-direction and then by the z-direction, the vectors can
be partitioned in the z-direction by the team size (i.e., number of processes per team) assigned to
the partition. Correspondingly, the rows of the matrix are partitioned along the z-direction. This
partitioning introduces overhead into the code due to the requirement for moving distributed data
structure among team members, but for big targets, this overhead is small as our results show in
later sections.

4. PARALLEL CONVOLUTION

Special properties of the matrix A make the problem tractable. The matrix is a function of the
magnitude of the plane wave vector, k = |k|, not its direction, i.e., A = A(k). The matrix can thus
be calculated once for each wavelength and used for all orientations of the incoming wave. It is
also a Toeplitz matrix. The values of its elements depend on the distance between grid points such
that, in the serialization representation, the matrix elements have the property, aij = ai−j . It can
then be represented by one of its rows, a vector of length n3, rather than a matrix of size n3 × n3.

The vector b(k) and the solution vector x(k), on the other hand, are necessarily functions of
both the magnitude and the orientation of the incoming wave. Thus, for each orientation, the
matrix remains the same but the right-hand-side vector changes so the system of equations,

A (k)x (k) = b (k) , (3)

must be solved for the solution vector for each oreientation.
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When iterative Krylov solvers are used to solve this system, several matrix-vector multiplications
of the kind: y = Ax, must be performed for each iteration. Since the matrix is Toeplitz, its
elements depend only on the difference of the indices, and the matrix-vector multiplication becomes
a convolution, yi =

∑
j ai−jxj . The operation count for this multiplication is on the order of the

square of the rank of the matrix if done in the usual way. But since the Fourier transform of a
convolution is the product of the Fourier transforms of the the two factors, F (y) = F (A) · F (x),
the operation count can be reduced to the order of the matrix size times the logarithm of the
matrix size. This difference results in a signficant saving of computation time. The result vector is
retrieved with the inverse transform, y = F−1 [F (A) · F (x)].

The Fourier transform is a three-dimensional transform over the grid points of the computa-
tional box. Since the box has been decomposed along the z-direction, data communication among
processors is required, which is not required on a single processor. Each processor can perform the
transform independently for the grid points it owns in the xy-plane, but the data structure must
be transposed to do the transform in the z-direction. The matrix can be transformed once for
each wavelength and left in the transposed data structure in Fourier space. It does not need to be
transformed back to the original decomposed data structure. The vectors at each iteration of the
Krylov solver are also left in transformed Fourier space and multiplied by the matrix. Only then
is the product of the two vectors transformed back to the original partitioned data structure.

An important optimization of the convolution step results from treating the zeros that must be
padded onto the vectors before performing the Fourier transform [5]. Total time for the transform,
using a Fast Fourier Transform (FFT) library, is the sum of the time in each of the three dimensions,
t1 = tx+ty +tz. If the dimensions are about the same in each dimension, the time for the transform
is the same in each direction, tx = ty = tz = t0, and t1 = 3t0. During the FFT in the x-direction,
the time reduces by half by not computing over the zeros in the y-direction and again by half by
not computing over the zeros in the z-direction. Likewise, in the y-direction, the time reduces by
half by not computing over the zeros in the z-direction. The time in the z-direction remains the
same so the reduced time becomes, t2 = t0/4+ t0/2+ t0 = (7/4) t0, and the speedup in performance
becomes t1/t2 = 3t0/(7t0/4) = 12/7 ' 1.71.

For large targets, where the FFT dominates the execution time, this modification of the code
may lead to signicant performance speedup. For smaller targets, where the FFT is only a fraction of
the total execution time, the benefit will be lower. If the transpose represents 50% of the execution
time, the benefit may only be about 20%. We have measured a 12% benefit per grid point on a
single processor for a test case.

5. PARALLEL MATRIX TRANSPOSE

For multiple processors, the analysis of the time saved due to the treatment of the padding is
somewhat different from that of a single processor due to the nontrivial cost for the matrix transpose.
The amount of data transferred between the xy-direction to the z-direction, during the matrix
transpose reduces by a factor of 2. For large problem sizes, we have observed that the time
required for the transpose was comparable to the total time for the FFT. If the transpose is
bandwidth limited, the net speedup for FFT with transpose can be estimated as t1/t2 = (3t0 +
3t0)(3t0/2 + 7t0/4) = 24/13 ' 1.85. We have, in fact, measured an overall speedup equal to 1.7×
with the new treatment of the padding.

6. SCALING ANALYSIS

To compare performance of the old version of the code with the new version, we examine two
different targets referred to here as medium and large. The medium target fits within the memory
of a single node on our machine, and allows direct performance comparisons between the two code
versions. The large target, does not fit in the memory of a single node, and can only be run with
the new version. The large target illustrates that the new version of the code can handle larger
targets and that, for these big targets, it exhibits strong scaling.

An important advantage of the new implementation, is that it allows the code to utilize far
more processors. Whereas the original code limited the number of MPI processes to the number of
target orientations, typically O(102) the new version uses a team of processes for each orientation.
The number of MPI processes in a team is only limited by the size of the computational grid.

Parallel strategy for the new version of the code is good for the large case which does not fit
in the memory of a single node. With the new version of the code, we use teams of size 20 and
distribute the MPI processes across nodes with each process requiring one-twentieth of the memory.
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Figure 1: Execution time per grid point, τp = t(p)/nxnynz, as a function of processor count. Large target
with |m|kd = 0.3563 contained in a box of size (nx, ny, nz) = (256, 360, 360) marked with bullets (·) measured
in seconds. The dotted line represents perfect scaling of p−1. The intercept at log(τ1) = −1.3, marked with
an asterisk (*), suggests that the problem on a single processor would require at least 19 days to complete
compared with about half an hour on 800 processors.

For this problem, the FFT dominates the execution time taking almost 99% of the total. This part
of the code is fully parallelized and the execution time, for the fixed problem size, exhibits strong
scaling — decreasing inversely with the processor count as illustrated in Figure 1.

7. ACCURACY OF THE METHOD

The accuracy, as well as the performance, of codes that implement the discrete-dipole approximation
depends on a number of empirically determined parameters [10, 11]. The distance between cells, for
example, must be small relative to the wavelength of the incident wave as displayed in inequality (2).
The rate of convergence of the iterative solver also depends on the value of this parameter, smaller
values generating larger matrices requiring more iterations to converge.

Now that the execution time has been reduced to a few minutes of time for very big targets, we
can perform parameter studies to test the accuracy of the results. In particular, we can follow the
technique suggested by Yurkin and coworkers [11] to extrapolate the results to zero cell size.

8. SUMMARY

The major changes to the code, after decomposing the data structures, required a 3D transpose
for the FFT and a global reduction for the scalar products and norms in the iterative solver. Data
decomposition was by far the hardest change to make to the original code. Performance of the code
improved when we removed unnecessary calls to the FFT routine for padded zeros required for the
convolution. For big targets, the new code exhibits almost perfect strong scaling as the processor
count increases.
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Abstract— In the current work, we consider the problem of electromagnetic scattering from
absorptive dielectric rough surfaces with underneath target. Previously we have extended the
spectral acceleration method, which is restricted to nonabsorptive medium, to the more general
cases of absorptive media. Here we combine the extended spectral acceleration method with
the right preconditioned GMRES method, to analyze the scattering problem. Numerical results
validate its efficiency and robustness. The proposed method is useful in a number of important
applications such as target detection.

1. INTRODUCTION

Electromagnetic scattering from absorptive dielectric rough surfaces with underneath target carries
rich information of the target and medium, which can be used for many important ends. The main
concerns of conducting the analysis lie in the capability of the proposed numerical approach to be
computationally efficient, robust, and able to handle large scale problems. Also since the popular
spectral acceleration (SA) technique can deal with both time and storage complexity, it is desirable
to extend its applicability to absorptive media as well.

In the application of the Method of Moment (MoM) [1], there have been several algorithms
proposed in the literature, including the Generalized Forward-Backward Method (GFBM) [2], Gen-
eralized Forward-Backward Method Spectrum Acceleration algorithm, (GFBM-SA) [3], Canonica
Grid Method (CAG) [4], Physics-based Two Grid CAG method (PBTG-CAG) [5]. The spectral
acceleration (SA) method [6, 7] is very effective to improve the efficiency of computation and stor-
age, yet is restricted to non-absorptive medium [8]. Given the ubiquitous presence of absorptive
medium and the interest in the electromagnetic coupling between a surface and targets, in par-
ticular those below the surface, in the current work we propose a method, which takes advantage
of the Extended SA (ESA) method which extends the SA method to absorptive media, a method
that we have just developed, in combination with the very effective and robust right preconditioned
GMRES (GMRES-RP) method [9], to deal with the problem of electromagnetic scattering from a
target beneath an absorptive rough surface.

2. THE SCATTERING PROBLEM

Consider a tapered plane wave ψinc(x, z) incident upon a one-dimensional (1D) dielectric rough
surface with a PEC target beneath it. The random height profile is z = f(x). The upper medium
has relative permittivity ε and permeability µ. The lower medium has relative permittivity ε1 and
permeability µ1. The field ψ in the upper medium satisfies the following surface integral equation
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The field ψ1 in the lower medium satisfies the following surface integral equation for TE polar-
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while for TM polarization it is
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Figure 1: Electromagnetic scattering from an absorptive rough surface with a target underneath.
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Figure 2: Comparison between the proposed method and DMI. TE polarization.

where the point r = x̂x+ ẑf(x) is on the surface with the unit surface normal n̂ pointing upward, g
is the two-dimensional Green’s function in the upper medium and g1 in the lower medium, so and
sr refer to the target surface and rough surface respectively. It should be emphasized here that in
the above the integral involving the rough surface is the Cauchy principle value integral.

The boundary conditions on the rough surface are ψ(r) = ψ1(r) and ∂ψ1(r)/∂n = µ1/µ∂ψ(r)/∂n
for the transverse electric (TE) case, and are ψ(r) = ψ1(r) and ∂ψ1(r)/∂n = ε1/ε∂ψ(r)/∂n for the
transverse magnetic (TM) case. The second condition can be put in a more compact form as
∂ψ1(r)/∂n = ρ∂ψ(r)/∂n where ρ = µ1/µ for the TE case and ρ = ε1/ε for the TM case.

The discretized system in the MoM can be expressed compactly in matrix and vector form as

Zx = b (5)

where Z is the impedance matrix, b is related to the incidence wave, and x is the surface unknown
vector. For the cases under consideration, the matrix Z is often of near singular nature, which will
lead to the slowdown of a Krylov method such as GMRES; moreover, there is uncertainty about
whether GMRES iterates converge safely to a least-squares solution or to the pseudoinverse solution.
A preconditioning process is thus called for. The right preconditioned system is ZM−1v = b with
x = M−1v. The design of a good preconditioner M is of great importance here. It is required to
approximate Z and in the meanwhile ensure an inexpensive solution to the linear systems Mx = v.

Here we extend the design principle of GMRES-RP [9] to the case where a target below the
rough surface is at concern. In computing the matrix-vector product, the ESA is utilized for the
absorptive medium, with the relative error of the value of the approximated spectral representation
to the exact value of Green’s function under one ten thousandth, so as to enure that the impact on
accuracy in the application of ESA is negligible.

3. NUMERICAL RESULTS

In this section, we present some numerical results. The rough surface is Gaussian correlated unless
explicitly stated otherwise. The relative dielectric constant of the lower medium is 4+ i0.1, and the
target is a PEC circular cylinder. The sampling rate is 16 samples per wavelength. The tapering
parameter for the incident wave is g = L/4. The incidence angle is 60◦.

We start by confirming the accuracy of the proposed method, where we compare its normalized
bistatic scattering coefficient (NBSC) with that obtained by direct matrix inversion (DMI). The
rms height is 1λ, and rms height to correlation length ratio is s = 0.2. The surface length is
128λ, with a total number of unknowns being 4159. The target has a radius of 3λ, with its center
to the mean surface being h = 6λ. The relative error threshold for the GMRES-RP is set to be
10−5. From Fig. 2, it is seen that the maximum absolute relative error is below 0.25% for TE. The
accuracy is even higher for TM, with a maximum absolute relative error around 0.01%.
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Figure 3: Impact of the presence and size of target on the NBSC.

Now we examine the impact of the target size on the NBSC. The length of rough surface is
1024λ, the relative error threshold for the GMRES-RP is set to be 10−4, and the results shown in
Fig. 3 are the average of 1000 realizations. The polarization is TE. The distance between the target
center to the mean surface is h = 4λ. We consider two radii for the target: 1λ and 2λ, respectively.

From Fig. 3, it is seen that the size or even the presence of the target has negligible effect on
NBSC in the forward scattering directions. However, in the backward directions, the presence and
size of the target has profound impact on the NBSC, with larger NBSC for larger target size, as
intuition would suggest. The case of TM shows similar pattern.

4. CONCLUSION

We have proposed a highly efficient and robust numerical approach for the analysis of scattering
from a rough surface with a target beneath it. The medium under the rough surface is allowed to
be absorptive. The proposed method is useful in a number of important applications such as target
detection.
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Investigating the Radar Returns of a Wind Turbine
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Abstract— In this paper, a comparison of different numerical methods for the calculation of
the radar returns of a wind turbine is presented. Electromagnetic (EM) Simulation Software
FEKO is used to obtain the Radar Cross Section (RCS) of a wind turbine for a wide range
of frequencies using the different solution methods supported by the software. A comparison
of simulation results, resource requirements and CPU run times for the implemented numerical
methods is presented along with a brief discussion about the application and features of each
method.

1. INTRODUCTION

The rapid growth in the deployment of wind turbines across the globe in recent years has raised
concerns about their effects on existing radio communication links and radar systems. The increase
in the number of wind farms, as well as their larger sizes, leads to an increase in the possibility of
electromagnetic interference (EMI) with nearby radar systems, fixed radio links and broadcasting
services [1–3]. Reflection, scattering and diffraction of electromagnetic signals can seriously deteri-
orate the performance of different communication services operating at a wide range of frequencies
from fixed radio links at the higher end of the VHF band to radar systems and point to point links
operating at 30 GHz and above [4].

Before the installation of a wind farm, it is vital to investigate the possible interference that
may be caused to the existing radars and other communication link systems. This can be done
by either carrying out a field measurement to determine the fields scattered by a wind turbine, or
by predicting the interference by employing computational electromagnetic (CEM) techniques on
computer software platforms. In this work, different CEM techniques offered by FEKO have been
used to predict the radar cross section (RCS) of a wind turbine at 200MHz, 300MHz, 500MHz
and 1GHz. A comparison of results and memory requirements has been presented to highlight the
suitability of the available numerical methods for different frequencies.

2. CEM METHODS

FEKO is based on full wave analysis technique Method of Moments (MoM) that can be applied at
any frequency range, but with the disadvantage that the computational costs scale up quickly as
the electrical size of the object increases. One approach to overcome this shortcoming is the use of
Multilevel Fast Multipole Method (MLFMM). This method is based on MoM, but it computes the
interaction between groups of basis functions, rather than between individual basis functions as in
the case of MoM. Another solution can be found in hybrid methods combining MoM with asymptotic
techniques [5, 6]. In principle, a distinction is made between current-based techniques and ray-based
methods. FEKO supports hybridization of MoM with Physical Optics (PO), Geometrical Optics
(GO) and Uniform Theory of Diffraction (UTD). PO is a current based asymptotic method that
only determines the currents on the directly illuminated parts of a structure, reducing the memory
requirement and run-time. However, it has the disadvantage that fields in the shadowed regions are
inaccurately calculated. GO is a ray tracing method which is generally applied to structures with
dimensions larger than 20λ. The mesh can be very coarse, thus no major mesh storage problems
are faced. It is good for scattering analysis with multiple reflections. Its major disadvantage is
that diffraction effects are not accounted for. UTD is another ray tracing technique used for the
scattering analysis of very large structures where diffraction effects are important. However, UTD
has the disadvantage that in its current FEKO implementation, it is only applicable for flat PEC
surfaces and does not account for dielectrics and curved surfaces.

3. 3D MODELING OF THE WIND TURBINE

A wind turbine structure typically consists of a metallic supporting tower, a metallic nacelle con-
taining the fundamental machinery and a rotor with three blades usually made up of fiber-glass
materials. The wind turbine tower has traditionally been cylindrical in shape. Recently however,
conical and tapered towers have become more popular owing to their lower RCS values [7]. The
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turbine blades are usually composed of an outer fiberglass composite shell and an internal metallic
lightning conductor. The effect of the blades on electromagnetic propagation has not been well
characterized. It has been noted that at lower frequencies (VHF) the fiberglass in the blades will
be transparent with only the metallic lightning conductor contributing to the reflected fields. At
higher frequencies, the blades are no longer transparent and become more reflective. However, some
researchers believe that the blades are highly reflective at all frequencies [8].

The computer aided design (CAD) model of a wind turbine used in this analysis was obtained
from the online CAD library GrabCad. After importing the geometry into FEKO, the size of the
turbine components was scaled to obtain a tower height of 60 m and blade length of 38 m. The
modeled turbine geometry is shown in Figure 1. The material is assumed to be perfect conductor.

4. RESULTS

Due to the memory constraints on the local system, first only the blades and the nacelle of the
geometry are considered. Bistatic RCS calculations are performed by illuminating the turbine
blades with a horizontally polarized plane wave parallel to the blades rotation axis (front incidence).
For this simulated scenario, 0◦ represents a side view of the blade geometry, 90◦ is the direction
of the approaching plane wave and also applies to the monostatic backscatter. Frequencies of
200MHz, 300MHz, 500MHz and 1 GHz have been considered in the analysis in order to gain an
insight into the application and usability of the different solution techniques. The simulations were
run on a 3.40 GHz Intel (R) Core (TM) i7-2600K CPU (multi-core CPU with max. 4 cores per
physical CPU).

Figures 2, 3, 4 and 5 show the RCS values calculated at 200MHz, 300 MHz, 500 MHz and 1GHz
respectively. At 200 MHz, some differences can be observed between the solutions obtained by
using hybrid methods of MoM with PO and GO and the full wave analysis (MLFMM) solution.
Moreover MoM-PO and MoM-GO solutions do not completely agree with each other. At the
frequency of 300MHz, MoM-PO and MoM-GO show a higher degree of agreement with MLFMM.
At 500 MHz, an MLFMM solution could not be obtained due to memory constraints of the local
system. However, it can be noted, that at this frequency, the MoM-PO and MoM-GO solutions

Figure 1: Wind turbine geometry.

Figure 2: Bistatic RCS at 200MHz. Figure 3: Bistatic RCS 300MHz.
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Figure 4: Bistatic RCS at 500MHz. Figure 5: Bistatic RCS at 1 GHz.

Table 1: Performance comparison of different Solution methods.

Frequency Solution Method Memory Requirement Run-Time (Hours)

200MHz
MLFMM 1.557GByte 0.447
MoM-PO 24.904MByte 0.002
MoM-GO 3.510MByte 0.005

300MHz
MLFMM 14.700GByte 2.680
MoM-PO 50.384MByte 0.005
MoM-GO 5.600MByte 0.012

500MHz
MLFMM 33.70GByte -
MoM-PO 134.110MByte 0.014
MoM-GO 12.400MByte 0.034

1 GHz
MLFMM 56.140GByte -
MoM-PO 522.460MByte 0.060
MoM-GO 12.260MByte 0.035

start to converge (Fig. 4). At 1 GHz, these solutions become even more similar. This is due to the
fact that all the components of the geometry at lower frequencies are not electrically large enough
for the requirements of the high frequency techniques to be satisfied. As the frequency increases,
the electrical size of the structure increases and the results of MoM-PO and MoM-GO start to
converge.

It was observed that the MoM-UTD solutions for the wind turbine geometry used in this work,
over predict the RCS (upto about 30 dBsm) in all of the above cases. A potential reason for this
can be the problem of caustics and the presence of curved surfaces in the blade geometry. These
results have not been included in this paper.

Table 1 lists the required memory and simulation run-times for the bistatic RCS calculation of
the wind turbine blades and nacelle for each of the above mentioned methods at the mentioned
frequencies. It can be seen that as the frequency increases, the memory requirement for performing
a full wave analysis also increases. The higher frequency techniques require less memory resources
and run the same job much faster than the full wave analysis methods. At 1 GHz, MLFMM solution
requires slightly over 56 Gigabytes of memory, whereas the high frequency techniques require tens
of Megabyte for the execution of the same job. By using PO, the size of the matrices to be solved
is significantly reduced, since current is assumed to be zero in the shadowed region, resulting in
a sparse matrix. GO does not involve the solution of any matrix further reducing the memory
requirements.

Next, the entire wind turbine geometry, including the tower, the nacelle and the blades is
considered. From Table 1, it can be seen that MoM-GO has the lowest memory requirements
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Figure 6: RCS of the wind turbine at 5 GHz for different blade orientations.

and the shortest run-time among the solution methods discussed in this paper. Therefore, this
method is used to obtain the RCS of the entire wind turbine structure at 5GHz for varying blades
positions. The blade rotation angle of 0◦ represents the case where one of the blades is aligned
with the tower. Assuming anti-clockwise rotation, The blade positions are changed upto an angle
of 120◦ with a step size of 2◦. The angle between the vertically polarized incident plane wave and
the axis of rotation of the blades is 0◦. Figure 6 shows the obtained monostatic RCS values. It can
be observed that the RCS is almost constant, except for the instances where one of the blades is
aligned with the electric field vector. The peak occurs at 0◦ when one blade is vertically positioned
above the tower. Around 60◦, the blade shadows the tower which seems to reduce the RCS value.

5. CONCLUSIONS

An investigation of the radar returns of a wind turbine using different numerical solution tech-
niques supported in the software FEKO has been presented. At any given frequency, full wave
analysis techniques based on MoM require more memory resources and have longer execution
times, compared to hybrid methods combining MoM with high frequency asymptotic techniques.
For scattering analysis of an electrically large structure at higher frequencies, the best option seems
to be the use of asymptotic methods. However, the decision has to be made depending on the
problem at hand. MoM hybrids with GO and PO do not account for diffraction effects. If multiple
interactions involving reflections and diffractions are important, then UTD solutions can be sought
by using flat plate approximations for the curved surfaces.
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Abstract— A low cost, simple, and in-line liquid level sensor based on a dual-tapered fiber
Mach-Zehnder interferometer (DTFMZI) is proposed. In the study, the configuration, operation
principle, experiment results and discussion for the proposed fiber-optic liquid level sensor are
investigated. Experimental results show that the proposed TFMZI sensor is extremely sensitive
and linear in response; the sensitivity of about 0.28 nm/mm is achieved.

1. INTRODUCTION

Fiber-optic liquid level sensors (FOLLSs) with many smart and hybrid structures have been pro-
posed in recent years. These FOLLSs especially based on the in-line fiber interferometer have
attracted much attention due to their compact highly sensitive and especially long distance sensing
properties. Furthermore, FOLLSs are particularly suitable for using in a storage tank of chemical
or industry liquor due to its anti-corrosiveness.

In general, there are two types of FOLLSs: point sensors [1, 2] and continuous level sen-
sors [3–9]. For the continuous level sensors, the interference scheme based on long period gratings
(LPGs) [3], fiber Bragg gratings (FBGs) [4–7], Fabry-Pérots (FPs) [7], and Michelson interferome-
ters [8, 9] had been proposed. The sensitivities represented in the previous works are 0.15 nm/cm
(0.015 nm/mm) [5], 0.06 nm/cm (0.006 nm/mm) [6], and 0.1491 nm/cm (0.00149 nm/mm) [7], re-
spectively.

In this study, we present a low cost, simple, and in-line liquid level sensor by using a dual-
tapered fiber Mach-Zehnder interferometer (DTFMZI) which can be effectively fabricated by ta-
pering a single-mode fiber (SMF) twice with an interval of certain length. The new configuration of
DTFMZI was subsequently pasted onto a slice of uniform elastic-plastic to form a sensing element
of bending cantilever; a stick of polyamide adheres to the cantilever and droops into the liquid
tank. The bending curvature of the sensing element varies with the liquid level rising and makes
the interference spectra shifts during the liquid level rises or drops.

Experimental results show that the proposed DTFMZI-FOLLS is extremely sensitive and linear
in response; a sensitivity of about 0.28 nm/mm was achieved. Comparing with the previous works,
the proposed DTFMZI-FOLLS has extremely high sensitivity, easy to fabricate and has all-fiber
configuration characteristics which can be further developed into a favorable fiber-optic liquid level
sensor for a wide range of applications.

2. CONFIGURATION AND PRINCIPLES

Figure 1 indicates the experimental setup of the proposed DTFMZI-FOLLS. The sensor was pasted
onto a slice of uniform elastic-plastic to form a sensing element of bending cantilever; a stick of
polyamide adhered to the cantilever and drooped into the liquid tank. Light from a broadband
light source (BBS) launched into the DTFMZI, and transmission spectra were directly obtained by
an optical spectrum analyzer (OSA). The abrupt tapers in the DTFMZI shown as Fig. 2(a) were
simply fabricated by a commercial fusion splicer For the first and second tapers, the lengths of
the tapered regions were measured as 776µm and 783µm, while the waist diameters were about
42.3µm and 41.5µm, respectively Fig. 2(b) indicates the configuration of the DTFMZI, the interval
L between two tapers was 1.0 cm. The SMF with dual-taper was embedded in a capillary tube
with an internal diameter of 150µm and a length of 2 cm. The two ends of the tube were fixed
with epoxy resin. The abrupt taper with a suddenly changed profile breaks the adiabaticity of light
power to generate higher-order cladding modes. Therefore, a light beam from the first taper split
into two parts, the core and cladding modes and propagated through the fiber. By the second taper
the core and cladding modes are collected. A phase difference is thus introduced to bring about a
periodic oscillation spectrum in the OSA due to optical path difference (OPD).
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DTFMZI

Figure 1: Experimental setup of the pro-
posed DTFMZI-FOLLS. BBS: Broadband
light source, OSA: Optical spectrum analyzer,
DTFMZI: Dual-tapered fiber Mach-Zehnder
interferometer.

(a)

(b)

Figure 2: (a) Micrographs of the abrupt tapers made by a
fusion splicer. (b) Configuration of the dualtapered fiber
Mach-Zehnder interferometer (DTFMZI) W1 = 42.3 µm,
W2 = 41.5 µm, and L = 1.0 cm.
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Figure 3: (a) Experimental transmission spectra of the proposed DTFMZI-FOLLS for various liquid levels
(H). (b) Sensitivity of spectral shifts in wavelengths of the DTFMZI-FOLLS which is depicted from a group
of the spectral data near a wavelength of 1550 nm as indicated in the inset.

The phase difference between the core and the mth-order cladding modes after propagating
through the length L of the taper interval can be easily written as:

φm =
2π

λ

(
nco

eff − ncl,m
eff

)
L =

2π

λ
∆nm

eff L (1)

where ∆nm
eff is the effective index difference between the core mode and the mth cladding modes.

λ is the wavelength in vacuum. The wavelength of spectral minima λm
min can be deduced by

substituting the condition of interference minima φm = (2n + 1)π where n is an integer, into
Equation (1):

λm
min =

2
2n + 1

∆nm
eff L (2)

The cantilever is most curved initially; it is driven by the buoyancy of the liquid and reduces
its bending curvature during the liquid level rises. The coupling cladding modes, which dominate
the interference in the DTFMZI, are determined upon the evanescent mechanism resulted from the
bending taper regions. Therefore, the interference spectra will shift during the liquid level rises or
drops. The quantitative data of the liquid level is then obtained from the wavelength shifts based
on the above-mentioned bending interference.

3. EXPERIMENTAL RESULTS AND DISCUSSIONS

Figure 3(a) displays the experimental transmission spectra of the proposed DTFMZI-FOLLS for
various liquid levels (H). As shown in the figure, the interference minima shift to longer wavelengths
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as the liquid level H increases. This phenomenon can be explained as follows: for lower liquid level,
the DTFMZI is more curved as mentioned previously. The higher order cladding modes are prone
to evanesce from the bending taper regions. The remaining lower order cladding modes couple
with the core mode and dominate the interference in the proposed DTFMZI-FOLLS. Because the
effective index of the lower order cladding modes is close to the core mode, thus results in a smaller
∆nm

eff . Therefore, according to Equation (2), the spectral minima locate at a shorter wavelength
for a lower liquid level.

A group of the spectral data near a wavelength of 1550 nm is used to depict the sensitivity
of the proposed DTFMZI-FOLLS. Fig. 3(b) indicates the fitted linear response of the sensitivity,
a linear sensitivity of about 0.28 nm/mm was estimated, it is considerably larger than that of
the other previous published studies mentioned in the introduction. The H-increment for the
experimental measurement is 5 mm which is appeared in Fig. 3(b). For the sake of clearly exhibiting
the interference spectra, the H-increment of 10 mm for each spectral line is used in Fig. 3(a).

4. CONCLUSIONS

This study proposes an in-line fiber-optic liquid level sensor (FOLLS) based on a dual-tapered
fiber Mach-Zehnder interferometer (DTFMZI). The sensing element with two abrupt tapers, which
were easily fabricated by a fusion splicer, was setup with a bending cantilever to accomplish an
all-fiber liquid level sensor. Experimental results reveal that an extremely high sensitivity of about
0.28 nm/mm and a good linear response of the sensor have been achieved. Comparing with the
previous works, the advantages of the proposed fiber-optic sensor are low cost, simple and easy
to fabricate, in-line, long distance sensing and extremely sensitive. The sensor has considerable
potential applications, and can be further improved to enhance the sensing capabilities of multi-
sensing parameters, such as refractive index and specific gravity of liquids.
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Abstract— Medical image diagnosis and computer aided diagnosis are modern important med-
ical techniques developed with computer technology. Particularly, medical image diagnosis using
optical waves of lasers is very important technical tools for physiological examination of human
body. Image responses of optical transmitted projection include optical scattering characteristics
that disturb transmission properties through biological structures depending on optical absorp-
tion effects due to biological characteristics consisting of atomic and molecular structure. We
have studied spatial filtering for optical scattering superposed on transmitted and attenuated
waves to improve image diagnosis. Spatial filtering characteristics of grid structure are shown
for exact image optical projection excluding scattering effects through physiological media by
FDTD method. In waveguide-type grid filters with lossy clads, scattered fields from biological
structures with large scattering angles have large attenuations. Transmitted and scattered fields
of small scattering angles have small attenuations and can pass through the waveguide grids. We
studied statistical scattering characteristics of biological objects surrounded by inhomogeneous
biological media using FDTD method and showed that spatial filtering by waveguide-type grid
filter with lossy clads is very effective to suppress scattered waves with large scattering angles
and to obtain accurate target object image.
In this paper, reflection and transmission characteristics of waveguide-type spatial filter consist-
ing of clad and core with relatively long length and complex refractive index of lossy clad for
incident angles of the incident beam are studied by FDTD method, comparing with approximate
analytical method, such as physical and geometrical optics, for optimum design of structure of
spatial filter to accomplish accurate image diagnosis by optical CT. For large incident angles of
the incident beam, attenuation of the amplitudes of transmitted waves become large due to the
absorption by lossy clads and realization of effective spatial filter is expected. In this study, elec-
tric field distributions in waveguide-type grids are shown precisely using FDTD method. Also,
field distributions are studied by approximate analytical method which gives physical interpreta-
tion for numerical results obtained by FDTD. The numerical and analytical methods can provide
optimum design of lattice grid spatial filter with desired performance for accurate image diagnosis
by optical CT.

1. INTRODUCTION

Medical image diagnosis using optical waves of lasers is very important technical tools for phys-
iological examination of human body. Image responses of optical transmitted projection include
optical scattering characteristics that disturb transmission properties through biological structures
depending on optical absorption effects due to biological characteristics consisting of atomic and
molecular structure [1–5]. We have studied spatial filtering by lossy grid array for optical scattering
superposed on transmitted and attenuated waves to improve image diagnosis [6–9]. Spatial filter-
ing characteristics of lossy grid structure are shown for exact image optical projection excluding
scattering effects through physiological media by FDTD method. In waveguide-type grid filters
with lossy clads, scattered fields from biological structures with large scattering angles have large
attenuations. Transmitted and scattered fields of small scattering angles have small attenuations
and can pass through the waveguide grids. We studied statistical scattering characteristics of bi-
ological objects surrounded by inhomogeneous biological media using FDTD method and showed
that spatial filtering by waveguide-type grid filter with lossy clads is very effective to suppress
scattered waves with large scattering angles and to obtain accurate target object image.

In this paper, reflection, transmission and filtering characteristics of waveguide-type spatial filter
consisting of clad and core with relatively long length and complex refractive index of lossy clad for
incident angles of the incident beam are studied by FDTD method, comparing with approximate
analytical method, such as physical and geometrical optics, for optimum design of structure of
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Figure 2: Electric field amplitude at z = 100 µm,
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spatial filter to accomplish accurate image diagnosis by optical CT. Fig. 1 shows the FDTD analysis
model for lattice grid with width of lossy clad d, width of transparent core D, length of grid `g

and complex refractive index n∗g. The amplitudes of transmitted and attenuated waves in core
and clad regions are evaluated. For large incident angles of the incident beam, attenuation of the
amplitudes of transmitted waves become large due to the absorption by lossy clads and realization
of effective spatial filter is expected. In this study, electric field distributions in waveguide-type
grids are shown precisely using FDTD method. Also, field distributions are studied by approximate
analytical method which gives physical interpretation for numerical results obtained by FDTD. The
numerical and analytical methods can provide optimum design of lossy lattice grid spatial filter
with desired performance for accurate image diagnosis by optical CT.

Figure 2 shows the amplitudes of transmitted electric field at z = 100µm, when Gaussian beam
with beam spot size 30µm is incident to lossy grid with d = 0.5µm, D = 2.5µm, `g = 10µm and
n∗g = 2− j0.5. When the incident angle θ corresponding to scattering angle in optical CT is larger
than θ = 10◦, the amplitude of transmitted wave is attenuated due to the absorption of lossy clads
of lattice grid.

2. REFLECTION AND TRANSMISSION CHARACTERISTICS OF GRID WALL

For fundamental study on reflection and transmission of optical wave by lossy grid, reflection and
transmission coefficients of the incident plane wave on the interfaces of core and clad are evaluated.
In Fig. 1, we define region I of free space, region II of core of grid with refractive index n1 and
region III of lossy clad with complex refractive index n2 = nr2− jni2. Wave numbers are k1 = k0n1

in regions I and II, and k2 = k0n2 in region III, where k0 = 2π/λ is wave number and λ is wavelength
in free space.

Fresnel reflection and transmission coefficients R and T of TE waves are, when the plane wave
incident from region II to region III

R =
cos θi −

√
n2 − sin2 θi

cos θi +
√

n2 − sin2 θi

, T =
2 cos θi

cos θi +
√

n2 − sin2 θi

(1)

where n = nt

ni
, ni = n1, nt = n2. In case the plane wave incident from region III to region II,

n = nt

ni
, ni = n2, nt = n1, |n2| > |n1| and for incident angles θi > θc, incident waves are reflected

as total reflection, where critical angle θc is

|n| =
∣∣∣∣
n1

n2

∣∣∣∣ = sin θc < 1 (2)

Figs. 4, 5 and Fig. 6 show reflection and transmission coefficients for incident angle θ′i = π
2 − θi

when n1 = 1 and n2 = 2− j0.05, 1.5− j0.05.
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3. REFRECTION AND TRANSMISSION CHARACTERISTICS OF LATTICE GRID BY
KIRCHHOFF-HUYGENS EQUATION

Far electromagnetic field can be approximately studied by Kirchhoff-Huygens equation. We consider
two-dimensional problem of incident x-polarized plane wave in yz plane. We define A and B for
the boundary between regions I and II, III.

Using Green’s function in two-dimensional free space

G
(
r, r′

)
= − j

4
H

(2)
0

(
k

∣∣r− r′
∣∣) = − j

4
H

(2)
0 (kρ) (3)

where, ρ = |r− r′| =
√

(y − y′)2 + (z − z′)2 for the incident plane wave with propagation angle θ0,
far field is

Ex (y, z) =

√
k

8π
ej π

4

∫

S
(cos θ0 + cos θρ)

e−jkρ

√
ρ

E(0)
x

(
y′

)
dy′ (4)

where, cos θρ = z−z′

ρ and E
(0)
x (y′) is the electric field on the surface A and B given by incident wave.

In case of cos θ0 ≈ 1 and cos θρ ≈ 1, Eq. (4) is

Ex (y, z) =

√
k

2π
ej π

4

∫

S

e−jkρ

√
ρ

E(0)
x

(
y′

)
dy′ (5)

Reflected and scattered fields in region I are obtained by E
(0)
x = RE

(inc)
x on surface B using k = k0n1

and reflection coefficient of grid wall R. Electric field in region II is obtained by E
(0)
x = E

(inc)
x

using k = k0n1 as radiated field from source field on A. Electric field in region III is obtained by
E

(0)
x = TE

(inc)
x on B using k = k0n2 and transmission coefficient of grid wall T .
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Using reflection and transmission coefficients R1, T1 and R2, T2 on interfaces at media 1 and
2 for incident waves from media 1 and 2, multiple reflections and transmissions by geometrical
optics for plane waves e−jkwzz∓jkwyy, w = 1, 2, with finite width amplitude u (D′) and u (d′), where
D′ = D

cos θ′i
, d′ = d

cos θ′t
are shown as

E(w)
x = u

(
D′
d′

) ∑
n1,n2
u1,u2

. . .
∑

m1,m2
v1,v2

Rn1
1 Tn2

1 Rm1
2 Tm2

2 P
(+)u1

(1) P
(−)u2

(1) P
(+)v1

(2) P
(−)v2

(2) (6)

Here, propagation factors for forward and backward plane waves in media 1 and 2 are for media
w = 1, 2

P
(±)
(w) = e−jkwzz`w∓jkwyy`w , k1 cos θ′i = k2 cos θ′t, k1 z

2
= k1

2
cos θ′i

t
, k1 y

2
= k1

2
sin θ′i

t

y`1 = D − ys, z`1 =
D

tan θ′i
− zs, y`2 = d− ys, z`2 =

d

tan θ′t
− zs

ys and zs are zero and finite section values determined by output characteristics, as 0 ≤ ys ≤ D
or d and 0 ≤ zs ≤ D

tan θt
or d

tan θ′t
. Reflection and transmission coefficients R1, T1 are for interfaces

from II (+)
(w) to II (−)

(w) and III (+)
(w) , and from II

(−)
(w) to II (+)

(w) and III (−)
(w−1) in regions (w) and (w − 1). R2

and T2 are for interfaces from III (+)
(w) to III (−)

(w) and II (+)
(w+1), and from III (−)

(w) to III (+)
(w) and II (−)

(w) in

region (w) and (w + 1). Propagation factors are concerned with transit connections between II (±)
(w)

and III (±)
(w) .

4. FDTD ANALYSIS OF LATTICE GRID CHARACTERISTICS

Filtering characteristics of optical wave by lattice grid are analysed by FDTD method. Fig. 7 shows
the analysis model for lattice grid. Incident wave is assumed to be generated by equivalent current
at z = z0 (j = 1),

Jn
x (i, 1) = J0

{
1

1 + e−u(i∆s cos θ0−y1)
+

1
1 + eu(i∆s cos θ0−y2)

− 1
}

{
1

1 + e−w(n∆t−t1)
+

1
1 + ew(n∆t−t2)

− 1
}

sin {2π (fn∆t− (i∆s− y0) sin θ0/λ0)} (7)

where θ0 is the incident angle. For grid structure, width of lossy clad d = 1µm with complex
refractive index n∗g = 2 − j0.05, core width D = 20µm, length `g = 40µm are considered. Using
the model shown in Fig. 7, reflected and transmitted electric field amplitude in and out of grid
space for θ0 = 0, 10◦ at z = 0–50µm are shown in Figs. 8–10. Comparison of results by FDTD
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Figure 7: FDTD analysis model for lattice grid n∗g =
2.0 − j0.05, d = 1 µm, D = 20 µm, `g = 40 µm,
d0 = 22 µm, zg1 = 10 µm, zg2 = 50 µm.
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and approximate analytical theory is shown in Figs. 11–13. As shown in Fig. 8, the electric field
amplitude in region I is complicated distribution when θ0 = 0, 10◦, due to the interference in the
incident, reflected and diffracted waves. Fig. 9 shows attenuated amplitude fluctuation after long
propagation distance z. As shown in Fig. 10, electric field in region III is strongly attenuated due
to the absorption of lossy clad. Figs. 11 and 12 of transmitted field show relatively good agreement
among FDTD results and approximate analytical results using Kirchhoff — Huygens equation, in
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Figure 9: Transmitted electric field amplitude by FDTD analysis.
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case reflection from grid wall is very weak. When there are scattering objects and θ0 = 0◦, scattered
waves with scattering angle more than 30◦ are filtered by lossy grid with grid distance 20µm and
length 40µm.

5. CONCLUSION

In this paper, reflection and transmission characteristics of waveguide-type spatial filter consisting of
clad and core with relatively long length are studied by FDTD method, comparing with approximate
analytical method based on Kirchhoff-Huygens equation. For large incident angles of the incident
beam, attenuation of the amplitudes of transmitted waves become large due to the absorption by
lossy clads and realization of effective spatial filter is expected.
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Abstract— In the integral equation approach for reconstructing unknown dielectric objects,
the volume integral equations (VIEs) should be solved because the imaging domain with both
true unknown objects and part of background is inhomogeneous. When solving the forward
scattering integral equation (FSIE), the Nyström method with tetrahedral discretization is used
since the traditional method of moments (MoM) with the Schaubert-Wilton-Glisson (SWG)
basis function may not be convenient due to the inhomogeneity of the imaging domain. The
benefits of the Nyström method include the simple implementation without using any basis
and testing functions and lower requirement on geometrical discretization, so it could be more
suitable for inhomogeneous problems. When solving the inverse scattering integral equation
(ISIE), the Gauss-Newton minimization approach (GNMA) with a multiplicative regularization
method (MRM) is employed. The numerical example for reconstructing two contacting identical
dielectric spheres is presented to illustrate the inversion approach.

1. INTRODUCTION

In the integral equation approach for reconstructing dielectric objects through the Born iterative
method (BIM) or distorted Born iterative method (DBIM) [1], the volume integral equations (VIEs)
are solved because the imaging domain including both real unknown objects and part of background
is inhomogeneous. There are forward scattering integral equation (FSIE) and inverse scattering
integral equation (ISIE) in the reconstruction and we need to alternatively solve them in the context
of BIM or DBIM. The FSIE is used to calculate the total electric field in the imaging domain by
assuming that the material property of the imaging domain is known, while the ISIE is used to solve
the material property of the imaging domain by assuming that the total electric field is known.

The FSIE is mainly solved by the conventional method of moments (MoM) though other schemes
can also be used [2]. However, the MoM may not be convenient for solving inverse scattering
problems because the imaging domain is inhomogeneous and the Schaubert-Wilton-Glisson (SWG)
basis function [3] requires conforming meshes. In this work, we employ the Nyström method
with tetrahedral discretization to replace the MoM for solving the FSIE. The advantages of this
method include the fast preprocessing, lower requirement on mesh quality, and removal of basis
and testing functions [4]. On the other hand, the ISIE is insolvable by direct inversion because
the matrix equation is inherently ill-posed due to the limited data diversity of measurement in
general. One usually transforms the inversion of model parameters from measured data into an
optimization problem and it can be solved by the Gauss-Newton minimization approach (GNMA)
with a regularization scheme [5]. The determination of regularization parameter is a key in the
regularization and we use the multiplicative regularization method (MRM) in this work [6]. The
MRM was proposed for gradient-type algorithms and was adapted by Habashy and Abubakar for
Newton-type algorithms in the inversion by the finite difference time domain (FDTD) approach [5],
but we use it for integral equation approach by modification here. The method can adaptively vary
the regularization parameter as the iteration proceeds and a large number of numerical experiments
are unnecessary in the inversion. A numerical example for reconstructing two contacting identical
dielectric objects is presented to illustrate the approach and good result can be observed.

2. INTEGRAL EQUATIONS

In the integral equation approach, reconstructing an unknown dielectric object is to determine its
profile and material property within an imaging domain which is chosen in advance by guessing. The
imaging domain is usually a cubic box or block and should be as large as possible at the beginning
so that the unknown object can be fully enclosed. The reconstruction begins from solving the ISIE,
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which is a VIE given by [4]

Esca (r) =
∫

V
Ḡ

(
r, r ′; kb

) ·∆k
(
r ′

)
E

(
r ′

)
dV ′, r ∈ S (1)

where Esca(r) represents the scattered electric field at an observation point r on an observation
surface S, which is obtained by measurement, and E(r ′) is the total electric field on a source point
r ′ inside the imaging domain V . Also,

Ḡ
(
r, r ′; kb

)
=

(
Ī +

∇∇
k2

b

)
g

(
r, r ′; kb

)
(2)

is the dyadic Green’s function in which g(r, r ′; kb) = eikbR/(4πR) with R = |r − r ′| is the 3D
scalar Green’s function. In addition, ∆k(r ′) = [k2(r ′) − k2

b ] = k2
b [εr(r ′) − 1] where εr(r ′) is the

relative permittivity inside the imaging domain, and k(r ′) and kb are the wavenumbers related to
the materials of the imaging domain and background, respectively. Here S is the chosen surface
at which the point sources (transmitters) and observation or measurement points (receivers) are
located and it should enclose the imaging domain. In numerical simulations, the measured scattered
field is replaced with the numerical solution of scattering by a known object which is assumed to be
unknown in the reconstruction. The material property in the imaging domain is characterized by
the wavenumber k(r ′) which is only related to its permittivity distribution if the unknown object
is assumed to be dielectric or nonmagnetic. In the ISIE, the total electric field is unknown and is
replaced with the incident field in the first iteration, and this is known as the Born approximation [1].
When the material property k(r ′) of the imaging domain is obtained after the first iteration, a new
total electric field is obtained by solving the FSIE, i.e.,

E(r) = Einc(r) +
∫

V
Ḡ

(
r, r ′; kb

) ·∆k(r ′)E(r ′) dV ′, r ∈ V (3)

where Einc(r) is the incident electric field from a transmitter. The above ISIE and FSIE are
alteratively solved in the context of the BIM or its variations until the solution of k(r ′) converges.
Specifically, the iteration scheme of reconstruction is as follows: (a) Solving the ISIE for k(r ′) by
assuming that the total electric field is the incident field; (b) Substituting the obtained k(r ′) to the
FSIE and solving the FSIE for the total electric field; (c) Using the obtained total electric field to
update the ISIE and solving the ISIE for a new k(r ′); (d) Using the new k(r ′) to update the FSIE
and solving the FSIE for a new total electric field. This process continues until k(r ′) converges.
The final solution of k(r ′) in the imaging domain, if convergent, should reflect the real distribution
of permittivity in the domain and the profile of unknown object can be distinguished from the
background in the imaging domain. If the imaging domain does not fully enclose the unknown
object, then the above iteration process cannot be convergent and reguessing the imaging domain
is necessary.

3. NYSTRÖM METHOD SOLUTION FOR FSIE

Traditionally, the FSIE in Eq. (3) is solved with the MoM, but the solution strongly relies on
the well-designed basis and testing functions. For example, the divergence-conforming SWG basis
function is used in most applications while the curl-conforming basis function as shown in [2] is
employed sometimes. These basis functions are usually defined in tetrahedral element pairs and
they have a higher requirement on geometrical discretization. Also, in the MoM with the SWG
basis function, there exist surface charges on the common faces of tetrahedral element pairs when
the object is inhomogeneous and it is very inconvenient to account for their contribution. In the
contrast, there is not a surface charge problem in the Nyström Method because it works on a
single element instead of an element pair. The Nyström Method is mainly used for solving surface
integral equations (SIEs) and has never been employed to solve VIEs in inverse problems. Consider
a volume integration in VIEs under a quadrature rule

∫

4V
f

(
r ′

)
dV ′ =

P∑

j=1

wjf
(
r ′j

)
(4)
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where f(r ′) is a general smooth function, P is the number of quadrature points and wj is the jth
weight over a volume element 4V . The quadrature rule can be directly applied in the discretized
VIEs when the integral kernels are regular. For a typical 3D VIE

∫

V
F

(
r, r ′

)
u

(
r ′

)
dV ′ = −φ(r), r ∈ V (5)

where F (r, r ′) is the integral kernel related to the scalar Green’s function in wave problems, u(r ′)
is the unknown function to be solved, and φ(r) represents an excitation or incident wave in wave
scattering problems, we can discretize the integral domain into tetrahedral elements and apply a
collocation procedure by choosing quadrature points as observation points to yield the following
matrix equation

N∑

i=1

Pi∑

j=1

wijF
(
rmn, r ′ij

)
u

(
r ′ij

)
= −φ (rmn) (6)

where Pi is the number of quadrature points in the ith element, wij represents the weight of the
quadrature rule on the jth point of the ith element, m = 1, 2, . . . , N , n = 1, 2, . . . , Pm, and N is
the total number of elements. However, the above transformation cannot be implemented when
the integral kernels are singular and a local correction scheme is needed. We have developed an
efficient local correction scheme for tetrahedral elements in our previous work [7] and it can be used
here.

4. GNMA FOR SOLVING ISIE

When the ISIE is transformed into a matrix equation by expanding the unknown wavenumber
or permittivity distribution and matching the scattered field with the measured data, the matrix
equation in the form Z̄ ·x = b is insolvable directly because it is very ill-posed and a regularization
procedure is usually needed. In the conventional regularization scheme of BIM or DBIM, one
minimizes the following cost functional

C(x) =
∥∥Z̄ · x− b

∥∥2 + γ
∥∥W̄ · x∥∥2 (7)

where γ is the regularization factor and W̄ is the regularization matrix. The minimization of the
function leads to [

Z̄∗ · Z̄ + γW̄∗ · W̄] · x = Z̄∗ · b (8)

or
x =

[
Z̄∗ · Z̄ + γW̄∗ · W̄]−1 · Z̄∗ · b (9)

where the asterisk represents the conjugate transpose. However, the regularization scheme strongly
relies on the selection of regularization factor and there is no universal method to surely choose the
factor except performing a large number of numerical experiments. In this work, we use the MRM
in the GNMA which was employed by Habashy and Abubakar for FDTD-based inversion [5] and
it is more robust than the conventional regularization scheme.

In the GNMA, the regularization parameter is defined as the inverse of Lagrange multiplier,
and is used to adjust the relative importance of the two terms in the cost functional. One effective
way to choose the regularization parameter or equivalently, choose the Lagrange multiplier is to
adaptively vary it as the iteration proceeds. This automatic scheme treats the regularization as a
multiplicative factor in the cost functional and therefore the regularization parameter is set to be
proportional to the original or non-regularized cost functional. The MRM has been shown very
effective for both gradient-type and Newton-type algorithms in FDTD-based approaches [5] and
we adapt it for the integral equation approach. It is found that the above adaptive choice for the
regularization parameter is also very effective for the GNMA in the integral equation approach.

5. NUMERICAL EXAMPLE

To demonstrate the proposed inversion approach, we consider the reconstruction of typical 3D
dielectric objects. The measured data for scattered fields are calculated based on the experimental
setup of Institute Fresnel [8]. Specifically, the spherical measured surface has a radius r = 1.796m
for both transmitting and receiving antennas and the imaging domain is chosen as a 100mm ×
100mm × 100 mm cubic box. On the measured surface, the source locations are characterized by
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Figure 1: Image of two contacting identical dielec-
tric spheres with a radius a = 20 mm and a rel-
ative permittivity εr = 3.0 (2D view at the cen-
tral cut on the xy plane). A cubic image do-
main 100 mm × 100mm × 100mm is chosen and
the two spheres are located at (−20mm, 0, 0) and
(20mm, 0, 0), respectively.
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Figure 2: Image of two contacting identical dielec-
tric spheres with a radius a = 20 mm and a rel-
ative permittivity εr = 3.0 (2D view at the cen-
tral cut on the xz plane). A cubic image do-
main 100mm × 100mm × 100mm is chosen and
the two spheres are located at (−20mm, 0, 0) and
(20mm, 0, 0), respectively.

φs ranging from 30◦ to 150◦ with a step 15◦ and θs ranging from 20◦ to 340◦ with a step 40◦, while
the receiver locations are defined by θs ranging from 0◦ to 350◦ with a step 10◦ and φs = 90◦.
We discretize the imaging domain into 25362 tetrahedral elements in the reconstruction. Figure 1
and Figure 2 show the reconstructed images, which are observed at the central cut on the xy and
xz plane, respectively, for two contacting identical dielectric spheres with a radius a = 20 mm and
a relative permittivity εr = 3.0 for each. This object corresponds to Target I of Institut Fresnel
experiments [8]. Note that the 2D images in the figures are sketched by projecting the permittivity
values at the centroids of tetrahedrons to the nearest triangles on the cutting planes. This is because
the tetrahedrons are automatically generated by commercial software without regularity and 3D
sliced images cannot be plotted for such discretizations.

6. CONCLUSION

In this work, we employ the Nyström method with a tetrahedral discretization to solve the FSIE of
inverse problems which is usually solved with the MoM. Although solving the FSIE is not difficult,
the MoM implementation could be inconvenient due to the involvement of inhomogeneity in the
imaging domain and unknown profile of object. It is found that the Nyström method is more
versatile because it is flexible in geometrical discretization and simple in implementation without
resorting to basis and testing functions. For solving the ISIE, we employ the GNMA with the
MRM to adaptively vary the regularization parameter as the iteration proceeds. The MRM allows
a faster convergence for the inversion of model parameters and easy selection of the regularization
parameter. A numerical example for reconstructing two contacting identical dielectric spheres has
been presented to demonstrate the robustness of the inversion approach.
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Abstract— This paper proposes a new mobile handset antenna structure to reduce the value
of the specific absorption rate (SAR) and to cover most of the mobile operating bands and other
wireless applications. The covered bands are the GSM 900, DCS 1800, PCS 1900, UMTS 2100,
and most of the LTE bands. Furthermore, it covers the ISM, WiMAX and the WLAN bands.
The electromagnetic radiation in the direction of the human head is reduced via the use of
electromagnetic band gap structure (EBG). The antenna is constructed from a monopole and a
meander line. The operating bands ranges from (850–1030 MHz) and (1.71–7.8 GHz). Moreover,
the first band of the antenna can be tuned by using various meander line lengths or by adjusting
the spacing between the monopole and the meander line, while the second band can be tuned by
adjusting the monopole length or the meander line area. The antenna volume is 20×20×1.5mm3

(0.6 cm3), so the proposed antenna is suitable for many wireless handheld devices. The simulation
results are compared to the experimental measurements and a good agreement is observed.

1. INTRODUCTION

Recently, the communication technologies have a rapid growth in such a way that it allows mobile
phone to be operated in various communication services. This has led to a great competition
for designing antennas with some desirable features such as multiband operation, light weight,
low SAR and low profile. Nowadays, the fourth generation of mobile communications, the Long
Term Evolution (LTE), is expected to deliver multimedia services anywhere, anytime. The LTE
standard is scheduled to operate in different frequency bands that range from 400 MHz to 4 GHz
with bandwidths of 1.4 and 20 MHz [1]. As the usage of the mobile phone is increased, the research
on the health risk due to the electromagnetic (EM) fields generated from wireless terminals is
widely in progress. Many factors may affect the EM interaction while using cellular handset in
close proximity to head and hand. The specific absorption rate (SAR) is defined as a figure of
merit to evaluate the power absorbed by biological tissues. The SAR quantifies the power absorbed
per unit mass of tissue. This quantity is defined as:

SAR =
σ

2ρ
|Ei|2 (1)

where Ei is the maximum value of the electric field strength in the tissue in V/m, σ is the conduc-
tivity of body tissue in S/m, and ρ is the density of body tissue in kg/m3. The SAR limit specifed
in IEEE C95.1: 2005 has been updated to 2 W/kg over any 10-g of tissue [2]. This new SAR limit
specifed in IEEE C95.1: 2005 is comparable to the limit specifed in the International Commission
on Non-Ionizing Radiation Protection (ICNIRP) guidelines [3]. In designing antennas for mobile
communications, it is important to investigate the SAR value produced by the radiation from the
mobile handsets.

Through the last years, different methods to reduce the SAR produced by handset antenna were
used, specifically, auxiliary antenna elements, ferrite loading, EBG/Artificial magnetic conductors
(AMC) surfaces and metamaterials [4–8]. The SAR value is influenced by various parameters such
as antenna positions relative to the human body, radiation patterns of the antenna, radiation power,
and antenna types [9]. The EBG structures reduce the surface waves and prevent the undesired
radiation from the ground plane. Thus, the EBG structure which is designed for mobile terminal
enables to comply with the exposure guideline. This technique reduces the radiation pattern toward
the direction of human head and reduces the SAR value. On other hand, extensive research efforts
are exerted in minimizing mobile handset antennas in size and cost in conjunction with increasing
the services provided by the antenna [10, 11].

In this paper, a novel internal antenna consisting of a monopole with a meander line to cover
the multibands including the LTE bands is proposed. The proposed antenna support the following
operating bands; GSM 900, DCS 1800, PCS 1900, UMTS 2100, ISM 2450, most LTE bands (LTE
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850, LTE 900, LTE 2100, LTE 2300, LTE 2500, LTE 3500, LTE 3600), WiMAX (2.3–2.4 GHz,
2.5–2.69GHz, 3.3–3.8 GHz, 3.4–3.6 GHz, and 5.1–5.8 GHz), and WLAN (2.4–2.5 GHz, 4.8–5GHz,
4.825–5.515GHz, 5.425–5875 GHz, 5.125–5.875 GHz). Uniplanar EBG structure is added to the
antenna to reduce the SAR values.

2. ANTENNA DESIGN

The proposed antenna is a planar microstrip antenna with compact dimensions of (20 × 20 ×
1.5)mm3. One of the disadvantages of this antenna is the low front to back ratio and its large
SAR value. The EBG structure is applied to the antenna reduce the surface waves and prevent the
undesired radiation from the ground plane. This technique reduces the radiation pattern toward the
direction of human head and hence reduces the SAR value. The advantages of the EBG technique
are its low cost and its ease of implementation. However, more development is required to produce
a practical wideband and small size EBG surface for multiband handsets. The EBG surface is
positioned between the user and the handset antenna.

These periodic structures have high electromagnetic surface impedance, which is capable of
suppressing the propagation of surface currents and acting as a perfect magnetic conductor in a
certain frequency range so the antenna dimensions are reduced to (20 × 20 × 1.5)mm3 compared
to the (20 × 20 × 1.5) mm3 without the use of the EBG. The antenna can be easily integrated
in small and sleek mobile device. Fig. 1 depicts the geometry of a typical mobile with a size of
45 × 110 × 1.5mm3. A planar EBG structure is positioned between the user and the handset
antenna. All the labeled dimensions are tabulated in Table 1. A prototype of the antenna was
fabricated using FR4 substrate (εr = 4.5) with 1.5 mm thickness and loss tangent of 0.025. The
planar EBG structure is periodic square patches with dimensions of (9×9)mm2 and gaps of 1mm.
The EBG is fabricated over FR4 substrate (εr = 4.5) with 0.8 mm thickness and loss tangent of
0.025. Fig. 2 shows the prototype of the proposed antenna.

The proposed antenna is composed of a planar monopole and meander line sections. The
monopole antenna is an inverted-L shape. The electrical length of the monopole is a quarter-
wavelength at 2350 MHz. The monopole operating bands are (1700–3000) MHz and (4600–5500)
MHz. The dimensions of the monopole area is 18×7mm2. Furthermore, the meander line increases
the path over which the surface current flows and that eventually results in lowering the resonant
frequency. The electrical length of the meander line is optimized to resonant at 900 MHz. The
optimized length of the meander line is 111 mm. The combination of the monopole and the meander
line contributes to open the higher bands to operate from 1710 MHz up to 7.8 GHz. One of the
advantages of the proposed antenna is that its performance does not depend on the position of
the ground plane. The ground plane may be coplanar with the antenna or on opposite side of the
substrate. This adds more flexibility for the electronics designer to arrange the components in its

Figure 1: Geometry of the proposed antenna in mobile phone.

Figure 2: Photo of the fabricated antenna.
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Table 1: Parameters of the proposed antenna (all dimensions in mm).

Parameter Value Parameter Value Parameter Value Parameter Value
L1 20 L5 1 W3 2 W5 22
L2 9.5 Lg 79 W4 1 W6 9
L3 7 W1 17 Wg 45 Wsub2 45
L4 3 W2 1 Lsub2 40

Figure 3: Simulated and measured return
loss of the proposed antenna.

(a) (b) (c)

Figure 4: SAR distribution on human head. (a) 0.9 GHz,
(b) 1.8 GHz, and (c) 2.1GHz.

Figure 5: The SAR value at 0.9 GHz with separation distance between head and antenna.

suitable position.

3. SIMULATION AND MEASURED RESULTS

The EBG structure is investigated by simulating its behaviour within the required band by some
iterations. The dimensions of the EBG is selected to be (9× 9) mm2 with a separation distance of
1mm to achieve a band gap in the range from 1.54 to 2.48 GHz. The proposed antenna is simulated
using the CST Microwave Studio Ver. 2011. Fig. 3 shows a comparison between the simulated and
the experimental results of the return loss. The simulated and the experimental results ensure that
the antenna covers all the aforementioned mobile and wireless applications bands. Taking the 6 dB
return loss reference, the antenna operates in the two bands (850–1030 MHz) and (1.71–7.8GHz).

4. SAR CALCULATION

In this paper, the output power of the cellular phone is set to 500mW at the operating frequency
of 0.9, 1.8, and 2.1 GHz. Fig. 4 shows the SAR calculations on human head model in the presence
of the antenna in the ZY plane with the EBG structure. The SAR is tested at 0.9, 1.8 and 2.1 GHz
when the antenna is close to the human head. The SAR values are calculated according to the
10 gram standard of the human tissue mass. The SAR calculations are done using the CST Ver.
2011 commercial package. As expected, the SAR values depend on the operating frequency, the
antenna type and the distance between the antenna and the human body. Table 2 shows the
averaged 10 g SAR at the aforementioned operating frequencies when the antenna is close to the
body. As the results are scalable when the power level changes, the SAR values could be controlled
by adjusting the separation between the antenna and the head as shown in Fig. 5 which illustrates
that the SAR values decrease with the increase of the separation distance between the antenna and
the head.
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Table 2: Simulated SAR value.

F (GHz) Without EBG With EBG
0.9 2.63 W/kg 0.872 W/kg
1.8 2.05 W/kg 1.27 W/kg
2.1 1.78 W/kg 1.39 W/kg

5. CONCLUSION

A challenging antenna that operates in most of the mobile applications is introduced. The antenna
is based on the use of a simple monopole and meander line in conjunction with an artificial magnetic
conductor made of an EBG structure. The introduction of the EBG structure increases the front
to back radiation ratio which indeed reduces the SAR with the human head. The SAR calculations
are done using the CST 2011 commercial package. An averaged 10 gram SAR values are calculated
at different operating bands and distances.
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Abstract— This paper presented a design of patch array antenna for human body surface
communication. This antenna design is also known as creeping wave antenna (CWA). The fun-
damental characteristic of CWA is that the antenna radiation direction can be tuned to allow the
wave propagation to get close to the body surface for maximized coupling performance of CWA
on human body surface communication. This study introduces an antenna array possessing high
gain and high directivity. It is designed with the concept of slotted micro-strip patch antenna
which is light weight, small size and thin, suitable for mounting over the surface of human body
or over clothing materials for communication. In this paper we designed the slotted micro-strip
patch antenna array with 1× 6 slots, having a center frequency of 5.8GHz.

1. INTRODUCTION

This paper aims to design a patch antenna for human body surface communication. This antenna
design is also known as creeping wave antenna (CWA) [1–4]. The fundamental characteristic of
CWA is that the antenna radiation direction can be tuned to allow the wave propagation to get
close to the body surface for maximized coupling performance of CWA on human body surface
communication. This study introduces an antenna array possessing high gain and high directivity.
It is designed with the concept of slotted micro-strip patch antenna which is light weight, small
size and thin, suitable for mounting over the surface of human body or over clothing materials
for communication. In this paper, we designed the slotted micro-strip patch antenna array with
1 × 6 slots, having a center frequency of 5.8 GHz. Each radiating element of the patch antenna
can create unique phase differences using different path length and traveling path selected from
the micro-strip lines, so that the adjusted direction of antenna radiation can produce maximized
coupling performance on CWA, fulfilling the main objective of our design. On the application side,
our invention has several sensors to detect many physiological signals in the human body, and the
signals are collected by this antenna through wireless communication over the body surface. To
fulfill our requirements, the direction of power radiation shall be tuned with appropriate phase shift
to get close to the body surface to maximize the coupling performance of CWA mounted over the
body surface. After completely collecting physiological signals from the human body, this antenna
then sends out the signals to outside medical units for on-line real time monitoring and home care
applications.

2. MOTIVATION OF OUR RESEARCH

In recent years, with the development of biomedical technologies, the size of medical instruments
and devices is gradually reduced, and wireless transmission has become the dominant mode of data
transfer as shown in Fig. 1, even achieving real-time physiological monitoring [5]. There has been
significant growth in wireless communication devices for tele-medical applications in recent years.
However, the design of this type of antenna must take into account many factors, such as permit-
tivity of human body, depth of electromagnetic wave penetration, free frequency bandwidth (ISM
Band), return loss in electromagnetic wave transmission, and safety requirements in the electro-
magnetic wave transmission over the human body, among others. Further, it is required to conform
with the theory of antenna radiation and antenna design and structure in practical applications.
On the application side, many physiological signals from the human body may be detected by the
sensors (as shown in Fig. 2), which are then converted to weak voltage current signals, such as elec-
trocardiogram (ECG), Electromyography (EMG), Electroencephalography (EEG), blood pressure,
body temperature, etc.. This study designs a slotted micro-strip patch antenna array at 5.8 GHz
frequency. This device acts very much like a control center collecting physiological signals from the
human body through wireless signal transmission, and after processing, send them to outside med-
ical units, so that the physiological data of patients can be used by doctors in real time monitoring
and diagnosis of patient conditions.
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(a) (b)

Figure 1: (a) Data transfer of physiological signals by wires. (b) Data transfer of physiological signal through
wireless transmission. [Source]: Imec-body Area Network Monitors Arousal Level.

CWA  

Figure 2: Applications for CWA (Creeping Wave
Antennas). [Source]: Design World-Sensors Ad-
vance Medical and Healthcare Applications.

Figure 3: Geometrical structure of one unit of slot-
ted micro-strip patch antenna.

Under the design concept of this study [6–9], physiological signals are first measured by the
sensors, and then sent to this antenna through wireless transmission. The design of this antenna
is different from traditional antennas in that the antenna radiation for maximized coupling perfor-
mance of CWA is not signal wave propagation in a straight forward direction, but CWA is designed
for creeping wave propagation over the surface of human body, in such a way that the power ra-
diation from the antenna can maximize the coupling performance of CWA, which is the key factor
in our antenna design.

3. ANTENNAS DESIGN AND IMPLEMENTATION

3.1. Design and Simulation of the Slotted Micro-strip Antenna
Figure 3 shows the geometrical structure of one unit of slotted micro-strip patch antenna, the
antenna plate is made with two layers of Rogers 4003 with thickness (h) of 0.508 mm, and dielectric
constant (εr) 3.38, and center frequency of 5.8 GHz. The slotted micro-strip antenna has a ground
plane with the size of 75 mm× 75mm. From Fig. 4, the simulation results shows that return loss
can reach nearly −30 dB, and directivity can be up to 6.3 dB.

3.2. Design and Simulation of Antenna Array
The purpose of our antenna array design is to improve the power gain, and to be able to adjust
the direction of power radiation from the antenna for maximizing the efficiency of antennas. On
the one hand, the power gain will influence the strength of received signals in the communication
system, and on the other hand, through adjustment of the distance between antenna units and input
phase difference, the direction of power radiation from the antenna can be tuned with appropriate
phase shift to get close to the mounting plane for maximizing the coupling performance of CWA
on the human body surface communication. It’s presents the simulated radiation pattern using the
antenna structures shown in Fig. 5. When using micro-strip lines to simulate the coupling feed, the
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Figure 4: Return loss and 3-D radiation pattern of one unit of slotted micro-strip patch antenna.

(a) (b)

Figure 5: Using micro-strip lines to simulate the coupling feed. (a) With different phase excited for micro-
strip patch array antenna. (b) 3-D and φ = 0◦ plane radiation pattern.

(a) top view (b) side view

Figure 6: Actual implementation for antenna.

starting phase of excitation for all radiating elements are different due to different traveling paths
and path length created between the micro-strip lines.

3.3. Design and Implementation of the Antenna Structure

As shown in Fig. 6, the antenna is designed as a three-layered structure. The uppermost layer
is the slotted micro-strip patch antenna array, which mainly houses the radiating elements; the
middle layer is the microstrip line; and the bottom layer is a plate of metal to be used as a ground
plane. For antenna materials, we used two layers of Rogers 4003 with thickness (h) of 0.508 mm,
dielectric constant (εr) of 3.38, and center frequency of 5.8GHz to make the slotted micro-strip
patch antenna array, and the size of the ground plane is 190 mm× 65mm.

4. MEASUREMENT DATA

As shown in Fig. 7 presents the radiation patterns produced from this antenna in actual imple-
mentation and simulation, for the purpose of comparison. It can be seen that the difference on
co-pole and cross-pole is more than 20 dB in both simulation and implementation. We can tune
the direction of power radiation from the antenna with an included angle of 60 plus degrees from
the z-axis for maximizing the coupling performance of CWA, achieving the main objective of our
study — to be able to adjust the antenna radiation with appropriate phase shift and get close to
the mounting plane surface for maximizing the coupling performance of CWA on the human body
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(a) (b) (c)

Figure 7: Radiation pattern of slotted patch antenna array at 5.8 GHz. (a) Simulation. (b) Measurement.
(c) Compared for measurement and simulation data.

surface communication.

5. CONCLUSIONS

This paper presented a 1× 6 slotted micro-strip patch antenna array with a frequency of 5.8 GHz.
From the above discussions concerning the characteristics and performance measurements of CWA,
it is obvious that this antenna array has met the design goals. In simulation, this slotted micro-
strip antenna at 5.8GHz produces directivity of more than 6 dB, and return loss (S11) at operating
frequency amounts to under −25 dB. To improve power gain and create the necessary offset in
antenna radiation, this paper implemented the micro-strip patch antenna employing the coupling
feed. The antenna radiation can be tuned by adjusting the distance between various elements
and input phase difference, so that an offset angle of 60 plus degrees to the z axis is realized in
maximizing the coupling performance of CWA.
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Abstract— This study proposes a novel compact antenna design for MedRadio Band (401–
406MHz). The basic structure is based on the PIFA antenna. The ground plane is bent to the
other side of the substrate to reduce the size. The point of C is connected to the C′. The proposed
miniaturized antenna is printed on the PCB board (FR4 substrate with thickness of 0.8 mm,
dielectric constant of 4.4), with a total size of 320 mm3 (0.0269λ0 × 0.0269λ0 × 0.00108λ0 mm3).
The proposed antenna is the single layer design, which total size is compact. Its return loss
is more than 15 dB at 404 MHz. The antenna simulated gain and efficiency are −24 dBi and
0.26%. Moreover, its bandwidth covers the whole MedRadio band (401–406 MHz). This compact
antenna is suitable for implantable applications.

1. INTRODUCTION

As biomedical microwave systems grow and develop fast and widely. Implantable antenna is one
of the crucial points, and its quality influences the efficiency and transmission of the entire system.
Accordingly, there are many requirements of the implantable antennas such as compact size, high
gain, low specific absorption rate (SAR), and biocompatibility performance in various parts of the
human body. In order to overcome the size limitation, many studies on the implantable antenna
miniaturization have been proposed, aiming at reducing the physical size of the antenna, while in-
creasing its electrical size. Two different shapes (spiral and serpentine) implantable antenna designs
built on MACOR substrate (εr = 6.1), which size is 1340.64 mm3 [1]. A 1265.625-mm3 rectangular
implantable antenna for continuous glucose-monitoring applications has been reported [2], which
is fabricated on the high-permittivity (εr = 10.2) Rogers 3210 dielectric and applies a serpentine
radiator to reduce the total size. It can be considered as a meandered monopole antenna to reduce
the size. Besides, the electrical path is increased by the grounding pin design, which likes a ground
plane on a monopole antenna (planar inverted-F antenna, PIFA). Therefore, the design of ground-
ing pin (PIFA antennas), has been proven to be very effective ways of reducing the dimensions of
the antenna [3]. Consisting of the π-shape with two meandered strips, the PIFA structure of a
843.6-mm3 size can achieve dual-modes resonance over a large bandwidth [4, 5]. Other implantable
antennas applying similar miniaturization techniques include multilayer structures PIFA, which
occupies a miniaturized volume of 335.76 mm3 [6].

In this paper, a compact PIFA structure is designed for MedRadio Band (401–406 MHz). Util-
ising the PIFA structure can excite a resonant frequencies at 404 MHz, and its return loss is more
than 15 dB. The ground plane is bent to the other side of the substrate to reduce the size to 320 mm3

(0.0269λ0 × 0.0269λ0 × 0.00108λ0 mm3). Thus, this compact antenna is suitable for implantable
applications.

2. ANTENNA DESIGN

The proposed structure is based on the meandering PIFA antenna. The geometry is shown in
Fig. 1, the ground plane is bent to the other side of the substrate to reduce the size. In addition,
we bent the radiator to the backside of the substrate By varying those parameters (W1, W2 and
W3), we can achieve the input impedance matching. The point C is connected to the C′. Point
A is the feeding point, and point B is the shorting point. The proposed antenna is printed on the
PCB board (FR4 substrate with thickness of 0.8mm, dielectric constant of 4.4), with a total size
of 320 mm3 (0.0269λ0 × 0.0269λ0 × 0.00108λ0 mm3).

The operating principle is studied in Fig. 2(a) in which results of the simulated return loss
of the proposed antenna in Fig. 2(b), including in the case of the design1 (the overall size of
the antenna, which is about a quarter-wavelength radiator at 404 MHz, and the width of 50 Ω
impedance matching), in the case of the design2 (adjust the linewidth W1 = 2.2mm), in the case
of the design3 (adjust the linewidth W2 = 0.6 mm) and in the case of the whole proposed antenna
(adjust the linewidth W3 = 3.5mm). The corresponding dimensions of the antennas in above cases
are the same as those of the proposed antenna. In the case of the design1, a resonant mode is seen
to occur at about 450 MHz, although the impedance matching of this resonant mode still needs to
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(a) (b)

Figure 1: (a) Top view of the proposed antenna. (b) Bottom view of the proposed antenna.

(a) (b)

Figure 2: Simulated return loss of the proposed antenna, in the case of the design1, in the case of the design2,
in the case of the design3 and in the case of the whole proposed antenna.

be improved. In the case of the design2 and design3, the resonant mode drops to approximately
430MHz and the impedance matching is better than design1. In the case of the proposed antenna,
it is operating in MedRadio Band (401–406 MHz) and its return loss is more than 15 dB at 404 MHz.

3. RESULTS

The optimal performance of proposed antenna is obtained by using the Ansoft simulation software
high-frequency structure simulator (HFSS). Fig. 3 shows the simulated and measured return loss
of the proposed antenna. Clearly, the resonant frequency is dominated by the PIFA structure.
Therefore the input impedance can be adjusted by changing the parameters of the width and the
length (W1, W2 and W3). The simulated and measured return loss results are 15.68 dB and 29 dB,
respectively. It is operated in MedRadio Band (401–406MHz). The simulated gain and efficiency
is shown in Fig. 4, the antenna simulated gain and efficiency are −24 dBi and 0.26% at 404 MHz.
Moreover, since in electrically small antennas the efficiency can be very low.

As shown in Fig. 5, the two-dimensional simulated far-field radiation patterns (404 MHz) of the
proposed antennas. It can be observed that the H-plane (xy-plane) radiation patterns are nearly
omni-directionally, and the cross polarizations of the radiation patterns are quite low. Fig. 6 shows
the three-dimensional simulated far-field radiation patterns (404 MHz) of the proposed antennas,
and the maximum gain value is −24 dB. This gain is similar to other implantable antennas presented
in the [4, 5], although our design presents the advantage of a smaller size.

4. MEASURED SETUP

The proposed antenna was fabricated on a FR4 substrate (the thickness of 0.8 mm, dielectric
constant of 4.4). The total size is 320 mm3 (0.0269λ0× 0.0269λ0× 0.00108λ0 mm3). A 50 Ω coaxial
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Figure 3: The simulated and measured return loss
of the proposed antenna.

Figure 4: The simulated gain and efficiency plot for
404MHz.

(a) H-plane (b) E-plane

Figure 5: Simulated 2-D radiation pattern for
404MHz. (a) H-plane. (b) E-plane.

Figure 6: Simulated 3-D radiation pattern for
404MHz.

 

Figure 7: The designed antenna of fabricated prototype.

cable was used to feed the proposed antenna. In order to verify the simulation results, antenna
prototypes were built and were tested with an Agilent E5071C network analyzer. Fig. 7 shows the
designed antenna of fabricated prototype.

5. CONCLUSIONS

The compact PIFA implantable antenna for MedRadio Band (401–406 MHz) has been proposed.
The ground plane is bent to the other side of the substrate to reduce the size. The PIFA antenna
radiation main branches bent to the back substrate surface extending into a spiral shape by varying
linewidth (W1, W2 and W3) to achieve impedance matching. The proposed antenna’s measured
return loss is 29 dB at 404 MHz. The simulated gain and efficiency are −24 dBi and 0.26% at
404MHz, respectively. This compact antenna is suitable for implantable applications.



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 759

REFERENCES

1. Soontornpipit, P., C. M. Furse, and C. C. You, “Design of implantable microstrip antenna
for communication with medical implants,” IEEE Transactions on Microwave Theory and
Techniques, Vol. 52, No. 8, 1944–1951, Aug. 2004.

2. Karacolak, T., A. Z. Hood, and E. Topsakal, “Design of a dual-band implantable antenna and
development of skin mimicking gels for continuous glucose monitoring,” IEEE Transactions
on Microwave Theory and Techniques, Vol. 56, No. 4, 1001–1008, Apr. 2008.

3. Yahya, R. S. and J. Kim, Implanted Antennas in Medical Wireless Communications, 1st Edi-
tion, Morgan and Claypool, USA, 2006.

4. Lee, C. M., T. C. Yo, F. J. Huang, and C. H. Luo, “Dual-resonant π-shape with double L-strips
PIFA for implantable biotelemetry,” Electronics Letters, Vol. 44, No. 14, 837–838, Jul. 3, 2008.

5. Huang, F. J., C. M. Lee, L. K. Chen, B. M. Jeng, C. L. Chang, T. F. Chien, and C. H. Luo,
“Compact PIFA with three-resonators for dual-band implantable biotelemetry,” 2011 Asia-
Pacific Microwave Conference Proceedings (APMC), 618–621, Dec. 5–8, 2011.

6. Lee, V. M., T. C. Yo, and C. H. Luo, “Compact broadband stacked implantable antenna for
biotelemetry with medical devices,” Proc. IEEE Annu. Wireless Microw. Tech. Conf., 1–4,
Clearwater Beach, FL, Dec. 2006.



760 PIERS Proceedings, Taipei, March 25–28, 2013

Metamaterial Loaded Wideband Patch Antenna

S. Raghavan1 and Anoop Jayaram2

1Electronics and Communication Department, National Institute of Technology, Trichy, India
2National Institute of Technology, Trichy, India

Abstract— A new design technique for producing wideband patch antenna is introduced in
this paper. The methodology involves complementary square split ring resonators and an inset
fed rectangular patch antenna both designed to resonate at the same frequency. The dimensions
of the complementary square split ring resonator are same as that of the split ring resonator’s
physical dimensions, which are optimized using Artificial Neural Network. A Cascade Forward
Backpropogation neural network using Levenberg Marquardt learning algorithm is utilized for
optimization. The proposed neural network for optimization contains four hidden layers with
variable number of neurons in each layer, which is created and trained using neural network
toolbox 5.1 of MATLAB. The proposed antenna is constructed by cutting out the split ring
resonator from the two corners of the patch where the feed is given to antenna. HFSS simulation
of the proposed antenna shows improved bandwidth and return loss at the centre frequency
of 2.4 GHz. The simulation result shows remarkable improvement in antenna parameters when
compared to a normal inset fed rectangular patch antenna, the only loss being a negligible
decrement in the antenna gain.

1. INTRODUCTION

Patch antennas play a very significant role in today’s world of wireless communication systems as
these cover a broad range of frequencies. These patch antennas are simple and are used for the
most demanding applications. Low weight, low fabrication cost, circular polarizations, dual band
operation, frequency agility, feed line flexibility, beam scanning are a few notable advantages of
microstrip patch antenna. Even though there are many advantages a few critical drawbacks which
limit the applicability of microstrip patch antennas are low efficiency, low gain, narrow bandwidth,
low power handling capability [11].

There are a lot of techniques to improve on the antenna parameters like defected ground struc-
tures, parasitic elements or slots, thick substrate with low permittivity, stacked patches [11]. Meta-
materials can also be used to enhance the antenna parameters. These structures can be applied to
various radiating structures to reduce the size, improve the bandwidth, and achieve dual band oper-
ations [1, 2, 10]. The core idea of this work is to improve the bandwidth of the inset fed rectangular
patch antenna by incorporating the metamaterial structure into the patch. As explained in [10]
CSRR structures can be used to attain dual band operation in a patch. Here instead of designing
the antenna and CSRR structure for two different frequencies they are designed to resonate at the
same frequency. CSRR requires axial electric field for excitation and hence the CSRR structure in
the patch is placed close to the radiating edges where electric field lines have a higher density.

Artificial neural networks are made use of to optimize the CSRR dimensions. Neural network
toolbox (nntool) of MATLAB is used for this purpose. The network uses Backpropogation network
and uses Levenberg-Marquardt learning algorithm. The metamaterial media is loaded on the patch
and Ansoft HFSS software is used to analyze the various parameters of the resulting wideband
antenna.

2. INSET FED RECTANGULAR MICROSTRIP PATCH ANTENNA

Microstrip antennas consist of a metallic strip (usually copper) placed a small fraction of wavelength
above the ground plane. The patch width affects the input resistance and bandwidth, the patch
length determines the resonant frequency of the antenna. The design equations for the patch can
be obtained from [3, 8, 9]. At the edge of the strip the H-field drops to zero and is maximum in the
centre. The E-field intensity is at maximum magnitude at the edges and zero at the centre. The
ratio of E to H field is proportional to the impedance that you see when you feed the patch. So by
adjusting the position of feed, the impedance of the patch can be adjusted to any desired value [3].

Zin(d) = cos2
(

πd

L

)
Zin(0) (1)
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Figure 1: Return loss characteristics of the designed antenna.

where Zin(d) represents the impedance at a distance d from the edge of the patch, L represents the
length of patch and Zin(0) represents the impedance at the edge of the patch. The antenna used is
designed for a resonant frequency of 2.48 GHz. The inset feed is given at a distance of 12.6 mm from
the edge. The return loss at resonance is found to be −12.1643 dB and the absolute bandwidth are
measured to be 1.58%.

3. SPLIT RING RESONATOR DESIGN

A single cell SRR is a pair of enclosed loops with splits in them at opposite ends. The loops are
made of metal and have a small gap between them. A magnetic flux incident on the metal rings will
induce rotating currents in the rings, which in turn produce their own flux to enhance or oppose the
incident field. Due to splits in the rings the structure can support resonant wavelengths much larger
than the diameter of the rings. The SRR can be mainly considered as a resonant magnetic dipole
that can be excited by an axial magnetic field [4, 5], whereas the CSRR (Figure 2(a)) essentially
behaves as an electric dipole (with the same frequency of resonance) that can be excited by an
axial electric field. The equivalent circuit of the complementary square split ring resonator will be
a parallel LC tank circuit as shown in Figure 2(b). The design equations of SRR (CSRR) is given
in [6]. The equivalent inductance and capacitance relations are given as

L0 =
4.86µ0

2
(a− w − d)

[
ln

(
0.98
ρ

+ 1.84ρ
)]

(2)

ρ =
w + d

a− w − d
(3)

C0 = (a− 1.5(2 + d))Cpul (4)

where Cpul is capacitance per unit length between the rings.
The resonant frequency of the CSRR structure is given as

f0 =
1

2π
√

L0C0
(5)

4. ARTIFICIAL NEURAL NETWORK

ANN is formed from interconnected layers of interconnected processing elements. The number of
input and output neurons depends on those of the corresponding system that is being implemented.
Artificial Neural Network (ANN) represents a promising modeling technique, especially for data sets
having non-linear relationships [7]. In the course of developing an ANN model, the architecture of
ANN and the learning algorithm are the two most important factors. In this paper, Multi Layered
Perceptron (MLP) neural network architecture is used in optimizing the physical dimensions of
the square split ring resonator. The model used in this paper (Figure 3) is a cascade forward
Backpropogation network with Levenberg Marquardt training algorithm for minimizing the error
of the non linear function. The equation for finding the resonant frequency of the metamaterial
structure depends on three variables a, d and w (Equations (2)–(5)). So by giving the frequency
‘f ’, size of resonant structure ‘a’ and dielectric constant ‘εr’ as inputs to the neural network the
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Table 1: Typical values obtained from the proposed neural network.

Input to Network Output from Network Calculated Value of Frequency
εr f GHz a mm w mm d mm fcalculated GHz
2.2 2.52 5.2 0.6995 0.1204 2.5151
2.2 2.45 5.1 0.6511 0.1003 2.4584
3.78 2.47 4.5 0.6749 0.1076 2.4650

(a) (b)

Figure 2: (a) Geometrical dimensions
of the complementary square split ring
resonator and (b) its equivalent LC
circuit [6].

Figure 3: The black box model of
the proposed neural network.

Figure 4: Metamaterial
loaded patch antenna.

Figure 5: Return loss characteristics of the metamaterial loaded patch antenna.

optimized values of ‘w’ and ‘d’ can be obtained. The range of values for ‘f ’ is 3 GHz < f < 16GHz,
and ‘a’ is 1mm < a < 10mm and εr takes standard discrete values. The network has therefore
3 input neurons and 2 output neurons. Table 1 gives a few typical values of ‘w’ & ‘d’ obtained
from the proposed network. The calculated value of frequency using the dimensions obtained from
neural network is also included in the table.

5. CSRR LOADED PATCH ANTENNA

The CSRR structure behaves as an electric dipole. This high Q structure may not radiate well but
is capable of transferring the energy to the patch and make the patch radiate at that particular
resonant frequency [10]. This idea is utilized in dual band patch antenna to obtain smaller patch
dimensions but in our work both patch and CSRR structure are designed for the same resonant
frequency, the designed patch is shown in Figure 4. This particular design results in a wider band-
width centered on resonant frequency of 2.4 GHz as compared to the regular inset fed rectangular
patch antenna. The structure is analyzed using Ansoft HFSS software.

From the Figures 1 and 5, we could infer that the return loss at resonance is higher for the
CSRR loaded antenna (−24.037 dB) as well as there is significant improvement in bandwidth. The
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absolute bandwidth is calculated to be 5.07%. The gain of the antenna is measured to be 7.467 dB
and the antenna is having radiation efficiency of 94.03 %.

6. CONCLUSION

The metamaterial loaded patch antenna is designed using ANN and simulated using HFSS software.
The output of the multilayer perceptron network is shown in Table 1. Using the network the CSRR
dimensions for any frequency, within the prescribed range, can be obtained. The return loss curve
obtained from HFSS for both the antennas are shown in Figures 1 and 5. When compared with
the parameters of inset fed rectangular patch antenna described in Section 2, we could observe a
remarkable improvement in the absolute bandwidth as well as the return loss. There is a −12.63 dB
improvement in the antenna return loss and the bandwidth has improved approximately 3 times.
The simulated value of radiation efficiency also shows slight improvement. The proposed design
achieved the desired result without any change in rest of the parameters except gain, which is
reduced by 0.2 dB as compared to the rectangular patch antenna. As a future work the design
could incorporate methods to improve gain while providing a wider bandwidth.
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Implications for Maxwell’s Equations and the Chu Criterion
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Abstract— A small un-tuned wideband loop-monopole transmitting antenna has been discov-
ered and developed. A typical example can be fully contained in a sphere of radius a = 0.75m
and has been measured to be efficient (>∼ 90%), in terms of power lost as heat, between 1.7 MHz
and > 200MHz. This antenna can be considered to be small below 64MHz. The antenna SWR
typically varies from 11 : 1 at the lowest frequency to ∼ 6 : 1 at twice this (3.4MHz) and < 6 : 1 at
higher frequencies. After matching at a given frequency, the operating bandwidth is thus > 16%.
An equivalent antenna Q can be estimated as < 6.6. This practically measured performance
contradicts the Chu small antenna Q criterion by four orders of magnitude (∼ 11, 000) at the
lowest frequency of operation.
To explain this discrepancy we introduce a simple explanation of radiation, reception and antenna
Q in terms of currents, charges, and potentials as derived from the Coupled Transmission Line
model of Electromagnetics [1]. This ‘theory of radiation and reception’ has been compared with,
and calibrated by. available single mode small antenna Q value measurements. Thereafter good
agreement between theory and practice is then (obviously) to be found. Part of the ‘radiation
and reception’ theory includes a value of κ = 1/2π for the asymptotic electromagnetic coupling
factor [2]. This value is confirmed by the measured small (loop) antenna Q values. Maxwell’s
equations should therefore be modified accordingly [2].
The Chu small antenna Q theory and criterion [3] is thus not validated either in theory or
in practice, and should now, on the basis of the latest practical and theoretical evidence, be
discarded and never used in the future for small antenna performance prediction.
A new fundamental discovery arising from this new antenna is the strong coupling that can
taken place between magnetic and electric modes in a small antenna. With the correct phase
relationship enforced between the modes the radiation resistance is considerably enhanced and the
effective antenna Q is considerably reduced. This process also accounts for the typical measured
bandwidths of half-wave dipoles.
The conclusion is that such an effective small antenna could never have been predicted, or be-
lieved to be credible, without modification of Maxwell’s Equations [2] to include electromagnetic
coupling, and the creation of the new ‘theory of radiation and reception’.

1. INTRODUCTION

A small antenna was required to meet the need for a highly portable wideband transmitting antenna
for ‘anomalous’ wave-tilt measurements in the HF band [4]. Over fresh water or wet ground
the wave-tilt direction was found to be reversed, hence ‘anomalous’, below about 5.3MHz. The
measurements were made for 40 to 70 m paths over wet ground and a freshwater lake for frequencies
from 1.8 to 52MHz. Over forty measurements, each taking about 20 minutes, were made. The
transmitting antenna was a 80 cm diameter two turn multi-mode tuned loop with operating Q
typically 170 at the lower frequencies, shown in Figure 4 of [4]. Such a loop has a Q reduced
by about 1/

√
2 over a single turn single mode tuned loop of the same diameter. Re-tuning the

transmitting antenna for a new frequency accounted for a large proportion of the measurement
time. A portable wideband small transmitting antenna covering 1.8 to 52 MHz was required.

The
√

2 increased bandwidth found for a pair of coupled magnetic loop modes gave an indication
of how to proceed. The postulate was that if small antenna electric and magnetic modes could be
could be tightly coupled together a further increase in bandwidth could be obtained. The results
exceeded all expectations. And fundamental revision of antenna theory was now required.

2. DESCRIPTION OF NEW LOOP-MONOPOLE

Figure 1 is a picture and Figure 2 is a schematic of a 90 cm loop version of the new antenna. This
loop-monopole consists of a vertical copper loop of 1 cm diameter tubing that is top fed directly by
a sufficiently long 50 ohm coaxial cable. Two turns of the coaxial cable are loosely twisted around
the copper loop. The lowest usable frequency is obtained with the copper loop connected to the
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coaxial cable as shown giving favourable between the copper loop and the two turns of cable. In
Figure 1, the lower coil of coaxial cable is about 43 m in length. The total cable length is 50m.
With the feeder cable coiled below the loop the total vertical extent of this antenna is 1.45 m. It
appears that the coupled coaxial cable turns launch a travelling wave on the outside of the feeder
cable even when it is coiled under the loop part of the antenna as shown in Figure 1. The lowest
frequency of operation depends mainly on the total length of the cable. The two turns of cable and
the copper loop act as the upper part of the monopole with the rest of the feeder cable, whether
coiled or not, acting as the ground or counterpoise for the upper monopole. The loop is a vertically
polarised magnetic mode antenna and the monopole is a vertically polarised electric mode antenna
as a vertical dipole.

For two turns of the 50 ohm line and cable wound around the 90 cm loop of 10 mm copper tube,
the antenna SWR varies from 11 : 1 at 1.7MHz to ∼ 6 : 1 at twice this frequency (3.4MHz) and
< 6 : 1 at higher frequencies, measured up to 200 MHz. Such SWR values are easy to match at any
frequency with a standard Antenna Tuning Unit (ATU) to give at least a 16% operating bandwidth.
An equivalent antenna Q can be estimated from the stored energy on a mismatched transmission
line for a given SWR and Return Loss ρ. In this case we have Q < 6.6 from the following equations.

SWR = (1 + ρ)/(1− ρ) with Q = 2/
(
1− ρ2

)
(1)

A useful reduction of the SWR at the lower frequencies was subsequently found by winding one
more turn of the feeder cable onto the copper loop to give three wound turns without altering the
total cable length of 50 m. The 11 : 1 SWR frequency is lowered by about 10% and the 6 : 1 SWR
by 25%, as seen in Figure 3. This is now the recommended design for any size or diameter of loop.

Both Figure 2 and Figure 3 are results obtained from a ‘miniVNA pro’ Vector Network Analyser,
made by mRS mini Radio Solutions, seen at the bottom of Figure 1. Two particular features are
its small size and its Bluetooth connection to the control and display computer. Any explanation
that small antennas can only radiate efficiently from the feeders outside the small antenna volume
can thereby be discounted.

The total length of the feeder cable was found to be the main parameter determining the lowest
frequency of operation of the antenna. In Figure 4, the SWR steps down to ∼ 10 : 1 when the total
coaxial cable length is a quarter wave λ/4, and steps down to ∼ 6 : 1 when the cable length is λ/2.

A surprising discovery was that coiling the feeder cable as shown in Figures 1 and 2 makes
practically no difference to the lowest frequency of antenna operation. The change in measured
antenna SWR and impedance were found to be insignificant. This was also confirmed by the
‘Bluetooth-isolated’ Vector Network Analyser, miniVNA pro. When the cable is coiled the loop-
dipole is a true small antenna. This discovery implies that the main part of the energy of the
surface wave on a cable or wire is confined to no more than about two or three wire conductor
diameters in total distance outside the conductor, confirming n = 3 in Equation (1) of [1].

3. IMPACT ON THE CHU SMALL ANTENNA Q CRITERION

The original Chu-Wheeler small antenna Q criterion [3] states that for antennas completely con-
tained inside a sphere of radius a, and where k is the propagation constant 2π/λ, the Q cannot

Figure 1: Picture of 90 cm loop-monopole with
MiniVNApro (Bluetooth connected) vector network
analyser at bottom.

Figure 2: Schematic of loop-monopole seen in Fig-
ure 1.
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Figure 3: For frequency range 0.1 to 200 MHz the
SWR (lower red plot) and Return Loss (upper blue
plot) for loop-monopole of 3 turns on loop of a total
feeder length of 50m.

Figure 4: As in Figure 2 but for frequency range 0.1
to 20MHz.

be less than 1/(ka)3 unless the antenna is inefficient and has a significant loss resistance. The
new loop-monopole design can for example be contained in a sphere of radius a = 0.75m and it
can be considered to be small below 64 MHz. It has been measured to be efficient (>∼ 90%), in
terms of power lost as heat and discounting internal cable losses, between 1.8 MHz and 200MHz.
The antenna can radiate 700 watts continuous power at 3.7 MHz without appreciable heat being
generated. This was tested first by hand and then confirmed by a Protek IR camera.

Taking an antenna Q value of 6.6 as calculated from Equation (2), the practically measured
performance contradicts the Chu-Wheeler small antenna Q criterion by four orders of magnitude
(∼ 11, 000) at the lowest frequency of operation. At the heat test frequency of 3.7 MHz the loop
dipole Q is about 4.5 and then the discrepancy with respect to the Chu Wheeler Q is about 1,100.

The above Q and antenna efficiency results firmly contradict the Chu Small Antenna Q Criterion.
References [5] and [6] are now confirmed as valid and not to be challenged. Thus the Chu criterion
has no credibility and should no longer be used. The claim is that the Chu criterion is derived
directly from Maxwell’s Equations. It follows that Maxwell’s Equations should now be modified
and improved [2] to agree with the measured facts.

4. THE GENERALISED POYNTING VECTOR

The Poynting Vector (PV) can be modified to become a Generalised Poynting Vector (GPV), S,
where its in-phase or ‘real’ (<) component represents travelling wave energy per unit volume and
its quadrature or ‘imaginary’ (=) component the stored energy density per unit volume. For con-
venience the components may be expressed as power and standing wave power per unit surface [2].
In either representation the Q is the ratio of the quadrature component to the in-phase component.
We can also represent the Poynting Vector in terms of like pairs of potentials Φ and currents I [7, 8].
We thus have

S = E ×H = Φ× I with Q =
=[E ×H]
<[E ×H]

=
=[Q× I]
<[Q× I]

(2)

Because the antenna is small it is contained within a region in which the EM coupling is strong
so the potentials and induced energy densities are essentially uniform in the ‘coupled’ region of
space. Also by observing that along a transmission line the peak energy densities of charge and
current per unit length are the same, we can define charge per unit length q as quadrature current
−ji. We can also define the respective potentials Φi and Φq as being in quadrature. In this way, we
find that radiation from charges and currents are separate processes that can take place in different
parts of an antenna, as seen in Figures 5(a) and 5(d). Thus we have

Φq = jΦi, i = jq, Φ = Φi − jΦq, I = i + jq (3)

5. THEORY OF RADIATION AND RECEPTION

A simple physical theory of (small) antenna operation is: “it is the coupling in the antenna that
radiates or receives”. This concept is in agreement with the ‘Ether Lens’ model [7]. Figure 5 shows
two types of coupling. Self-coupling causes radiation in electric or magnetic single mode small
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(a)

(b)

(c) (d)

Figure 5: Electric and magnetic antenna radiation mechanisms in (a) half-wave dipole, (b) short dipole,
(c) small loop, and (d) wideband untuned loop-monopole. “It is the coupling that radiates”.

(a) (b)

(c)

Figure 6: Loop-monopole antenna patterns for ratios of electric E mode to magnetic M mode: (a) E/M = 2,
(b) E/M = 1, and (c) E/M = 1/2.

antennas and it typically gives antenna Qs between 180 and 250. EM or mixed mode coupling
between two modes of different types, electric and magnetic, gives Qs between ∼ 6 and ∼ 15.

An equivalent explanation of the new ‘radiation and reception’ theory is: “an antenna conductor
surface is transmitting when the external potential has a component that is in-phase with the
current, and the antenna surface is receiving when the external potential has a component that
is out of phase with the current induced in the antenna surface”. This can be deduced from the
properties of the Generalised Poynting Vector.

The half wave dipole (a) in Figure 5 can be seen to be a mixed mode antenna, because the ends
of the antenna can radiate from the oscillating charges and the centre of the antenna radiates from
the oscillating current. In fact most of the radiation comes from the EM coupling of the two mode
types. In this respect the loop-monopole (d) is similar. Both antennas are found to have low Qs,
∼ 2π to 5π, or ∼ 6 to 15. The two small antennas (b) and (c) radiate by ‘self-coupling’, which
is weaker, and are found to have Qs of ∼ (1/

√
2)(2π)3 ≈ 175 and (2π)3 ≈ 250 respectively. The

(1/
√

2) reduction of Q is found when two modes of the same type are strongly coupled as for the
ends of a short dipole (b). A thin half-wave dipole has less coupling from the ends to the centre
and thus a higher Q, up to about 5π.

For convenience we temporarily define currents and potentials in units that give them equal
energy. We have κ0 = 1/(2π) as the limiting or asymptotic EM coupling factor at a point. Also for
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antennas we find that Q is the reciprocal of the total coupling factor. We can then observe that
self-coupling is 3 step coupling process with induced displacement current around the conductor as
an intermediary. Its basic Q is thus expected to be (1/κ0)3 = (2π)3 ≈ 250. The coupling between
different mode types that are simultaneously excited with the correct phase is single step and a Q
of about 1/κ0 = 2π ≈ 6 is to be expected.

Note that potentials combine according to the classical rules of vector addition, whereas displace-
ment currents combine according to the RSS (Root-Sum-of-the-Squares) vector addition rule [2].
We also find that radiation and loss resistances of a ‘multi-mode’ antenna all combine according to
the RSS rule [5, 6]. Thus ‘process capture’ occurs where the strongest antenna mode with highest
radiation resistance dominates and suppresses all other modes and any loss resistances.

6. ANTENNA PATTERN OF LOOP-MONOPOLE

The loop-monopole has been found to be usefully uni-directional (3 to 12 dB) over significant parts
of the operating frequency range. The antenna pattern depends on the proportion of the electric
monopole mode to the magnetic loop mode as shown in the Mathcad simulations in Figure 6. The
simulation methodology is that of ‘Analytic Region Modelling, ARM’ [10].

7. CONCLUSIONS

A novel small high power wideband loop-monopole emphatically contradicts the Chu small antenna
Q criterion, and this criterion can no longer safely be used as a small antenna design rule. The
classical Maxwell equations need to be revised and extended to include ‘electromagnetic coupling’
and ‘energy conservation’. The unexpectedly low value of effective antenna Q has been shown to
be the result of strongly (electromagnetically) coupled and approximately equally excited electric
and magnetic modes occupying the same near-field volume. The importance of ‘electromagnetic
coupling’ has once again been demonstrated [1, 2]. The polar diagram of the loop-monopole antenna
has been found to be usefully uni-directional at some frequencies (3 to 12 dB). Improved variants
of the loop-monopole design appear to be feasible.
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Abstract— This paper examines the characteristic behaviors of the feed-point input impedance
and radiation fields of two thin-wire loop antenna types (one a circular-loop and the other, a
square-loop antenna) both, one wavelength (1λ) long at the operating frequency, and located
over a ground plane which is of the wire-grid variety [1], and whose extent is finite.

Using the moment-method approach, computational results are obtained in the presentation, for
the antennas’ performance parameters alluded to in the foregoing, to suggest that the square
loop antenna resonates when located at a distance of 0.054λ above the ground plane; whereas
the corresponding distance for the circular-loop emerges as 0.132λ. The results also indicate that
the antennas’ directive gains and input impedance profiles are such as to suggest that they may
be suitable for practical applications over a wide range of frequencies.

A comparison carried out in the paper, between computed values of input impedance and cor-
responding measurement results reported elsewhere [2], very clearly indicate that the approach
described in this presentation is valid.

1. INTRODUCTION

Whereas the first analysis of the single element circular-loop antenna was that reported by Pock-
ington [7], in which the antenna configuration did not include a backing structure, in practical
applications, a number of advantages are offered when the loop antenna is mounted over a ground
plane: for example, the inclusion of the ground plane permits the use of a coaxial feed without sig-
nificantly affecting the wire antenna’s input impedance characteristics [8]. Most of the subsequent
analytical efforts [2, 3], addressed the problem of the loop antenna located over a ground plane,
and it is then the norm to regard the ground plane as being a perfect conductor of infinite extent;
so that the image theory applies, to simplify analysis. One important consequence, of the infinite
ground plane, for the loop antenna’s performance features, is that the antenna’s characteristic bidi-
rectional radiation pattern is transformed to a unidirectional pattern in the vertical plane [8], so
that its directivity in that plane also increases. Croswell [10], described analytical results, which
indicate that the infinite ground plane significantly influences the impedance of any antenna that
it serves as a backing structure. It would appear though, that these influences of the ground plane
are not reproduced, when the plane is of finite extent. Meier [9] in 1949, investigated the influences
of a finite ground on the radiation patterns and input impedances of wire antennas located over
it, and reported measurement results to suggest that although input impedance is very sensitive
to the shape and size of the ground plane, it is relatively independent of the plane’s thickness. On
the other hand, Croswell [10], reports that the radiation pattern of wire antennas backed by finite
ground planes is a strong function of the size of the ground plane. And as noted by him, this
antenna type finds common use as an array element in array antennas deployed for use in aircraft
landing aids installed close to all airports.

Quite a few research efforts have focused on the nature of the radiation pattern of loop antennas
located over a finite ground plane. These include the paper by Hassan and his associates [11],
which, using the Fourier series and a FFT algorithm, investigated the effects of finite ground plane
size on antenna maximum gain; as well as established the bounds on size, below which the ‘infinite
plane approximation’ may not apply. The computational results obtained in that presentation
indicate, among other things, that when the circular loop antenna is located over a rectangular-
shaped ground plane of finite dimensions, the antenna’s radiation pattern varies significantly with
both plane size and height of antenna above the ground plane. Croswell [10] also described similar
results, observing that the directions of both pattern null and maximum depend of ground plane
dimensions and height of antenna above the plane.



770 PIERS Proceedings, Taipei, March 25–28, 2013

In this presentation, we investigate the electromagnetic response (in terms of radiation pattern
and feed point impedance) of the loop antenna located over a finite ground plane, in a moment
method approach that utilizes the circular loop and the square loop as source candidates. A
rectangular-shaped wire grid is selected as ground plane, as it has been reported elsewhere that
the wire grid tends to improve the stability of the input impedance of wire antennas located
over them [1], and also improves bandwidth performance [6]. Computational results described in
the paper suggest that for a given size of the finite-dimensioned wire-mesh ground plane, input
impedance depends significantly on height above the ground plane; and that the nature of the
dependence is different for the square and circular loops. Results obtained for the directive gain
are consistent with those reported earlier in the literature [2, 10].

2. THEORY

Figure 1 describes the problem geometry for a loop antenna mounted above a finite wire-grid
ground plane in which both the grid elements and the loop are regarded as satisfying the thin-
wire approximation of interest to a moment-method [5] analysis. Accordingly, it is taken that the
antenna structure is illuminated by a plane wave here denoted by Einc such that the field scattered
by the antenna assumes the form

Eθ = Ecθ +
N∑

n=1

Ex
nθ +

N∑

n=1

Ey
nθ (1a)

and

Eφ = Ecφ +
N∑

n=1

Ex
nφ +

N∑

n=1

Ey
nφ (1b)

provided that Ecθ, Ex
nθ and Ey

nθ represent the âθ-components of the electric fields due, respectively,
to the distributions of current along the axes of the circular loop, nth x-directed, and nth y-directed
thin-wires; whilst Ecφ, Ex

nφ and Ey
nφ are the corresponding âϕ-components. It is readily established

that these far-zone field components are, for the âθ-components given by

Ecθ =
−jωµoe

−jkor cos θ

4π r

2π∫

0

sin
(
φ− φ′

)
I

(
φ′

)
ejko[a cos(φ−φ′) sin θ+h cos θ] dφ′ (2a)

Ex
nθ =

−jωµoe
−jkor cos θ cosφ

4π r

L/2∫

−L/2

I
(
x′

)
ejko[x′ cos φ sin θ+(n−5) λ

8
sin φ sin θ] dx′ (2b)

and

Ey
nθ =

−jωµoe
−jkor cos θ sinφ

4π r

L/2∫

−L/2

I
(
y′

)
ejko[y′ sin φ sin θ+(n−5) λ

8
cos φ sin θ] dy′ (2c)

Figure 1: Problem geometry: loop antenna mounted over a finite wire-grid ground plane.
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for the âϕ-components.
The moment-method solution to the unknown distributions of current emerges from the well-

known [5] matrix expression given as
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where, for this problem,
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The superscripts ‘l’ and ‘g’ appearing in (4) identify contributions to the generalized impedance
matrix by loop and grid elements, respectively, of the antenna structure; whilst Wi and Tk respec-
tively represent the piece-wise linear weighting and expansion functions utilized.

Having, in this manner, determined the distribution of currents and associated radiated fields by
virtue of Equations (3) and (4), the feed-point input impedance and the directive gain of the antenna
system can now be computed using the standard formulas. The input impedance symbolized by
Zin is given by

Zin = Rin + jXin =
Vin

Iin
(5)

where Vin is the excitation voltage of a delta-gap generator connected to the loop antenna, Iin the
current at the feed-point, Rin the resistive component of the input impedance and Xin the reactive
component of the input impedance. On the other hand, the directive gain of the antenna system
is calculated using the standard formula [4]:

Gd(θ, φ) =

[
|Eθ(θ, φ)|2 + |Eφ(θ, φ)|2

]
r2

60Pin
(6)

where r is the distance from the origin to the far-field observation point.

3. RESULTS

For the numerical computations of antenna parameters of interest to the presentation, use is made
of the following values: wire radius = 0.001λ; centre frequency fo = 1.25GHz; loop perimeter
= 1λ; square ground plane size: 1λ × 1λ which is divided into 64 grids; loop height above the
gridded ground plane ranges as 0.025λ ≤ h ≤ 0.3λ; excitation voltage = 1.0 V; in the computer
program developed for the problem. It should be pointed out that the circular loop is fed at ϕ = 0◦
while the feed-point of the corner-fed square loop is identified by the coordinates x = 0.125λ and
y = −0.125λ. The numerical results obtained are presented in graphical formats and discussed in
the ensuing sections.



772 PIERS Proceedings, Taipei, March 25–28, 2013

3.1. Far-zone Fields
One of the main outcomes of backing an antenna with a large ground plane is the occasioning
of a unidirectional radiation pattern in the forward direction. In this regard, we focus mainly on
the radiated fields in the two vertical planes viz. ϕ = 0◦ and ϕ = 90◦, as a means of evaluating
the effectiveness of the wire-grid plane as a good reflector when compared with the conventional
metallic ground plane. Of course, the resultant radiated fields as expressed by Eqs. (2) and (3)
are the superposition of fields due to the current excited on the loop and the fields due to induced
currents on the grid wires.

The Eϕ patterns on the ϕ = 0◦ plane for the square and circular loops at different antenna
heights are shown in Figures 2(a)–(d). The radiation patterns, when h is fixed at 0.05λ and
0.1λ, which are depicted in Figures 2(a) and (b), respectively, show a significant radiation in the
backward direction, although the main lobe is in the forward direction. However, at h = 0.25λ and
0.3λ, the back-lobe has diminished remarkably as evident in Figures 2(c) and 2(d), but the beam
directivity has reduced when compared with those patterns at h = 0.05λ and 0.1λ. It is noteworthy
that at antenna height 0.25λ which is the typical antenna height above a flat ground plane, the
wire-grid ground plane deployed in this paper yields desirable radiation patterns from both the
one-wavelength circular and square loops as can be seen from Figure 2(c). This observation is also
true for the patterns at h = 0.3λ.

Although not shown here, at antenna height above 0.3λ, the main lobe of the radiation pattern
is somewhat distorted, and later degenerated into multiple lobes as the height increases. The
difference between the Eϕ patterns of the circular loop and square loop is negligible as observed
from Figures 2(a)–(d).

The Eθ patterns in the ϕ = 90◦ plane when h varies between 0.05λ and 0.3λ for both the circular
and square loops are displayed in Figures 3(a)–(d). As observed for the Eϕ patterns when h = 0.05λ
and 0.1λ, that is, when the loop is close to the wire-grid ground plane, there is significant radiation
in the backward direction based on Figures 3(a) and (b). On the other hand, at h = 0.25λ and
0.3λ, there is a marked reduction in the back-lobe with an associated decrease in the main-beam
directivity. Furthermore, it is noted that the patterns when h = 0.05λ and 0.1λ are more directive
than those ones at h = 0.25λ and 0.3λ. As earlier noticed for the Eϕ patterns in the ϕ = 0◦ plane,

(a) (b) (c) (d)

Figure 2: Radiated Eϕ component on the ϕ = 0◦ plane by the circular and square loop antennas: — circular
loop; - - - square loop.

(a) (b) (c) (d)

Figure 3: Radiated Eθ component on the ϕ = 90◦ plane by the circular and square loop antennas: — circular
loop; - - - square loop.
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Figure 4: Comparison between the computed input
resistance (Rin) and reactance (Xin) of the circular
loop antenna against the antenna height and the cor-
responding measured results of Rajarayamonet and
Sekiguchi (1976): — computed; - - - measured.

Figure 5: The directive gain of the circular and
square loop antennas against the antenna height: —
circular loop; - - - square loop.

the Eθ patterns in the ϕ = 90◦ plane for both circular and square loops are almost identical. It is
worthy of mention that the patterns obtained at h = 0.25λ are essentially the same as that reported
by Rojarayamont and Sekiguchi [2], who utilized a solid reflector as the backing structure for a
one-wavelength circular loop antenna.

3.2. Input Impedance

Computational results (not displayed here) reveal that the input resistance increases somewhat
linearly for values of h less than 0.2λ, and remains fairly constant for those values of h greater
than 0.2λ, in both cases of square and circular loops. It is also observed that for all the antenna
heights specified, the input resistance of the square loop is lower in magnitude than that of the
circular loop. At lower values of h, the input reactance is inductive while at higher values of h,
it is capacitive. We find also, that the circular loop resonates when h = 0.132λ while the square
loop resonates at h = 0.054λ, suggesting that a desirable input impedance at the terminals of a
one-wavelength loop antenna may be achieved through a choice of the antenna height above the
wire-mesh ground plane. To check the validity of the foregoing observations, the computed input
impedance results for values of h between 0.1λ and 1.0λ are compared, as shown in Figure 4, with
the measured impedance data reported by Rajarayamont and Sekiguchi [2], who employed the
conventional ground plane.

Clearly, the agreement between the calculated and measured values is satisfactory and indicative
of a valid formulation..

3.3. Directive Gain

Figure 5 describes the computational results obtained for the antennas’ directive gains, in the
forward direction (θ = 0◦, ϕ = 0◦) as a function antenna height.

It is interesting to observe that the directive gain profiles are almost flat for both loops with an
average value of 11.5 dB. But the directive gain of an isolated circular loop is calculated, on the
average, to be 3.42 dB while that of an isolated square loop is 3.08 dB. This distinct increase in the
directive gain may be attributed to the presence of the wire-mesh ground plane, which, as noted
by Wait and Spies [1], leads to a marked improvement of the radiation in the forward direction.

4. CONCLUDING REMARKS

The dependence of feed-point input impedance and radiation properties of one-wavelength circular
and square loop antennas on the antenna height above a wire-grid ground plane have been presented
here. Numerical results obtained indicate that the circular loop resonates at the loop height of
0.132λ while the square loop resonates at 0.054λ, where λ stands for the operating wavelength.
However, both loops have an average directive gain of 11.5 dB in the forward direction when the
loop height varies from 0.025λ to 0.3λ. The calculated feed-point input impedance is compared
with the measured data of Rajarayamont and Sekiguchi [2], which shows good agreement.
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Abstract— This paper presents an analysis of a stripline Archimedean snail antenna on its
impedance properties and radiation mechanism. The Archimedean snail antenna has similar
structure to the spiral one but with asymmetric spiral turns on arm structures. Power can be
transmitted from stripline mode to spiral radiating mode because of impedance matching between
the two transmission line structures, i.e., stripline and parallel elevated slot-lines. The radiation
occurs when the two elevated slot-line modes are in-phase, namely, common mode radiation.
A design process can then be developed by impedance matching for the stripline Archimedean
snail antenna. A compact (45 mm× 40mm× 1.016mm) stripline-fed snail antenna is fabricated
for demonstration. The measurement shows a good agreement with the simulated result from
2GHz to 20GHz. The snail type antenna has better performance than the spiral antenna due
to its radiation mechanism. Compared to the traditional spiral antenna, this antenna design is
a completely planar antenna, which provides a platform for integration of impedance matching
circuits or other circuit elements easily inside the antenna structure without additional need of
wideband balun and matching circuit designs.

1. INTRODUCTION

The highly demand for broadband wireless communications has been increasing by reason of higher
communication data rate with data transmission on several separate spectrum [1, 2] or integration
of assorted wireless services [3, 4]. As a result, a lot of researches and development have been focused
on the study of modeling, design, optimization, and measurement methodology of broadband anten-
nas [5, 6]. The spiral antennas, which easily cover the bandwidth over 20 : 1 with excellent circular
polarization, have long been a popular choice for broadband radiating systems and continue to be
relevant in high-performance communication systems based on multifunctional or hybrid concepts.
From a design point of view, the Archimedean and equiangular spiral antennas have received wide
attention and can be classified in frequency independent antennas [7]. However, the most difficult
part in designing these spiral antennas is the way to feed at the spiral center. It turns out that the
three dimensional central feeding makes the whole antenna systems very bulky [8, 9], and it is also
hard to design a wideband balun and a matching circuit to match the frequency response of spiral
antenna [10, 11]; the feeding method limits the performance of spiral antennas. On the other hand,
printed antennas have been reported and widely used because of their simple planar design with
low-cost fabrication technology [12, 13]. Researches on the broadband mircostrip antennas have
been intensively investigated recently [14, 15], but their bandwidth are limited by their resonant
mechanism. Therefore, it is desirable to design a broadband, low-cost, and totally planar antenna
for circular polarization applications.

This paper proposes a stripline Archimedean snail antenna and its analysis on impedance proper-
ties and radiation mechanism. The analysis shows that the radiation occurs when the two elevated
slotline modes are propagating in-phase. The snail antenna uses asymmetric arm structures to
complete the radiating mode and provides better VSWR, bandwidth, and axial ratio compared
to traditional Archimedean spiral in symmetric structures. The presented antenna has a planar
PCB design which is suitable for inexpensive fabrication and outer-fed by striplines which can be
integrated with RF circuitry or other feeding networks easily without additional wideband balun de-
signs. The antenna structure and operating principle are described in Section 2. The experimental
verification is provided in Section 3, followed by a brief conclusion in Section 4.

2. ANTENNA DESIGN AND OPERATING MECHANISM

Figure 1 shows the configuration and coordinate system of a stripline Archimedean snail antenna.
One of the antenna arms is configured in stripline structure as a feeding network (Arm1), com-
posed of inner conductor layer at z = 0 and top and bottom ground layers at height of h and
−h, respectively. The dielectric substrate has thickness of 2h and relative permittivity εr. The
expressions describing the Archimedean curves are r = aθ + rin, where r is the radius of curve, θ is
the winding angle in radian, a = RC/2π is the radius growth rate, and rin is the inner radius. The
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Figure 1: Designs of a stripline-fed Archimedean snail antenna.

(a) (b)

Figure 2: (a) A three-port network of unwound snail antenna around center, and (b) its simulated S-
parameters (geometry parameters: W = Wg = 4.0mm, S = 0.96mm, Wic = 0.36mm, gc = 0.2mm, and
h = 0.508 mm).

snail antenna has asymmetric arm structure compared to the spiral one, where Arm1 and Arm2
has the number of Archimedean turns of (N + 0.5) and N , respectively. The antenna is supported
by Rogers RT/duroid 5880 substrate (εr = 2.2).

For any antenna design, the impedance matching is a key factor to radiate power effectively. To
investigate the impedance properties, the antenna design in Figure 1 is unwrapped into a straight
transmission line structure. Assuming the traveling wave on the Arm2 is symmetric, a perfect
magnetic conductor (PMC) wall is placed in the middle perpendicular plane of Arm2. The three-
port network is then obtained as shown in Figure 2(a) with the port1of stripline structure and the
ports 2 & 3 given names as elevated slot line structures. It is noted that the field distribution
of stripline mode is assumed to be confined between two ground plates with little effect on the
elevated slot line modes and therefore the inner conductors of stripline are removed at ports 2 &
3.

The commercial numerical software based on the finite element method (FEM) [16] is employed
to analyze the antenna structure in this paper. Figure 2(b) shows the simulated S-parameters of
unwrapped snail antenna, where the S11 indicates that the reflection at the stripline port is low
and the S21 shows the power transmission from port 1 to port 2 is about 3 dB, implying that the
power is split equally from stripline mode into two elevated slot line modes. Specifically, the central
design of snail antenna performs as a power splitter and a mode converter. The 6 dB line shown
in Figure 2(b) represents the reflection at port 2 (or port 3) due to the mismatch between the
impedance of port 2 (port 3) and the parallel impedance of port 1 and port 3 (port 2).

Knowing the impedance properties between the stripline and the elevated slot lines, a modified
design shown in Figure 3(a) is used to explore the power transmission through the center of snail
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antenna design. The port 3 in Figure 2(b) is paralleled to port 2 with the two cylindrical vias
connecting the top and bottom ground. Figure 3(b) shows that the S11 still has low reflection at
stripline port due to the impedance matching between two transmission lines, namely, the parallel
elevated slot line and the stripline. However, the S21 indicates that the power cannot be transmitted
at 15.5 GHz. The volumetric electric field distributions shown in Figure 4 illustrate the power loss
at 15.5 GHz, where the two elevated slot line modes are in-phase at 15.5GHz while they are not in-
phase at other frequency points. The phase difference between two elevated slot lines is due to the
path difference from the outer and inner curves around the center of snail antenna. When the two
elevated slot line modes are in-phase, the radiation incurs the power loss into free space. Therefore,
if the straight transmission line structures shown in Figure 3(a) are wound in Archimedean curves,
it is easy to conjecture that the two elevated slot line modes at different frequencies may meet
somewhere in-phase on the antenna structure rendering radiation.

However, when the two slotline modes propagate to the end of symmetric Archimedean spiral
arms, as shown in Figure 5(a) (left), one slotline mode stops and another slotline mode keep propa-
gating. The purpose of snail antenna with asymmetric Archimedean turns as shown in Figure 5(a)
(right) is to extend the common mode radiation and to remove the effect of incomplete single slotline

(a) (b)

Figure 3: (a) A modified design from the three-port network to parallel the two elevated slot lines and to
recover the center of snail antenna, and (b) its simulated S-parameters (geometry parameters: W = Wg =
4.0mm, S = 0.96mm, Wic = 0.36mm, gc = 0.2mm, and h = 0.508 mm).

(a) (b)

Figure 4: Magnitude of electric field distribution in the substrate at (a) 10GHz and (b) 15.5 GHz.

(a) (b)

Figure 5: (a) Overlay of stripline Archimedean spiral antenna (left) and stripline Archimedean snail antenna
(right); (b) simulated VSWR and axial ratio (AR) with geometry parameters of W = Wg = 4.0 mm,
S = 0.96mm, Wic = 0.36mm, gc = 0.2 mm, and h = 0.508mm.
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(a) (b)

Figure 6: (a) The photo of fabricated antenna with SMA connector, and (b) measured and simulated VSWR.

(a)

(b)

(c)

(d)

Figure 7: Measured and simulated elevation (xz and yz) radiation patterns at (a) 3GHz, (b) 5 GHz,
(c) 10 GHz, and (d) 15GHz.

mode. Figure 5(b) shows the simulated VSWR and axial ratio (AR) of stripline Archimedean spiral
and snail antenna, respectively. The AR spike at 5.5GHz of stripline Archimedean spiral antenna
is removed by the snail antenna structure due to complete common mode radiation. In general,
the snail-type antenna has similar size as spiral antenna but with better VSWR, bandwidth, and
AR. The AR can be simply improved by increasing the Archimedean turns.

3. FABRICAITON AND MEASUREMENTS

In order to measure the antenna performance, several extra dimensions are added to enable accurate
and repeatable impedance and radiation pattern measurements. Figure 6(a) shows the photo of
fabricated antenna of which dimensions of design parameters are W = Wg = 4.0 mm, S = 0.96mm,
Wic = 0.36mm, and gc = 0.2mm. For measurement purpose, a tapered impedance transformer to
match antenna impedance of 75 Ω to a standard impedance and a stripline-to-microstrip transition
are employed to solder with SMA connector. This transition design is not optimized but provides
a low reflection over the antenna bandwidth. The stripline structure is implemented by using two
Rogers RT/duroid 5880 substrates of thickness 0.508 mm with a PDMS layer of εr = 2.55 as a glue
between two substrates.

The measured VSWR is shown in Figure 6(b) compared with the simulated results. They are
in good agreements basically and below 2 over wide frequency range, while a little discrepancy is
due to the non-ideal fabrication of stripline structure. Figure 7 shows the measured and simulated
radiation patterns of the fabricated antenna at 3 GHz, 5 GHz, 10 GHz, and 15GHz each in the xz
and yz elevation cut-planes. The little discrepancies can be explained by the non-ideal fabrication,
spurious radiations caused by the feed cable, and the supporting material presented around the
antenna during the measurement process. Figure 7 shows the simulated and measured radiation
patterns at several frequency points.
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4. CONCLUSIONS

This paper presents a stripline Archimedean snail antenna with asymmetric arm structures and
very broadband circular polarization. The radiation mechanism and impedance properties of this
antenna structure are also examined. The power can be radiated because of two elevated slotline
modes propagating in-phase and impedance match between the stripline mode and parallel elevated
slotline mode. The snail antenna has better performance on VSWR, bandwidth, and AR compared
to the spiral one, due to the completeness of two propagating slotline modes. The antenna design
may be achieved easily by impedance matching between the stripline mode and the parallel elevated
slotline mode. This snail design is a planar antenna without three-dimensional feeding structure,
providing a platform for integration of impedance matching circuits or other circuit elements easily.
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Abstract— In this paper, we propose a novel microstrip using the concept of designer surface
plasmon polaritons (designer SPPs) to construct the bended parallel microstrips to suppress the
crosstalk in between, which is realized by introducing subwavelength periodic corrugations onto
the edges of one conventional microstrip. The transmission properties of this microstrip are
numerically analyzed. The suppression effect of the coupling between the bended corrugated
microstrip and conventional microstrip is also experimentally investigated, especially in the time
domain signal measurement. A good agreement between the numerical and experimental results
in this microstrip structure is found. Thus, such a structure can effectively suppress the cross
talk in the high speed digital signal transmission.

1. INTRODUCTION

Surface plasmon polaritons (SPPs), which is electromagnetic (EM) excitations of surface wave
along the interface of metal-dielectric, has highly confined field localizing around the interface and
attenuating along both directions into the metal and dielectric medium [1, 2]. As a result, it can
be expected that the crosstalk between adjacent circuitry could be effectively suppressed if such
SPPs could be realized in practical circuitry. However, as the plasma frequencies of metals mostly
locate in the ultra-violet (UV) regime, metals behave as perfect electric conductor (PEC) and
can’t support SPPs at low frequency such as in terahertz (THz) or microwave regime. In 2004,
Pendry proposed a new mechanism of subwavelength periodic corrugation to mimic the SPPs at low
frequency, called designer SPPs, which can be controlled by the geometric parameters [3]. In this
paper, we realize a new kind of microstrip with subwavelength periodic corrugation on the edges
to designer spoof SPPs in microwave regime, and investigate its transmission properties by using
numerical method. For this kind of microstrip, it is verified to possess the ability of suppressing
crosstalk with conventional microstrip in our experimental measurement, especially in the case of
bended parallel microstrips which is not investigated up to the present in our knowledge.

2. NUMERICAL ANALYSIS

The proposed microstrip structure is shown in Figure 1(a), which consists of a bended parallel
corrugated microstrip and conventional microstrip. The geometric parameters of the proposed
structure in Figure 1(a) are: the period d (d ¿ λ, λ is the working wavelength), the substrate
thickness h, the substrate dielectric constant εr, the metallic microstrip width w, the periodic
slot depth b = 0.3w, the slot width a = 0.5d and the metal (copper) thickness t. The ability
of the structured microstrip line for confining the EM fields can be revealed via the electric field
distribution in the periodically corrugated metal strip line. Figure 1(b) depicts the electric field
distribution of bended parallel conventional coupling microstrips at 12 GHz. Figure 1(c) shows
the electric field distribution of the coupling microstrips composed of corrugated and conventional
microstrip lines at 12 GHz, with the interval spacing w2 = 1.2mm, the corrugation period d =
1.0mm, the substrate dielectric constant εr = 3.37, h = 0.508mm, and strip width w1 = w3 =
1.2mm. The other geometric parameters are: L1 = L2 = 4.494 cm, c1 = 4.15mm, c2 = 3.16mm,
c3 = 2.16 mm, and c4 = 1.17mm.
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(a) (b) (c)

Figure 1: (a) Schematic of coupling between the bended parallel groove corrugated microstrip line and the
conventional microstrip line. (b) Field distributions for two coupled conventional microstrip lines. (c) Field
distributions for the coupled conventional and corrugated microstrip lines.

(a) (b) (c)

Figure 2: (a) 5 GHz input signal at port-1, the peak value is 515.98 mv, the rising and falling time are 29.92 ps
and 21.41 ps. (b) Output signal at port-2 of conventional microstrip, the peak value is 462.98 mv, the rising
and falling time are 63.76 ps and 56.49 ps. (c) Output signal at port-2 of groove corrugated microstrip line,
the peak value is 457.41 mv, the rising and falling time are 50.2 ps and 45.833 ps.

(a) (b)

Figure 3: Measured results of far end crosstalk for (a) coupled conventional microstrips, (b) coupled groove
corrugated microstrip line with d = 1.0mm and conventional microstrip.

We can see that the electric field is squeezed substantially inside the slits when the microstrip
line is corrugated with subwavelength periodic slits. Hence, such effect of EM field localization
dramatically decreases the crosstalk between neighboring microstrip lines. Clearly, the periodi-
cally structured microstrip line with subwavelength hairpin slits exhibits the abililty of efficiently
confining the EM fields.

3. EXPERIMENTAL RESULTS

To verify that the proposed structure can be utilized to suppress the crosstalk in bended parallel
microstrips, we experimentally measure the time domain transmission properties of this periodic
structure. Figure 2(a) is the input signal into port-1 with 5 GHz square wave with the peak value
of 515.98mv, and the rising time and falling time of 29.92 ps and 21.41 ps, respectively. Figure 2(b)
is the measured output waveform at port-2 of a conventional couple strip lines. It can be seen
that the peak value of the output signal at port-2 drops to 462.98mv, and the rising time and
falling time become 63.76 ps and 56.49 ps, respectively. The increase of rising and falling time is
due to the connection between substrate and connector [4]. Figure 3(a) is the measured far end
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crosstalk for conventional microstrip, whose peak-to-peak value is 205.81mv. Figure 2(c) is the
measured waveform at port-2 for the subwavelength periodic groove corrugated microstrip with
period d = 1.0mm, the peak value is 457.41mv, rising and falling time are 50.2 ps and 45.833 ps,
respectively. The far end crosstalk is shown in Figure 3(b), with the peak-to-peak value of 98.84 mv.
As a result, the proposed subwavelength corrugated microstrip is superior to be applied in high
speed digital circuit with better signal integrity.

4. CONCLUSIONS

It is verified in experiment and in numerical simulation that a microstrip with subwavelength
periodic corrugation is able to suppress the crosstalk with conventional microstrip. Measured time
domain signal indicates that the suppression effect of crosstalk between corrugated and conventional
microstrips is greater than that between conventional microstrips.
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A New Proof on Boundary Conditions in Electromagnetic Theory

Cavour Yeh and Fred Shimabukuro
California Advanced Studies, 2432 Nalin Dr., Los Angeles, CA 90077, USA

Abstract— Although electromagnetic waves have been the subject of intense study by many
researchers for many years, there still exist elementary yet fundamental aspects of the theory
that have not been carried out. It is well known that, for time varying fields with a source
free boundary, satisfying the continuity of the tangential electric and magnetic fields across the
boundary surface of two different material media automatically implies the continuity of the
normal magnetic induction vector and electric displacement vector across that boundary surface.
However, the converse is not true. A proof on this statement has not been found in the literature.
Here, we shall provide this proof. In addition, it will be shown that unlike the case for the time-
varying fields, for the static field case, satisfying the boundary conditions on the tangential electric
and/or magnetic fields does not imply the satisfaction of the boundary conditions on the normal
electric displacement and/or magnetic induction fields.
Boundary conditions are the cornerstones in electromagnetics [1–6]. Although it is well known
that for time-varying electromagnetic fields on a source free boundary, satisfying the continuity of
electric (E) and magnetic (H) fields at the interface implies that the continuity conditions of the
normal components of the magnetic induction vector (B) and the electric displacement vector (D)
are satisfied, the converse is not true. In other words, for time varying electromagnetic fields, the
satisfaction of the continuity conditions for the tangential E and H fields at a dielectric interface
is a necessary and sufficient requirement, while the satisfaction of the continuity conditions for the
normal B and D at that interface is only a necessary but not sufficient requirement. On the other
hand, for time-independent (static) electric or magnetic fields, satisfying the continuity conditions
on tangential E does not imply the satisfaction of the continuity of the normal component of
B at the dielectric interface, and satisfying the continuity on tangential H does not imply the
satisfaction of the continuity of the normal component of D at the interface. It is surprising to
learn that the proof is not commonly known. The first proof, given by Yeh appeared in 1993 [7, 8]
A different version is given here.

1. TIME HARMONIC CASE

Let P be a smooth surface separating two media, 1 and 2 (See Fig. 1). Let the unit vector normal
to the boundary be n, pointing from medium 1 into medium 2. Media 1 and 2 are dielectrics
having constitutive parameters (ε1,µ1, σ1) and (ε2,µ2, σ2), respectively. To thoroughly understand
the boundary conditions for the field quantities E, D, H, and B, let us consider the following
scenario.

Across the boundary, as shown in Fig. 1, let us introduce two small parallel surface areas of
rectangular shape that are mirror images of each other. The top rectangle with area ∆S1, parallel
to the interface, is located in medium 1, while the bottom rectangle with area ∆S2, also parallel
to the interface, is located in medium 2. The unit vectors n1 and n2 are normal to the rectangular
surfaces. The unit vectors ex, ey, and ez, are the three unit vectors in the x, y, and z directions,
respectively. P is the plane that separates medium 1 and medium 2. The source free Maxwell
equation are

∇×E(r, t) = −∂B(r, t)
∂t

(1)

∇×H(r, t) =
∂D(r, t)

∂t
(2)

Integrating (1) over the rectangular area ∆S1 in region 1 yields
∫

∆S1

(∇×E1) · n1dS = − ∂

∂t

(∫

∆S1

B1 · n1dS

)
(3)

and integrating (1) over the rectangular area ∆S2 in region 2 yields
∫

∆S2

(∇×E2) · n2dS = − ∂

∂t

(∫

∆S2

B2 · n2dS

)
(4)
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Figure 1: Geometry for scenario 1, showing the relationship between the tangential electric fields and the
normal magnetic magnetic fluxes across the dielectric boundary, as well as the tangential magnetic fields and
the normal displacement vectors. The rectangular area ∆S1 is parallel to the rectangular area ∆S2. The
sides of the rec- tangle are ∆s1 and ∆s2 and the separation between the two rectangles is ∆l. P is the plane
that separates medium 1 and medium 2.

Application of Stokes theorem to (3) and (4) and adding the resultant equations yield
∫

c1

E1 · ds1 +
∫

c2

E2 · ds2 = − ∂

∂t

(∫

∆S1

B1 · n1dS

)
+

∂

∂t

(∫

∆S2

B2 · n2dS

)
(5)

where c1 and c2 are, respectively, the circumferences of the rectangular areas ∆S1 and ∆S2. In
rectangular coordinates, with ∆s1 → 0 and ∆s2 → 0, E has a constant value along each side.
Allowing the separation ∆l between the two parallel rectangular areas in medium 1 and in medium
2 to approach zero, one has,

(E1x − E2x)2∆x + (E1y −E2y)2∆y = − ∂

∂t
(B1z −B2z)∆x∆y (6)

where ∆s1 = ∆x, ∆s2 = ∆y, s1 = ex, s2 = ey, n1 = −n2 = n = ez, E1x and E2x are, respectively,
the x-directed electric field tangential to the boundary in region 1 and in region 2, E1y and E2y

are, respectively, the y-directed electric field tangential to the boundary in region 1 and in region 2,
B1z and B2z are, respectively, the z-directed B field normal to the boundary surface in region 1
and in region 2.

In a similar manner, one may derive the following relation from (2) for the tangential components
of H and the normal component of D on the boundary surface:

(H1x −H2x)2∆x + (H1y −H2y)2∆y =
∂

∂t
(D1z −D2z)∆x∆y (7)

The boundary condirions derived in the traditional way is given in many textbooks [1–6]. They
are:

n× (E1 −E2) = 0 (8)
n× (H1 −H2) = 0 (9)
(B1 −B2) · n = 0 (10)
(D1 −D2) · n = 0 (11)

The discussion on the necessary and sufficient boundary conditions at the boundary of two
dielectrics was first given by Yeh in 1993 [7]. Referring to (6) and (7), for time-harmonic fields, we
may replace ∂/∂t by jω resulting in

(E1x −E2x)2∆x + (E1y − E2y)2∆y = −jω(B1z −B2z)∆x∆y (12)

and
(H1x −H2x)2∆x + (H1y −H2y)2∆y = jω(D1z −D2z)∆x∆y (13)
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Here, ω is the frequency of the time-harmonic fields. All field symbols are now time-independent
phasors. These equations are valid at the interface boundary. Equation (12) shows that if the
boundary conditions on the tangential electric field are satisfied, i.e., E1x = E2x and E1y = E2y,
then the left hand side of the equation is identically zero. Since, for time-varying fields, ω is non-
zero, and ∆x∆y 6= 0, then B1z − B2z = 0; or B1z = B2z, which is the boundary condition on the
normal component of B. This is proof that satisfying the boundary conditions on the tangential
components of electric field means that the boundary condition on the normal component of B is
satisfied. On the other hand, if the boundary condition on the normal component of B is satisfied,
i.e., if the right hand side of Eq. (12) is zero, it only means that

(E1x −E2x)2∆x + (E1y − E2y)2∆y = 0 (14)

It is not possible to conclude that the boundary conditions on the tangential components of E are
satisfied. Equation (14) only indicates that the combined terms of (E1x − E2x)2∆x and (E1y −
E2y)2∆y must be zero and not necessarily each term must be zero. A similar conclusion can be
reached from Eq. (13), i.e., satisfying the boundary conditions on the tangential components of
magnetic field H, Eq. (21) means that the boundary condition on the normal component of D,
Eq. (11) is satisfied, while the converse is not true.

To summarize, the necessary and sufficient boundary conditions on the time-varying electro-
magnetic fields across two distinct dielectric media in a source free region are that the tangential
electric fields must be continuous across the boundary and the tangential magnetic fields must be
continuous across the boundary. Satisfying the boundary conditions for the normal components of
D and B, i.e., Eq. (10) and Eq. (11) does not guarantee that all the necessary boundary conditions
are satisfied.

Since the constitutive relations were never used to arrive at the above proof, the proof is equally
applicable to isotropic or anisotropic, dispersive or non-dispersive, moving or stationary, linear or
nonlinear, and left-handed (metamaterial), or right-handed media.

2. STATIC FIELD CASE

Let us now investigate the special case of static fields. Here, ω is identically zero. In that case,
(2.0) and (21) can be read as follows:

(E1x −E2x)2∆x + (E1y − E2y)2∆y = 0 (15)
(H1x −H2x)2∆x + (H1y −H2y)2∆y = 0 (16)

There is no connection between electric and magnetic fields. Hence, unlike the time-dependent case,
satisfying the boundary conditions on the tangential electric or magnetic fields says nothing about
the satisfaction of the boundary conditions on the normal component of D and B. Furthermore,
Eq. (15) only shows that, on the boundary, the conditions E1x = E2x and E1y = E2y must be
satisfied simultaneously. Indeed, for electrostatic problems, the complete boundary conditions
require the satisfaction of the continuity of the tangential components of E across the boundary as
well as the condition that the normal D must also be continuous across the boundary. Using the
same argument on Eq. (16) for the magnetostatic case, one may reach similar conclusion, i.e., the
complete magnetostatic boundary conditions require the condition that the tangential components
of H be continuous across the boundary as well as the continuity of normal B across the boundary.

The necessary and sufficient boundary condition on the static electric and magnetic fields across
two distinct dielectric media in a source free region are that (a) for the electrostatic fields, the
tangential component of E must be continuous and the normal component of D must also be
continuous across the boundary, and, (b) for the magnetostatic fields, the tangential component of
H must be continuous and the normal component of B must be continuous across the boundary.
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Design of Ultra Low-power Voltage Controlled Oscillator in 0.18-µm
CMOS Technology

Shao-Ping Yu and Chin-Lung Yang
National Cheng Kung University, Tainan 701, Taiwan

Abstract— A design of ultra low-power voltage controlled oscillator (VCO) is presented and
fabricated in TSMC 1P6M CMOS 0.18 µm technology. The power consumption is reduced by
current-reused topology combined with PMOS and NMOS cross pair. Moreover, using differential
Colpitts topology achieves low power consumption and also improves phase noise. The simulation
results show that when the supply voltage is 1.8 V, the frequency tuning range is from 22.74 to
24.63GHz, phase noise is −102.4 dBc/Hz @ 1MHz, power consumption is merely 2.4mW and
FOM is −186.1 dBc/Hz.

1. INTRODUCTION

The voltage controlled oscillator (VCO) is an important component in frequency-modulated continu-
ous-wave (FMCW) radar system. In general, the VCO is difficult to achieve the requirements of
both wide tuning range and low phase noise simultaneously at high frequency. Both of them affect
minimal detectable range resolution and noise level of FMCW radar system.

There were many papers in literature that propose some improvement for VCO. For example,
VCO is designed to oscillate in low frequency and the following multiplier up-converts to the
frequency we wanted. The advantage of [1] is wider tuning range and easy to design VCO, but its
output power becomes smaller resulting poor effects on next stage circuit integration. High supply
voltage causes large power consumption. In order to lower power consumption, the tail current
of VCO can control a specific low level of current and reduce power consumption. However, tail
current introduces extra noise leading to the increase of phase noise. The solution is applying a
bias filter technique [2]; larger Cfilter is added to short the noise to ground and L1&Cp resonates
achieve high impedance at 48GHz. Transformer topology-based VCO makes the width of the
inductor asymmetry, so the quality factor (Q value) can be upgraded by change inductor ratio [3].
In [3], when the supply voltage is 0.65V, both phase noise and output amplitude are excellent,
but it takes larger area and tuning range is narrow. [4] combines Colpitts-topology with a current-
reused topology that easily oscillates by increasing transconductance of VCO. And current-reused
topology consumes only a half of power compared with a traditional VCO, so power consumption
reduces significantly. Therefore, the proposed design combines both the advantages of these two
architectures, and achieve ultra-low power consumption and phase noise

2. CIRCUIT DESIGN

This paper presents a 24 GHz VCO that combines Colpitts with a current-reused topology. The
schematic of 24GHz VCO is shown in Figure 1. This circuit fabricated in TSMC 1P6M CMOS
0.18µm technology. We obtain simulation results by Advanced Design System (ADS) software,
and do electromagnetic simulation by High Frequency Structure Simulator (HFSS) software.

The green area is to combine the “Gm-Boosted Colpitts” and “current-reused” topologies.
Therefore, we can achieve a very low power consumption and improve phase noise. The red area is
a LC tank. We chose a PMOS as varactor and let the body of PMOS connected to supply voltage
So the PMOS operates in its inversion region to increase the tuning range. The orange area is the
output buffer. Buffer can isolated the next stage circuit which may affect VCO performance.
2.1. Gm-boosted Colpitts VCO
The principle of gm-boosted Colpitts VCO is enhanced by the differential characteristics. By the
small-signal analysis of single-ended Coplitts VCO, we can obtain the oscillating frequency in (1).
And the frequency can be determined by variables C1 and C2. In general, C2 is much larger than
C1. The value of capacitor is typically at femto-level. The ratio C2 to C1 can be appropriately
designed to obtain lower phase noise [5].

ω0 =
1√

L
(
C + C1C2

C1+C2

) (1)
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Figure 2: (a) Gm-boosted Colpitts VCO. (b) Current-reused topology VCO.

Figure 2(a) is gm-boosted Colpitts VCO. The negative conductance of gm-boosted Colpitts VCO
is shown as (2), and it is amplified by (2 + C2/C1) compared with that of a traditional Colpitts
VCO. It means that the Start-up condition is much easier. So the power consumption can be saved
by (2 + C2/C1). Therefore, the initial oscillating condition is improved by gm-boosted Colpitts
VCO, and low phase noise and low power consumption can be achieved at the same time. Finally,
the gate of M2 is connected to the supply voltage and M4 is connected to the ground. This can
further increase the negative conductance of VCO, to relax the startup oscillation conditions.

Re[Yin ] = −gmω2C2 [2C1 + C2]
g2
m + ω2(C1 + C2)2

(2)

2.2. Current-reused Topology
The principle of a current-reused VCO is oscillating by PMOS and NMOS pair which produces a
negative impedance to compensate leakage impedance of LC-Tank. From the drain of PMOS and
NMOS, the negative conductance of a current-reused VCO and traditional differential LC-Tank
VCO look the same. The negative conductance of current-reused VCO is shown as (3). However,
the required biasing current is not the same. Both PMOS and NMOS are opened and closed at
same time. During the first-half period, PMOS and NMOS are on-status, and the current flows
from VDD to the ground. During the second-half period, PMOS and NOS are off-status, and the
current flows in the opposite direction through the capacitors. Therefore, the current is only half
of a traditional VCO and achieves low power consumption.

Re[Yin] = −gm

2
(3)
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Figure 3: (a) The tuning behavior of the VCO. (b) Phase noise (dBc/Hz) @ 1 MHz & 10 MHz.

Table 1: Performance comparisons with the reported works.

Reference
Fabrication

Process
Topology

Tuning

Range

(GHz)

Core

PDC

(mW)

Phase

Noise

(dBc/Hz)

FOM

(dBc/Hz)

[1]
CMOS

0.18 µm
VCO+ Double Mixer 22∼25.1 11 −99.4 −177.5

[2]
CMOS

90 nm
NMOS Cross-coupled 24.2∼29.1 2.8 −101.0 −184.0

[3]
CMOS

0.18 µm
Transformer-feedback 24∼24.54 7.8 −100.3 −179.0

[6]
CMOS

90 nm
NMOS Cross-coupled 24.7∼28.8 5.5 −104.7 −186.1

[7]
CMOS

0.18 µm
Current-reused+ Tripler 21.18∼24.98 9.0 −105.1 −187.2

This

work∗
CMOS

0.18 µm

Current-reused+

Colpitts
22.74∼24.63 2.4 −102.4 −186.1

∗post simulation

2.3. Varactors

There are all kinds of varactors in different modes such as diode varactors, inversion-MOS varactors
and accumulation-MOS varactors. From [8], we can find the inversion-MOS varactors have the wider
tuning range than others. So we let the body of PMOS connect to supply voltage and enforce to
operate on inversion region increase tuning range.

3. SIMULATION RESULTS

Figure 3(a) shows the tuning behavior of the VCO. The frequency of pre-simulation is higher
than post-simulation, because the parasitics effect causes the frequency to drop down. Previous
experiments implied that frequency shifts down about 4 GHz. Tuning range of the VCO is from
22.74GHz to 24.66GHz. Figure 3(b) shows the phase noise of the VCO at 1 MHz and 10 MHz
offset. When control voltage is 0.9V, the phase noise is −102.387 dBc/Hz at 1 MHz offset.

Table 1 summaries the performance comparisons among the reported works. The power con-
sumption of this work is superior to the other papers. The power consumption is reduced by
14%∼78%. FOM is −186.1 dBc/Hz. In [1, 7], VCOs are oscillating in low frequency and followed
by the frequency multiplier to up-convert to the desired frequency. The advantage is its wider
tuning range at a cost of the increase of power consumption. Transformer topology VCO in [3]
applies asymmetry width of the inductor to enhance the quality factor by varying inductor ratio.
However, it requires larger area and suffers a narrow tuning range. The proposed VCO can achieve
lowest power consumption while remaining other performances outstanding.
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4. CONCLUSIONS

A design of ultra low-power voltage controlled oscillator (VCO) is presented Utilizing Colpitts and
current-reused topology achieves extremely low power consumption. And both phase noise and
tuning range are also very good. Tuning range are improved by shunting two pairs of PMOS that
operate on inversion region. This work reveals potential ultra low-power local oscillators for future
automotive radar applications.
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Road-vehicle Cooperation for Lateral Guidance
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Abstract— The aim of this paper is to describe an Advanced Driver Assistance System (ADAS)
based on the cooperation between a vehicle and the road. It includes passive transponders
integrated in the side white strips of the road and on-board devices allowing the communication
with the transponders and the signal processing for estimating the vehicle lateral position used by
the Driving Assistance System. The vehicle lateral position estimated by the developed system
is provided in real-time with an accuracy of the order of ±2 cm.

1. INTRODUCTION

A great number of traffic accidents results from a loss of control. Consequently, Various Advanced
Driver Assistance Systems are studied in order to laterally locate the vehicle on the road in-real time
and then to compensate the vehicle trajectory in case of danger. Some Advanced Driver Assistance
Systems use image processing to detect the side white strips on the road [1]. However, optical
techniques are not effective under heavy rain, in presence of snow or fog for instance, situations for
which assistance systems are of particular interest. Radar and Global Positioning Systems (GPS)
are also impaired by weather or environmental conditions.

Therefore cooperative systems have been developed in which on-board sensors are used to detect
markers embedded in the road [2]. Magnetic field is particularly well suited for that application
because it is almost not perturbed by weather conditions and can be generated without any supply.
However the magnetic field generated by magnets weakens relatively rapidly with the distance
making it necessary to bury strong magnets or to deposit a magnetic line just under the vehicle
path. That results in expensive installation, or possible visual artifacts. Active magnetic guidance
has also been proposed in the form of a wire buried in the road and powered by an alternative
current [3]. The alternative magnetic field is then measured by on-board sensors with a very good
accuracy by a lock-in technique. However, the installation is very expensive, it requires a power
supply, and the whole system fails if the wire is cut.

In this paper, we introduce a low cost active cooperative system based on passive flat electro-
magnetic transponders included in the side white strips and interrogated by an on-board system in
order to deduce its distance to the vehicle. The transponders operate in the UHF band, providing
a large penetration depth in water and snow, the most problematic environmental conditions when
using electromagnetic waves. In the first section the cooperative system and each of its elements
are described. The second section shows the signals obtained from the transponders as a function
of distance and how these signals can be processed to retrieve the distance in ideal and complex
environment.

2. COOPERATIVE SYSTEM DESCRIPTION

The passive transponders included in the side white strips consist of an antenna and a resonator.
When an electromagnetic wave is emitted by an on-board antenna toward a transponder, the
electromagnetic wave is partially reflected and one part reaches the on-board receiving antennae.
In a perfect world, the phase between the emitted and the received waves would directly depend
on the distance between the transponders and the antennae. Nevertheless, other electromagnetic
waves superimpose on the wave reflected by the transponders modifying in turn the received signal.
The resonator inside the transponder is used as a signature and make it possible to separate the
noise from the useful signal.

2.1. Transponder Description
The transponders should respond to various constraints. First, their frequency should be sufficiently
low to ensure a good penetration in still water or snow on the road. Second, they should be
sufficiently small to be easily integrated in the side white strips. Third, the directivity of their
antenna should be sufficiently large to ensure a good detection at various angles. Fourth, their
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production and installation should be as cheap as possible. Fifth, the frequency band must be free.
For all these reasons, a working frequency of f0 = 868.3MHz has been chosen. The transponder is
composed of an half-wave antenna and a Surface Acoustic Wave (SAW) resonator with a quality
factor of the order of 4000. The structure of the SAW resonator is illustrated in Figure 1. It is
composed of two inter-digital transducers (IDT), one for the input and the other for the output,
and two grating reflectors [4]. The measurement of S11 and S21 of the SAW resonator by a network
analyzer when a 50-Ω resistor is connected at the output port is presented in Figure 2. As expected,
the central frequency is 868.3MHz and the bandwidth at −3 dB is 200 kHz, thus the measured
quality factor is approximately 4350. Around the resonance frequency, the SAW resonator can be
assimilated to a high quality pass-band filter which will be used as the transponder signature.

2.2. On-board Antennas

For integration and cost reasons, patches are used for the on-board antennae. Their directivity
and polarization have been adjusted to well excite and detect the transponders. All patches are
printed on a 1.6-mm-thick FR-4 dielectric substrate. Their dimension is 7.5 cm× 8.3 cm and they
are fed by a 50Ω line. Matching between the 50 Ω impedance feed line and the patch is achieved
by properly connecting the feed line to the center of one of the small patch edges.

Concerning the emitting antenna, four patches separated by λ/2 are array arranged as shown
in Figure 3 in order to obtain identical E-plane and H-plane array factor patterns. All patches are
supplied in phase, therefore the maximum of emission is perpendicular to the antenna surface [5].
The S11 parameter simulated with Ansoft HFSS software and measured with a network analyzer
presents a resonance frequency at 868MHz, and a 20MHz bandwidth at 10 dB loss. The radiating
diagram measured in an anechoic chamber as shown in Figure 3 is also in agreement with simulated
one with Ansoft HFSS software. The −3-dB aperture is similar in both E-plane and H-plane and
reaches 55◦. The gain is about 11 dBi and the backward radiations are about 25 dB under the main
beam.

Concerning the receiving antenna, a single patch is connected from underneath via a probe.
The S11 parameter simulated with Ansoft HFSS software and measured with a network analyzer
presents again a resonance frequency at 867 MHz, and a 20 MHz bandwidth at 10 dB loss. The
radiating diagram simulated with Ansoft HFSS software and measured in an anechoic chamber is
in good agreement. The −3-dB aperture is 90◦ in E-plane and is 110◦ in H-plane. The gain is
about 2.5 dB.

3. ANALYSIS AND RESULTS

3.1. Experimental Set-up and Protocol

In order to evaluate the influence of each parameter, all experiments were carried out in an anechoic
chamber. Figure 4 presents the experimental setup. It is composed of the emitting and receiving
antennas positioned in the same plane at the same height and a transponder positioned at a variable
distance from the antennas and at the same height. The emitting antenna is fed by a 10 dBm RF
signal at frequency f0 in the [867.5MHz, 869.5MHz] frequency range. The signal received by the
receiving antenna is mixed with a local oscillator at a frequency f0 + 10 kHz. A low-pass filter
selects the low frequency part of the spectrum that is digitized by an oscilloscope. The amplitude
and phase of the digitized signal are used for the numerical treatments.
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Figure 1: Design of SAW resonator.
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antenna.

The measurement protocol consists of (1) the initialization of the transponder distance, (2) the
initialization of the first frequency in the range, (3) the measurement of the signal, (4) the trans-
mission of the signal to a computer, (5) the increment of the frequency and repeating the steps
from (3) until the frequency exceed the last frequency in the range. Because the bandwidth of the
transponder is very small owing to the SAW resonator, the frequency increment is 20 kHz.

3.2. Transponder Response
The digitized signal depends on the emitted frequency, on the transponder bandwidth, on the
transponder distance and on additional noises. The amplitude and phase of the received signal
when the transponder is at 1 m from the emitting antenna is shown in Figure 5.

It can be noticed that the signal experiences rapid amplitude and phase variations at the fre-
quency of the resonator. These variations act as a signature of the transponder. In a polar
representation, the transponder signature appears as a loop as those shown in Figure 6(a).

When the transponder distance varies, the phase of the transponder signature varies accordingly,
since the speed of light c, the phase ϕ and the distance d are connected together by the Equation (1).

ϕ = 2πf0d/c, (1)

3.3. Numerical Processing
The signal phase can not directly be used to evaluate the transponder distance because the re-
flected waves from the transponder add with the ambient electromagnetic noise, hence the phase is
modified. It is therefore necessary to separate the transponder signal from the noise. Because the
noise varies relatively slowly with frequency compared to the transponder signal thanks to the res-
onator high-Q factor, it is possible to fit the signal with the known transponder response to which
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a low unknown signal variation representing the noise is added. The transponder is assimilated as
a band-pass filter whose response is

G× ıff0

Q
(
f2
0 − f2

)
+ ıff0

(2)

where G is the complex gain whose phase is related to the distance d, Q is the resonator quality
factor and ı =

√−1. Since noise is completely unknown, it is assumed it can be represented by a
polynomial function of max order 3 with complex coefficients. Because Q and f0 may vary from
one transponder to another, the fitting algorithm searches for the best Q, f0, G and polynomial
coefficients that reconstruct the measure signal. The fitting algorithm is a plain least mean square
algorithm where the criterion is the sum of square real error and of the square imaginary error.
Figure 6(a) shows both the signals and the fitted signals for a transducer distance from 0.7 m to
1m by step of 5 cm. It can be noticed that loops are well estimated. These signals have been
obtained in a relatively ideal environment, that is to say, in an anechoic chamber where reflecting
elements have been reduced as much as possible. For each signal, the fitting algorithm yields Q,
f0, G and the polynomial coefficients of the noise. Only the phase ϕ of the gain G is used since it
directly gives the distance d from (1). Figure 7 shows in solid line the estimated distance from the
calculated phase ϕ in an ideal environment. The error between the estimated distance and the real
distance is about ±2 cm.

In order to evaluate the robustness of the fitting algorithm, some large metallic reflectors have
been introduced at various positions in the anechoic chamber around the transponder and the
antennas. The metallic reflectors are 30 cm squares except one which is a 20 cm× 50 cm rectangle
in order to cover both emitting and receiving antennas.

The measurements carried out in such an environment are presented in Figure 6(b). It can be
rapidly noticed when comparing Figures 6(a) and 6(b) that reflectors have a great influence on
the noise. The loops are indeed deformed. That is due to the amplitude and phase of the signal

(a) In ideal environment (b) In non-ideal environment

Figure 6: Measured signals in dotted line and fitted signals in solid line.

Figure 7: Estimated distance as a function of the real distance in an ideal (solid line) and a non ideal (dotted
line) environment.
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produced by the reflectors that superimpose on the transponder signal. The measured signals are
however obtained with good accuracy by the implementation of the fitting algorithm.

The distance d estimated from the phase of the gain G obtained by the fitting algorithm is
presented in dotted line in Figure 7. Despite the large influence of the noise introduced by the
reflectors, the fitting algorithm still allows the distance to be estimated with a good accuracy, of
the order of ±2 cm which is the same as in the ideal case.

It can be concluded that the procedure used to estimate the distance d is almost insensitive to
spurious reflections thanks to the detection of the transponder signature. The system efficiency
will be maintained in any environment.

4. CONCLUSION

To deal with the inefficiency of current Advanced Driver Assistance Systems in estimating the
vehicle road position in some atmospheric or geographic conditions, the present paper describes a
solution based on a radio-frequency system. The system presented is composed of electromagnetic
reflectors inserted in the side white strip of the road and embedded sensors in the vehicle. The
resonant signature of reflectors is used to separate useful signal to environment noises, and to
estimate the distance between the vehicle and the side white strip. The choice of patch antennas
for emitter and receiver is compatible with an easy implementation in the vehicle, and it optimizes
the signal to noise ratio used by the numerical process of the sensors. The system exhibits a
precision of ± 2 cm in the evaluation of the distance from the reflectors in the range [0.2, 2] m in
laboratory experimental conditions, even in presence of artificial parasitic reflectors.

Because firsts results are encouraging. This system will be implemented in a vehicle to be tested
in real conditions.
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A Compact Wilkinson Power Divider Utilizing Coupled Lines for
Unequal Power Division and Equal Port Impedance

Yi-Fan Chen and Yi-Hsin Pang
Department of Electrical Engineering, National University of Kaohsiung, Taiwan, R.O.C.

Abstract— A compact Wilkinson power divider is presented for unequal power distribution.
The proposed circuit is designed with only a pair of quarter-wavelength (λ/4) coupled lines and
exhibits the characteristic of equal port impedance. No additional λ/4 transformer is hence
required at each output terminal. The proposed power divider has been designed at 2GHz and
fabricated on an FR4 substrate for verification. The implemented power divider exhibits 15 dB
return loss, 21 dB isolation, and 1.73 dB power ratio at the designed frequency.

1. INTRODUCTION

A Wilkinson power divider plays an important role in the feeding network of an antenna array. For
the synthesis of radiation pattern, an unequal-split power divider is required. The conventional
unequal Wilkinson power divider, as shown in Fig. 1(a), consists of two λ/4 transformers [1]. Two-
section transmission lines with/without shunt stubs have been used to replace the λ/4 transformer
for dual-band unequal power operation [2, 3]. Unequal power dividers with dual-harmonic suppres-
sion or filter response have also been presented [4, 5]. In these designs, however, the port impedances
are different and additional impedance transformers are required at the output ports. Based on the
optimization scheme of least squares, an unequal-split Wilkinson power divider of identical port
impedance has been designed [6]. Due to its multisection structure, the power divider is broadband
but occupies a large area. Besides, an additional impedance transformer at each port is presented.
Shunt-stub unequal Wilkinson power dividers with identical port impedance have been proposed [7].
Additional power loss in the isolation resistor is however presented. Dual-band and unequal split
Wilkinson power dividers have also been realized [8]. Although impedance transformers are absent,
additional isolation stubs are required and still occupy large area.

In this paper, an unequal Wilkinson power divider with identical port impedance is proposed.
The proposed power divider requires only a pair of λ/4 coupled lines along with an isolation resistor.
No additional impedance transformer is presented and the power divider is therefore compact in
size.

2. PROPOSED DESIGN

Figure 1(b) shows the proposed Wilkinson power divider. It consists of two coupled lines and a
resistor for isolation. The impedances shown in Fig. 1 are normalized to the port impedance Z0 of
which default value is 50Ω. The normalized even- and odd-mode characteristic impedances of the
coupled line between Ports 1 and 2 are, respectively, zeA and zoA. For the coupled line between
Ports 1 and 3, they are respectively zeB and zoB. The electrical length of each coupled line is θ
= 90◦ at the center frequency. A resistor of normalized resistance r is utilized for good isolation
between Ports 2 and 3. Using the equal-phase and anti-phase excitation analysis, explicit design
formulae can be obtained [4]. In the following analysis, k2 (k > 1) represents the power ratio
between Ports 2 and 3; that is, the power delivered to Port 3 is k2 times the power delivered to
Port 2.
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Figure 1: Unequal-split Wilkinson power divider: (a) conventional structure; (b) proposed structure.



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 797

2.1. Equal-phase Excitation

When the voltage ratio of Port 3 to Port 2 is k, no current flows through the isolation resistor r
so that the resistor can be ignored in the equal-phase analysis. Since the impedance is matched
and the power ratio is k2, the input admittances at Port 1 looking into the signal paths to Port 2
and Port 3 are, respectively, 1/(1 + k2) and k2/(1 + k2). The equivalent half circuit for Port 2 is
therefore depicted in Fig. 2(a) in which Port 1 is equivalently represented by a load of resistance
r1A = 1 + k2. According to the impedance matrix of the four-port parallel coupled-line section [1],
the input impedance looking into the equivalent circuit at Port 2 can be obtained as

ze
in,A =

1
1 + k2

(
zeA − zoA

2

)2

(1a)

The equivalent half circuit for Port 3 is similar to Fig. 2(a) where Port 1 is instead represented by
a load of resistance r1B = (1 + k2)/k2. The input impedance at Port 3 looking into the equivalent
half circuit which is not shown for simplicity is

ze
in,B =

k2

1 + k2

(
zeB − zoB

2

)2

(1b)

2.2. Anti-phase Excitation

When the voltage ratio of Port 3 to Port 2 is−1/k, by the principles of superposition and reciprocity,
no current flows into Port 1 and Port 1 is equivalently short-circuited [4]. The isolation resistor
can be represented by the series combination of two resistors, of which resistances are k2r/(1 + k2)
and r/(1+k2), and the common node of the two series connected resistors is a virtual ground. The
equivalent half circuit for Port 2 with anti-phase excitation is therefore shown in Fig. 2(b). The
input impedance looking into the equivalent circuit at Port 2 is

zo
in,A =

k2r

1 + k2

(
zeA − zoA

zeA + zoA

)2

(2a)

The equivalent half circuit for Port 3 is similar to Fig. 2(b) where the resistance of the isolation
resistor is replaced by r/(1+k2). The input impedance looking into the equivalent circuit at Port 3
is then derived as

zo
in,B =

r

1 + k2

(
zeB − zoB

zeB + zoB

)2

(2b)

2.3. Proposed Design Methodology

For impedance matching, ze
in,j = zo

in,j = 1 are enforced, where j = A and B. Let

zj =
√

zejzoj , (j = A,B) (3)

Cj =
zej − zoj

zej + zoj
(j = A,B) (4)
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Figure 2: Equivalent half circuit: (a) with equal-phase excitation; (b) with anti-phase excitation.
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Figure 4: Simulated and measured data: (a) S11 and S23; (b) S21 and S31.

The impedance matching condition ze
in,A = ze

in,B = 1 requires

zACA√
1− C2

A

=
√

1 + k2 (5a)

zBCB√
1− C2

B

=
√

1 + k2

k
(5b)

For zo
in,A = zo

in,B = 1, the resistance r can be determined by

r =
1 + k2

k2

1
C2

A

=
1 + k2

C2
B

(6)

A design procedure is proposed as follows. Given the power ratio k2, choose zA and solve (5a) to
find CA. By substituting CA into (6), r and CB can be obtained. Finally, find zB by substituting
CB into (5b).

3. SIMULATION AND MEASURMENT RESULTS

For verification, an unequal power divider of power ratio k2 = 1.44 (1.58 dB) at f = 2 GHz has
been designed and fabricated on an FR4 substrate of thickness h = 1.6mm, dielectric constant
εr = 4.33, and loss tangent tan δ = 0.022. In this design, zA = 2.59 are chosen. The other design
parameters are found to be CA = 0.516, CB = 0.619, zB = 1.65, and r = 6.36. Fig. 3 shows the
layout and photograph of the fabricated power divider of which size is approximately 3 cm× 1 cm.
A 330-Ω surface mount resistor is used for good isolation. Fig. 4(a) shows the magnitude of S11 and
S23, where the simulated data are obtained by the full-wave solver Agilent Momentum. Frequency
shift is measured and may be caused by the fabrication tolerance and the variation of dielectric
constant. Return loss of Port 1 larger than 15 dB is observed from 1.64GHz to 1.99GHz. In this
frequency range, measured isolation is better than 21 dB. The measured magnitude of S31 and S21

at 2.0 GHz are, respectively, −2.89 and −4.62 dB as shown in Fig. 4(b). The power ratio is 1.73 dB
and the 0.15-dB deviation is probably caused by the substrate loss and reflection at Port 1.
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4. CONCLUSIONS

A Wilkinson power divider for unequal power split has been presented. Compared with the typical
unequal Wilkinson power divider, the proposed circuit utilizes a pair of λ/4 coupled lines and does
not require any additional impedance transformer Explicit design formulae have been derived and
validated by full-wave simulation and measured data.
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A New Lowpass-to-broadband Synthesis Method which Preserves
DC Connection

Tao-Yi Lee, Li-Han Chang, and Yu-Jiu Wang
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Abstract— A theory and design procedures for realizing a broadband (ωL to ωH) impedance
transformation network utilizing a LC-ladder with no transmission zero at DC are proposed. For
even-order networks, using the new ω2-shifting method on a typical low-pass Chebyshev filter
transfer functions directly derives theirs broadband optimum. In the odd-order cases, numerical
optimizations will be required, but the networks are capable of absorbing parasitic capacitance
at both RF I/O ports. To experimentally verify the proposed methods, a 10th-order 0.9–4.5GHz
50-to-250Ω impedance transformation network and a three-port 0.45–4 GHz Wilkinson power
divider have been designed and fabricated using 1.6-mm two-layer FR4 laminates.

1. INTRODUCTION

Impedance matching is foundamental in RF circuit designs. To achieve maximum power transfer
over desired bandwidths (ωL to ωH), passive networks, preferrably lossless, are designed to match
the load impedance and the source impedance. Fundamental limits on the broadband impedance
matching are generally studied by Bode [1] and Fano [2] and many authors have contributed to
this topic over the last seven decades since S. Darligton’s 1939 seminal paper on insertion loss
method [3].

When insertion loss method is utilized in matching broadband multichip module (MCM), a
probable scenario is shown in Fig. 1, where MMIC 1 and MMIC 2 are a CMOS transmitter and
a Gallium-Arsenide (GaAs) power amplifier respectively. To ensure maximum power transfer be-
tween the chips over wide bandwidth (e.g., 5.8 GHz∼24GHz), an impedance matching network is
necessary. In addition, it will be convenient if the bias voltages of the Ga/As PA can be controlled
directly from the CMOS chip, instead of using an external bias-tee.

Standard filter approximation with the aid of frequency transformation is a proven way to
synthesize passive frequency-selective matching networks. In this design case, an s → s + s−1 [4]
mapping can be adopted to transform to a lowpass prototype network to its broadband matching
counterpart. However, there are four disadvantages of this approach:

1) The order of the filter and the total number of passive components are doubled.
2) An inductor is transformed to a serial LC resonator which blocks Direct Current (DC) path.
3) Critical metal etching may be required to realize the serial LC on a planar process.
4) Undesired board substrate mode can be easily excited by strong electric fields around the

resonant gaps.
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Figure 1: Passive output network is critical in power amplifier design.
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RLZ0

(a) Low Pass Filter Prototype

RLZ0

(b) A band-pass filter transformed from the low-pass filter (a)

Figure 2: Illustration of low-pass to band-pass transform using s → s + s−1 mapping. Number of passive
components is doubled typically.

Figure 3: The systematic way to synthesize impedance matched filters. (Refer to chapter 9 of [4] for details).

Numeric approaches, like the method of least-square (MLS), are powerful of choosing com-
ponenet values against specifications. The quality of MLS is subject to its initialization, which is
a specified topology. It is a non-trial task to choose a suitable topology, and this leaves MLS to
experienced designers.

In this paper, a systematic way (Fig. 3) to search for suitable candidates that preserves DC
connection is proposed. In this following sections, we first formulate the problem and identify key
network properties in Part II. In Part III, even-order and odd-order are dealt with the ω2-shifting
method and numerical optimizations respectively. Part III also describes how the propoposed
method provides advantages in broadband MMIC design, which usually relies on technologies with-
out high-quality passive components. Part IV and V will be on the experimental results with a
conclusion.

2. PROBLEM FORMULATION

Matching a source resistor Rs to a load resistor RL using non-uniform transmission line can be
approximated to an LC-ladder with sufficiently high order (as shown in Fig. 4). In this ladder model,
serial inductors (L2, L4, . . .) are connected between adjacent nodes, each with shunt capacitors (C1,
C3, . . .) connected to ground. Since serial branch in ladder generates transmission zero when its
impedance approaches infinity, each inductor generates a transmission zero at ω = ∞. Similarly,
each shunt capacitor also generates a transmission zero at ω = ∞. Considering a transfer function
H(jω) with all the zeros located at either DC or infinity only, squared magnitude of insertion
loss (i.e., transducer gain), |S21|2 = 4RS/RL|H(jω)|2 as in (9.2) from [4], may be simplified to a
function of ω2:

|S2
21| =

1
1 + X(ω2)

(1)

Classic insertion loss method starts from finding a suitable |S21|2, deriving |S11|2 with 1−|S21|2,
permutating S11 as a rational function of s ≡ jω from |S11|2, and deriving the corresponding
input impedance Zin seen by RS using RS

1+S11
1−S11

. The ladder networks are synthesized through



802 PIERS Proceedings, Taipei, March 25–28, 2013

Figure 4: A non-uniform transmission line is approximated to a finite-order LC-ladder.
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Figure 5: X(ω2) is evaluated over real ω2. Positive and negative ω2 correspond to imaginary and real axis
in the s-plane respectively.

iterative zero removals based on the permutated Zin. Since Rs is connected to RL only through
inductors, the |S21|2 at DC can be directly calculated as if Rs is shorted to RL. This corresponds
to |S21|2 = 4RLRS

(RL+RS)2 at DC, or equivalently X(0) = (RL−RS)2

4RLRS
, which essentially means X(0) is

only determined by impedance transformation ratio RL/RS . Furthermore, to achieve in-band high
power transmission, |S21|2 should be very close to unity. This corresponds to a small positive real
X(ω2) from ωL to ωH , and varies between 0 and γ, which is related to in-band ripples (Fig. 5).
The relation between impedance conversion ratio,

ζ = ZL/ZS , (2)

|S21|2 in-band ripple,

δ =
1

1 + γ2
(3)

and relative bandwidth,
β = ωH/ωL, (4)

based on a given network order, N is:

ζb = 1 + 2
(

1
δ
− 1

)
cos2

(
N cos−1

√ −1
β2 − 1

)
(5)

ζ(δ, β, N) = ζb +
√

ζ2
b − 1, (6)

as shown in Fig. 6(b).
On the other hand, in Fig. 6(a), the relation between |S21|2 in-band ripple and relative bandwidth

based on a given network order is:

δ(ζ, β,N) =
1

1 +
(

1
ζ − 1

)
cos2

(
N cos−1

√
−1

β2−1

) (7)

It can be shown that to achieve minimum in-band ripples, there are only two possible choices
for X(ω2) as (8) for even-order networks, and (9) for odd-order networks.
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Even : X(ω2) = C ×
M∏

1

(
ω2 − z2

m

)2 (8)

Odd : X(ω2) = C × (ω2 + z2
0)×

M∏

1

(ω2 − z2
m)2 (9)

Impedance transformation ladder network design problem is now reduced to finding the cor-
responding zeros for X(ω2), i.e., z0, z1, . . ., zM , and constant factor C that allows the ladder to
achieve the required impedance transformation ratio ζ, bandwidth ratio β and ripples δ impedance
transformationat a specified network order. Normalized values in the following text are based on
zs = 1 and

√
ωHωL = 1.

3. OPTIMAL SOLUTIONS

3.1. ω2-shifting Technique in Optimal Even-ordered X(ω2)
Even-ordered broadband impedance transformation networks can be solved directly by substitution
of variables with low-pass Chebyshev polynomials. Let TN (ω) be the N -th order type-I Chebyshev
polynomial. If N is an even number, then TN (ω) is also a function of ω2, denoted as TN (ω2). In a
typical even-order Chebyshev low-pass filter, we choose

X(ω2) = C/22N−2 × T 2
N (ω2) (10)

The proposed new ω2-shifting method maps low-pass transfer function to band-pass by the following
transformation:

X ′(ω2) = C/22N−2 × T 2
N (ω′2)

∣∣
ω′2→ (ω2−ω2

L
)

ω2
H
−ω2

L

, (11)

where ω2
L and ω2

H are transformed from ω′2 = 0 and 1, respectively. C/22N−2 is a constant coeffi-
cient. ω2-shifting technique does not work for odd-order Chebyshev polynomials due to unrealizable
negative X(ω2) for some positive ω2. Nonetheless, numerical methods may be adopted to solve
odd-ordered transfer functions, which is discribed in the following section. Transfer functions de-
rived from ω2-shifting are optimal, and can be easily proved by contradiction. With RS < RL, C0

in Fig. 6 will be zero.
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Figure 6: Relations between network order, relative bandwidth β = ωH/ωL, in-band ripple δ and impedance
transformation ratio ζ = RL/RS . (a) Normalized in-band ripple as a function (7) of network order and
relative bandwidth with impedance transformation ratio ζ set to 0.2. (b) Impedance transformation ratio
as a function (6) of network order and relative bandwidth with ripple δ set to 0.2.
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3.2. Numerical Approaches for Odd-ordered X(ω2)
Odd-ordered ladders based on (9) require more order to achieve the same ripple, impedance trans-
formation ratio and bandwidth in theory. Mini-max optimization is adopted to find the real zeros
(z2

1 , z2
2 , . . .) with prescribed z0, ωL and ωH . Once the optimization is converged, a symbolic ladder

permutator/synthesizer implemented in MATLAB will carry out transfer function synthesis to find
all possible component values.

Because of the presence of designable shunt capacitances on both terminals, odd-ordered network
is particularly useful in practical designs. By increasing design parameter z0 in (9), an improving
impedance transformation ratio is traded-off for a reducing source parasitic capacitance C0. Hence,
if a source parasitic capacitance is given a prior, an optimal z0 can be determined to realize maxi-
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achieved when z0 is approximately 1, especially in high order networks.

Table 1: Equi-ripple odd ordered filter prototypes (number of dc transmission zeros = 0, relative bandwidth
= 4, z2

0 = 100).

N pC 1 sL 2 pC 3 sL 4 pC 5 sL 6 pC 7 sL 8 pC 9 sL 10 pC 11 |S 21 | in-band

ripple,  (dB)

Impedance

transformation

 (× 50 )

3 0.579 0.492 0.515 0.1285 0.713

5 0.627 0.637 1.099 0.546 0.585 0.1177 0.659

7 0.689 0.639 1.269 0.614 1.428 0.461 0.776 0.1312 0.526

9 0.750 0.611 1.444 0.550 1.825 0.443 2.145 0.314 1.233 0.1489 0.348

11 0.809 0.577 1.641 0.471 2.336 0.341 3.226 0.247 4.078 0.166 2.486 0.1695 0.180

δ

ζ Ω

Table 2: Equi-ripple odd ordered filter prototypes (number of DC transmission zeros = 0, relative bandwidth
= 4, z2

0 = 101).

N pC 1 sL 2 pC 3 sL 4 pC 5 sL 6 pC 7 sL 8 pC 9 sL 10 pC 11 |S 21 | in-band

ripple,  (dB)

Impedance

transformation

 (× 50 

3 0.331 0.395 0.191 0.02389 0.848

5 0.450 0.634 0.837 0.507 0.237 0.02685 0.788

7 0.515 0.673 1.027 0.696 1.041 0.478 0.289 0.03055 0.678

9 0.559 0.670 1.139 0.677 1.332 0.586 1.367 0.386 0.391 0.03476 0.516

11 0.599 0.655 1.248 0.621 1.594 0.508 1.956 0.402 2.125 0.255 0.636 0.03955 0.325

δ

ζ Ω)
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mum impedance transformation ratio through numeric successive approximations. Considering the
product of impedance transformation ratio and available terminal capacitance, optimal odd-ordered
networks may be achieved when z0 ≈ 1. The significance of optimality increases in high-ordered
networks, as depicted by the increasing peak values for different curves in Fig. 7(b). Also note
the extreme case where z0 →∞, an odd network is converged into an optimal even-order network
which order is smaller by one.

For odd-ordered networks, design tables are shown in Table 1 and Table 2. For comparison, z2
0

are set to 1 and 10, respectively; For even-ordered networks, design tables are shown in Table 3.
In the tables, “pC” stands for shunt (parallel) capacitances; “sL” stands for serial inductances.

4. DESIGN EXAMPLES AND EXPERIMENTS

4.1. One-port Impedance Transformation Network
A 10th-order broadband impedance transformation network is synthesized based on the procedures
proposed in previous sections. The X(ω2) function is optimized to achieve flat in-band ripple

Table 3: Equi-ripple even ordered filter prototypes, relative bandwidth = 4.

N sL 1 pC 2 sL 3 pC 4 sL 5 pC 6 sL 7 pC 8 sL 9 pC 10 |S 21 | in-band

ripple,  (dB)

Impedance

transformation

 (× 50 )

2 0.609 0.341 0.2844 0.559

4 0.813 0.560 1.306 0.349 0.3236 0.429

6 0.920 0.538 1.697 0.445 2.053 0.241 0.3682 0.262

8 1.009 0.500 2.023 0.373 3.022 0.249 4.056 0.124 0.4190 0.123

10 1.087 0.467 2.325 0.315 3.970 0.186 6.723 0.109 9.985 0.051 0.4767 0.047

δ

ζ Ω

Table 4: Comparison of nth order ω2-shifting and the transcendental frequency transformation.

Specication  2-shifting [This Work] Conventional Frequency Transformation

Lumped elements n 2n

DC characteristics DC transfer function is a design parameter Typically Blocked

Max.terminal capacitance
absorption through Norton transform Similar performance
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Figure 8: Illustration of impedance transformations per stage of an even-order (10th order, gray line) and
an odd-order (11th order, dotted line) network with synthesized design values. Values in parenthesis are
components’ nominal values used in our experiments where board parasitics are compensated. Note that
the extra trajectory on the Smith chart is introduced by the source capacitance Cpar.
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over the prescribed bandwidth, and the normalized transmission zeros are located at z1 = 0.3138,
z2 = 1.2422, z3 = 2.7443, z4 = 4.2465, z5 = 5.1749. Although the proposed methods can be used
to design distributed network, out-of-the-shelf discrete components are used in prototypes, which
are mounted on doubled-layered 1.6 mm-thickness FR4 laminates. EM simulations are carefully
carried out to estimate copper parasitic networks which is later used to compensate the design
values when choosing discrete RF components (Fig. 8). From the same figure, it can be seen that
a source parasitic capacitor deviates away the trajectory of impedance matching, which makes an
odd-order network less optimal than an even-order network in theory. Simulation precisions are
mainly limited by the self-resonances of passive components, and component parasitic models are
extracted from several other measurements.

4.2. Wideband Wilkinson Power Divider

A Wilkinson power divider [5] typically consists of two parallel section of 50 Ω to 100 Ω quarter-wave
transformers to to matches three 50Ω ports simultaneously. These transformers are replaced by
two eleventh-order impedance transformation networks as shown in Fig. 10. A 0.5–5 GHz decade
bandwidth is initially chosen, and designed as well as implemented in the same FR4 process. Similar
EM simulations are carried and passive parasitic models are applied in the final simulations. Both
simulation and measurement results for Return Loss (RL) are shown in Fig. 11(a), and the Insertion
Loss (IL) and Group Delay (GD) are plotted in Fig. 11(b). Based on Fig. 11(a), the designed
network achieves a < 10 dB S11 over a decade bandwidth; however, the quality factor of the offchip
inductors used in the experiments lie between 10 and 20 for the frequencies of interest. This results
in an excessive measured insertion loss. Future revisions can be implemented in a micro-stripline
equivalence to reduce this unnecessary loss.
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Figure 11: Simulation and measurement results of Wilkinson power divider.

(a) Impedance transformer (b) Wilkinson power divider

Figure 12: Fabricated PCB prototypes; Board dimension are 15.7 mm×11.6mm and 20 mm×20mm, respec-
tively

5. CONCLUSION

The theory and design procedures proposed in this paper are practical for designs and have been
verified through circuit simulations and several experiments. The analytic ω2-shifting technique
allows us to explore high-order (distributed) transmission line transformer easier in the future.
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Abstract— A contactless power transmission track with core array structure unit for mobile
apparatuses is proposed. FEA software is adopted to analyze and design the arrangement of core
array structure unit and pick up coil. In addition, the connection of each coil of proposed core
array structure unit would be discussed to clarify the distribution and density of its magnetic field.
High frequency exciting source and control circuit of the proposed contactless power transmission
track with core array structure unit are implemented. The feasibility and reliability of the concept
which is presented in this research is verified by analyzing the magnetic field distribution of core
array structure unit and executing the experiment for test system.

1. INTRODUCTION

Traditional power transmission system has two drawbacks. Firstly, it relies on the contact of met-
als. This can be hazardous and unreliable under certain extreme condition, i.e., environment with
dampness, overfilling of explosive gases and so on. Secondly, power cord is needed to transfer
power in the traditional power transmission system. This can be inconvenient for powering mo-
bile apparatuses as how and where to place the cord of the mobile apparatuses has to be taken
into consideration. In order to overcome the two drawbacks mentioned above, battery is applied.
However, some other problems result, like pollution, rise in cost and etc..

In the past two decade, the concept of contactless electromagnetic induction in power trans-
mission has been widely used for the applications of industry [1, 2] and consumer [3, 4]. When
contactless power transmission is applied in mobile apparatuses, higher mobility is achieved, i.e.,
mobile apparatuses are able to move more freely compared to the mobile apparatuses powered by
traditional power transmission technique. Several concepts of delivering power to mobile appara-
tuses by using contactless power transfer are proposed [5–8]. The efficiency of contactless power
transmission system is lower than that of traditional power transmission system. However, contact-
less power transmission system has higher reliability, higher isolation and higher flexibility. Thus,
hot to enhance the efficiency effectively is necessary for the contactless power transmission system.
Some discussions of improving the efficiency problem of system are presented such as resonant
topologies [9], driving circuit of primary winding [10, 11], and inductive coupled structure [12, 13].

The objective of this paper is to investigate the contactless power transmission techniques to
implement a contactless power transmission track for mobile apparatuses resulting in the improve-
ment of above inconvenience. Therefore, the core array structure unit is proposed in this paper so as
to supply power stably to mobile apparatuses. A uniform magnetic field is established by arranging
several cores in a square array with area of 13×15 cm2. The block diagram of proposed contactless
power transmission track system with core array structure unit is shown in Fig. 1. The contactless
power transmission track system is described, and its resonant topology and reflected impedance
are discussed briefly in Section 2. Results from an experimental test system are presented and
demonstrated in Section 3 and Section 4 to valid the design concept of this paper.

Core array structure unit

Pick up coil

High frequency 

exciting source
DC source

Feedback

circuit
Gate driver

Load

Resonant 

capacitor

VCO

Resonant 

capacitor
Rectifier

Primary

SecondaryInductive coupled structure

Figure 1: Block diagram of proposed track system.
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2. ANALYSIS OF RESONANT TOPOLOGIES AND REFLECTED IMPEDANCE

Contactless inductive coupled structure, similar to the loosely coupled transformer, possesses leak-
age inductance which is especially large to result in the inefficient power transfer. Therefore, the
resonant topology is used to reduce the leakage inductance and to improve the power transfer
efficiency of system. In [7], the analysis of reflected impedance and the criteria of bifurcation
phenomenon are discussed to assure the power transfer capability and controllability. In addition,
four equivalent impedances corresponding to these difference connections of primary and secondary
resonant tank can be determined through the following equations:

ZP =

{
rP + jωLP + 1

jωCP
series primary resonant tank

1
1

rP +jωLP
+jωCP

parallel primary resonant tank (1)

ZS =

{
RL + rS + jωLS + 1

jωCS
series secondary resonant tank

jωLS + 1
1

RL+rS
+jωCS

parallel secondary resonant tank (2)

where ω is the angular frequency of system; RL is the load resistance on the secondary; ZP and ZS

are the impedance of primary and secondary resonant tank, respectively; LP and LS , respectively
are the inductance of primary and secondary winding; rP and rS are the resistance of primary and
secondary winding, respectively; CP and CS are the primary and secondary resonant capacitor,
respectively.

Hence the impedance which is reflected from secondary to primary depends on the connection
of secondary resonant tank as given by

ZrS =
ω4C2

SM2RL

(ω2CSLS − 1)2 + ω2C2
SR2

L

− j
ω3CSM2

(
ω2CSLS − 1

)

(ω2CSLS − 1)2 + ω2C2
SR2

L

(3)

and

ZrP =
ω2M2RL

R2
L(ω2CSLS − 1)2 + ω2L2

S

− j
ω3M2[CSR2

L(ω2CSLS − 1) + LS ]
R2

L(ω2CSLS − 1)2 + ω2L2
S

(4)

where M is the mutual inductance between primary and secondary winding
The curve depicted in Fig. 2 and Fig. 3 show the frequency response of reflected impedance based

on the calculation results according (3) and (4). Figs. 2(a) and (b) display the real part of reflected
impedance, Re(ZrS) and Re(ZrP ) referring to series and parallel connections of secondary resonant
tank. Moreover, the imaginary part of reflected impedance, Im(ZrS) and Im(ZrP ), respectively are
shown in Figs. 3(a) and (b). It can be seen that the best way to decrease the loading effect of
system and to enhance the transfer efficiency of system especially the lower RL on the secondary
must equalize the operating frequency as much as possible to resonant frequency. According to the
calculation results, the parallel secondary resonant tank is selected to minimize the loading effect
of system in high power operation. Besides the series primary resonant tank should be chosen to

(a) (b)

Figure 2: Real part of reflected impedance refers to (a) series and (b) parallel connections on secondary.
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(a) (b)

Figure 3: Imaginary part of reflected impedance refers to (a) series and (b) parallel connections on secondary.

15cm

13cm

(a) (b) 

core array structure unit

high frequency

exciting source

remote control circuit

Figure 4: Diagram of (a) proposed test system and (b) core array structure unit.

Table 1: Design specifications and parameters of proposed test system.

DC Input voltage 25V Primary coil inductance (@25 kHz) 167.6 µH
Operating frequency 25 kHz Primary resonant capacitance (@25 kHz) 241 nF

Power MOSFET of exciting source IRF540 Secondary coil inductance (@25 kHz) 76.8 µH
Driver IC of exciting source IR2153 Secondary resonant capacitance (@25 kHz) 527 nF

yield high primary current for core array structure unit as class D inverter is driven by voltage
source.

3. EXPERIMENTAL RESULTS

To verify the effectiveness of the contactless power transmission track, prototype of the track system
with core array structure unit is implemented. The design specifications and parameters of the test
system are listed in Table 1. Figs. 4(a) and (b), respectively demonstrate the diagram of test system
and core array structure unit.

The experiment is carried out in this paper to test the feasibility of proposed system. The
experimental data are presented as follow. Fig. 5(a) shows the signals of gate (i.e., vGS1 and vGS2)
with deadtime of 6µs which are able to avoid short circuit of exciting source. The measured square
waveforms in Fig. 5(b) are driving signal and cross voltage of MOSFET. When the cross voltage of
MOSFET, vDS2 decreased to zero, driving signal of MOSFET, vGS2 would be triggered, resulting
in exciting source possessing the effect of ZVS. Fig. 5(c) represents input voltage and current of
core array structure unit. It can be seen the input current of core array structure unit, iTANK
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Figure 5: Experimental waveforms of proposed system, (a) vGS1 and vGS2, (b) vDS2 and vGS2, and (c) vDS2

and iTANK .

Figure 6: Simulation result of core array structure
unit.

Figure 7: 3D distribution diagram of measured
power.

lag the vDS2, signifying the operating frequency of the system is larger than the frequency of the
resonant tank to lead to change the input impedance of tank into inductive. Besides, input current
of core array structure unit is indeed a sine wave, thus core array structure unit is capable to
establish a continuous alternating magnetic field Fig. 6 illustrates the simulation result of the core
array structure unit, using FEA software Maxwell. Fig. 7 represents the 3D distribution diagram
of measured transfer power of the contactless power transmission track system with core array
structure unit, with highest transfer power, 1.4 W in the central region of the core array structure
unit. Consequently, the proposed concept that the mobile apparatuses can pick up enough power
to enable it to move around freely by contactless power transmission track is achieved.

4. CONCLUSIONS

In this research, a contactless power transmission track system with core array structure unit for
mobile apparatuses was introduced. The core array structure unit was proposed and its arrangement
of core are analyzed and simulated to clarify the distribution and density of magnetic field by using
FEA software, Maxwell. The SP resonant topology is selected to minimize the loading effect of
system in high power operation and to yield high primary current for core array structure unit
as class D inverter is driven by voltage source. In addition, high frequency exciting source and
feedback control circuit of the contactless power transmission track with core array structure unit
are realized. Experimental results show that the proposed system in this research can deliver power
1.4W stably to mobile apparatus under the condition of air gap 5 mm.
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Abstract— Since the introduction of dielectric resonator antennas in 1983, great deal of re-
search has been done to improve the antenna characteristics, including physical dimensions,
bandwidth, gain and radiation pattern.
In this paper, a new configuration for circularly polarized Dielectric Resonator Antenna (DRA)
is presented. The idea is to use two different dielectric materials and parasitic patches to obtain
bandwidth improvement of the axial ratio and reflection coefficient properties (S11). In the
operating frequency range of this antenna, S11 is less than −10 dB in which the axial ratio is less
than 3 dB around the main direction of the antenna.

1. INTRODUCTION

Dielectric resonators (DRs) have been widely used in shielded microwave circuits, such as cavity
and rectangular resonators, filters and oscillators. In antenna design two major goals considered
are the bandwidth enhancement techniques and the miniaturization techniques.

The DRA is an attractive option to achieve the above goals. The DRA is an excellent radiator
as it has negligible metallic loss. It offers advantages, such as small size, high radiation efficiency
and low weight, low cost and wide bandwidth with the exciting feeding techniques when operating
millimeter and microwave frequencies.

The wireless communication applications such as Bluetooth, GPS, direct digital broadcast, satel-
lite communication, etc require wide band operation of antennas to accommodate large data rate.
In this paper, a dielectric resonator antenna is used for the GPS and to satellite communications
(Inmarsat) with strip-fed line [1]. In design of antenna for satellite communication two impor-
tant points should be considered; first the frequency bandwidth should be increased and second,
transmitters and receivers of these equipments need to have the increase of circular polarization
bandwidth, which in this paper has acted to increase the frequency and circular polarization band-
widths simultaneously.

To increase the frequency bandwidth in DRA, its consider to put two different kinds of dielectric
on each other above the ground plane with no air gap [2], In this paper we have used a novel method
as we put the two different kinds of dielectric with no gap beside each other, so this idea cause
the increased frequency bandwidth. For the increase circular polarization bandwidth we can use
from parasitic patch in the corner dielectric [3]. That in these proposed antenna we have used from
the three parasitic patches in the corner of DR1. The proposed DRA can take the advantages of
circular polarized, broadband S11 and axial ratio.

2. ANTENNA STRUCTURE

As can be seen from Fig. 1, the proposed DRA antenna has a dielectric constant εr2 beside another
dielectric segment of a dielectric constant εr1. Below the DRs is a finite conducting ground plane.
The DRs have dimensions of a1 × b1 × d and a2 × b2 × d respectively, and they (DR1, DR2) are
excited by strip-fed line.

Figure 2 shows the three equal parasitic patches in proposed antenna for increasing of circular
polarized bandwidth. In these parasitic patches are attached in the corners of DR1.

Figure 3 shows the strip-fed line is placed in the middle of the front of the DR1 that is located
in the center of ground plane. The feeding strip was cut from an adhesive conducting tape and
soldered to the inner conductor of SMA connector. In this section w1, w2, w3 are design parameters
for strip-fed line.

3. ANTENNA CONFIGURATION

The purpose of this section is to investigate the effect of various combinations of dimensions of DR1,
DR2 and parasitic patches in order to further enhance the frequency and axial ratio bandwidths of
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Figure 1: Structure of proposed DRA antenna.

Figure 2: Shematics of parasitic patches in proposed DRA antenna.

Figure 3: Strip lines feeding in proposed DRA antenna.
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Figure 4: (a) Reflection coefficient (S11). (b) Gain. (c) Axial ratio in proposed DRA antenna.

operation. Then the optimum dimensions of proposed antenna parameters were determined with
experimental optimization.

The dimension of ground plane is 68× 68× 1.6mm3. The final dimensions of DR1 and DR2 are
a1 = 34 mm, b1 = 34 mm, d = 14mm, εr1 = 20 and a2 = 12 mm, b2 = 8 mm, d = 14mm, ε2r = 30,
respectively. The width of strip-fed line are w1 = 3 mm, w2 = 4 mm, w3 = 3mm and the widths of
three equal parasitic patches are 1 mm.

4. CONCLUSIONS

The proposed antenna is simulated with CST MWS. In this section we study the strip-fed rectan-
gular DRAs with three parasitic patches for circular polarization and high data rate application.

The computed S11 versus frequency is shown in Fig. 4(a) for the designed antenna structure.
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The optimum antenna structure achieves as computed S11 between −12 dB ∼ −15 dB at frequencies
of 1.36 GHz ∼ 1.71GHz and Fig. 4(b) shows the gain of proposed antenna is 4.5 ∼ 5.5 dB.

The axial ratio of the designed antenna frequency between 1.54 GHz ∼ 1.71 GHz is less than
3 dB reveals and related result is shown in Fig. 4(c), respectively.

The results confirm the capability of our idea to use the proposed configuration in achieving to
increase reflection coefficient(S11) bandwidth and axial ratio bandwidth and obtaining the almost
fixed gain (about 5 dB) in proposed DRA antenna.
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Abstract— The scientific community is still interested in heuristic techniques and optimization
algorithms that could be applied in complex problems such as the antenna adaptive beam forming
problem. In this paper, we present an empirical study of placing nulls in the antenna patterns to
suppress interference and maximizing their gain in the direction of desired signal using Central
Force Optimization (CFO) algorithm and compared the results with those obtained using Parti-
cle Swarm Optimization (PSO) algorithm. In this work, the complex excitations, amplitudes and
phases of the adaptive antenna array elements are calculated for a given 24-antenna elements in a
uniform circular array (UCA). The algorithms were implemented using Compute Unified Device
Architecture (CUDA) then applied on a graphics processing unit (GPU). Extensive experimenta-
tions were applied to compare their performance through a number of case studies. PSO showed
to have a good performance, low computational complexity, and gives good results. On the other
hand, CFO has a higher computational complexity but it gives better results. The experimenta-
tions showed that the resulting beam-pattern optimized by the PSO and CFO required a large
processing time which is not acceptable for an on line applications. Hence, the demand for a
parallel solution that accelerates these computations is considered. Therefore, a parallel version
of PSO and CFO is proposed and implemented using (CUDA) then applied on a (GPU). The
comparison is presented to show how the parallel version of the PSO and CFO outperforms the
sequential one, thus an online procedure is available for time-critical applications of the antenna
adaptive beam-forming.

1. INTRODUCTION

Modern optimization techniques are able to solve problems with a non-linear and non-convex de-
pendence of design parameters. So, it has provoked great interest among the scientific and technical
community in a wide variety of fields recently. Some of these algorithms have been used success-
fully in many electromagnetism and antenna problems. Recently, the PSO technique has been
successfully applied to the design of antennas and microwave components and its results proved
that PSO is powerful and effective in solving such optimization problems. However PSO is similar
to other evolutionary algorithms, it requires less computational bookkeeping and generally fewer
lines of code [1]. In [2], the parallel implementation of PSO for beamforming application and re-
sults are presented. A new nature inspired algorithm such as Central Force Optimization (CFO)
is considered in [3]. These algorithms take much time which lead us to use parallel computing
techniques to make it take less time. In the work presented here, the problem of antenna adaptive
beam forming is introduced to be solved using sequential and parallel implementations of the PSO
and CFO algorithms.

This paper presents an approach for the implementation of the CFO algorithm on GPUs, which
using the NVIDIA CUDA environment in the adaptive beam-forming applications. Furthermore,
a comparative result is included to evaluate the performance of the CFO algorithm against PSO
algorithm using a set of case studies. The rest of the paper is structured as follows: Section 2
presents the problem formulation. In Section 3, we present CFO algorithm and our proposed
modification in CFO is presented with its parallel implementation. In Section 4, the experimental
results are presented. Finally, Section 5 outlines the conclusions.

2. PROBLEM FORMULATION

Adaptive antennas refer to a group of antenna technologies that increase the system capacity by
reducing the co-channel interference and increase the quality by reducing the fading effects. A
smart antenna array containing M identical elements can steer a directional beam to maximize the
signal from desired users, signals of interest (SOI), while nullifying the signals from other directions,
signals not of interest.
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Different techniques of placing nulls in the antenna patterns to suppress interference and maxi-
mizing their gain in the direction of desired signal have received considerable attention in the past
and still have great interests recently such as Genetic Algorithm (GA) . In addition, various versions
of both PSO and CFO algorithms have been successfully used in linear and circular antenna array
synthesis problems [1].

In this work, the complex excitations, amplitudes and phases of the adaptive antenna array
elements are calculated for a given 24-antenna elements in a uniform circular array (UCA). The
antenna elements consist of vertical (z-directed) half-wave dipole elements equally spaced in the
x-y plane along a circular ring, where the distance between adjacent elements is dc = 0.5λ where λ
is the wavelength.

3. CENTRAL FORCE OPTIMIZATION (CFO)

Central Force Optimization (CFO) is a nature-inspired gravity-based meta-heuristic for a multi-
dimensional search [3]. CFO is an evolutionary algorithm (EA) that locates the extreme of an
objective function. The detailed steps of the CFO algorithm and the modifications done on it are
explained in [3]. There are some modifications done on CFO; now we will present what was taken
from these modifications and the contributions done on it. One of the best modifications done was
shrinking the Decision Space (DS) which means to limit the space you search in. The presented
modification in [3] was to shrink DS every 20 iterations by half of the distance between the best
particle’s position and the boundary of DS. To improve the results of this modification we need
to make it based on performance measures such as convergence speed and fitness saturation. The
results showed that as iterations increasing, CFO converge more to the optimum so we can shrink
DS every dynamic number of iterations and by dynamic ratio of the distance between the best
particle’s position and the boundary of the DS.

So first we introduce shrinking the DS every dynamic number of iterations. This can be done
by shrinking DS every 50 iterations and then every 45 iterations and so on until every 5 iterations.
This means that after 50 iterations we will make first Shrinking to the Decision Space. Then as
CFO converge more to the optimum, the second shrink will be made after 45 iterations and then
after 40 iterations and so on; minus 5 each time until reach to shrink after 5 iterations and continue
shrinking after 5 iterations till the end. So the DS size is adaptively reduced every 50 to 5 steps
around the particle’s location that have the best fitness.

Second we introduce shrinking the DS by dynamic ratio of the distance between the best par-
ticle’s position and the boundary of the DS. This can be done as following: first shrink the DS by
small value because CFO still not converge enough to the optimum and then increase the shrinking
value as iterations increases. Thus Increase the Shrinking DS Ratio (shDSratio) as iterations in-
creases. Thus DS’s boundary coordinates are reduced by (shDSratio) multiplied by the distance
from the best particle’s position to the boundary of the DS on a coordinate-by-coordinate basis.
Thus, x′min

i = xmin
i +

~Rbest ·êi−xmin
i

shDSratio and x′max
i = xmax

i + xmax
i −~Rbest ·êi

shDSratio , are the equations that used in
the shrinking where (shDSratio) changed linearly from 0.1 to 0.5. The proposed CFO algorithm
is as the classical CFO but adds shrinking DS step as explained above and uses On-Axis particle
initialization.

3.1. Parallel CFO

After analyzing sequential CFO, it is found that the update acceleration is the step that takes the
most time as shown in Figure 1 as it takes 99.63% from the total time of the CFO algorithm.

The update acceleration step is the main problem in implementing parallel CFO because the
equation of update acceleration is dependent on last updated position and fitness for all particles.

The loop on particles (in Figure 2) that update acceleration, position and fitness cannot be
parallelized because the update acceleration step for a specific particle is dependent on the cal-
culated position and fitness of the previous particle in the loop, the detailed explanation for the
equations of update acceleration and position are presented in [3]. When trying to isolate update
of acceleration for all particles then update position and fitness for all particles the results of our
Adaptive beam-forming problem was affected badly as seen in experimental result of CUDA results
section.

3.1.1. Implementation of Parallel CFO on the GPU

As in PSO and in any EVs; CFO has two parallel variants one global and other local. Global:
Where all the mathematical calculations are parallelized, so execute computing fitness function,
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Figure 1: CFO time distribution.

For Each Particle 

{ 

Update AC  

Update Position  

Update Fitness  

Update Best Fitness 

} 

Figure 2: Loop on particles to update
acceleration, position and fitness [3].

Initialize CFO Parameters 

Initialize Particles Position and acceleration 

<perform a first evaluation of the fitness functions>  kernel1  

For (i = 0; i < Number_of_Iterations; i ++) 

{ 

<update the position of all particles> kernel2 

<re-evaluate the fitness of all particles> kernel1 

update reposition factor  CPU 

<update the Acceleration of all particles> kernel3 

Shrink Decision Space  CPU 

} 

retrieve global best information to be returned as final result 

Figure 3: Pseudo Code of the Parallel CFO algo-
rithm using CUDA.

Figure 4: Sample runs and average speed up = 5.5
for CFO.

acceleration, and position for all particles in parallel using two different kernels on GPU. Local:
Where the Whole entire algorithm executed on the Local Memory of GPU except the initialization of
the particles which is executed on the CPU. We implement the global one due to our limited memory
of our GPU and to be able to use as many particles as we need without limitation of memory. The
sequential CFO algorithm was implemented as reference in order to assess the performance of
parallel variants. In any parallel implementations, the programming strategy involved the creation
of one thread for each CFO Particle. The rule was to replace all the sequential loops (specifically
those where the iterations were in terms of the Particles number) by a single multithreading kernel
call.

The structure of the sequential CFO algorithm contain the following functional blocks [3]: Pop-
ulation initialization which initializes each particle of the population on axis, Fitness function
evaluation, and Update acceleration, and Update position.

The main idea is to create one thread for each CFO particle; Note that in the sequential CFO
version all the functional modules are executed in one loop on the host processor. And to be
able to execute CFO parallel we split it to 3 independent loops (update fitness, update position,
and update acceleration) which affects badly on the results as we will see in the results section in
addition that the used GPU is not support the double precision so it lacks for accuracy and if we
use GPU that supports double precision this will affects on the time as it will take more time.

In the first parallel variant, the Global one, any arithmetic calculation is distributed to the GPU,
replacing both the fitness function evaluation and update position and update acceleration modules
by the associated kernel calls (see Figure 3) Use one thread for each particle in each kernel as we
use 3 kernels: Kernel1 for (evaluate the fitness of all particles), Kernel2 for (update the position
of all particles), Kernel3 for (update the acceleration of all particles).

3.1.2. CFO CUDA Results
Here we propose the first version of the adaptive beam forming application with CFO using CUDA
and this is sample of the experimental results that show CPU time and GPU time of CFO for a five
different test cases of adaptive beam-forming. Experiments were run on a PC equipped with an
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Intel Core (TM) 2Duo processor running at 2.80 GHz with a NVIDA GeForce 9500GT video card
from NVIDIA Corporation. All of the simulation runs were performed under the following settings:
Number of antenna in antenna array = 24, Number of Particle = 180, Number of Iterations = 250.

The sequential execution of the program took around 1617729 ms while running the CFO algo-
rithm on GPU NVIDA (GeForce 9500) the execution time was only around 298158 ms. In particular
the achieved running speedup was of about 5.5 times as illustrated in Figure 4. Some of selected
results is shown in Table 1 where the first column displays images illustrating the optimum nor-
malized radiation pattern resulted from the proposed CFO, the second column shows figures that
illustrate the optimum normalized radiation pattern measured in dB, and the last column illustrates
the change of fitness value with iterations.

Table 1: Experimental results of CFO using CUDA.

 

(a) Radiation Pattern 

(b) y-axis is Radiation Pattern in dB and 

x-axis is angle in radian 

(c) y-axis is fitness value and x-axis is 

iteration number

 

 

 

 

 

 

Desired:

180, 60

Undesired: 

240, 30

Desired:

180

Undesired:

60, 240

Table 2: Sequential results of beam-forming problem for the two algorithms.

CFOPSOPattern

Desired: 180

Undesired: 60,240

Desired: 180,60 

Undesired: 240,30
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4. EXPERIMENTAL RESULT

In this experiment the algorithms is implemented sequentially using MATLAB tool. For PSO
theparticles number = 90, iterations number = 1000. It is executed 25 times and obtains the
average fitness for five test cases. Two selected test cases are illustrated in the first column of
Table 2. The parameter values that used in CFO are: Probs number = 180, Time steps = 500.
And its result for two test cases illustrated in the second column of Table 2. The parameter values
are defined to use the same evaluation number with both algorithms (PSO and CFO) as PSO
algorithm always needs small number of particles to function well while CFO always needs large
number of particles. As a conclusion from this experiment it was found that CFO gives better
results than PSO in adaptive beam-forming problem.

5. CONCLUSION

In this paper, a parallel version of CFO is proposed, implemented using (CUDA), and applied on
a (GPU). Extensive experimentations showed that the parallel version of the CFO outperforms
the sequential one, thus a real time adaptive beam-forming algorithm procedure can be used for
time-critical applications.

Furthermore, a comparative study showed that; in the sequential mode, CFO algorithm produces
more accurate results than the PSO algorithm. However, the PSO algorithm takes less time than
CFO algorithm when applied to the problem of adaptive beam-forming in both the sequential and
parallel mode. On the other hand; in the parallel mode, the PSO produces more accurate results
than the CFO algorithm as illustrated in Parallel CFO section the problems faced in parallel CFO
results.
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Abstract— This paper proposes a novel low-profile (single-layer) CSRR-loaded microstrip
patch antenna placed on a partially defected ground structure (PDGS). The proposed compact
dual-band antenna simultaneously satisfies WLAN (Wireless Local Area Network) and WiMAX
(Worldwide Interoperability for Microwave Access) application requirements, providing a signif-
icantly wide impedance bandwidth (S11 < −10 dB) in the WLAN and upper WiMAX frequency
regions. The gain and efficiency of the antenna are also very satisfactory in the two frequency
bands of operation.

1. INTRODUCTION

Design of compact multi-band antennas for state-of-art wireless communication systems like portable
Wi-Fi enabled laptops and smart-phones is one of the challenging problems for microwave engi-
neers. Microstrip patch antennas are attractive candidates for this purpose due to their low-profile
and compatibility with planar monolithic microwave integrated circuit (MMIC) components, but
they suffer from disadvantages like narrow bandwidth, poor scan performance etc. [1]. To provide
desired multi-band performance and specified radiation characteristics, various printed antenna
topologies have been proposed by researchers [2–4]. Since the practical realization of artificially
engineered metamaterials in the beginning of 21st century [5], researchers have focused on using
metamaterial paradigm in performance-enhancement as well as miniaturization of antennas. Use of
meta-resonators (like normal and complementary split ring resonators, SRR and CSRR) as well as
meta-surfaces like AMC (Artifical Magnetic Surfaces), EBG (Electromagnetic Band-gap) structures
have recently caught the attention of metamaterial-inspired antenna designers [6–8].

In this paper, a conventional patch antenna operating at WLAN frequency band (5.15–5.85GHz)
is loaded with two CSRRs of suitable dimensions, which enables the excitation of lower order
resonating modes supported by the patch lying in the middle WiMAX band (3.2–3.8GHz). Also the
ground-plane beneath the radiating patch is partially defected to enhance the antenna-bandwidth in
the WLAN and upper WiMAX frequency range. The design methodology of the proposed antenna
along with description of its radiation performance are provided in the following sections. Finite
Element Method (FEM) based electromagnetic solver HFSS is used for the analysis of the antenna
and optimization of its geometrical parameters.

Figure 1: Schematic diagram of coax-fed CSRR-loaded microstrip patch antenna placed over PDGS: Lp =
19.2mm and Wp = 12.4mm.
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Figure 2: Design parameters of the crossed-slots for partially defected ground structure and the CSRR:
S1 = 0.7mm, S2 = 0.8mm, W1 = 6.5mm, W1 = 4.5mm, C = 0.45mm, D = 0.5mm and G = 0.5mm.
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Figure 3: Return loss versus frequency curve of the proposed antenna.

2. DESIGN OF THE PROPOSED ANTENNA

One coax-fed microstrip patch antenna operating at its fundamental mode (resonance frequency of
5.24GHz) is chosen as the reference design. The reference rectangular patch antenna has dimensions
19.2mm × 12.4 mm as shown in Figure 1. FR4-epoxy substrate (εr = 4.4, tan δ = 0.02) having
thickness 1.6mm is used for the design. In the proposed antenna, two CSRRs are etched near
the non-radiating edge of the patch which is over the normal ground-pane. Furthermore, crossed-
stripline gaps are also etched on one side of the ground-plane creating a partially defected ground
structure (PDGS). The final dimensions of the CSRR and the crossed-strip slots are given in
Figure 2. The proposed antenna (Figure 1) is of the same physical size (35mm × 35mm) as
compared to the reference antenna.

3. RESULTS AND DISCUSSION

The proposed antenna along with the reference conventional patch antenna are simulated in HFSS.
The return loss versus frequency curves for both the antennas are shown in Figure 3. It is observed
that the CSRRs etched on the patch generates resonances at the 3.33–3.77GHz band which encom-
passes the middle WiMAX frequencies 3.2–3.8GHz. The simulated return loss is minimum at the
resonant frequency 3.72GHz (|S11| = −29.63 dB) for this band. Moreover due to the partially de-
fected ground structure, the proposed antenna achieves wide impedance bandwidth (4.81–5.90GHz)
around resonant frequency of 5.29GHz (S11 = −45.75 dB) which covers the entire WLAN band
(5.15–5.85 GHz) as well as the upper WiMAX band (5.2–5.8GHz).

The radiation characteristics of the antenna are also studied using HFSS. The simulated peak-
gains of the antenna at these two frequencies are 1.24 dBi and 4.43 dBi respectively. Figure 4
shows the variation of peak-gain with respect to frequency for the proposed dual-band antenna.
It is observed that in band-1 the average peak gain (1.8 dBi) is slightly less compared to that in
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band-2 (3.75 dBi). Figures 5–7 illustrate the normalized two-dimensional radiation patterns of the
proposed antenna along the three principal planes (xy-plane, yz-plane and xz-plane) at frequencies
3.72GHz and 5.29GHz respectively. The three-dimensional patterns of the realized far-field gain
of the antenna at the two said frequencies are also provided in Figures 8(a) and 8(b).

Figure 4: Simulated peak-gain versus frequency curve of the proposed antenna.

(a) (b)

Figure 5: Normalized 2D radiation pattern of the proposed antenna along xy-plane at: (a) 3.72GHz and
(b) 5.29GHz.

(a) (b)

Figure 6: Normalized 2D radiation pattern of the proposed antenna along yz-plane at: (a) 3.72GHz and
(b) 5.29GHz.
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(a) (b)

Figure 7: Normalized 2D radiation pattern of the proposed antenna along xz-plane at: (a) 3.72GHz and
(b) 5.29GHz.

(a) (b)

Figure 8: Simulated 3D radiation pattern of the proposed antenna at (a) 3.72GHz and (b) 5.29GHz.

4. CONCLUSION

A compact dual-band microstrip patch antenna employing meta-resonators (CSRRs) and partially
defected ground structure is proposed. The dual-band characteristics of the antenna is achieved
due to the CSRRs, whereas the partially defected ground structure enhances the bandwidth in the
WLAN and upper WiMAX band. The return loss characteristics and radiation performance of
the antenna are examined by HFSS simulations. The proposed antenna can be used in wireless
communication systems where embedded antennas covering both WLAN and WiMAX bands are
required.
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Mutual Coupling Effects on the Linear Microstrip Array
Self-impedance

Cheng-Nan Hu, Kai-Hong Jheng, and Esther Lee
Oriental Institute of Technology, Taiwan, R.O.C.

Abstract— It has been shown that the MIMO performance is strongly affected by the effects
of mutual coupling between antenna elements. This study numerically and experimentally in-
vestigates the mutual coupling effects on the self-impedance of a five-element microstrip antenna
array. Experimental validation shows the effectiveness of the numerical method using GEMS EM
Simulator for the further analysis on the communication system performance.

1. INTRODUCTION

The multi-input multi-output (MIMO) system, employing multi-antenna signal processing at both
ends of a wireless link, has shown promising performance in delivering high spectral efficiency with
reasonable constellation. IEEE 802.16-2010 and 801.11n\WiMAX\LTE (Long Term Evolution)
currently at least support several multiple antenna options including Space-Time Codes (STC),
MIMO antenna systems, and Adaptive Antenna Systems (AAS) [1–4]. However, the performance
of a MIMO antenna has been shown strongly affected by the electromagnetic characteristics of the
antenna array. An important electromagnetic characteristic of an antenna is the mutual coupling
between its elements. In most of previous MIMO antenna performance analyses, mutual coupling
between the antenna elements was ignored by assuming the antenna elements to be isolated from
each other. In practical elements of an antenna array have mutual coupling, which in turn affect the
gain, VSWR, and beamwidth, etc., of the array. Mutual coupling becomes particularly significant
as the inter-element spacing is decrease. This is especially true for the terminal applications. This
paper presents the study of mutual coupling effects on a five-element microstrip closely coupled
linear array. Experimental study validates the effectiveness of the numerical analysis for further
studying the mutual coupling effects on communication system performance.

2. THEORY

Figure 1 shows the basic diagram of an adaptive array in which the signals received by each antenna
element is multiplied by the complex weight, and then these signals are summed to come out the
array output S(t). The output SINR of an adaptive array is the most commonly accepted measure
of its steady state performance. With a selected algorithm, the weights are automatically adjusted
to optimize the output SINR in accordance. However, the performance of SINR in adaptive array
is strongly affected by the mutual coupling between antenna’s inter-elements provided that the
antennas are placed closely. To tackle the mutual coupling problem, there have been many methods
suggested [5–8] employing rigorous full-wave analysis methods. By taking into account of mutual
coupling, an N +1 terminal linear, bilateral network responding to an outside source (Fig. 2) can be
used to represent an N -element array derived by an open circuit voltage Vg and internal impedance

X2,k

XM-1,k

X1,k(θ0 ,φ0 )

(θ
j
,φ

j
)

Figure 1: Antenna architecture of an Adaptive Antenna System
(AAS) using digital beam-forming.
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Figure 2: Antenna array as a N +1
terminal network.
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Zg. Using the standard notation, one can write the Kirchoff relation for the N +1 terminal network
as

v1 = i1Z11 + . . . + ijZ1j + . . . + iNZ1N + iSZ1S

vj = i1Zj1 + . . . + ijZjj + . . . + iNZjN + iSZjS

vN = i1ZN1 + . . . + ijZNj + . . . + iNZNN + iSZNS

(1)

where Zij represents the mutual impedance between the ports (array elements) i and j. Further,
making use of the relationship between terminal current and load impedance (ZL) and assuming
v0j = ZjSiS , one gets
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Or, in matrix notation, ¯̄Z0V̄ = V̄0, where ¯̄Z0 is the normalized impedance matrix and V , represents
the open circuit voltages at the antenna terminals. Since ¯̄Z0 is not singular, one can find the
element output voltages from the open circuit voltages. The element output voltages will be given

V̄ = ¯̄Z−1
0 · V̄0 (3)

It should be noted that the matrix ¯̄Z0 is a normalized impedance matrix, normalized to the load
impedance. It acts like a transformation matrix, transforming the open circuit element voltages to
the terminal voltages. What is normally assumed in analyzing adaptive antenna systems is that
the element spacing is large enough so that the mutual coupling between the elements is small
and consequently the matrix Zo becomes diagonal. If one further assumes that the self-impedances
(Zii, i = 1, 2; . . . , N) are equal, the input signal vector will be just the open circuit voltage vector
multiplied by a trivial scaling factor involving the self and load impedance terms. Thus the array
performance will be the same as calculated using the open circuit voltages as the input signals to
an adaptive processor.

However, in practical cases, the self-impedance is strongly affected by mutual coupling. In this
study, the rigorous full-wave finite-element method using GEMS EM simulator is applied to analyze
the effect of mutual coupling on self-impedance of the closely coupled microstrip linear array and
then an experimental study is done for validation as introduced in following section.

3. RESULTS

To validate the effectiveness of using numerical method for further analysis of mutual coupling
effects on communication system performance, a linear coupled microstrip antenna array is analyzed
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Figure 3: The comparison of the simulated and measured return loss of a single microstrip antenna.
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Figure 4: The comparison of the simulated and mea-
sured return loss of a 5-element tightly coupled mi-
crostrip excited at center element and opened at
the rest of antennas. The inset of the figure is the
photography of the experimental antenna array with
spacing of 1 mm.
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Figure 5: The simulated results of self-input
impedance (Zii ; i = 1, 2, 3), showing not identical
but significant deviating from that of a single mi-
crostrip antenna.

and built on a FR4 substrate with thickness of 1.6mm for study. Fig. 3 shows the comparison of the
measured and simulated return loss (dashed-line with diamond symbols and solid-line) of a single
microstrip antenna, showing the measured resonant frequency about 0.1 GHz resonant frequency
shift from the simulated results. This slightly deviation can be attributed by the 0.4mm shrink
error in both width and length dimensions of the manufactured antenna by carefully measuring
the prototype antenna. When calibrating the shrink error in both dimensions out, the simulated
results (dashed-line with circles in Fig. 3) are found well agreement with the measured results. The
Z-matrix definition is based on all ports opened except for the active-element except for the active
element. For example, an experimental five-element array is excited at center-element (element 3
as indicated at inset of Fig. 4), the other ports shall be opened. In practical, the open-circuit is
very difficult to be obtained experimentally. In this study, an open-ended capacitance of 0.01 pf,
extracted from the EM simulation date, is used to compensate the fringe field effect at the end
of the microstrip. Fig. 4 plots the comparison of the measured and simulated results, showing
acceptable agreement. Then, the variation of the self-input impedance corresponding to each of
individual active element (element 1, 2, 3) is numerically analyzed to compare with that of a single
microstrip antenna (Fig. 5). As indicated in Fig. 5, the self-input impedance of each of active
elements (Zii; i = 1, 2, 3) is not identical but deviation from that of the single microstrip antenna,
illustrating that the mutual coupling effects on communication performance of MIMO system shall
be considered on the self-calibration algorithm.

4. CONCLUSIONS

A five-element tightly coupled linear microstrip array is analyzed, built, and measured to investigate
the mutual coupling effects on the self-input impedance. Well agreement in the comparison between
measured and simulated results validates the effectiveness of the numerical approach for the further
analysis of the mutual coupling effects on the communication system performance using MIMO
technology.
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A Compact UHF Antenna for Handheld RFID Reader
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Abstract— This work presents a compact antenna for a handheld ultra-high-frequency (UHF)
radio frequency identification (RFID) reader. This antenna operates at 925 MHz with bandwidth
of the return-loss smaller than 10 dB from 917 MHz to 934 MHz. The peak gain is around 3.5 dBi.
The antenna is composed of an aluminum stand with 60 mm× 20 mm× 17.5mm and a radiation
metal with 14.5mm × 56mm. The effect of the shell of the RFID reader and the human hand
are also studied. The shell of the RFID reader is considered as a plastic. Finally, the antenna is
fabricated and verified.

1. INTRODUCTION

RFID technology has been growing enormously and RFID systems have been widely used in a vari-
ety of areas such as supply chain management (SCM), inventory control, and security management
UHF RFID system has been employed widespread for these applications because of long range,
and high data rate [1, 2]. While the antenna for fixed RFID reader can be relatively large [3],
the antenna for handheld readers should be compact and ergonomically appealing. Because the
antenna was assembled on a handheld device, the device shell and the human hand effect should
be considered. This work proposes an antenna and discusses the effect of the device shell and the
human hand.

2. ANTENNA GEOMETRY AND DESIGN CONCEPT

The requirements of the handheld reader antenna must be linearly polarized and compacted and
work in UHF RFID band. Fig. 1 shows the configuration and photo of the proposed antenna.
This antenna adopts the patch inverted F antenna (PIFA) structure. This antenna consists of
an aluminum base (gray part) with dimensions are L = 60 mm, W = 20mm, and h = 17.5mm
and a radiation mental (yellow part). The parameters of the radiation mental are L1 = 56mm,
W2 = 14.5mm, L3 = 6 mm and a strip mental with 1.5 mm wide fed from aluminum base to
the radiation mental. To enhance the band width, a matching mental, whose dimension were
L2 = 12 mm, h2 = 3mm and h1 = 7 mm, was added between fed-strip-line and radiation mental.
The ground of PIFA was folded to reduce size.

3. RESULTS AND DISCUSSIONS

Figure 2 shows the comparison of the S11 as a function of frequency with/without matching-mental.
The red line is for antenna without matching-mental and the antenna’s bandwidth is about 15 MHz
(914MHz–929 MHz). After adding the matching-mental, the antenna’s bandwidth is about 17 MHz
(918MHz–935 MHz). Figure 3 shows S11 for various h1. Figure 4 to Figure 5 show the measured S11

(a) (b)

Figure 1: (a) Configuration of the antenna. (b) Photo of the antenna.
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Figure 2: Simulated S11 for with/without matching-
mental.

Figure 3: Simulated S11 for various h1.
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Figure 4: Measured S11.

(a) (b)

Figure 5: Radiation paterns. (a) y-z plane. (b) x-y plane. Figure 6: The configuration of
the antenna with a shell and a
human hand.

and radiation patterns at 925 MHz respectively. The peak gain is 3.5 dBi and radiation efficiency
is 75.1%.

This antenna is for handheld RFID device the shell of the device and a human hand will influence
the antenna performance. Figure 6 shows the configuration of the antenna with the shell of the
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Figure 7: Simulated S11. Figure 8: Simulated S11 for various d.

RFID reader and the human hand. The dimension of the shell is 60× 20× 200 mm3. The material
is considered as a plastic (εr = 3.7). The permittivity and conductivity of the human hand are 41.5
and 0.98 at 900MHz, respectively. The S11 is shown in Fig. 7. The red line is for antenna only;
the green line is for the antenna with a shell and the blue line is for antenna with a shell and a
human hand. As we can see, the bandwidth becomes broader and still covers concerned band. The
distance (d) effect from the antenna to the hand is also discussed and the S11 results are shown
in Fig. 8. When the d is bigger than 10 mm, the S11 still works near at 925 GHz. The impedance
matching becomes a little poor but it still is acceptable. However, when the d is 10mm, the S11

becomes worse. Fortunately, we won’t hold the device so closely.

4. CONCLUSIONS

This work presents a PIFA based antenna for a handheld RFID reader. The size of the antenna
is 60 mm (0.18λ0) × 20mm (0.06λ0) × 17.5mm (0.05λ0). The impedance matching mechanism is
discussed. The effects of the shell of the RFID reader and the human hand are also discussed.
This antenna operates at 925 MHz and its bandwidth is from 914MHz to 929MHz (17 MHz). The
measured peak gain is 3.5 dBi and the efficiency is about 75.1%.
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Dual-band Slot Antenna Using CPW Feed Line and Metasurface

Hailiang Zhu, S. W. Cheung, and T. I. Yuk
Department of Electrical and Electronic Engineering
The University of Hong Kong, Hong Kong, China

Abstract— A dual-band antenna designed by combining a coplanar-waveguide-fed (CPW) slot
antenna with a metasurface is presented in this paper. The CPW-fed antenna printed on one
side the substrate is used as the source antenna. The metasurface consisting of 16 unit cells
in a 4 × 4 arrangement is printed on the other side of the substrate. Two operating bands at
around 3.4 GHz and 5 GHz are generated, with the radiation patterns pointing at mainly opposite
directions.

1. INTRODUCTION

Slot antenna with coplanar-waveguide (CPW) fed is increasingly popular because of the simple
structure [1–3]. Moreover, more than one slot of different sizes can be easily integrated with the
CPW feed line at the same time, so it is widely used for design of multi-band antennas. However,
the disadvantages of such antennas are also obvious, one of which is bi-/multi-directional radiation
pattern, this could be a problem especially when only one direction is desired. In addition, multi-
directional radiation also leads to relatively low gain because of power decentralization.

Metasurface, a two-dimensional equivalent of metamaterial, has been attracting attention for
researchers in recent years [4, 5]. Due to its planar structure, metasurface can be easily combined
with planar antenna to achieve performance enhancement in terms of bandwidth, gain and radia-
tion pattern. In such application, the original planar antenna is called the source antenna. When
the source antenna is combined together with a metasurface, it is called a metasurfaced antenna [4].
Among the reported metasurfaced antennas studied [3–7], the metasurfaces and source antennas
were fabricated on different dielectric substrates and placed at a certain distance away from each
other. Although the distance between source antenna and metasurface was very close, the thickness
of metasurfaced antenna has been increased considerably compared to source antenna. In addition,
the complexity of antenna was also increased due to assembly problem. However, this will be dif-
ferent if a CPW feed line is used, if we place the metasurface on the other side, the metasurface and
source antenna will be combined perfectly as one single antenna, the thickness of the metasurfaced
antenna does not even change at all compared to that of the source antenna.

Previous studies have shown that adding a metasurface to source antenna will produce two main
results: 1) creating new resonant frequency bands and 2) changing the radiation patterns [4, 6].
The former result can be used to design antennas with dual-/multi-bands, while the latter result
can be used to manipulate the radiation patterns. If we can achieve these two results together, we
can have new frequency bands with different radiation patterns.

In this paper, a metasurface consists of a simple CPW-fed slot antenna and a metasurface is
proposed to generate two frequency bands. The CPW-fed slot antenna is printed on one side of
the substrate, while the metasurface is printed on the other side. This arrangement is different
from others where different substrates are used for the antenna and metasurface. Computer simu-
lation shows that our proposed design can generate two operating frequency bands. Moreover, the
radiation patterns in these frequency bands are at opposite directions. However, it is yet to find
applications for the proosed design.

2. ANTENNA DESIGN

The configuration of the proposed dual-band metasurface antenna is shown in Fig. 1, which was
designed using planar technology. The source antenna was a CPW-fed antenna consisting of two
identical slots etched on one side of the substrate as shown in Fig. 1(a). The two slots were
mirror images of each other along the CPW-fed line which was at the center line of substrate. The
metasurface consisting of 16 unit cells in a 4× 4 arrangement was printed on the other side of the
substrate as shown in Fig. 1(b). Each unit cell had a square loop implemented using microstrip
lines as shown in Fig. 1(c). The metasurfaced antenna was designed on Rogers RO4350B substrate,
having the thickness of t = 1.524 mm and area of T × T = 60× 60mm2, with a dielectric constant
of εr = 3.48 and a lost tangent of δ = 0.0031. The performance of the metasurface antenna was
optimized using computer simulation with the optimized dimensions listed in Table 1.



834 PIERS Proceedings, Taipei, March 25–28, 2013

(a) (b) (c)

Figure 1: (a) Top view and (b) bottom view of metasurface an-
tenna, (c) unit-cell of metasurface.

Figure 2: Return loss of metasurfaced
antenna.

(a) (b)

Figure 3: Radiation pattern of metasurface at (a) 3.4GHz and (b) 5 GHz.

Table 1: Dimensions of dual-band antenna (Unit: mm).

L W W f W g Lf T P a w t

48.4 3.5 3.6 0.2 31.75 60 14 12.6 0.8 1.524

Figure 4: Realized gain of metasurface antenna at +ve and −ve z-directions

3. SIMULATION AND MEASUREMENT RESULTS

The simulated return loss (RL), realized gain and radiation patterns have been studied using
computer simulation. The simulated RL in Fig. 2 indicates that the antenna has the two frequency
bands, with a lower band (RL < −10 dB) from 3.2–3.5GHz and higher band from 4.9–5.1 GHz.

The radiation patterns at 3.4 and 5GHz are shown in Figs. 3(a) and (b), respectively. It can be
seen clearly that, at 3.4 GHz, the radiation pattern was bidirectional with the main lobe pointing
at the −ve z-direction as shown in Fig. 4(a). While at 5 GHz, the radiation pattern was also
bidirectional but with the main lobe pointing at the +z direction as shown in Fig. 3(b).

Since the main lobe of the radiation pattern at the two operating bands were at the +z or
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−z direction, the realized gain of the antenna at the two directions were studied using computer
simulation with results shown in Fig. 4. It can be seen that these two curve lines have their own
raised part. For the radiation at the −z-direction, the realized gain was above 5 dB from 3.16
to 3.66GHz with a maximum value of 7.23 dB at 3.45 GHz. For the higher frequency band, the
realized gain was above 5 dB from 4.9 to 5.4 GHz with a maximum value of 6.8 dB at 5.05 GHz.

4. CONCLUSIONS

A dual-band CPW-fed slot antenna using metasurface has been presented in this paper. Two
operating frequency bands, located around frequencies of 3.4 GHz and 5 GHz, are created by adding
a metasurface onto the plane. The main radiation directions in the two operating bands are opposite
to each other.
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Loaded Circular Patch Rectangular Slit Ultra-wideband (UWB)
Microstrip Antenna
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University of Electronic Science and Technology of China, China

Abstract— This paper brings forward a small printed rectangular slit ultra-wideband mi-
crostrip antenna loaded with a plane of circular patch. Different from the common circular slit
microstrip antennae, the circular patch is loaded in the middle of the rectangular slit in order
to obtain ultra-wideband characteristics and maintain small physical size at the same time. Ex-
perimental results show that the impedance of the antenna bandwidth is 2.7 GHz ∼ 6.2GHz,
the width of the lobe level of ±30 degrees, and the pitch beamwidth is ±20 degrees. And the
physical size of the antenna is only 75 mm (length) × 70mm (width) × 7mm (thickness), which
is suitable for ultra-wideband wireless communication system.

1. INTRODUCTION

Microstrip antenna, owing to its small size, light weight, low profile, easy carrier conformal and low
cost, is widely used in measurement and communication fields. However, there is obvious disad-
vantage in microstrip antenna: the band is narrow and the bandwidth of the common microstrip
antenna is only about 5%. In order to meet the demands of modern communications, people
have developed a variety of techniques to overcome this drawback. The commonly-used techniques
include using a thick dielectric substrate, the multilayer structure, the L-shaped feed electrical
multi-resonance structure of the patch on slotted circuit, using broadband impedance matching of
the feed circuit.

This paper introduces a small loaded circular patch of flat-printed rectangular gap ultra-wideband
microstrip antenna. The impedance bandwidth of the antenna is from 2.7GHz to 6.2 GHz (VSWR
< 2), the gain of the antenna is greater than 6 dB over the whole bandwidth, and the antenna is also
resistant to high temperature. The horizontal beamwidth is ±30 degrees, and the pitch beamwidth
is ±20 degrees. Because the antenna can well combine the characteristics of large bandwidth and
small size and it is a planar structure, it can be easily integrated. Moreover, its small size makes it
easier to form the ultra-wideband antenna array. Therefore, it has a wide application prospect.

The conventional wide slit microstrip antenna engraves the rectangular grooves in the ground
plate, and is directly motivated by a short or open circuit of the microstrip line of the groove below.
This kind of antenna has a relatively narrow frequency band. Although the bandwidth of the narrow
rectangular groove in literature [1] has been broadened to the level of 20%, further increase of the
width of the groove will correspondingly lead to the increase of the radiation resistance, which will
bring about the mismatch between the radiating slots and feeder wires and the reduction of the
impedance bandwidth. This article intends to propose a way to increase the length and width of
the rectangular in order to broaden the operating frequency band by changing the shape of the
radiating patch on the basis of the conventional microstrip antenna.

2. THE STRUCTURE AND PROPERTIES OF THE ANTENNA

The geometrical configuration of the proposed antenna is shown in Figure 1. This antenna is
fabricated on one side of the RogersRT/duroid6002 (tm) substrate with a thickness T of 0.7 mm,
relative dielectric constant of 2.94, and loss tangent of 0.0012. The high-frequency electromagnetic
simulation software HFSS is used to simulate and optimize the antenna. The reason for selecting this
substrate material is that it is light in weight, and resistant to high temperature. The rectangular
slots are grooved on the grounding plate in symmetry with the round patch placed on the other
side of the dielectric slab. The distance between the edge of feeding round patch and the slot of
rectangular waveguide is h and it is 0.65 mm. The annular slot is etched on a square chassis with
size 75× 70mm2 and it has an inner radius Rp = 0.75mm. The antenna is fed with one microstrip
line printed on the bottom side of the substrate and disposed as shown in Figure 1. The microstrip
line is terminated with one patch to match the antenna with the characteristic impedance of the
microstrip line, and this can lead to a broadband impedance bandwidth. The impedance of the
feeder is 50 Ohms. The size of rectangular slit is 54×53mm2 and the dimensions of this microstrip
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(a) (b)

Figure 1: Structure of the antenna.

Figure 2: The antenna’s reflection coefficient.

line is Wf = 1.8mm. It can be drawn that the structure of the antenna is easy to be integrated
with other microwave circuits.

Figure 1(b) shows a wide-slot antenna with a rectangular ground plate slit. When the aspect
ratio of the rectangular wide slit is adjusted to a certain value, a certain impedance bandwidth and
center frequency will correspondingly appear. If the aspect ratio is adjusted to the optimum value,
we can achieve a rectangular wide slit antenna with ultra-wideband performance.

Wide slit antennae have different gap shapes, such as rectangles, squares, and circles, and
different feeding patch shapes, such as T-shaped, cruciform, the tuning fork-shaped, etc.. The
antenna studied in this paper selected a circular feeding patch to excite rectangular wide slit
because the combination of the two can lead to a wide impedance bandwidth and good radiation
properties. Due to the presence of a wide slit in the wide slit antenna ground plate, there is a strong
electromagnetic coupling between the wide slit and the feed patch. Therefore, we can adjust the
impedance matching of the antenna by changing the shape of the wide slit and feed patch and the
edge spacing coupling between them. Thus, there are two factors in the design of this type of ultra
wideband antenna that can be taken into consideration. One is the shape of the slit, which can be
quite similar to that of the feeding patch. For example, if the feeding patch is rectangular, the shape
of the wide slit can be ectangular, square, stepped, etc.. If the feeding patch is circular, the wide slit
can be designed as a circular, semicircular, oval, etc.. The other is the distance between the feeding
patch edge and the edge of the wide slit which has a significant impact on the impedance matching
of the antenna. The impedance bandwidth can be increased by strengthening the coupling between
the feeding portion and the wide slit. When the coupling is increased to a certain value, the best
impedance matching bandwidth can be obtained. But if the coupling is increased over a certain
value, the impedance matching will deteriorate. This phenomenon indicates that excessive coupling
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match, just like insufficient coupling, is not conducive to improve the impedance bandwidth of the
wide slot antenna. Both of the two factors mentioned above expand the impedance bandwidth of
the wide slit by adjusting the electromagnetic coupling between the feeding patch and the wide slit
in the ground plate. Therefore, the expansion of the bandwidth of the wide slit antenna can meet
the Ultra-wideband system requirements if we can change the shapes of both the wide slit and the
feeding microstrip line and change the edge space between them. The reflection coefficient S11 of
the antenna designed in this paper is shown in Figure 2.

It can be seen from Figure 2 that the impedance bandwidth of the rectangular wide slit of
the circular microstrip feed is 79% (2.7 GHz–6.2 GHz). Literature [2] mentioned that two kinds of
antenna are adopted one is the semicircular wide-slit antenna of the rectangular microstrip feeding,
and the other is the triangular broadband antenna of the triangle microstrip feeding. Both of the
antennae have the properties of ultra wideband. But both of them are fabricated on a substrate
material FR4 and the wastage of FR4 is quite large, so the efficiency of the antenna is reduced.
Meanwhile, because both areas of the antennae are too large (110 mm × 110mm), this will limit
their integration into a portable communication device. Literature [3] mentioned a ladder-like
wide slit antenna of rectangular microstrip feed, a semicircular wide slit antenna of rectangular
microstrip feed and a semicircular wide slit antenna of circular microstrip feed. In spite of ultra-
wideband performance and good radiation performance, some spikes over −10 dB emerge at some
frequency point, and the gain is relatively low, between 2 dBi to 5 dBi over the range. At the high-
end of the impedance bandwidth, the radiation performance deteriorates and the cross-polarization
becomes more serious. Therefore, the gain correspondingly declines. Figure 3 and Figure 4 give
the radiation pattern and gain of the rectangular wide slit antenna of circular microstrip power
feeding respectively. Compared with the antennas given in literatures [2] and [3], the antenna
designed in this paper has narrower bandwidth, but it achieves a relatively high gain, 6 dB ∼ 10 dB
in 2.7GHz ∼ 6.2GHz.

As for the structure designed in literature [2] and [3], if we use HFSS for repeated simulation

(a) (b)

(c) (d)

Figure 3: Radiation pattern of the antenna at different frequencies.
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Figure 4: Antenna gain.

(a) (b)

(c) (d)

Figure 5: Radiation pattern and beamwidth of the antenna.

trials, we can find that the structure, on condition that it should be resistant to high temperature
and be of small size, cannot meet the requirement of horizontal ±30 degrees and pitching ±20
degrees. However the rectangular wide slot antenna of the circular microstrip feed can achieve this
goal, which is shown in Figure 5.

3. CONCLUSIONS

By the simulation of the performance of the rectangular wide slit antenna of circular microstrip
feeding and the comparisons, we can draw the conclusions that by changing the shape of the wide
slit and fed microstrip, making a reasonable combination, and adjusting between the distance of
feeding patch edge and the width of the gap, we can significantly increase the bandwidth of the
antenna. However from Figure 4 and Figure 5, it can be seen that the maximum gain point of the
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frequency point of such antenna is not in the central position and that there is a depression. The
reason for this phenomenon is that the ground plate is not infinitely large and that the electric
field distribution induced by the notch and the slit width are both uneven. But this does not affect
the performance of the antenna. The rectangular wide slot antenna of circular microstrip feeding
proposed in this paper has advantages such as simple structure, small material wastage, resistance
to high temperature and convenience for processing so that it has a stable gain and radiation
performance in the entire frequency band.
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Abstract— The ability of a modified bow-tie dipole antenna with band-notch slot, which has an
asymmetric-feed structure to operate at UHF-band (470–82MHz) and dual ISM-band (2.4GHz
and 5.8 GHz) is demonstrated. Experimental results indicate that the VSWR 2.5 : 1 bandwidths
achieved were 60.6%, 20.48% and 2% at 660 MHz, 2.45GHz and 5.5 GHz. The proposed modified
bow-tie dipole exhibits a nearly omni-directional radiation pattern with very easy to fabricate
structure, and so is suitable for various commercial wideband applications.

1. INTRODUCTION

The inter-working wireless technologies such as WLAN with DVB networks, provide the user with
a return link for interactive TV, and high bandwidth asymmetric downlink for data transfer to
terminals operating in the heterogeneous roaming environment. Therefore the antenna is required to
operate at broadband in DVB and WLAN (dual-ISM band) system [1]. Some of the desired features
for these antennas include broad bandwidth, simple impedance matching to the feed line and low
profile. The bow-tie dipole antenna has become the main candidate for the above application since
its bandwidth performances reasonably well compared to other alternatives [2]. But, the bow-tie
dipole antenna is difficult to satisfy the multi-band requirement for the respective communication
bands, and the terminal resistance is approximately 300Ω. Designing an integrated antenna for
wireless product with dual or multi-band operation is straightforward. For this purpose, in this
paper, we introduce a printed modified bow-tie dipole antenna with band-notch slot [3], which has an
asymmetric-feed structure to yield broad bandwidth, and the terminal resistance is approximately
50Ω. The arms of modified bow-tie dipole are shifted position to yield an asymmetrical structure [4].
The impedance matching of the modified bow-tie dipole structure is obtained by tuning the shifted
distance. The band notch of the dipole structure is obtained by inserting some slots on the dipole-
arms [5, 6]. Details of the design considerations of the proposed designs and the experimental results
of constructed prototype are presented and discussed.

2. ANTENNA STRUCTURE AND DESIGN

Figure 1 shows the proposed asymmetric modified bow-tie dipole antenna for DVB and WLAN
applications. The presented antenna structure is composed of a modified bow-tie dipole radiating
element section of length L, width W and flare angle θ, and the shifted distance D, which are
both printed on a 1.6mm-thick FR4 glass epoxy substrate (the relative permittivity is 4.3). The
fundamental resonant mode of modified bow-tie dipole is designed to occur at about 660 MHz (the

(a) (b)

Figure 1: (a) Geometry of the original antenna. (b) Geometry of the proposed antenna.
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Figure 2: Measured V.S.W.R versus frequency.

center frequency of the lower operating band: 470–862 MHz). The dipole length and width can
be determined from the half- and quarter-wave length of the resonant frequencies. For a 50Ω
feeding, the shifted distance D should be λ/20. Note that the flare angle of modified bow-tie
dipole is function of operating bandwidth. In general, the bandwidth of the lower operating band
increases with an increase in the flare angle. By determining appropriate dimensions (L, W , D,
θ) of the antenna structure, good impedance matching of the printed modified bow-tie dipole can
be obtained across an extended bandwidth. A feed-strip excites the modified bow-tie dipole arms
which were shifted distance D to be asymmetric structure as shown in Figure 1(a), which was
denoted as the original antenna. The shape of the original antenna was designed for wideband
operation. The band notch of the dipole structure is obtained by inserting some slots on the
dipole-arms. Note that, the sizes of the slots are not identical. The tuning of the notch band
was obtained by adjusting the size of slots on the dipole-arms to produce the required frequency
response characteristic. The impedance matching at UHF-band (470–862MHz) and dual ISM-band
(2.4GHz and 5.8 GHz) can be tuned by this structure, which was found to be effective in obtaining
a wider impedance bandwidth in the antenna’s operating band.

3. EXPERIMENTAL RESULTS

In the experiment, the feed point (through hole) of proposed antenna is connected to a 50 Ω RG-178
coaxial-cable (the length is 10 cm) with a SMA connector. By using the described design procedure,
the original antenna was constructed to operate the V.S.W.R ≤ 2.5 in the range of 0.45 GHz to
6GHz, as shown in the Figure 2. In the case with modified bow-tie dipole-arm’s size: length
L = 22.6 cm, width W = 13.6 cm and flare angle θ = 120, the shifted distance D = 2.1 cm. To
insert some slots on the dipole-arms the optimal length (s) and width (t) of the slots is 25mm
and 9mm, a multi-band antenna was constructed to operate in the range of UHF-band (470–
862MHz) and dual ISM-band WLAN system (2.4–2.4835 GHz and 5.15–5.825 GHz). It was found
that the V.S.W.R ≤ 2.5 bandwidths are 40 MHz (60.6%), 500 MHz (2.48%) and 1100 MHz (20%)
at 660 MHz, 2.45 GHz and 5.5 GHz, which meet the required bandwidths of the DVB and dual
ISM-band WLAN bands. Figure 2 also shows the V.S.W.R plot of the multiband antenna as a
result of this design.

Based on the experimental study by using simulation software package (Ansoft HFSS), the
effects of key parameters (e.g., slot sizes, slot numbers, etc.) are discussed and optimized. The
simulation results of inserting slots on the bow-tie dipole-arms are shown in Figure 3. In Figure 3,
there are four simulation results, the simulation frequencies are 0.66GHz, 2.45 GHz and 5.5 GHz.
The first simulation result is without inserting slots on the bow-tie dipole-arms, and the frequency
is 0.66GHz. To make comparison between these simulation results, the results show the variation
in current distribution around the slots. It is also clearly shown those slots will greatly impact the
surface current distribution on the bow-tie dipole-arms which affects the impedance characteristic
of antenna, to cause band notch response which is illustrated with Figure 2. Figure 4 presents
the measured radiation patterns for free space at 0.66GHz, 2.45 GHz and 5.5 GHz in the xy-
plane (H-plane) and xz-plane (E-plane), respectively. The maximum gains in the E-plane are
0.24 dBi, 1.12 dBi and 0.97 dBi at 0.66GHz, 2.45 GHz and 5.5 GHz. The maximum gains in the
H-plane are 0.1 dBi, 0.078 dBi and 0.24 dBi at 0.66 GHz, 2.45 GHz and 5.5 GHz. The operating
bandwidth of the proposed antenna with usable broadside radiation patterns is consistent with
the specification of DVB and WLAN system. Stable radiation patterns are observed. Acceptable
radiation characteristic for the practical applications is obtained for the proposed antenna. The
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Figure 3: Simulated current distribution versus frequency on the bow-tie dipole-arms.

 

Figure 4: Measured radiation patterns for the proposed antenna.

omni-directional feature of the proposed antenna can also be observed from the Horizontal-plane.
The effect of varying the inserting-slot dimensions on the antenna performance has been studied
and the results are described below.

The structure of the printed inserting-slot is a rectangle slot, as shown in Figure 1(b). The
design parameters and the corresponding characteristics of resonant frequency, input impedance,
slot numbers and bandwidth are a function of the geometrical parameters of the inserting-slot
structure. Experimental results were obtained for various inserting-slot sizes (there are three same
size slots on the bow-tie dipole-arms, respectively). An increase in the inserting-slot length (s)
leads to an increase impedance bandwidth and an increase resonant frequency in the UHF-band
and the dual ISM-band. Conversely, the effects of changing inserting-slot width (t) on the antenna
operation in the UHF-band and the dual ISM-band are very small.
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4. CONCLUSIONS

It has been demonstrated that a printed modified bow-tie dipole provides multi-band operation. By
correctly choosing the shifted distance and by modifying the width of the slots, three bandwidths
defined for a V.S.W.R lower than 2.5, respectively, 60.6%, 20.48% and 2% at 660 MHz, 2.45GHz
and 5.5 GHz, can be obtained. The contribution of this paper is to implement a simple and
easy fabrication antenna for practical DVB and WLAN application. Measurements show that
the structure indeed offers very impressive bandwidth characteristics. Although this antenna was
designed for DVB and dual ISM-band applications, this design concept can be extended to other
frequency bands of interest.
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Abstract— A four layer odd function symmetric dual-polarization coplanar waveguide (CPW)-
fed slot antenna for broadband communications is proposed in this literature. The proposed
antenna has a very simple antenna structure and wide impedance bandwidth (∼400% for |S11|
and |S22| VSWR 5 3) which can cover the 1.5∼6GHz frequency band for Global Positioning
System (GPS, 1575MHz) and dual ISM band (2.4 GHz and 5.8 GHz) applications. Good isolation
between the two input ports (|S21| 5 −15 dB) is also achieved at the operating band. The
radiation pattern and efficiency of the proposed antenna are also measured, and radiation pattern
data are compared with simulation results.

1. INTRODUCTION

With rapid progress in wireless communication systems, the demand to enhance the information
accessibility and wideband utility has become major importance in wireless technology. An efficient
way to increase the capability is the employment of polarization diversity, and thus the dual-
polarized antennas have gained more and more popularities. In [1], a tri-polarization antenna was
proposed, but isolation between some ports were not sufficient and were hence unacceptable in
high-performance applications. Several papers have been published [2, 3] to improve isolation in
similar antenna applications. However, the antennas of the bandwidth are still not wide enough
for modern wireless communication systems. To have wider bandwidth and simple planar antenna
configuration, bow-tie dipole and slot antennas are good candidates [4]. To meet the specification of
wide bandwidth, simplicity, and high isolation, a dual-polarization CPW-fed bow-tie slot antenna
is considered in this paper [5]. Summarize all of the above reference paper, we proposed a new
design for high gain and broadband directional antenna, which is brought by the embedded slot
with odd function symmetric pair of stubs and stacked of four layer including two antennas and two
reflectors, the horizontal and vertical polarization is scattered CPW-fed line on the top and bottom
antenna perpendicular. Details of the design considerations of the proposed antenna designs and
the experimental results of constructed prototypes are presented and discussed.

2. ANTENNA STRUCTURE AND DESIGN

Figure 1 shows the configuration of the proposed odd function symmetric slot antenna. The overall
dimensions of the antenna are 100×100mm2. The antenna is made of FR4 (εr = 4.4, tan δ = 0.02),

Y

Z 

X 

Figure 1: Geometry and dimension of the proposed antenna.
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Figure 2: Measured and simulated isolation against frequency.

Figure 3: Measured radiation patterns for the proposed antenna at 2.4 GHz in the E1-plane and E2-plane.

its thickness is 1.6 mm. The CPW-fed line is designed to be 50 Ω (S3 = 3mm), gap spacing
(S2 = 0.45mm) and taper to the CPW of signal strip length should be 0.25λ (W2 = 46 mm) that
parameter is determined by the required band of the lowest frequency. Antenna dimensions of slot
(L1 + R2 + W3 = 0.75λ) are determined by the lowest frequency of desired band. The proposed
high gain and broadband directional antenna, it stacked of four layer including two antennas and
two reflectors, and scattered CPW-fed on the top and bottom antenna perpendicular. Etched in
the top layer, the antenna serves as the vertical polarization radiation. The CPW is fed in port 1.
In the bottom layer, antenna rotates 90◦ to cover the horizontal polarization radiation. To ensure
isolation between two antennas distance, D1 (= 15mm) should be 0.08λ at the desired band of the
lowest frequency. Reflector stack up odd function between antennas distance, D2 (= 25 mm) and
D3 (= 15 mm) should be 0.16λ at the desired band of the lowest frequency.

3. EXPERIMENTAL RESULTS

To validate the design, the S-parameters of the proposed antenna has been fabricated and measured.
Figure 2 shows the VSWR and isolation of the two fed ports of the wideband antenna as a result
of this geometry. When feeding from ports 1 and 2, the radiation patterns of the propose antenna
are shown in Figure 3. From the radiation patterns, we can observe that the xz plane and yz plane
are almost corresponding to the maximum of each other at frequencies. According to the results,
it can be proved that the two odd function is symmetric slot antennas are placed 90 degrees of
difference can achieve good isolation and dual polarization.

4. CONCLUSIONS

A four layer odd function symmetric dual-polarization CPW-fed slot antenna for broadband com-
munications has been proposed and measured. The antenna structure is brought by the embedded
slot with odd function symmetric pair of stubs and stacked of four layer including two antennas
and two reflectors, and scattered CPW-fed on the top and bottom perpendicular It can be obtained
a much wider impedance bandwidth, dual-polarization and high isolation. The isolation between
two ports in the required band is lower than 15 dB. Although this antenna was designed for fre-
quency 1.5 GHz–6GHz applications, this design concept can be extended to other frequency bands
of interest.



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 847

ACKNOWLEDGMENT

This work was supported by National Science Council R.O.C., under contract 101-2221-E-228-004.

REFERENCES

1. Zhong, H., Z. Zhang, W. Chen, Z. Feng, and M. F. Iskander, “A tripolarization antenna fed by
proximity coupling and probe,” IEEE Antennas Wireless Propag. Lett., Vol. 8, 465–467, 2009.

2. Lee, C.-H., S.-Y. Chen, and P. Hsu, “Isosceles triangular slot antenna for broadband dual
polarization applications,” IEEE Trans. Antennas Propag., Vol. 57, No. 10, 3347–3351, 2009.

3. Li, Y., Z. Zhang, W. Chen, Z. Feng, and M. F. Iskander, “A dual-polarization slot antenna
using a compact CPW feeding structure,” IEEE Antennas Wireless Propag. Lett., Vol. 9,
191–194, 2010.

4. Huang, C. Y. and D. Y. Lin, “CPW-fed bow-tie slot antenna for ultrawideband communica-
tions,” Electron. Lett., Vol. 42, No. 19, 1073–1074, 2006.

5. Wu, C.-J., I.-F. Chen, and C.-M. Peng, “A dual polarization bow-tie slot antenna for broadband
communications,” PIERS Proceedings, 217–221, Marrakesh, Morocco, Mar. 20–23, 2011.



848 PIERS Proceedings, Taipei, March 25–28, 2013
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Abstract— In this paper, a printed wide-slot antenna with a Y-shaped microstrip-fed line for
multiband applications is proposed and studied. A simple Y-shaped microstrip line is used for
exciting the wide slot carved on the ground plane. With the use of equilateral triangle wide-slot
reversed along the equilateral triangle ground plane, multi-frequency is obtained. The simulated
results demonstrate that the resonant frequency of the proposed antenna is greatly affected by the
angle of the Y-Shaped microstrip line. The band is proved to be controllable. One-band, dual-
band and tri-band antenna could be obtained by adjusting the angle of the Y-shaped microstrip
line. In addition, the current distribution on the radiating patch for the proposed antenna,
which corresponds to the frequency band, is presented and discussed. Meanwhile, the radiation
patterns of the proposed antenna are simulated with E-plane and H-plane. It could be suitable
for multiband wireless applications.

1. INTRODUCTION

With the rapid development of wireless communication systems, printed slot antennas are widely
used in a variety of communication systems [1]. Meanwhile, there has been a growing research ac-
tivity on many microstrip-line-fed printed slot antennas, especially printed wide-slot antennas [2].
Therefore, a great interest in various microstrip-line-fed slot antennas can be seen in the litera-
ture [3–5].

As reported in the published works, various microstrip-line-fed wide-slot antennas are reported.
In [6, 7], the performance of bandwidth enhancement is achieved according to the microstrip-line-fed
wide-slot antenna. Meanwhile, the wide-slot antennas are used for realizing the patterns improve-
ments and ultra-wideband communications in the literature [8].

In this paper, we present a printed wide-slot antenna with a Y-shaped microstrip-fed line for
multiband applications. By adjusting the angle of the Y-shaped microstrip line, one-band, dual-
band and tri-band antenna could be obtained. According to the simulated results, the band is
proved to be controllable. Details of the proposed antenna are described and discussed.

2. ANTENNA STRUCTURE

The geometry of the proposed microstrip-line-fed wide-slot antenna is illustrated in Fig. 1. The
proposed antenna is designed on the FR4 dielectric substrate occupied the dimensions of 125 ×
108mm2 (L×W ) with the thickness of 1.6mm, relative permittivity 4.4 and dielectric loss tangent
of 0.02. The width of the feed line Wf is fixed at 3 mm, which corresponds the characteristic
impedance of 50 ohm. The detail dimensions of the antenna are listed in Table 1.

Figure 1: Geometry of the proposed antenna.
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As shown in Fig. 1, the proposed antenna consists of a Y-shaped microstrip-fed line used for
exciting the wide slot carved on the ground plane. In order to achieve the multi-band, the equilateral
triangle wide-slot reversed along the equilateral triangle ground plane is adopted. A Y-shaped
microstrip line is used for feeding the structure. With the change of the angle θ, different bands
could be obtained.

3. SIMULATION RESULTS

In this section, the simulation results are carried out to show the performance of the design. Ansoft
High Frequency Structure Simulator (HFSS) is employed to analyze the electrical properties and
radiation characteristics of the antenna.

Figure 2 shows the simulated return losses of the proposed antenna with different angles θ. It
could be observed that a single frequency is achieved while the angle θ of the Y-shaped microstrip
line is 120 degree. The resonant frequency with good matching impedance occurs at 7.96 GHz. The
−10 dB band ranges from 7.54 to 8.34 GHz. Meanwhile, dual-band is obtained while the angle θ is

Table 1: The parameters of the proposed antenna (Unit: mm).

Parameters L W h L1 L2 Wf

Value (mm) 125 108 1.6 60 30 3
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Figure 2: Simulated return losses of the proposed antenna with different angles θ.

(a) (b) (c)

(d) (e) (f)

Figure 3: Simulated surface current distributions on radiating patch for the proposed antenna at (a) 2.39 GHz
with θ = 60. (b) 4.16 GHz with θ = 60. (c) 7.75 GHz with θ = 60. (d) 2.47 GHz with θ = 90. (e) 7.74GHz
with θ = 90. (f) 7.96 GHz with θ = 120.
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Figure 4: The simulated normalized radiation patterns of the proposed antenna at different frequencies.
(a) E-plane. (b) H-plane.

90 degree. The frequency band appears at 2.47 GHz and 7.74 GHz. The −10 dB bands are located
at the ranges of 2.28–2.63 GHz and 6.19–8.07 GHz. Moreover, tri-band could be acquired while
the angle θ is set as 60 degree. The center operating frequencies, which are 2.39 GHz, 4.16 GHz
and 7.75GHz, are obtained. The −10 dB bands are located at the ranges of 2.21–2.54GHz, 3.82–
4.84GHz and 6.16–7.95GHz. It could be observed that the resonant frequency of the proposed
antenna is greatly affected by the angle of the Y-Shaped microstrip line. Thus, the band is proved
to be controllable. One-band, dual-band and tri-band antenna could be obtained by adjusting the
angle of the Y-shaped microstrip line.

The current distribution on the radiating patch for the proposed antenna, which corresponds to
the frequency band in Fig. 2, is presented in Fig. 3. It is clear that the current mainly concentrates
on the Y-shaped microstrip line and the edge of the equilateral triangle wide slot. Thus, we can
believe that the resonant frequency should be mostly influenced by the Y-shaped microstrip line.
It accords with the results that the resonant frequency of the proposed antenna is greatly affected
by the angle of the Y-Shaped microstrip line.

Figure 4 shows the radiation patterns on the E-plane and H-plane at the corresponding fre-
quency. However, the omni-directional pattern is not obvious. It is mainly because of the currents
focused on the two-arms of the Y-shaped microstrip line disturbing the omni-directional character-
istic.

4. CONCLUSIONS

A printed wide-slot antenna with a Y-shaped microstrip-fed line for multiband applications is
presented. The equilateral triangle wide-slot reversed along the equilateral triangle ground plane
is designed to produce the multiband. By adjusting the angle of the Y-shaped microstrip-fed line,
one-band, dual-band and tri-band antenna could be obtained. It could be suitable for multiband
wireless applications.
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Wide Band Frequency Control of Circularly Polarized Patch
Antenna with Movable Dielectric

K. Kitatani, M. Wada, and Y. Okamura
Graduate School of Engineering Science, Osaka University
1-3 Machikaneyama-cho, Toyonaka, Osaka 560-8531, Japan

Abstract— This paper presents a circularly polarized microstrip patch antenna for frequency
control. The wide band operating frequency of the circular polarization in the proposed antenna
can be controlled by using a movable dielectric. Frequency change can be achieved by changing
the effective dielectric constant by moving the dielectric plate in the air layer between the ground
and the patch. We have been able to achieve a frequency control of 67.7% of the bandwidth from
6.4GHz to 12.95 GHz, with an axial ratio of less than 3 dB.

1. INTRODUCTION

Recently, radio communication systems are being diversified, and their various usages require a
reconfigurable antenna operating at different frequencies. The patch antenna discussed in this
paper is one of the typical microstrip antennas. The frequency control of the patch antenna was
first achieved in 1982 using a semiconductor device [1]. In recent years, the frequency control of
the circularly polarized patch antenna has been achieved by using ferrite [2], semiconductor [3],
and mechatoronics technology [4]. Among these studies, [3] has achieved the frequency control of
13% of the bandwidth, using variable reactance elements. Antennas whose frequency control is
achieved using mechatoronics (e.g., a motor, a piezo-electric actuator, and MEMS (Micro-Electro-
Mechanical-System)) have also been developed [5]. The advantages of these antennas are the low
loss, low cost, and low power consumption; on the other hand, they show a response time slower
by several milliseconds when compared with antennas incorporated with semiconductor devices.
We have previously proposed a circularly polarized patch antenna using a partial dielectric filling
whose resonant frequency is controllable using mechatoronics technology [6]. We were able to obtain
10% of the control range of the operating frequency in the experiment and of up to 44% in the
calculation [7]. Our purpose has been to achieve a continuous change in the resonance frequency
of the patch antenna using mechatronics technology.

In this paper, we propose a circularly polarized patch antenna with movable dielectric, whose
resonant frequency is controllable over one octave, and describe in detail the operation of the
antenna.

2. STRUCTURE AND OPERATION OF THE PROPOSED ANTENNA

Figure 1 shows the structure of the proposed antenna. The antenna consists of a square patch, a
ground plane, and dielectric substances partially filling the air between the patch and the ground
plane. Two dielectric substances are partially inserted on both sides of the patch. Dielectric
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Figure 1: Structure of the proposed antenna.
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substance (1) is inserted asymmetrically on the patch edge while, the dielectric substance (2) is
inserted symmetrically. In the case of t < h, the dielectric substance inserted into the air layer
is mechanically movable. We refer to the amounts of dielectric substance (1) inserted into the
patch region on the x-axis as “a”, and on the y-axis as “b”. The insertion of dielectric substance
(2) is “c” on the x-axis. The dielectric plate is moved with a linear actuator, controlled with a
microcomputer. An SMA connector is placed on the input portion of the antenna. Here, wide
frequency operation is possible with high dielectric permittivity. The dielectric material is SV430
(Q > 4400, dielectric constant = 43 at 10 GHz; made by KYOCERA). The length of the square
patch side is L = 9 mm, and the ground side length is Lg = 200 mm; the space between the patch
and the ground is h = 0.6 mm, while the thickness of the filling dielectric substance is t = 0.58mm.
The conducting patch is a 0.2mm thick copper plate and the ground plane is made of aluminium
with a thickness of 5mm. A feed point marked as F is placed 2.3 mm from the center of the patch
in the x direction.

We calculated the parameters of the proposed antenna using the FDTD (Finite Difference Time
Domain) method. The patch and the ground were assumed to be complete conductors. A Gaussian
pulse was sent through the feeder. The total number of the time steps was 20000. Mur’s second-
order absorbing boundary was used as an absorbing boundary. A circularly polarized wave was
obtained when the amplitude of the orthogonalized fields is the same, and the phase difference is
90 degrees. Fig. 2, Fig. 3, and Fig. 4 show the antenna operation for the case when the dielectric
substance (1) is inserted into one side at the corner. The insertion lengths were a = 0 mm and
b = 7.6 mm. Marked as #1 and #2 in Fig. 1 are the current components. Fig. 2 shows the frequency
characteristics of amplitude. The induced electricity is higher in the case of the component of #1
mode than in the case of the component of #2 mode. Therefore, we can say that #1 operates with
a frequency that is lower than that of #2. The resonant frequency is 12.5GHz in the #1 mode
and 13.5 GHz in the #2 mode. The amplitude of #1 and #2 is the same at 13 GHz. Fig. 3 shows
the frequency characteristics of the phase difference. The phase difference was about 90 degrees
at a frequency of equal amplitude, and 90.93 degrees at 13 GHz. Fig. 4 illustrates the zx -plane
radiation pattern of the E-plane and the cross polarization components. The radiation pattern
shows a similar pattern to that of the half-wave length dipole antenna, but with an asymmetric
pattern. The smallest axial ratio was 0.69 dB for 13 GHz and the return loss was −11.84 dB. The
antenna gain was 8.05 dBi. Therefore, we can say that the dielectric substance (1) generates a
circularly polarized wave.

We changed the insertion lengths a and b to find out the frequency for the minimum axial ratio
when the dielectric substance (1) is inserted into one side. The operating frequency of the antenna
shifted to the low frequency side when the dielectric material was inserted [6]. This is because the
insertion of a dielectric substance makes the dielectric constant increase. When the insertion of the
dielectric substance is increased to a = 1 mm or more, the reflection of the antenna is increased. The
VSWR (voltage standing wave ratio) was larger than two. The dielectric substance (2) was inserted
on the edge of the patch near the feeding point. The impedance matching became possible because
the current distribution of the patch became symmetrical. The dielectric substance (2) performs
impedance matching [7]. Fig. 5 shows the relationship between the operating frequency and the
insertion length when changing the thickness and dielectric constant of the dielectric material.
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When the dielectric constant is high and the thickness of the dielectric substance is increased,
the operation frequency is wide. When the dielectric constant is 43 and the thickness is 0.58mm,
the operation frequency changes from 13 GHz to 5.76GHz. Fig. 6 shows the axial ratio of the
frequency characteristics. The axial ratios were 3 dB or less for an insertion length a of 0 mm to
3mm. Therefore, it is possible to control the frequency of the antenna over than an octave.

3. EXPERIMENT RESULT

We measured the radiation pattern of the fabricated antenna. Fig. 7 shows the spinning linear far-
field radiation pattern (zx -plane) of the proposed antenna at 12.95 GHz. The dielectric substance (1)
was inserted into one side at the corner; the insertion length was fixed to a = 0mm, b = 5.436mm.
The axial ratio of the broadside was good at 1.02 dB. The antenna gain at the broadside was 8.48 dBi
and the return loss was −14.4 dB. Next, we investigated the controllability of the frequency. The
values of a, b and c for the optimum operation of circular polarization were calculated by moving the
dielectric plate. Fig. 8 shows the insertion lengths of the dielectric plate for the circularly polarized
operation. In the case of a = 0.5mm or more, the both dielectric substances needed to be inserted
for impedance matching. Fig. 9 shows the relation between the axial ratio of the antenna measured
at the broadside and the insertion length a. The axial ratios were up to 3 dB for the insertion
length a of 0 mm to 4mm. The results indicated a tendency similar to that observed through
calculations. Fig. 10 shows the frequency response of the return loss when changing the optimum
insertion lengths. The white circles in this figure represent the operating frequencies where the axis
ratio becomes the smallest. The operating frequency of the antenna shifts to the low frequency side
by inserting the dielectric material. The continuous operating frequency changes to about 67.7%
of the octave from 6.4 GHz to 12.95GHz within a VSWR of 2 or less. Thus, bandwidth control
of a frequency operating as a circularly polarized patch antenna can be varied by changing the
position of the dielectric plate inserted in the air layer. Fig. 11 shows the relation between the
insertion length a and the operating frequency. When increasing the insertion length a from 0 mm
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to 4 mm, the operation frequency changed from 12.95GHz to 6.4 GHz while the VSWR was 2 or
less. Although the measurement results differed from the calculation, the tendency was similar.
Fig. 12 shows the frequency characteristics of the antenna gain, which changed from 8.48 dBi to
4.13 dBi.

4. CONCLUSIONS

In this paper, we proposed a circularly polarized wide frequency controllable patch antenna with
a movable dielectric plate. The range of frequency variation obtained was 67.7% of one octave or
more. This antenna can be used in applications requiring frequency diversity.
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Crosstalk Modeling and Analysis of Through-Silicon-Via Connection
in 3D Integration

Xiang He, Wensong Wang, and Qunsheng Cao
Nanjing University of Aeronautics and Astronautics, China

Abstract— For the wider bandwidth and the smaller form factor, high-speed I/O channel
design in three-dimensional integrated circuit (3D IC) becomes more important. Through-Silicon-
Via (TSV) is regarded as a critical component in 3D integration that extends Moore’s Law.
In TSV based 3D-IC systems, a significant design consideration is the coupling noise between
TSVs. This paper focuses on the TSV crosstalk analysis under high speed operations using a
3D electromagnetic field solver and a SPICE simulator. Effects of the TSV radius, insulator
thickness, and TSV pitch are investigated in details. In addition, the crosstalk performance
of different TSV bus configurations is also evaluated and compared, which is one important
consideration in high speed interconnection systems.

1. INTRODUCTION

As demands accelerate for increasing density, wider bandwidth, lower power, and increasing de-
mands for on-chip functionality, the conventional two-dimensional (2D) planar integrated circuit
(IC) scaling has already hit some limitations. Now, many IC design teams are looking up to the
emerging 3D ICs with through-silicon-vias (TSVs). A TSV which provides a vertical interconnec-
tion through silicon dies is fast becoming the key enabling technology for achieving 3D integrated
systems. With shortened interconnection length from TSV technology, it provides a great reduction
of parasitics, improved channel bandwidth, high device integration density, and the potential to
combine disparate heterogeneous technologies [1, 2].

With the increasing high integration density of interconnections in 3D ICs, large numbers of
TSVs need to be used in the silicon interposer package [3]. Due to fine pitch integration on
conductive silicon substrate for smaller form factor in 3D IC, electromagnetic interference that
can disturb neighbors becomes highly considerable [4]. Crosstalk in 3D ICs is becoming one of
the biggest reliability issues in 3D ICs [3]. In 2D ICs, two adjacent metal wires form a parallel
capacitor, and this capacitive coupling is the source of the crosstalk between the two wires. In 3D
ICs, however, two adjacent TSVs have a coupling network between them due to the conductance
of silicon substrate and thin silicon dioxide insulator which introduces a large capacitance. This
TSV-to-TSV coupling could be very problematic in 3D ICs if the TSV channels are not properly
designed.

In this paper, we focus on the analysis of crosstalk between TSV connections, which is critical for
signal integrity in analog, digital and mixed-signal applications. First, the impacts of TSV physical
dimensions on crosstalk between aggressor TSV and victim TSV are investigated. Furthermore,
crosstalk performance of different TSV bus configurations is also evaluated and compared. When
the signal is transmitted on the aggressor TSV, both the near end crosstalk (NEXT) and far end
crosstalk (FEXT) on the victim TSV can be obtained in both frequency domain and time domain
using 3D electromagnetic field solver, Ansoft’s HFSS and a transient simulator based on SPICE. By
comparing the transient coupled waveform, we can directly perceive the coupling effects between
TSVs.

2. 3D MODEL OF TSV CONNECTION

The via-first approach [5] is used in this TSV fabrication, in which TSVs are fabricated after front-
end- of-the-line (FEOL) processing and before back-end-of-the-line (BEOL) processing to enable
the interconnection between top trace of the bottom tier and bottom trace of the top tier as shown
in the cross section of Fig. 1.

The baseline TSV connection structure in Fig. 1 is used throughout this paper. Cylindrical Cu
TSVs (20µm in diameter and 100µm in height) are built in a 2-strata configuration. Thin SiO2

layers of 0.2µm serve as the isolation layers between the silicon substrate and TSV conductive
material. These TSVs penetrate through the 2µm interlayer dielectric (ILD), 96µm thinned silicon
substrate, and 2µm benzocyclobutene (BCB) bonding material from top to bottom. The minimum
pitch between TSVs is set to be twice the TSV diameter.
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Figure 1: Structure of TSV connection for crosstalk analysis (Configuration 1).
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Figure 2: Impacts of insulator thickness on crosstalk.

For the high speed and high performance analysis, 3D electromagnetic field solver (HFSS) is
employed. Then, the EM solution is analysed by a SPICE tool to obtain transient waveform of
crosstalk noise.

3. IMPACTS OF PHYSICAL DIMENSIONS ON CROSSTALK

This section discusses several factors affecting TSV crosstalk, which include TSV radius, insulator
thickness, distance between aggressor TSV and victim TSV, distance between signal (either ag-
gressor or victim) TSV and ground TSV. In transient analysis, a pulse of 1 V is injected into the
aggressor TSV, with its both ends terminated by 50 Ω to eliminate the reflection. The baseline rise
time is set to be 50 picoseconds. The crosstalk noise voltage is measured at the near and far end
of the victim TSV, whose two ends are 50Ω terminated.

3.1. Oxide Insulator Thickness Impact
The copper via, insulating layer and the silicon substrate make up a metal-insulator-silicon (MIS)
capacitance which can be analytically calculated by Eq. (1) below,

Cox =
2πεoxhTSV

ln [(d + 2tox) /d]
(1)

where εox , hTSV, d, and tox are the permittivity of the oxide insulator, TSV height and diameter,
respectively. Given TSV height and diameter, it is easy to find that thin insulator can introduce a
large capacitance which increases the capacitive coupling between aggressor TSV and victim TSV.

Keeping the baseline configurations, we vary the TSV oxide insulator thickness tox as 0.2, 1.0,
and 5.0µm. The impacts of the oxide insulator thickness on the near-end crosstalk and far-end
crosstalk between TSVs are studied, the transient simulation results are shown in Fig. 2. It is noted
that the noise voltage of both ends can be reduced by using a thicker sidewall liner.

3.2. TSV Radius Impact
TSV radius is an important parameter in this cylindrical via for the designer or manufacturer
when considering the TSVs’ density. The copper via, the insulating layer and the silicon substrate
make up a metal-insulator-silicon (MIS) capacitance. Given TSV height (hTSV) and insulating
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layer thickness (tox), the via sidewall area (2π× radius ×hTSV) increases as the radius increasing,
leading to an increasing mutual capacitance and couple noise. We vary the TSV radius as 2µm,
5µm, and 10µm. The crosstalk of TSV is summarized in Fig. 3, which indicated large radius lead
to bigger crosstalk.
3.3. TSV Pitch Impact
Until now, we have only discussed structures in which the distances between the TSVs are uniform.
In other words, the ground TSV is the same distance from the signal TSV as distance from the
victim TSV. Reducing the signal-ground distance (dsg) and increasing the signal-victim distance
(dsv) will both have the effect of reducing the mutual inductance as expressed by Eq. (2) and
Eq. (3) [6]. Additionally, although less obvious from Eq. (4), they will have the effect of lowering
the capacitance. As we know, low capacitive coupling and low inductive coupling lead to low
crosstalk.

LS = LV =
µ0

2π
ln

4d2
sg

d2
(2)

Lm =
µ0

π
ln

d2
sg

dsvd
(3)

Cm =
Lm

v2 (LSLV − L2
m)

(4)

where v is the velocity of light.
3.3.1. Signal-victim Distance
To more exactly evaluate the impact of dsv, we keep dsg equal to 40µm and vary dsv from 40, 60 to
80µm in HFSS and SPICE based tool. The TSV crosstalk performance results are summarized in
Fig. 4. As predicted, increasing the signal-victim distance will greatly decrease crosstalk coupling.
3.3.2. Signal-ground Distance Impact
Here, we keep dsv equal to 40µm and scan dsg from 40, 60 to 80µm. Since transient noise has
only a very little different, only frequency domain crosstalk shown here. As the frequency domain
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crosstalk curve shown in Fig. 5, although the effect is less than the effect caused by signal-victim
distance, the signal-ground distance of TSV still has a little effect on the crosstalk of the given TSV
connection model, suggesting that the signal return TSV should be placed as closely as possible to
the corresponding signal TSV.

4. TSV CROSSTALK WITH DIFFERENT CONFIGURATIONS

In high speed circuits and systems, a large number of closely spaced I/O TSVs exist with kinds of
mixture of signal and ground TSVs. We have begun with a configuration of two TSV pairs arranged
in a straight line with ground TSVs on the left and right side (Fig. 1), named configuration 1.
However, there are several other different TSV configurations as shown in Fig. 6.

As shown in Fig. 7, the electric field distribution of these four configurations almost have no
difference, which indicate that the mutual capacitances among the four configurations are almost
the same; while from the view of magnetic field distribution shown in Fig. 8, we can obviously
observe that the magnetic field coupled from aggressor TSV to victim TSV in configuration 1 is
the worst case, and configuration 3 is the best one, meanwhile configuration 4 and 5 can reduce
the coupling magnetic field but at the sacrifice of area efficiency. Since coupled magnetic field
distribution has a strong relationship with mutual inductance, we can easily conclude that it be the
small mutual inductance in configuration 3 that reduces the crosstalk from aggressor TSV to victim
TSV. To validate this conclusion, transient simulator based on SPICE is used to investigate the
crosstalk of these four configurations. As the crosstalk noise presented in Fig. 9, configuration 3 has
the lowest crosstalk voltage, which is 5 mV, reduced 75% from configuration 1. Thus, configuration
3 is more favoured in the design of TSV interconnection bus in 3D integration system.
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Figure 7: E-field distribution of the four different configurations.
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Figure 8: H-field distribution of the four different configurations.
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Figure 9: Crosstalk noise of the four different configurations.

5. CONCLUSIONS

This work investigated TSV crosstalk noise under high speed operations using a 3D electromagnetic
field solver and a SPICE simulator. Impacts of radius, oxide insulator thickness, and TSV pitch
are studied. To decrease the crosstalk, the large TSV diameter should be avoided if there are no
problem concerning with the cost and fabrication. Thickening the oxide insulator is favoured unless
they exceed the density requirement or fabrication craft in some specific circuit parts. Enlarging
the distance between aggressor and victim TSV and decreasing the distance between signal and
ground TSV can always reduce the crosstalk noise. In terms of TSV connection bus, appropriately
arranging ground between signals should always bear in mind. From these preliminary results,
crosstalk in a TSV interconnecting network could be improved, leading to enhanced performance
of 3D circuits and systems.
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Abstract— In this paper, a new approximation is presented for the nonlinear relationship
between the input-current and the output-current of an NMOSFET current-mirror. Using this
approximation closed-form expressions are obtained for the DC component of the output current
resulting from exciting the NMOSFET current-mirror by a DC biasing current plus a super-
imposed sinusoidal electromagnetic interference. Comparison between calculated and simulated
results is included.

1. INTRODUCTION

At present, there is a growing interest in designing current-mode circuits; where the input is a
current and the output is a current. This is attributed to their simple structures, wider bandwidth
and larger dynamic range compared to the voltage-mode circuits; where the input is a voltage and
the output is a voltage. Current-mirrors using NMOSFET transistors play a crucial part in the
design of current-mode circuits.

The NMOSFET current-mirror is inherently nonlinear. This nonlinearity manifests itself in
generating unwanted DC component; which may alter the correct biasing and may therefore pro-
hibit the circuit from functioning correctly. This effect has been extensively studied for MOSFET
and bipolar transistors and operational amplifiers [1–6]. However, only very little has been written
about these effects in NMOSFET current-mirrors assuming that the amplitude of the electromag-
netic interference (EMI) signal is relatively small [7]. This assumption paves the way for using a
Taylor series expansion for approximating the nonlinearity of the NMOSFET current-mirror, thus,
restricting the validity of the results to relatively small EMI signals only. While attempts to analyze
the nonlinear performance of current mirrors due to device mismatch [8–11] and the channel length
modulation [12] have been reported, no attempt has been reported for studying the DC shift of the
NMOSFET current-mirror under relatively large EMI signal. The major intention of this paper is,
therefore, to present such a study.

2. ANALYSIS

Figure 1 shows an NMOSFET current-mirror. Assuming that the transistors are matched and
working in the saturation region, with vDS > vGS − Vth , the drain current can be expressed as

iD = k(vGS − Vth)2(1 + λvDS ) (1)

In Equation (1), iD is the drain current, vGS is the gate-to-source voltage, vDS is the drain-
to-source voltage, Vth is the threshold voltage, λ is the channel-length modulation parameter,

M1 M2

RL

IB2IB1

VDD

ioutiemi

Figure 1: NMOSFET current-mirror.
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k = (W/L)(µCox/2) is the transconductance parameter, µ is the surface mobility of the channel,
Cox is the gate oxide capacitance density, W is the effective channel width, and L is the effective
channel length. Assuming that the input current is formed of a DC bias current, IB1, plus a
superimposed EMI multisinusoidal signal, iemi , of the form

iIN = IB1 + iemi (2)

iemi =
M∑

m=1

Im sinωmt (3)

then using Equations (1) and (2), the relationship between the input and output currents can be
expressed as

iemi + IB1

−iout + IB2
=

k1(vGS1 − Vth1)2(1 + λ1vDS1)
k2(vGS2 − Vth2)2(1 + λ2vDS2)

(4)

In Equation (4), IB1 and IB2 are the DC bias currents of transistors M1 and M2 respectively and iout

is the output current. With vDS2 = ioutRL it is obvious that Equation (4) is inherently nonlinear.
Thus, with a multisinusoidal EMI, expressed by Equation (3), the current iout will consist of a
DC component plus a large number of fundamental, harmonics and intermodulation components.
However, in its present form, it is hard to explore the nonlinearity of Equation (4) and to obtain
expressions for the components of the output current iout . Recourse to some simplifications may,
therefore, be inevitable to obtain a first hand appreciation of the effect of EMI on the DC shift of
NMOSFET current-mirror. Thus, if the two transistors, M1 and M2, are assumed identical with
λ1 = λ2 = λ, k1 = k2 and Vth1 = Vth2 = Vth , then Equation (4) reduces to

iemi + IB1

−iout + IB2
=

(1 + λvDS1)
(1 + λioutRL)

(5)

Using Equation (1), and ignoring the effect of the channel length modulation, the gate-to-source
voltage vGS1 can be approximated by

vGS1 = Vth +

√
iemi + IB1

k
(6)

Combining Equations (5) and (6), then

iemi + IB1

−iout + IB2
=

1 + λ

(
Vth +

√
iemi+IB1

k

)

1 + λioutRL
(7)

Equation (7) represents the nonlinear relationship between the EMI input current, iemi , and the
output current, iout , of the NMOSFET current-mirror of Fig. 1 assuming identical transistors.
However, in its present form Equation (7) cannot yield an expression for the DC shift of the output
current resulting from a multisinusoidal EMI. Therefore, recourse to Taylor series approximation,
assuming relatively small values of the EMI input current, iemi , is inevitable [7]. However, by
virtue of its derivation the expression obtained for the DC shift is valid only for small values of the
amplitudes of the EMI sinusoids. In order to obtain expressions that are valid over a wider range
of the amplitudes of the EMI sinusoids, here we perform simple mathematical manipulations to
rewrite Equation (7) in the form

x + αxy + αy + y/δ + βy/δ + γ
√

x + 1y/δ = β/δ + γ
√

x + 1/δ + (1− δ)/δ (8)

In Equation (8), x = iemi/IB1, y = iout/IB2, δ = IB1/IB2, α = λRLIB2, β = λVth and γ =
λ
√

IB1/k. For a typical current mirror using 0.18µm CMOS technology with Vth = 0.42 V, k =
4.98µA/V2, λ = 0.005–0.03, IB1 = IB2 = 1.0mA and RL = 1 kΩ, then α = 0.005–0.03, β = 0.0021–
0.0126 and γ = 0.0707–0.424. With these values of α, β and γ, Equation (8) can be approximated
as

y = −x− β − γ
√

x + 1− (1− δ)/δ

1 + γ
√

x + 1
(9)
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Table 1: Values of the parameters a0, an = 0, n = 2, 4, 6, . . . , bn = 0, n = 1, 3, 5, . . . for approximating
the normalized characteristic of Equation (9) using Equation (10) D = 4.0, an = 0, n = 1, 3, 5, . . ., bn = 0,
n = 2, 4, 6, . . ..

λ = 0.005/V, Vth = 0.42V, RL = 1 kΩ,

k = 4.98× 10−6 A/V2

β = 0.0021, γ = 0.0707, δ = 1

λ = 0.03/V, Vth = 0.42V, RL = 1 kΩ,

k = 4.98× 10−6 A/V2

β = 0.0126, γ = 0.424, δ = 1
a0 −0.0078 b1 −0.7345 a0 −0.0235 b1 −0.4965
a2 0.00971 b3 0.08273 a2 0.02956 b3 0.06036
a4 −0.0027 b5 −0.0299 a4 −0.0088 b5 −0.0224
a6 0.00125 b7 0.01529 a6 0.00423 b7 0.01160
a8 −0.0007 b9 −0.0093 a8 −0.0025 b9 −0.0071
a10 0.00047 b11 0.00620 a10 0.00164 b11 0.00479
a12 −0.0003 b13 −0.0044 a12 −0.0012 b13 −0.0034
a14 0.00025 b15 0.00334 a14 0.00087 b15 0.00260
a16 −0.0002 b17 −0.0026 a16 −0.0007 b17 −0.0020
a18 0.00015 b19 0.00208 a18 0.00055 b19 0.00164
a20 −0.0001 b21 −0.0017 a20 −0.0004 b21 −0.0013
a22 0.00010 b23 0.00142 a22 0.00038 b23 0.00112

yoffset −0.06799 yoffset −0.3066
RRMS error 0.0011% RRMS error 0.0013%

Here we propose to approximate Equation (9) using a Fourier-series expansion of the form

y = a0 +
N∑

n=1

[
an cos

(
2nπ

D
x

)
+ bn sin

(
2nπ

D
x

)]
(10)

In Equation (10), D, a0, an, bn, n = 1, 2, . . . , N are fitting parameters that can be obtained using
the procedure described in [13]. This procedure is simple and does not require extensive computing
facilities or well-developed software. For convenience, a brief description of this procedure is given
here. First, the function of Equation (9) is calculated for certain values of the parameters β, γ and
δ for −1 ≤ x ≤ 1, then the offset, yoffset , at x = 0 is removed, and the resulting function is mirror-
imaged to produce a periodic function with a complete period = D. Second, the resulting function
is approximated by a number of straight-line segments joined end to end. Using the slopes of these
segments, it is easy to obtain the parameters a0, an, bn, n = 1, 2, . . . , N using simple algebraic
calculations. The results obtained are shown in Table 1 for different values of the parameters β, γ
and δ. Using Equation (10) and the parameters in Table 1, the function of Equation (10) was
calculated and compared with Equation (9). The results show that very small values of the relative
root-mean-square errors (RRMSEs) = 0.0011% and 0.0013% can be achieved. This confirms the
validity of Equation (10) for approximating Equation (9).

3. DC SHIFT

Equation (10) can be used for predicting the DC component of the output current resulting from
a multisinusoidal EMI current. Thus, combining Equations (3) and (10), the normalized output
current can be expressed as

y = a0 +
N∑

n=1

[
an cos

(
2nπ

D

M∑

m=1

Im

IB1
sinωmt

)
+ bn sin

(
2nπ

D

M∑

m=1

Im

IB1
sinωmt

)]
(11)

Using the trigonometric identities of sin(φ + θ), cos(φ + θ), sin(ρ sin θ) and cos(ρ sin θ), and after
simple mathematical manipulations, it is easy to show that the magnitude of the normalized DC
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component can be expressed as

YDC = yoffset + a0 +
N∑

n=1

an

M∏

m=1

J0

(
2nπ

D

Im

IB1

)
(12)

In Equation (12), Jl(ρ) is the Bessel function of order l. Assuming that the EMI current is formed
of two equal-amplitude sinusoids, Equation (3) reduces to

iemi = I(sinω1t + sin ω2t) (13)

and Equation (12) yields the following expression for the magnitude of the normalized DC, com-
ponent of the output current.

YDC = yoffset + a0 +
N∑

n=1

anJ0

(
2nπ

D
X

)2

(14)

In Equation (14), X = I/IB1 is the normalized amplitude of the EMI sinusoid. For sufficiently
small values of the amplitudes of the EMI currents, so that 2nπX/D ¿ 1, the Bessel functions can
be approximated by Jl(ρ) ∼= (ρ/2)l/l! and Equation (14) reduce to

YDC = yoffset + a0 +
N∑

n=1

an (15)

Inspection of Equation (15) shows that for sufficiently small normalized EMI sinusoid amplitudes,
the normalized output DC current component will be constant and independent of the normalized
input amplitude.

Using Equation (14) the normalized DC output current component of the NMOSFET current-
mirror of Fig. 1 were calculated for a two-tone equal-amplitude EMI signal for different values of
the normalized input amplitude X and the results are shown in Fig. 2. Inspection of Fig. 2 clearly
shows that the normalized DC component of the output current is strongly dependent on the channel
length modulation parameter λ. For example, with λ = 0.0051/V the normalized DC component
equals 0.068 and with λ = 0.03/V the normalized DC component equals 0.307 for normalized
input current amplitude = 0.05. Moreover, Fig. 2 shows that for λ = 0.03/V the normalized
DC component changes with the normalized input amplitude, X, while for λ = 0.0051/V the
normalized DC component is almost constant with relatively slight dependence on the normalized
input amplitude. Therefore, it appears that the value of λ will affect the magnitude of the DC
output current component as well as its dependence on the normalized input current amplitude.

Figure 2: Calculated values of the normalized DC
using Equation (14). +: λ = 0.0051/V , Vth =
0.42V, k = 4.98 × 10−6A/V2, RL = 1 kΩ, β =
0.0021, γ = 0.0707, δ = 1; ∗: λ = 0.0300/V ,
Vth = 0.42V, k = 4.98 × 10−6 A/V2, RL = 1 kΩ,
β = 0.0126, γ = 0.4240, δ = 1.

Figure 3: Simulated values of the normalized DC.
λ = 0.03/V , Vth = 0.42V, k = 4.98 × 10−6A/V2,
RL = 1kΩ, β = 0.0126, γ = 0.424, IB1 = IB2 =
1mA.
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In order to validate the procedure described in this paper, the circuit of Fig. 1 was simulated
using 0.18µm RFCMOS process technology using the harmonic balance simulator controller in
the advanced design system (ADS) design automation software. As an illustrative example, the
simulated results obtained for a two-tone equal-amplitude EMI signal with DC supply voltage
= 1.8 V, W = 5µm, L = 0.18µm, Nf = 5, IB1 = IB2 = 1.0mA and Im = 0.01 − 0.5mA with the
two EMI frequencies around 10MHz, are shown in Fig. 3. Comparison of the results reported in
Fig. 2 and Fig. 3 show that in all cases the calculated and simulated results are in reasonably good
agreement. For example, inspections of Fig. 2 and Fig. 3 show that when the normalized input
tone amplitude = 0.3, the calculated normalized output DC current component is 0.305 while the
simulated value is 0.276.

4. CONCLUSION

In this paper, a new Fourier-series approximation has been presented for the nonlinear relationship
between the normalized input current and the normalized output current of the NMOSFET current
mirror. Contrary to previously published approximations, this Fourier-series approximation is valid
over a wide range of EMI amplitudes and can be used for evaluating the nonlinear performance
of the NMOSFET current mirror under large EMI amplitudes. The parameters of this Fourier-
series approximation are dependent on the bias currents of the current mirror, the channel length
modulation parameter, the threshold voltage and the transconductance parameter.

Using this approximation a closed-form expression, in terms of the ordinary Bessel functions, has
been obtained for the normalized DC component resulting from exciting the NMOSFET current
mirror by a DC biasing current plus a superimposed multisinusoidal EMI. This expressions are valid
over a wide range of the EMI amplitudes and can provide a better insight into the performance
of the NMOSFET current mirror under the effect of EMI. The results obtained show that the DC
shift tend to be monotonically increasing with the normalized amplitude of the EMI. Comparison
between calculated and simulated results shows a reasonably good agreement both in the trends
and the magnitudes. Thus, once the physical and the process parameters of the used technology
are available it is easy, using the procedure described in this paper, to predict the performance of
the NMOSFET current mirror under the effect of EMI.
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Abstract— In this paper, a new procedure is presented for predicting the effect of electro-
magnetic interference (EMI) on the DC shift of an NMOSFET current mirror with a capacitor
connected between the mirror node and the ground. Closed-form expressions are obtained for
the DC output current component resulting from exciting the mirror by a DC biasing current
plus a superimposed multisinusoidal EMI. Simulation results are included.

1. INTRODUCTION

At present current mirrors are widely used in the design of analog integrated circuits. A classical
NMOS-based current mirror comprises two identical NMOS transistors configured to produce an
output DC current which is determined by an input DC current. If an electromagnetic interference
(EMI) is coupled to the input DC current then, because of the nonlinearities of the NMOS tran-
sistors, the output DC current component will change. Obviously this will affect the subsequent
stages which are biased by this current mirror.

In an attempt to reduce the effect of the EMI, a capacitor is usually connected between the
gates of the NMOS transistors (mirror node) and the ground as shown in Fig. 1. This capacitor
will introduce a low frequency pole at a gm1/C where gm1 is the transconductance of the transistor
M1. At signal frequencies lower than the mirror pole frequency, the output current can be expressed
as [1]

Iout = Iin − C
dVgs

dt
(1)

Assuming that all the input current flows through transistor M1, and the transistors are working
in the saturation region with

Iin = k (Vgs − Vth)2 (2)

where k = W
L

µCox

2 is the transconductance parameter, µCox = 355µA/V2 for the 0.18µm CMOS
technology and Vth is the threshold voltage of the transistors, Equation (1) yields [3, 6]

Iout = Iin − C√
k

d

dt

(√
Iin

)
(3)

By virtue of its derivation, Equation (3) is valid only on the assumption that all the input current
flows through transistor M1 which implies that the frequency components of the input current are
much lower than the pole frequency introduced by the capacitor C. Moreover, assuming that the
EMI is formed of a small single sinusoid, a Taylor series expansion is used to obtain expressions for
the DC component of the output current [3, 5, 6]. By virtue of their derivations, these expressions
are valid only for relatively small amplitudes of the EMI. Thus, it appears that no attempt has
been reported in the open literature for investigating the performance of the current-mirror circuit
of Fig. 1 under large EMI amplitudes and with no restrictions set on the value of the pole frequency
introduced by the capacitor C and/or the input frequencies. The major intention of this paper is,
therefore, to investigate the performance of the current mirror of Fig. 1 under large amplitudes of
the EMI and without any restrictions on the relationship between the pole frequency introduced
by the capacitor C and the input frequencies.
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2. ANALYSIS

Using Equations (1) and (2) and without any restrictions on the frequencies of the EMI, the output
current of the current mirror of Fig. 1 can be expressed as

Iout = Iin − C
d

dt

(
Vth +

√
Iout

k

)
(4)

With Vth = constant, Equation (4) can be rewritten as

Iout + C
d

dt

(√
Iout

k

)
= Iin (5)

Equation (5) is a nonlinear differential equation. A possible solution for Equation (5) starts by
setting

Iout = γ2 exp(2u) (6)

Thus, Equation (5) is transformed into

γ2 exp(2u) +
C√
k
γ exp(u)

du

dt
= Iin (7)

Assuming that the input current is formed of a DC biasing current component plus a multisinusoidal
EMI of the form

Iin = IDC + iemi = IDC +
N∑

n=1

In cosωnt (8)

where In is the amplitude of the nth EMI current component of frequency ωn, then combining
Equations (7) and (8) yields

IDC +
N∑

n=1

In cosωnt = γ2 exp(2u) +
C√
k
γ exp(u)

du

dt
(9)

Equation (9) is a nonlinear differential equation for which a solution of the form

u =
N∑

n=1

αn cosωnt (10)

is assumed as a first approximation. Substituting Equation (10) into Equation (9) yields

γ2 exp

(
2

N∑

n=1

αn cosωnt

)
− C√

k
γ exp

(
N∑

n=1

αn cosωnt

)(
N∑

n=1

αnωn sinωnt

)
=IDC +

N∑

n=1

In cosωnt (11)

Using Sonine’s expansion

exp(z cosφ) = I0(z) + 2
∞∑

m=1

Im(z) cos mz

where Im(z) is the modified Bessel function of the first kind of order m, Equation (11) reduces to

γ2
N∏

n=1

(
I0(2αn) + 2

∞∑

m=1

Im(2αn) cos mωnt

)
− C√

k
γ

N∏

n=1

(
I0(αn) + 2

∞∑

m=1

Im(αn) cos mωnt

)

(
N∑

n=1

αnωn sinωnt

)
= IDC +

N∑

n=1

In cosωnt (12)
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Using the principle of harmonic balance, then

IDC = γ2
N∏

n=1

I0(2αn) (13)

In =





2γ2




N∏

r=1
r 6=n

I0(2αn)


I1(2αn)




2

+

[
C√
k
γ

(
N∏

n=1

I0(αn)

)
αnωn)

]2



1/2

for n = 1, 2, . . . , N(14)

Equations (13) and (14) are nonlinear algebraic equations and can be solved numerically to yield
values of γ, αn, n = 1, 2, . . . , N . However, for αn < 1, the modified Bessel functions can be
approximated by

Im(αn) =
(αn/2)m

m!
(15)

Using the approximations of Equation (15), Equations (13) and (14) reduce to

IDC = γ2 (16)

and

In =
(

4γ4α2
n +

C2

k
γ2α2

nω2
n

)1/2

for n = 1, 2, . . . , N (17)

Combining Equations (16) and (17) yields

αn =
In√

4I2
DC + C2

k IDCω2
n

for n = 1, 2, . . . , N (18)

From Equations (6), (10) and (15), the output current can be expressed as

Iout = IDC exp

(
N∑

n=1

2αn cosωnt

)
(19)

Using Sonine’s expansion in Equation (19), the DC output current component can be expressed as

Iout,DC = IDC

N∏

n=1

I0(2αn) (20)

For αn < 1, n = 1, 2, . . . , N the modified Bessel function of the first kind and order zero can be
approximated by I0(z) = 1 + z2/4, and using Equation (18), Equation (20) reduces to

Iout,DC = IDC

N∏

n=1

(
1 +

I2
n(

4I2
DC + C2

k IDcω2
n

)
)

(21)

Equation (21) implies that the DC output current component will be formed of a fixed DC compo-
nent = IDC plus a DC shift component. Inspection of Equation (21) clearly shows that the DC shift
component decreases with the increase of the both capacitance C and the frequencies of the EMI
current components and increases with increase in the amplitude of the EMI current components.

3. SIMULATION RESULTS

In order to validate the procedure described in this paper, the circuit of Fig. 1 was simulated
using 0.18µm RFCMOS process technology with µCox = 355µA/V2 and using the harmonic
balance simulator controller in the advanced design system (ADS) design automation software under
different scenarios of DC input current IDC , EMI amplitudes and frequencies. As an illustrative
example, the simulated results obtained with DC supply voltage = 1.8V, W = 5µm, L = 0.18µm,
Nf = 5, k = 24.65mA/V2, IDC = 1.0mA and a two-tone (N = 2) equal-amplitude EMI with
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M1 M2

Iout
Iin=IDC+iemi

C

Figure 1: Basic current-mirror
with a capacitor between mirror
node and ground.

Figure 2: Variation of the DC shift in the output DC current component
with the EMI input current amplitude. +: C = 0.0 pF; ∗: C = 100 pF;
×: C = 150 pF; ¤: C = 200 pF; ◦: C = 250 pF; ♦: C = 300 pF.

Ir = Is = I = 0.01–0.5mA and frequencies fr = ωr/2π = 10MHz and fs = ωs/2π = 11MHz are
shown in Fig. 2. Inspection of Fig. 2 clearly shows that the shift in the DC shift of the output DC
current component is increasing with the increase in the input EMI current amplitude. However,
with increasing the value of the capacitance C, the rate of change in the output DC shift in the
output DC current component tends to be less.

In order to check the accuracy of Equation (21), calculations were made using IDC = 1.0mA,
C = 100 pF, Ir = Is = 0.4mA, k = 24.65mA/V2, fr = ωr/2π = 10 MHz, and fs = ωs/2π =
11MHz. The results show that the magnitude of the DC shift in the DC output current compo-
nent will be 0.028 mA. From Fig. 2, the simulated value is 0.0275mA. These figures are in fairly
good agreement with the calculated results keeping in mind that these calculated results are ob-
tained from a first approximation for solving the nonlinear differential equation of Equation (9).
Nevertheless the trends of the calculated and simulated results are in a fairly good agreement.

4. CONCLUSION

In this paper, a new procedure has been presented for predicting the performance of an NMOSFET
current-mirror, with a capacitor connected between the mirror node and the ground, excited by
an input DC biasing current plus a superimposed multisinusoidal EMI. Using this procedure, a
closed-form approximate expression was obtained for the DC component of the output current.
Contrary to the available analysis; based on Taylor-series expansion, by virtue of their derivation,
these approximate expressions are valid for relatively large amplitudes of the EMI and can provide
better insight into the performance of the NMOSFET current mirror, with capacitor between the
mirror-node and the ground, under large EMI. The results obtained clearly shows that the DC
shift of the output current are almost monotonically increasing with the amplitudes of the EMI
and monotonically decreasing with the increase in the value of the capacitor connected between
the mirror-node and the ground.
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Abstract— In this paper, a behavioral model of 12-bit@500 MS/s pipeline A/D converters
(ADCs) and its non-ideal parameters is presented. The proposed model requires 3 stages, the
resolution of former two stages is 4.5 bit and the last stage is 4 bit flash architecture. By simula-
tion, the optimum performance is SNDR = 73.2 dB, SFDR = 102.3 dB, ENOB = 11.88 bit when
the input signal is 117.7 MHz and the sampling clock rate is 500 MHz. The proposed model can
provide a reference for the error and dynamic analysis for pipeline ADC system.

1. INTRODUCTION

High speed and high resolution ADCs are most suitable for wireless communication receiver, ultra-
sound systems and front-end of video capture system. But the complexity of these higher resolution
and conversion speed ADCs become higher and higher. To ensure correctness of design and reduce
time-to-market for a product, it is crucial to perform behavioral modeling at the functional level.

The behavioral model of circuit is the mathematical expression of the circuit internal physical
characteristics, consist of abstract expression of input, output and internal state. Behavioral simu-
lation does not consider the implementation details of the circuit. It describes the circuit behavior
based on input-output relationship between circuit architecture and model composition.

Behavioral description can be achieved by the use of different high-level languages [1]. This
paper employs the Matlab and Simulink environment which is flexible enough to design the high
resolution ADC and simulate its nonidealities. In most pipeline ADC circuits, the 1.5-bit MDAC [2]
is the most commonly used stage because of its simple analog integrated circuit design, but in this
case, we consider 4.5-bit MDAC, that is 5-bit quantization output and the effective bits is 4.5.
Thus, the 4.5-bit MDAC is equivalent to four stages of 1.5-bit MDAC, and three stages (5 + 5 + 4)
can achieve the ADC of 12-bit resolution.

Figure 1 shows the block diagram of a generic pipeline ADC, consisting of 3 stages and a
Sampled-and-Hold (S/H) circuit at the front [3, 4]. A sample and hold amplifier precedes the
pipeline chain. Each of the pipe stages comprises four main blocks: a sub-ADC, sub-DAC, residue
amplifier and subtractor. Generally an MDAC realizes the last three. The accuracy of the converter
critically depends on the non-idealities of the actual components used. Such non-idealities come
from the limited matching of components, clock jitter and offset errors.

2. BEHAVIORAL MODELING OF PIPELINE ADC

2.1. Sample/Hold Amplifier

A Sample and Hold (S&H) block is a critical part of an ADC. Its function is to sample and then
retain the input signal long enough for the A/D converter to complete a conversion [6]. Fig. 2 is
the basic Sample and Hold circuit.

When the switch controlled by clock is closed, the sampling capacitor is charged by input signal.
This process is called sample, also known as track. After the switch disconnect, the sampling
capacitor voltage is keep in the instantaneous value. This process is called Hold.

In Fig. 4, we assume that the conduction resistance is Rs. The voltage transfer function and

 

12-bits

ADC output

Stage1
 

Digital Correction Logic

Stage 2 Stage 3S/H

5 5 4

Figure 1: Pipeline ADC block diagram.

Vin

clk 

CS 

Vout 

Figure 2: Basic sample and hold circuit.
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bandwidth of Sample and Hold Circuit meet the condition:

|H(jω)| =
∣∣∣∣

1
jωRsCs + 1

∣∣∣∣ (1)

BW =
1

RSCS
(2)

We have modeled an S&H block considering the non-idealities of offset errors shown in Fig. 3.
The thermal noise is the main noise of high speed S&H circuit. The noise source density is:

v2
n = 4KTRS (3)

Combination of the transfer function (1), the output noise is:

v2
o =

∞∫

0

v2
n |H(jω)| df = 4kTRS

∞∫

0

1
1 + (2πfRsCs)2

df =
kT

CS
(4)

Therefore, in order to reduce the noise impact, we need to increase the CS , but formula (2) shows
that the increasing of sample capacitor will lead to a decline in bandwidth. For ensure bandwidth,
we need to increase the size of switch transistor to reduce conduction resistance.
2.2. Clock Jitter
Clock jitter is the difference of time from its ideal rising clock edge. This difference occurs randomly
before or after its ideal rising edge. The magnitude of this error is a function of both the statistical
properties of the jitter and the input signal. The error introduced when a sinusoidal signal x(t)
with amplitude A and frequency fin is sampled at an instant which is in error by an amount δ is
given by

x(t + δ)− x(t) ≈ 2πfinδA cos(πfint) = δ
d

dt
x(t) (5)

This effect can be simulated at behavioral level by using the model shown in Fig. 4.
The input signal x(t) and its derivative (du/dt) are continuous-time signals. They are sampled

with sampling period TS by a zero-order hold. In the model, the signal n(t) is implemented starting
from a sequence of random numbers with Gaussian distribution, zero mean, and unity standard
deviation [7].

Figure 3: Sample and hold circuit model.

Figure 4: Modeling a random sampling jitter.
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Assume that the input signal is:

V = 0.5× VFS sin(2πfin × t) (6)

VFS is the full-scale range of ADC, and fin is the frequency of the input signal. When the non-
ideality clock jitter is ∆t, the maximum offset of input signal is:

∆V = πfin × VFS × cos(2πfint)∆t (7)

In order to meet the overall accuracy of the N-bit ADC, ∆V must be limited in the range of
(8):

∆Vmax < 1LSB =
VFS

2N
(8)

By the formula (7) and (8), the clock jitter ∆t can be determined by the following formula:

∆t <
1

πfin × 2N
(9)

In this behavioral model, N = 5.

2.3. 4.5-bit/stage MDAC Model
MDAC circuit is consisted of S&H, sub-DAC, substractor and Residual amplifier circuit. The
transfer accuracy depends on the accuracy of residual signal, and the speed is determined by the
set-up time of residual amplifier [8].

To 4.5 bit MDAC, the overall accuracy and the inhibit ability of conversion error stage to stage
are improved. It has the following advantages: (1) It is not very strict to the gain of amplifier and
the set-up time, which means we can achieve this structure with low power consumption amplifier
architecture [5]. (2) Due to the low KT/C noise, capacitance matching errors are relatively small;
this architecture can effectively reduce the size of capacitor, also reduce the power consumption;
(3) the noise from feedback is isolated by the high gain amplifier, so the input noise will be decreased,
and the impact to this stage will be greatly reduced.

4.5-bit/stage MDAC divide the input range into 31 intervals, and the gain of residual signal is
16 times. The transfer function is as below and shown in Fig. 5.

According to the 4.5-bit MDAC transfer curve, we can get the 4.5-bit MDAC model shown in
Fig. 6.

The output of all stages circuit is sent into delay unit, and the signals of delay units will arrive
to the digital correct circuit at the same time.

2.4. Delay Unit and Digital Correction Model
The delay unit consists of D flip-flop, and the delay of all stages is different. The model is shown
in Fig. 7.

According to the principle of Digital correction algorithm, the offset error and redundant code
is eliminated by the way of Fig. 8.

The behavioral model of redundant correction in Simulink is shown as Fig. 9.

+VREF -VREF 

-29VREF / 32 

-1VREF / 32 1VREF / 32 

-VREF / 2

+VREF / 2 

+29VREF / 32 

- VREF 

+VREF 

Figure 5: 4.5-bit MDAC transfer curve.

D2  (4.5bit) 

Vres

ADC 

Sub-
DAC

DAC 

+ ×16

Sub-
ADC

Figure 6: 4.5-bit MDAC Block diagram.
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Data

CLK

OUT
 

BIT

In

Clock

Figure 7: Delay unit.

B1H……B1L

B2H……B2L 

B3H……B3L 

……... 

BnH……BnL + 

DN           DN-1 DN-2……….. D1   D0 

Figure 8: Principle of Redundant Correction algo-
rithm.

 

Figure 9: Behavioral model of digital redundant cor-
rection.

Figure 10: Ideal model dynamic characteristic.

3. SIMULATION AND RESULTS

The proposed model above was used to simulate a 4.5-bit/stage 12-bits pipeline ADC at 500MHz
with digital correction and the reference voltage is 2.5 V.

3.1. Simulation on Ideal Condition

Several simulations were performed considering variation of a non-ideal parameter while the rest
of the blocks were considered ideal. Fig. 10 shows the pipeline ADC dynamic characteristic in the
ideal condition and input signal frequency is 117.7 MHz.

The Fig. 10 shows that the SNDR is 73.3 dB and ENOB is 11.88 bits which is very close with
theoretical value in ideal condition.

3.2. Simulation with Offset Errors

Then, we can analysis he dynamic performance of the circuit by increasing offset errors and keeping
the frequency of sampling and input signal unchanged. In fact, for convenience the offset errors can
be considered as the sum of KT/C noise, comparator offset, amplifier offset and reference voltage
offset. When the offset is 100 mv, the simulation is shown in Fig. 11.

Table 1 shows that the system performance under specified offset errors.
Simulations performed under the specified conditions show that the offset should be below in

Vref/2N , in this case, N = 5. As is shown in Table 1, there is a significant decrease of SNDR and
SFDR when offset is above 80 mv.

3.3. Simulation with Clock Jitter

Figure 12 shows the dynamic performance of model with clock jitter is 1ns which is 50% of Clock
frequency.

Table 2 shows the dynamic performance under specified clock jitter.
The simulation shows that the SNDR will decrease rapidly when the clock jitter is above 10%

of clock jitter.
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Figure 11: Dynamic performance with offset errors
is 100 mv.

Figure 12: Dynamic performance with clock jitter is
1 ns.

Table 1: Effect of offset errors.

Offset
(v)

SNDR
(dB)

SFDR
(dB)

ENOB
(bit)

0 73.2 102.3 11.88
0.08 72.6 91.3 11.77
0.1 52.3 71.5 8.39

Table 2: Effect of clock jitter.

clock
(ns)

SNDR
(dB)

SFDR
(dB)

ENOB
(bit)

0 73.2 102.3 11.88
0.2 72.13 91.3 11.69
1 47 71.5 7.51

4. CONCLUSION

In this paper, we presented a set of behavioral models implemented in the MATLAB SIMULINK
environment for a 12-bit pipeline ADC. Simulation shows that the SNDR is 73.3 dB and SNDR is
102.3 dB in ideal condition which proved that the model is suitable for the high resolution ADC.
Meanwhile, we simulate the behavioral model considered the offset errors and clock jitter, and
give the relationship between the system performance and non-idealities. The proposed model can
provide an effective reference for the 12-bit pipeline ADC design.
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Abstract— With the development of Ultrabook in recent years, the main and auxiliary anten-
nas for WLAN are moved down to PC base because the LCD panel is too thin to install antennas
inside. On top of that, there are also more and more laptops equipped with super high-speed
USB 3.0 ports. Unfortunately, the USB 3.0 modules will usually radiate the EMI noise to affect
the receiving performance of WLAN in the Ultrabook if USB dongle is inserted or the USB
cable is plugged in. To analyze and quantify the effect of the USB 3.0 EMI noise on the WLAN
performance of Ultrabook, several experiments have been conducted for relationship between
throughput rate and EMI noise power received by the antennas. Some equipment utilized will be
presented in this paper, which have been developed to help trouble-shooting and identifying the
root cause of EMI problem relevant to the radiated EMI noise from various IC chips, modules,
devices, and so on. In addition, the EMI diagnosis procedure also applies to other high speed
modules such as HDMI, LVDS, SATA, PCI Express, Display Port, and EDP. Finally, the possible
solution to USB 3.0 EMI problem will also be discussed.

1. INTRODUCTION

With the development of Ultrabook in recent years, the two wireless LAN antennas are moved down
to the position beside the keyboard and mother-board as shown in Fig. 1 because the panel is too
thin for the antennas to be installed, which is different from the traditional laptop that the wireless
LAN antennas are built in the upper left and right corners of the panel. On top of that, with
the development of the USB 3.0 super-speed technology, there are more and more NB computer
installed the USB 3.0 ports. Unfortunately, if the USB 3.0 pen drive is inserted or the USB cable
is plugged in to a notebook computer, the USB 3.0 module will radiate the noise power to affect
the receiving performance of the WLAN antennas in Ultrabook.

For instance, once the USB 3.0 pen drive is plugged in, the lagging, or disconnection of the
wireless network system in Ultrabook happens. Therefore, all of the computer system manufacturers
and USB 3.0 module manufacturers should do something to solve or mitigate the USB 3.0 EMI
problem. Otherwise, with the coming of the Windows To Go function built in Microsoft Windows
8 as shown in Fig. 2, the WLAN antennas in Ultrabook won’t always work properly if the Windows
8 pen drive is used to boot the Ultrabook.

Several papers, including Intel White Paper [1], mention that the USB 3.0 high speed module will
give rise to the lagging or disconnection of the wireless PC mouse. Besides, some author mentions
that the common mode filter can be designed to control the EMI in 3G wireless communication
systems [2].

In this paper, the impact of the USB 3.0 high speed module on various RF wireless communi-
cation bands is investigated first. This paper will then come with the approach for the mitigation
of the USB 3.0 EMI, together with some RF measurement systems that will be applied to solving
the USB 3.0 EMI further such as SNA (System Noise Analyzer), PNS (Platform Noise Scanner),
and Microwave Power Clamp, and so on.

2. THE USB 3.0 IMPACT ON RF WIRELESS COMMUNICATIONS

To investigate how much impact the USB 3.0 modules have on various RF wireless communication
bands, several experiments have been conducted, including the throughput rate measurement,
WWAN sensitivity test, and so forth. In this section, we first describe the throughput rate of the
WLAN antennas in Ultrabook degraded by the USB 3.0 high speed modules.

The test setup for WLAN throughput rate is shown in Fig. 3. Fig. 4 shows the measured WLAN
throughput rate in different receiving power level which is used to simulate the different distances
from Access Point (AP) to the notebook computer.
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Figure 1: The locations of the
WLAN antennas and USB 3.0
port in Ultrabook.

Figure 2: The windows to go pen
drive for booting the computer.

Figure 3: The test setup for the
WLAN throughput rate.

Figure 4: The WLAN throughput rate measurement with different USB 3.0 drive, and the 11 channels for
WLAN operation. (Note that the throughput rates of 11 channels are tested and taken average).

Figure 5: WiFi throughput rate measurement with the corresponding test setups and noise current distri-
butions. (Two kinds of WiFi dongles, USB 3.0 hubs, and four kinds of USB 3.0 SSDs are chosen).

It can be discovered that in BPSK modulation scheme, if the USB dongle is not inserted into
Ultrabook, the receiving power level is −72 dBm; if the USB dongle is inserted, the receiving power
level shifts to −66 dBm. That is, the USB 3.0 module generates 6 dB noise power, which affects
the WLAN antennas that are about 10 ∼ 15 cm away from the USB dongle in Ultrabook.

Figure 5 shows the throughput rate of WiFi dongles themselves, WiFi dongles beside the USB
3.0 pen drive, and WiFi dongles beside the USB 3.0 pen drive reading and writing data. Two kinds
of USB 3.0 hubs and four kinds of SSDs are chosen to conduct the experiment.

It can be inferred from Fig. 5 that different combinations of USB 3.0 hub and USB 3.0 SSD
cause different degradation level of WiFi throughput rate, and note that different USB 3.0 hubs
means different designs for USB 3.0 connectors. Moreover, from the noise current distributions
shown in Fig. 5, it can be inferred that the more noise power the USB 3.0 radiates, the poorer the
WiFi throughput rate is.

Besides the degradation of WLAN throughput rate, the USB 3.0 modules can also cause the
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degradation of WWAN sensitivity. Fig. 6 shows if the mobile phone is put beside the USB 3.0
module, the reception of cell phone gets worse. The WWAN test includes sensitivity and RSSI
levels.

From Fig. 6, it clearly shows that the degradation of WiFi throughput rate is relevant to the USB
3.0 noise power distribution. Therefore, the next section deals with how to use the RF measurement
systems to find out the noise source in the whole USB 3.0 module.

3. RF MEASUREMENT SYSTEM FOR USB 3.0 EMI

In the past few years, TRC (Training Research Corporation, Ltd.) developed a variety of equip-
ments related to the noise power measurement such as PNS (Platform Noise Scanner), NFS (Noise
Floor Measurement System), SNA (System Noise Analyzer), and so on. Additionally, “Microwave
Power Clamp” is also developed for noise power measurement at USB receptacle and plug, and
even along the cable of the USB, LVDS, HDMI, SATA, and so forth. Compared with the con-
ventional absorbing clamps using ferrite ring cores, the TRC’s Microwave Power Clamp is small,
power-saving, and user-friendly.

3.1. Microwave Power Clamp with SNA (System Noise Analyzer)
Firstly, the measurement for the noise power of the USB 3.0 cable is taken as an example for the
application of the Microwave Power Clamp, and Fig. 7 is the measurement setup for the noise
power of the USB 3.0 cable with various kinds of HDDs.

The Microwave Power Clamp shown in Fig. 8 is connected to its auxiliary device, SNA (System
Noise Analyzer), to show the noise power detected by the clamp.

Figure 9 shows the measurement results for the noise power of the USB 3.0 cable. Note that
if the SNA is used as an auxiliary device to measure the noise power, the unit of the noise power
density is (dBm/200 kHz). Furthermore, the calibration method of the Microwave Power Clamp is
referred to CISPR 16-1 [3].

There are many different test cases and the corresponding test results shown in Fig. 9. For
instance, “Sample 1” stands for the fact that the Ultrabook is connected with the HDD from X
Company using the USB 3.0 cable from Y Company, and “Sample 2” stands for the fact that the
Ultrabook is connected with the HDD from Z Company using the T Company’s USB 3.0 cable. In
total, there are 8 test cases for two kinds of HDDs and four kinds of USB 3.0 cables.

From Fig. 9, it shows that “Sample 2” is the best case because the noise power density of sample
2 is the lowest among all samples.

Figure 6: WWAN sensitivity test, including power off, on, and stress modes for the notebook computer.

Figure 7: The measurement
setup for the noise power.

Figure 8: The auxiliary device of
the microwave power clamp, SNA.

Figure 9: The measured noise power
by the microwave power clamp.
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3.2. NFS (Antenna Noise Floor Measurement System)
In the previous section, since the USB 3.0 port tends to radiate the noise power to the nearby wire-
less LAN antennas, the measurement of the USB 3.0 noise power received by wireless LAN antennas
can be carried out to prove the effect of the USB 3.0 noise power on RF wireless communication.

The test setup is shown in Fig. 10, and note that NFS (Noise Floor Measurement System) is
applied to measure the noise power received by the WLAN antennas.

The experiment for the antenna noise power measurement can be divided into two parts. The
first part is to measure the noise power received by the wireless LAN antennas using NFS with
various kinds of the USB dongles working, and compare with the measured noise power without
the insertion of the USB dongle into the Ultrabook. In addition, the second one is to measure the
amount of the noise power radiated from the USB 3.0 dongle by the Microwave Power Clamp along
with NFS.

Figure 11 shows the test setup for the Microwave Power Clamp utilized to carry out the noise
power measurement.

Figure 12 shows the results of the USB 3.0 noise power measurement using the Microwave Power
Clamp along with NFS. The USB pen drive is plugged into the Ultrabook to measure the noise
power received by the WLAN main antenna and measure the amount of the noise power radiated
from the USB 3.0.

From Fig. 12, it is worthy of being noted that the main antenna still receives the noise power
when the dongle isn’t plugged into the Ultrabook, and such noise power comes from other modules
of the Ultrabook, such as motherboard, and LVDS port, etc..

3.3. PNS (Platform Noise Scanner)
To understand how the USB 3.0 noise power generates, radiates, and affects the wireless LAN
antennas, it is necessary to use PNS to scan the noise power distribution around or on the USB
receptacle. Fig. 13 shows the overview of PNS developed by TRC, and Fig. 14 shows the test results
of the noise power distribution on the USB receptacles from A and B companies, respectively.

Figure 14 shows the hot spot image, and it clearly show that the USB 3.0 receptacle radiates
noise power in Ultrabook. As discussed previously, such noise power shown in Fig. 14 stems from
the discontinuities of the connections in the USB receptacle and PCB. Note that the amount of
the measured noise power in Figs. 14(a) and (b) are different due to the difference of the structure
between these two USB receptacles.

4. THE POSSIBLE MITIGATION METHODS TO USB 3.0 EMI PROBLEM

Some solutions to mitigating USB 3.0 EMI problem have been worked out by TRC with USB 3.0
modules’ manufacturers. For instance, Fig. 15 shows the structure of improved design for USB 3.0
receptacle. Note that three pairs of the transmission lines (SSTX, SSRX, and D) are isolated by
VBUS and GND, and the test setup and test result for the receptacle in Fig. 15 is shown in Fig. 16.

Figure 10: The test setup
for the measurement of the
noise power received by the
WLAN antennas.

Figure 11: The test setup for
the measurement of the amount
of the noise power radiated
from the USB 3.0 dongle.

Figure 12: The results of the main an-
tenna noise power measurement using the
Microwave Power Clamp (The EUT is con-
nected with the 32GB TBS2 dongle).
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Figure 13: The overview of
TRC’s PNS.

(a) (b)

Figure 14: The test results for the USB re-
ceptacles from A and B companies.

Figure 15: The improved de-
sign for USB 3.0 receptacle.

Figure 16: The test setup and test
results for the typical receptacle and
the receptacle shown in Fig. 15.

Figure 17: The improved
termination scheme for
mitigating USB 3.0 EMI
problem.

Figure 18: The test results for the
typical USB 3.0 cable and the cable
with improved termination scheme
as shown in Fig. 17.

Besides, to control the USB 3.0 EMI, the power lines must keep on outer layers, and the signal
lines must go through the inner layers. In addition, Fig. 17 shows the improved termination scheme
for mitigating USB 3.0 EMI problem. The plugs are shielded tightly using copper foil, and Fig. 18
shows the test results for the typical USB 3.0 cable and the cable with improved termination scheme
as shown in Fig. 17.

5. CONCLUSION

The issue of the USB 3.0 noise power radiation and its impact on wireless communication cannot be
neglected for brand-new Ultrabook design owing to the short distance between the WLAN antennas
and USB 3.0 ports. If the issue cannot be solved, the WLAN of Ultrabook may be cut off once
the USB dongle is plugged in to operate the Windows To Go system, as discussed in this paper.
Besides, several equipments for the USB 3.0 noise power measurement have been introduced. Those
equipments can provide customers the directions for modification and optimization of their ICs,
and products. Finally, the possible solutions for controlling USB 3.0 EMI are also covered in this
paper.
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Abstract— In this paper, we showed the verification of electromagnetic coupling between
display module and antenna. We will analyze here the RF tests needed to be performed by vendors
for those display modules before they are to be integrated into smart phones with accepted
performance. There are 3 tests needed to be verified, the near field EMC surface scan, the S-
parameter test and RF immunity test. After these tests, we can tell the quality for different
display modules and prove that the module performance works well with De-sense test.

1. INTRODUCTION

Since the display modules occupy the largest area of various smart phones nowadays, they may
either act as an EMI noise radiators or a noise receivers. The EMI noise on mobile platform
may couple with display module via traces of PCB, FPC, or the panel ICs. Because the antenna
of a smart phone is usually located around the display module, the EMI noise generated from
display module would strongly couple with nearby antenna and cause sensitivity degradation of
communications. On the other hand, the antenna will radiate a higher level power to keep the link
effectively when the phone initiates a call connection, and it may thus affect the function of display
module due to electromagnetic coupling. The coupling relationship is showed in Figure 1.

We will analyze here the RF tests needed to be performed by vendors for those display modules
before they are to be integrated into smart phones with accepted performance. The 1st test is
near field emission test of display module measured with an EMC surface scanner. The test is to
scan the operating display module with horizontal near field probe, and to limit the radiated power
from the whole display module (including control Panel ICs and FPC connectors) in the designated
communication bands. The test also has to ensure that the EMI noise is from the display module
itself by filtering power supplier or other PCB traces. The 2nd test is the S-parameter test for
radiated emission by performing with microstrip. The test is to measure electromagnetic coupling
between the selected dominant noisy lines and microstrip line. Evaluate the EMC performance
of display module under test in terms of emissions from the dominant lines. The 3rd test is

Figure 1: The coupling between display module and antenna. Figure 2: The setup of near field emission
test of display module.
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RF immunity test by performing with display module against the high level power transmitted
from mobile phone without any specific image degraded. The base station simulator will make
a connection to mobile phone to control the radiated power during the test, and the quality of
image (including display module state, image color, and tone) should not be degraded under RF
interference. To achieve better performance of wireless communications, we will summarize the
principle and applications of various RF test for display modules to be integrated in mobile devices.

2. DISPLAY MODULE NEAR-FIELD EMI

The 1st test is near field emission test of display module measured with an EMC surface scanner.
The setup of measurement is showed in Figure 2.

We measured the near field power by a horizontal probe and its diameter is 2mm. The distance
between probe and display module and the step of probe movement are 1 mm. The spectrum
analyzer we used here is Agilent N9030A. We chose GSM850 band for following tests. Figures 3
and 4 are showed the test result in spectrum type and hot zone type.

We can tell that the strongest power is about −62.7 dBm at 885 MHz, and the average noise
level is about −66 dBm on display module area.

We will process the 2nd test, S-parameter test for radiated emission. The network analyzer is
R&S ZVB8, the probe is Agilent A1818. The setup of the test is showed in Figure 5. The one end
of microstrip line was connecting to port 1 of network analyzer and the other was terminated. The
display module is placed on the spacer and under the microstrip line. We measure the coupling
between the selected dominant noisy lines and microstrip line with an activity probe.

The coupling is −22 to −22.6 dBm over the GSM 850 band in Figure 6. It means the noise
radiated by the display module will be reduced about 22 dB.

We want to proof the relationship between the noise radiated by the display module and cell
phone TIS, so we will compare the TIS of two display module types. We placed a steel plate
between the display module and antenna area, and the TIS was improved about 1.5 dB over the
GSM 850 band, showed in Figure 7. It can be said that the steel plate played a shielding material
isolate the noise from display module to antenna.

The TIS test usually takes much time (about few hours) to confirm the effect of solution. So,
the 1st and 2nd test can help us to confirm in shorter time. Figure 8 is showed the near field
emission test of display module with steel plate.

The strongest power is about −63.7 dBm at 883 MHz and the average level on the module is
smaller the before in Figure 8.

Figure 3: The test result of display module in spec-
trum type.

Figure 4: The test result of display module in hot
zone type.

Figure 5: The setup of S-parameter test. Figure 6: The coupling between dominant line and
microstrip line.
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Figure 7: The measured TIS of two state display
module.

Figure 8: The test result of display module in spec-
trum type.

Figure 9: The test result of display module in hot
zone type.

Figure 10: The test result of display module in hot
zone type.

Figure 11: The test setup of display module near
field EMS.

Figure 12: The EMS interference on display module.

The S-parameter is showed the isolation could be improved about 5 dB in Figure 10. The
Figures 8 to 10 are showed that how near field EMI can interference over the air (OTA) performance
TIS.

3. DISPLAY MODULE NEAR FIELD EMS

The 3rd test setup is showed in Figure 11. The radio communication station is Anritsu MT8820A,
and the antenna in the figure is played a connecting antenna. We will make a call to the mobile
phone and keep the communication during EMS test. The distance between mobile phone and
display module is 1 mm. The test channel is ch. 190 in GSM 850 band, and the TX level is 33 dBm.

The mobile phone should be placed around the display module both side.
In this case, the quality of image (including display module state, image color, and tone) did

not be degraded under RF interference. We can’t expect which channels or which communication
protocols will cause the quality of image degraded, so the EMS test should be process all bands and
all channels in WWAN. Figure 12 is showed a type of EMS fail result, called “Wave Interference”.
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4. CONCLUSION

We showed the verification of electromagnetic coupling between display module and antenna. The
near coupling does actually affect the OTA performance, was showed in Section 2 and EMS test
setup in Section 3. Vendors should verify those display modules before they are to be integrated
into smart phones with accepted performance with. Vendors may collect the test result and make
a report to show the performance of they own modules.
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Abstract— In this paper, we study the effect of changing different parameters on the resonant
behavior of a single element nanoantenna in the form of multilayer nanosphere. Thickness and
number of layers are parameters that their variations have been focused. As final step, the gradual
transformation from sphere to ellipsoid has been considered. This alteration in symmetry has
interesting results on outputs.

1. INTRODUCTION

Guiding light in nanostructures are important challenges for current research and development.
A proper solution to these kinds of nanoscale problems is applying metallic nanoantennas [1].
In recent years, a variety of schemes taking advantage of localized optical near-fields generated
by metallic nanoparticles have been proposed to use them as optical nanoantennas [2]. Optical
antennas consisting of nanometer size metallic particles can be used to improve the size mismatch
between the diffraction limited spot of the excitation light and fluorescent molecules that are much
smaller than the excitation wavelength. Such antennas which act in optical regime support a
localized surface plasmon resonance. In certain condition, light exited plasmons lead to strong
light scattering and absorption, and also an enhancement of the local field. Plasmon modes exist in
a number of geometries and in various metals especially in noble metals such as gold and silver [3, 4].

Here, we study the effect of changing different parameters on the resonant behavior of a single
element nanoantenna in the form of multilayer nanosphere. Thickness and number of layers are
parameters which their variations have been focused. As final step, the gradual transformation from
sphere to both oblate and prolate spheroids has been considered. This alteration in symmetry has
interesting results on outputs. In this paper, we discuss extinction cross section (ECS) as special
output which its consideration is essential in studying parameters variation. The CST Microwave
Studio (full-wave 3D software) is applied as main tool for simulations. Moreover, it is good to know
that the dielectric response of noble metal modeled by Drude function.

2. THEORY AND IDEAS

Scattering from nanosphere. Energy may be removed from a beam of light incident on a particle
embedded within a homogeneous, non-absorbing medium by two processes. Firstly light may be
scattered whereby a photon is redirected along a path that is no longer parallel to the incident
beam. Secondly light may be absorbed by the particle whereby energy is converted into another
form, for instance heat. In almost all cases both scattering and absorption are present and the
combined effect is referred to as extinction. Extinction is a measure of the attenuation of a beam
of light traversing a medium from which the energy is removed by scattering and absorption. The
amount of light absorbed and the amount of light scattered depends on the nature of the particle,
its composition, size and shape.

Optical properties of noble metals. The design of optical antennas has been widely in-
spired by their analogs in the radio frequency range. It is noticeable that metals are no longer a
perfect electric conductor at optical frequencies but have certain, yet high, conductivity. At radio
frequencies, metals behave very similarly to a perfect conductor that can instantaneously cancel
out time-varying fields by generating a surface current. In optical frequency range many materi-
als, especially metals, have strong dispersions, i.e., their dielectric constants change significantly
with light frequency. To model devices accurately, the permittivity can be described by the Drude
model [4]. Considering the epsilon infinity (ε∞), plasma frequency (ωp), and collision frequency
(νc) the correspondent relative permittivity is given as

εr(ω) = ε∞ − ω2
p

ω(ω − iνc)
(1)
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3. SIMULATION AND RESULTS

The basic model used for the studies presented in this work is a spherical nanoparticle as a simple ex-
ample of an optical antenna. One clear benefit of this geometry is the possibility of straightforward
analytical solutions. Initial model contains a metal coated silica sphere at optical frequencies. The
silica material is defined as simple “normal” material with a relative permittivity of ε2 = 2.08. As
mentioned above, the metal material properties are modeled by using Drude dispersion model. The

Figure 1: Silica nanosphere coated by a noble metal (basic model).

Table 1: ECS vs. frequency as metallic cover thickness (h) changing gradually.

Curve No. Rtotal RSi h f (TH) ECS (nm2)
1 43 38 5 468.75 7.126e-014
2 48 38 10 572.92 8.184e-014
3 53 38 15 625 8.568e-014

Figure 2: Modeling the effect of layer’s numbers (from N = 2 to N = 4).

Figure 3: RCS vs. frequency for different number of layers.
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corresponding Drude parameters are ε∞ = 5, ωp = 1.4418e + 016 [rad/s], νp = 1.56996e + 014 [1/s].
As incident light (Figure 1), a plane wave is used to excite the structure. For direct extraction

of the Extinction Cross Section (ECS) the broadband scattering response is extracted. The ECS
of antenna element peaks at its resonance frequency, since an increase in antenna current result in
greater scattering and absorption.

3.1. Metal Shell Thickness
At first, we try to study the effect of changing metallic cover thickness (h). Based on final results
(Table 1), an increase in h (while internal dielectric radius (RSi) is constant) will cause an increase
in resonant frequency and ECS.

3.2. Number of Layers
Number of layers is another important parameter which its effect has been considered. But, in
this section we deal with multilayer nano-sphere (Figure 2). For N = 2, silica is covered by metal.
When N = 3, silica is sandwiched among outer metal layer and inner metal/gap one. Finally, for

Figure 4: Transform from sphere to spheroid by a gradual increase in ∆R.

(a)

(b)

Figure 5: Extinction cross section (ECS) vs. wavelength, (a) oblate, (b) prolate spheroid.
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N = 4, 2 silica layers are separated by an inner metallic layer among them and the whole set is
also covered by metal as outer layer.

As it is shown in Figure 3, one can see for N = 3, the added inner layer will cause increase in
resonant frequency for both case of gap or metal. Of course, when silica shell is sandwiched by
metal in both sides, a considerable enhancement occurs. When N is 4, frequency increased and
ECS decreased for the case of ∆h = 10 (equal thickness of 10), but there is a small difference
among the results of two other cases (equal thickness of 5, and unequal thickness) with what we
see in N = 2. It is clear that size has higher effect than number of layers.

3.3. Gradual Transformation from Sphere to Ellipsoid
Ellipsoidal particles with two principal axes of the same length are known as spheroids. Based on
Figure 4, rotation of the ellipse about the major axis generates a prolate spheroid (cigar-shaped)
and rotation about the minor axis generates an oblate spheroid (disk-shaped).

As shown by Figure 5, a gradual increase in ∆R and transforming from sphere to ellipsoid will
cause an increas in resonant frequency (or a decrease in resonant wavelength) and also a reduction
in ECS, for both oblate and prolate configurations. By a comparison among these two, we can see
that reduction in resonant wavelength and ECS for transforming to prolate spheroid (Figure 5(a))
is more considerable than oblate one (Figure 5(b)). Also, the difference among two continuous
steps is very greater in the case of prolate spheroid.

4. CONCLUSIONS

A judicious combination of dielectric and metallic materials can produce highly tunable compact
optical antenna. These investigations give new insight into the number of layers and their thick-
ness, and also change in symmetry. As an important result, one can see that introducing gradual
asymmetry in nanoparticle shape from sphere to spheroid causes an improvement in response. Also,
results show that how the thickness of metallic cover could change ECS and resonant frequency,
which are two important outputs under study in this work.
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Abstract— J. C. Maxwell adopted the quaternion to describe the electromagnetic theory,
while A. Einstein introduced the curved 4-dimensional space-time to depict the gravitational
field. Those methods inspire the scholars to bring into use the curved octonion space to study
the physical features of electromagnetic and gravitational fields simultaneously. In the octonion
space, the radius vector and the integral of field potential can be combined together to become
the compounding radius vector. The latter can be considered as the radius vector of the octonion
compounding space. In the octonion compounding space, the paper discusses the impact of
the velocity and velocity curl on the movement of charged particles. In the curved octonion
compounding space, the connection coefficient and curvature have the influence on the field
strength, field source, angular momentum, and force etc.. It means that the space bending will
exert directly an influence on the features of electromagnetic and gravitational fields.

1. INTRODUCTION

J. C. Maxwell was the first to adopt the two methods, the quaternion and vectorial terminology, to
describe the electromagnetic theory. It leads the subsequent scholars to introduce the quaternion
and octonion to depict the electromagnetic and gravitational fields [1]. Adopting the octonion
enables the subsequent scholars to describe simultaneously the features of electromagnetic and
gravitational fields, and to draw out the gravitational field equations as well as the electromagnetic
field equations. The gravitational field equations are able to include the law of gravitation of
Newton. And the electromagnetic field equations can cover the Maxwell’s equations, although the
direction of displacement current and the gauge equation both are different.

In the octonion space, the integral of field potential and the radius vector can be combined
together to become the compounding radius vector, which can be considered as the radius vector
of the octonion compounding space (one kind of function space). A. Einstein studied the some
features of gravitational fields with the curved 4-dimensional space-time [2]. It spires the scholars
to apply the curved octonion compounding space to depict simultaneously some features of the
electromagnetic and gravitational fields [3].

The connection coefficient has an influence on the field potential, field strength, field source,
power, and force etc. directly. From the definition of field source, the paper will obtain the
field equations of electromagnetic and gravitational fields. The above means that the connection
coefficient and the space curvature can impact the field equations directly.

2. QUATERNION COMPOUNDING SPACE

2.1. Flat Quaternion Compounding Space
The quaternion is suitable to describe the features of gravitational fields. In the quaternion space
for gravitational fields, the quaternion basis vector is {ii}, with i0 = 1. The quaternion radius
vector is Rg(ri) = iiri, the quaternion velocity is Vg(vi) = c♦ ◦Rg, the quaternion angular velocity
is Yg(yi) = ♦ ◦Vg, and the quaternion angular acceleration is Zg(zi) = −♦∗ ◦Yg. Herein ◦ denotes
the quaternion multiplication. ♦ = ii(∂/∂ri). c = v0 is the speed of light. i, j, k, m = 0, 1, 2, 3.

In the gravitational field, there is one quaternion quantity Xg(xi), which is the integral of field
potential, Ag(ai) = ♦ ◦Xg. The quaternion strength is Bg(hi) = ♦ ◦Ag, and the quaternion source
is Sg(si) = −♦∗ ◦ Bg/µg. Herein the gravitational constant is µg < 0. By Comparison with the
Newtonian gravitational theory, it finds that, Sg = mVg, with m being the mass density.

In the quaternion space for gravitational fields, the quaternion radius vector Rg and the quater-
nion physical quantity Xg can be combined together to become the quaternion compounding radius
vector, R̄g = Rg +krxXg, or the quaternion compounding physical quantity, X̄g = Xg +KrxRg. The
quaternion compounding radius vector R̄g can be considered as the radius vector in the quater-
nion compounding space (function space). In the quaternion compounding space, the quaternion
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compounding field potential is Āg = ♦ ◦ X̄g = Ag + (Krx/c)Vg, the quaternion compounding
field strength is B̄g = ♦ ◦ Āg = Bg + (Krx/c)Yg, and the quaternion compounding field source is
S̄g = −♦∗ ◦ B̄g/µg. Herein S̄g = mV̄g. S̄g = Sg + Zg/(µgkrx). Zg = (µgk

2
rxmc)Ag. Krx = 1/krx.

2.2. Curved Quaternion Compounding Space
In the curved space, the quaternion compounding radius vector is R̄g(ūi), the coordinate is ūi, and
the tangent frame quaternion is {ei}. And its space-time interval is defined as,

dR̄2 = dR̄g ¯ dR̄g = gijdūidūj , (1)

where the metric coefficient is gij = ei ¯ ej . The tangent frame quaternion is ej = ∂R̄g/∂ūj , with
e0 being the scalar. ¯ denotes the scalar product of quaternions. u0 = ct, and t is the time.

In the flat quaternion compounding space, the quaternion product Ḡ ◦ H̄ of two quaternions,
Ḡ(ḡi) and H̄(h̄j), consists of the scalar part Ḡ ¯ H̄ and the vector part Ḡ ⊗ H̄. According to the
definition of quaternion orthogonality, when Ḡ¯ H̄ = 0, Ḡ and H̄ are on an orthogonal state.

In the curved space, the quaternion compounding physical quantity Ā1 in the tangent space T1

of one pointM1 on the quaternion manifold can be decomposed in the tangent space T2 of the point
M2 around M1. According to the definition of quaternion orthogonality, Ā1 can be decomposed
as the projection part Ā2 in T2 of M2, and the orthogonal part N̄2 being perpendicular to T2.
On the basis of the quaternion parallel transport, Ā2 is parallel transported from Ā1. For 1 rank
contravariant tensor Ȳ i(P) of one point P, the component of the quaternion covariant derivation
with respect to ūk is, ∇kȲ

i = ∂Ȳ i/∂ūk + Γi
jkȲ

j , and Γi
jk being the connection coefficient.

3. EQUATIONS IN THE GRAVITATIONAL FIELD

In the curved quaternion compounding space, the gravitational strength and gravitational source
can be derived from the gravitational potential and quaternion operator. Expanding the definition
of gravitational source will infer the field equations, including the law of gravitation.

The compounding gravitational potential Āg(ā0, ā1, ā2, ā3) is defined as,

Āg = ♦ ◦ X̄g = ♦¯ X̄g + ♦⊗ X̄g , (2)

where X̄g = x̄jej . ♦x̄i = ek∇kx̄
i, with ej = gijej and gij = (gij)−1. The scalar part ♦¯ X̄g of Āg

is ā0e0 = ā, while the vector part ♦⊗ X̄g of Āg is āpep = ā. p, q = 1, 2, 3.
The compounding gravitational strength B̄g(k̄0, k̄1, k̄2, k̄3) is written as,

B̄g = ♦ ◦ Āg = ♦¯ Āg + ♦⊗ Āg , (3)

where the scalar part of B̄g is ♦ ¯ Āg = k̄0e0, and the vector part of B̄g is ♦ ⊗ Āg = k̄pep. The
gauge equation is chosen as, k̄0 = 0, in the gravitational field. The vector part of the gravitational
strength can be rewritten as two parts, k̄pep = ḡ/c + b̄. The first part, ḡ/c = ∇0ā +∇ā, is related
with the acceleration, while the second part, b̄ = ∇ × ā, is relevant to the angular velocity of
rotation. ∇ā = (eq∇q) ◦ (ā0e0). ∇× ā = (eq∇q)⊗ (āpep). ∇0ā = ∇0(āpep). ∇ = eq∇q.

The compounding gravitational source S̄g(s̄0, s̄1, s̄2, s̄3) is written as,

− µS̄ = − (
µgS̄g − B̄∗g ◦ B̄g/c

)
=

(
♦ + B̄g/c

)∗ ◦ B̄g, (4)

where −µgS̄g = ♦∗ ◦ B̄g = ♦∗ ¯ B̄g + ♦∗ ⊗ B̄g. The scalar part of S̄g is −♦∗ ¯ B̄g/µg = s̄0e0, and
the vector part of S̄g is −♦∗ ⊗ B̄g/µg = s̄pep. µ and µg are the coefficients. Expanding the above
will conclude the gravitational field equations.

The angular momentum, energy-torque, and power-force can be defined from the linear momen-
tum and the quaternion operator ♦. The force includes the inertial force, gravity, and extra force
term caused by the space bending etc..

The quaternion compounding angular momentum L̄g(l̄0, l̄1, l̄2, l̄3) can be defined as,

L̄g = R̄g ◦ P̄g = R̄g ¯ P̄g + R̄g ⊗ P̄g , (5)

where the compounding linear momentum of field source is P̄g = µS̄/µg. The scalar part of L̄g is
R̄g ¯ P̄g = l̄0e0, and the vector part of L̄g is R̄g ⊗ P̄g = l̄pep. For the case of many field sources, the
angular momentum may be complicated because of the accumulation.
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The quaternion compounding energy-torque W̄g(w̄0, w̄1, w̄2, w̄3) is defined as

W̄g = c
(
♦ + B̄g/c

) ◦ L̄g = c
(
♦ + B̄g/c

)¯ L̄g + c
(
♦ + B̄g/c

)⊗ L̄g, (6)

where the scalar part of W̄g is c(♦ + B̄g/c)¯ L̄g = w̄0e0, and is relevant to the energy. The vector
part of W̄g is c(♦ + B̄g/c)⊗ L̄g = w̄pep, and is related with the torque.

The quaternion compounding power-force N̄g(n̄0, n̄1, n̄2, n̄3) is written as

N̄g = c
(
♦ + B̄g/c

)∗ ◦ W̄g = c
(
♦ + B̄g/c

)∗ ¯ W̄g + c
(
♦ + B̄g/c

)∗ ⊗ W̄g, (7)

where the scalar part of N̄g is c(♦ + B̄g/c)∗ ¯ W̄g = n̄0e0, and is relevant to the power as well as
the mass continuity equation. The vector part of N̄g is c(♦ + B̄g/c)∗ ⊗ W̄g = n̄pep, and is related
with the force in the gravitational field.

In the curved quaternion compounding space for gravitational fields, the compounding force is,
f̄ = −(n̄pep)/(2c). Herein the force f̄ includes the inertial force, gravity, gradient of energy, and
extra force term caused by the space bending etc.. The force f̄ can be impacted by the gravitational
potential Āg etc.. And the extra force term is related with the connection coefficient etc..

4. OCTONION COMPOUNDING SPACE

4.1. Flat Octonion Compounding Space

The octonion can be separated into two components, the quaternion and the S-quaternion. The
quaternion is suitable to describe the feature of gravitational fields, while the S-quaternion is
applied to depict the property of electromagnetic fields.

In the S-quaternion space for electromagnetic fields, the vector basis is {Ii}. The S-quaternion
radius vector is Re(Ri) = IiR

i, the S-quaternion velocity is Ve(V i) = c♦ ◦ Re, the S-quaternion
angular velocity is Ye(Y i) = ♦◦Ve, and the S-quaternion angular acceleration is Ze(Zi) = −♦∗◦Ye.
In the electromagnetic field, the S-quaternion physical quantity is Xe(Xi), which is the integral of
S-quaternion field potential, that is Ae(Ai) = ♦ ◦Xe. The S-quaternion field strength is Be(H i) =
♦◦Ae, and S-quaternion field source is Se(Si) = −♦∗ ◦Be/µe. Herein the electromagnetic constant
is µe > 0. ◦ denotes the octonion multiplication. By comparison with the classical electromagnetic
theory, there is Se = qVe, with q being the density of electric charge.

In the octonion space, the octonion radius vector is, R = Rg + kegRe = i0 ◦ (ri + kegR
iI0), with

keg being the coefficient. The radius vector Rg in the quaternion space is independent of the radius
vector Re in the S-quaternion space. In the S-quaternion space for the electromagnetic field, the S-
quaternion radius vector Re and the S-quaternion physical quantity Xe can be combined together
to become the S-quaternion compounding radius vector R̄e = Re + krxXe, or the S-quaternion
compounding physical quantity X̄e = Xe + KrxRe. The S-quaternion compounding radius vector
can be considered as the radius vector of the S-quaternion compounding space (function space). In
the S-quaternion compounding space for the electromagnetic field, the S-quaternion compounding
field potential is Āe = ♦ ◦ X̄e = Ae + (Krx/c)Ve, the S-quaternion compounding field strength is
B̄e = ♦ ◦ Āe = Be + (Krx/c)Ye, and S-quaternion compounding field source is S̄e = −♦∗ ◦ B̄e/µe.
Herein S̄e = qV̄e. S̄e = Se + Ze/(µekrx). Ze = (µek

2
rxqc)Ae.

Further the octonion radius vector R and the octonion physical quantity X can be combined
together to become the octonion compounding radius vector, R̄ = R + krxX = R̄g + kegR̄e, or the
octonion compounding physical quantity, X̄ = X+ KrxR = X̄g + kegX̄e.

4.2. Curved Octonion Compounding Space

In the curved octonion compounding space, the octonion compounding radius vector is R̄(ūi, Ū j) =
R̄g(ūi) + kegR̄e(Ū j). In the quaternion compounding space, the radius vector is R̄g(ūi), and the
tangent frame quaternion is {ei}. In the S-quaternion compounding space, the radius vector is
R̄e(Ū j), and the tangent frame S-quaternion is {Ei}. The radius vectors in the quaternion and
S-quaternion compounding spaces can be combined together to become the octonion compounding
radius vector R̄. The latter can be written as, R̄ = ūses. Herein ūj+4 = kegŪ

j and ej+4 = Ej .
u0 = ct, c is the speed of light, and t is the time. r, s, t, u = 0, 1, 2, 3, 4, 5, 6, 7.

The space-time interval of the octonion compounding space is,

dR̄2 = dR̄¯ dR̄ = grsdūrdūs , (8)
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where the metric coefficient is grs = er ¯ es. The tangent frame octonion is er = ∂R̄/∂ūr, with e0

being the scalar. ¯ denotes the scalar product of octonions.
In the curved octonion compounding space, the octonion product Ḡ ◦ H̄ of two octonions, Ḡ(ḡr)

and H̄(h̄s), consists of the scalar part Ḡ¯ H̄ and the vector part Ḡ⊗ H̄. According to the definition
of octonion orthogonality, when Ḡ¯ H̄ = 0, Ḡ and H̄ are on an orthogonal state.

The octonion compounding quantity Ā1 in the tangent space T1 of one pointM1 on the octonion
manifold can be disassembled in the tangent space T2 of the point M2 near M1. According to the
definition of octonion orthogonality, Ā1 can be separated into the projection part Ā2 in T2 of M2,
and the orthogonal part N̄2 being perpendicular to T2. On the basis of the definition of octonion
parallel transport, Ā2 is parallel transported from Ā1. For 1 rank contravariant tensor Ȳ s(Q) of
one point Q, the octonion covariant derivation is, ∇tȲ

s = ∂Ȳ s/∂ūt + Γs
rtȲ

r, and Γs
rt being the

connection coefficient.

5. EQUATIONS IN THE ELECTROMAGNETIC FIELD

In the curved octonion compounding space, the electromagnetic strength and the electromagnetic
source can be defined from the electromagnetic potential and quaternion operator. Expanding the
definition of field source deduces the field equations, including Maxwell’s equations.

The octonion compounding field potential, Ā = Āg + kegĀe, is defined as,

Ā = ♦ ◦ X̄ = ♦¯ X̄+ ♦⊗ X̄, (9)

where the compounding electromagnetic potential is Āe(Ā0, Ā1, Ā2, Ā3). The octonion compound-
ing physical quantity is X̄ = X̄g + kegX̄e. The S-quaternion compounding physical quantity is
X̄e = X̄jEj . The ‘scalar’ part ♦ ¯ X̄e of Āe is Āq = Ā0E0, and the ‘vector’ part ♦ ⊗ X̄e of Āe is
Ā = ĀpEp. ♦X̄p = ek∇kX̄

p, with ei = gijej and gus = (gus)−1.
The octonion compounding field strength, B̄ = B̄g + kegB̄e, is written as,

B̄ = ♦ ◦ Ā = ♦¯ Ā+ ♦⊗ Ā , (10)

where the compounding electromagnetic strength is B̄e(K̄i). The ‘scalar’ part of B̄e is ♦ ¯ Āe =
K̄0E0, while the ‘vector’ part of B̄e is ♦⊗ Āe = K̄pEp. The gauge equation for the electromagnetic
field is chosen as, K̄0 = 0. The ‘vector’ part of electromagnetic strength can be separated into
two components, that is, K̄pEp = Ē/c + B̄. The first component, Ē/c = ∇0Ā + ∇ ◦ Āq, is the
electric field intensity, while the second component, B̄ = ∇ × Ā, is the magnetic flux density.
∇ ◦ Āq = (ep∇p) ◦ (Ā0E0). ∇× Ā = (eq∇q)⊗ (ĀpEp). ∇0Ā = ∇0(ĀpEp).

The octonion compounding field source, µS̄ = µgS̄g + kegµeS̄e, is written as,

− µS̄ = − (
µgS̄g + kegµeS̄e − B̄∗ ◦ B̄/c

)
= (♦ + B̄/c)∗ ◦ B̄, (11)

where −µgS̄g = ♦∗ ◦ B̄g = ♦∗ ¯ B̄g + ♦∗ ⊗ B̄g, and −µeS̄e = ♦∗ ◦ B̄e = ♦∗ ¯ B̄e + ♦∗ ⊗ B̄e. The
compounding electromagnetic field source is S̄e(S̄i). The ‘scalar’ part of S̄e is, −♦∗¯B̄e/µe = S̄0E0,
while the ‘vector’ part of S̄e is, −♦∗⊗ B̄e/µe = S̄pEp. µ and µe are the coefficients. Expanding the
above yields the electromagnetic field equations and the gravitational field equations.

The angular momentum, energy-torque, and power-force can be defined from the linear momen-
tum and the quaternion operator ♦. The force includes the inertial force, gravity, Lorentz force,
Coulomb force, and extra force term caused by the space bending etc..

The octonion compounding angular momentum L̄g(l̄i, L̄j) is written as,

L̄ = R̄ ◦ P̄ = R̄¯ P̄+ R̄⊗ P̄ , (12)

where the linear momentum of field source is P̄ = µS̄/µg. The scalar part of L̄ is R̄ ¯ P̄ = l̄0e0,
while the vector part of L̄ is R̄⊗ P̄ = l̄pep + L̄0E0 + L̄pEp. For the case of many field sources, the
angular momentum may be complicated because of the accumulation.

The octonion compounding energy-torque W̄(w̄i, W̄ j) is defined as,

W̄ = c
(
♦ + B̄/c

) ◦ L̄ = c
(
♦ + B̄/c

)¯ L̄+ c
(
♦ + B̄/c

)⊗ L̄, (13)

where the scalar part of W̄ is c(♦ + B̄/c) ¯ L̄ = w̄0e0, and is relevant to the energy. The vector
part is c(♦ + B̄/c)⊗ L̄ = w̄pep + W̄ 0E0 + W̄ pEp. The term w̄pep is related with the torque.
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The octonion compounding power-force N̄g(n̄i, N̄ j) is,

N̄ = c
(
♦ + B̄/c

)∗ ◦ W̄ = c
(
♦ + B̄/c

)∗ ¯ W̄+ c
(
♦ + B̄/c

)∗ ⊗ W̄, (14)

where the scalar part of N̄ is c(♦ + B̄/c)∗ ¯ W̄ = n̄0e0, and the vector part is c(♦ + B̄/c)∗ ⊗ W̄ =
n̄pep + N̄0E0 + N̄pEp. The term n̄0e0 is relevant to the power, and the term n̄pep is dealt with the
force. The scalar term n̄0e0 and ‘scalar’ term N̄0E0 are related with the mass continuity equation
and the current continuity equation respectively.

In the curved octonion compounding space, the force in the gravitational and electromagnetic
fields is, f̄ = −(n̄pep)/(2c). Herein the force f̄ includes the inertial force, gravity, Lorentz force,
Coulomb force, gradient of energy, and extra force term caused by the space bending etc.. The
force f̄ can be impacted by the gravitational potential Ag and the electromagnetic potential Ae.
And the extra force term is related with the connection coefficient and curvature etc..

Further referring to the process of Einstein’s General Relativity, the above equations in the
curved octonion compounding space can be transferred similarly. In one equation, the physical
quantity X and its diverse derivations terms can be gathered to one side of the equal mark, while
the radius vector R and its diverse derivations terms to the other side. And the results reveal that
the matter has an influence on the space bending.

6. CONCLUSIONS

In the curved octonion compounding space, there may exist many kinds of geometric structures
and their connections. One or several of them should be suitable to describe the physical features
of gravitational and electromagnetic fields.

The octonion space is able to depict simultaneously the physical features of gravitational and
electromagnetic fields. By means of the concept of octonion orthogonality, the paper defines the
octonion parallel transport in the curved octonion compounding space, which can be applied to
depict the curvature and connection coefficient. The curved octonion compounding space will
impact the physical quantities in the gravitational and electromagnetic fields, including the field
potential, field strength, field source, angular momentum, energy, torque, power, and force etc..
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Abstract— This paper presents a systematic procedure for designing a bandpass filter with
wide bandwidth based on parallel coupled three finline structures. Normal mode parameters like
propagation constants, characteristic impedance and equivalent voltage eigenvector of multiple
coupled unilateral finlines are evaluated by using full wave modal analysis. A design graph for
symmetric three unilateral finline structure is presented for the design of bandpass filter. A
bandpass filter of order 3 having center frequency of 10 GHz with fractional bandwidth of 20%
is designed and simulated in HFSS (High Frequency Structure Simulator).

1. INTRODUCTION

THE finline is a wave guiding structure which is increasingly used as millimeter wave component
due to various advantages such as reducing size, weight and cost. At millimeter wave frequency
the finline filter has been implemented in [1–3] which are mostly based on ladder/cascaded shape.
Limited analysis is available on finline filter, which is based on coupled finline. This paper presents
the design of bandpass filter using three coupled unilateral finlines. The advantage of present filter
is low loss and wider bandwidth over the ladder/cascaded type filter. The unilateral coupled finline
structures have been analyzed by many authors [4–8]. The full wave modal analysis for unilateral
finline coupling section and an admittance inverter circuit are derived in [9, 10].

In this paper, a Chebyshev filter of order 3 with fractional bandwidth 20% has been designed on
RT-duroid 5880TM substrate using unilateral three finlines. In Section 2, the numerical procedure
based on the full wave modal analysis is formulated to compute all the frequency-dependent normal
mode parameters for symmetric unilateral finlines. A bandpass filter is designed using full wave
modal analysis is presented in Section 3.

2. ANALYSIS OF THREE COUPLED UNILATERAL FINLINES

The simulated 3 dimension model of three finline filter structure is shown in Figure 1. The cross-
section of the symmetric unilateral finlines structure is assumed to be uniform in z-direction is
shown in Figure 2. The enclosure is ridged metal waveguide.

2.1. Normal Mode Parameters

The propagation constants are evaluated by applying the Galerkin’s method to the transformed
Green’s function matrix relating the voltage and electric fields at various boundaries of the structure

Figure 1. Model of three finline filter structure in
HFSS software.

Figure 2. Cross section of three-finline structure.
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and solving for the roots of the determinant of the Eq. (1) in [7].

∞∑
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k
2nLm

2n +
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dk
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The set of basis functions used in this analysis are sinusoidal and expressed as follows:

Vz (y) =
cos

[
2 (n− 1)π (y−yi)

wi

]
√

1−
"

2(y−yi)
wi

#2
, Vy (y) =

sin
[
2nπ (y−yi)

wi

]
√

1−
"

2(y−yi)
wi

#2
.

where wi being the width of the ith fin, yi is the distance from origin to the center of ith fin.
2.2. Characteristics Impedances
Mode characteristics impedance of the coupled unilateral finlines lines are evaluated for all hybrid
modes in a straight forward manner by calculating the power associated with a given finline for a
given mode and the corresponding finline voltage as shown in [7]. The finline mode impedance is
given by

Zlm =
(Vlm)2

Plm
(2)

where Vlm is the modal voltage of the lth slot given by the integral of the electric field across the
slot and Plm is the partial modal power associated with the same slot when the mth normal mode
is excited.

3. FILTER DESIGN

Figure 2 shows the port convention and connections of a resonator used to realize the band pass
filter structure. The resonator consists of three parallel-coupled unilateral finlines approximately
quarter wavelength long. In this paper, multi resonators are cascaded to achieve high rejections.
The six port impedance matrix parameters for a section of three coupled finlines of length l are
found from mode characteristic impedances, phase velocities and voltage ratios [7–11].

This three-coupled finline structure supports three dominant modes as OE, EE, and OO, which
correspond to 1, 2 and 3, respectively [7–11]. Each mode has its own modal phase constant,
eigenvoltage vector and characteristic impedance. The eigenvoltage matrix for symmetrical three
line which have equal fin-width and spacing are given by

[Mv] =

[ 1 1 1
m1 0 m3

1 −1 1

]

Each vector of [Mv] is the eigenvoltage vector of the matrix product [L] [C]. The matrix [Mv]
can be used to derive the relation between port voltages and port currents.

[
VA

VB

]
=

[
ZA ZB

ZB ZA

] [
IA

IB

]

where

[VA] = [V1, V2, V3]T , [VB] = [V4, V5, V6]T ,

[IA] = [I1, I2, I3]T , [IB] = [I4, I5, I6]T

And the impedance matrix [ZA] and [ZB] can be derived as

[ZA] = [MV ]diag[−jZmi cot θi][MV ]T

[ZB] = [M
V
]diag[−jZmi csc θi][MV ]T
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Now θi = βil with βi is the phase constant of the ith mode, l the length of the coupled section, and
Zmi given by

Zmi =
Zoi

m2
i + 2

(3)

where Zoi is the characteristic impedance of ith mode. In Eq. (3), m2 = 0. Comparing the two
port Z-parameters of the circuit in Figure 3(b) with Figure 3(c), we obtain Eqs. (4), (5), (6).

m1Zm1 −m3Zm3 = JZAZB (4)
m2

1Zm1 −m2
3Zm3 = ZA(J2ZAZB + 1) (5)

Zm1 + Zm3 = ZB(J2ZAZB + 1) (6)

According to [9] boundary conditions shown in Figure 3(a)

m1Zm1 ≈
[
2 + µ2

2µ

]
(Z0/2) (J2Z2

0 + JZ0 + 1) (7)

Zm3 ≈
[
2 + µ2

2µ

]
(Z0/2) (J2Z2

0 − JZ0 + 1) (8)

where

µ =

√
2

[
2 (Zee − Zoo)

2 − Zoe (Zoe − Zee − Zoo)− ZeeZoo

]

2Zee − Zoe − Zoo

The value of JZO for each admittance inverter can be determined from the values of lumped circuit
elements of the low pass prototype.

J1 =
1
Z0

√
π∆
2g1

(9)

Jn =
1
Z0

√
π∆

2gn−1gn
, for n = 2, 3, . . . , N, (10)

JN+1 =
1
Z0

√
π∆

2gNgN+1
(11)

where ∆ = ω2−ω1
ω0

.
For N = 3, the values of g1 to gN+1 are given below using [12].

g1 = 1.5963, g2 = 1.0967, g3 = 1.5963, g4 = 1.0000.

Once JZO is known the values of m1Zm1 and m3Zm3 for each coupled section can be known. The
values of m1Zm1 and m3Zm3 for Section 1 are 82.02 Ω and 64.69 Ω respectively and for the Section 2
are 37.65Ω and 40.94 Ω respectively. The designed data from the above is calculated and finally
the filter is optimized. Both the data are shown in Table 1.

The design graph in Figure 4 for εr = 2.2 is used to determine the line width and line spacing of
three coupled unilateral finlines at 10 GHz. Due to symmetry of filter only the width, spacing and

Table 1.

Dimensions Designed Data Optimized Data
Section 1 Section 2 Section 1 Section 2

W 0.650 0.680 0.750 0.750
S 1.320 2.370 1.400 2.400
L 9.592 10.164 12.970 13.413
G 1.975 2.033 1.076 1.633

All the dimensions are in mm.
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(a)

(b) (c)

Figure 3. Reduction of a coupled three-finline sec-
tion to a two-port network. (a) Coupled three-line
section as a six-port network. (b) Equivalent ad-
mittance inverter. (c) Further approximated admit-
tance inverter.

Figure 4. The bandpass filter design graph for a
symmetric three unilateral finline structure. [Sub-
strate dielectric constant εr = 2.2, substrate thick-
ness (D) = 0.8mm, frequency = 10GHz].

I II

Figure 5. PCB layout of the three finline filter of
order 3.
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Figure 6. The simulated S-parameters response of
three finline filter.

length of two sections has been mentioned here. Simulated model of three finline filter structure in
HFSS Software is shown in Figure 4. The pattern of the designed filter has been shown in Figure 5.

The designed filter dimension has been simulated in HFSS. The return loss S11 and insertion
loss S21 over a frequency band have been given in Figure 6. The insertion loss in passband is 0.5 dB
and return loss is less than −10 dB and stop band attenuation is 20 dB at 11.5GHz frequency. If
desired a tradeoff between the bandwidth and return losses can be achieved by further optimization
of the filter dimensions. The above simulated results are not been compared with fabricated results
due to lack of fabrication facilities in university.

4. CONCLUSION

The most important advantage of three finline filter presented here is that it can be widely used in
microwave and millimeter wave applications. Another advantage of this three coupled finline filter
design is that the tight line spacing for designing wideband bandpass filter can be greatly relaxed.
The design presented here, provides a relatively compact ultra wideband filter using coupled finline
structure.
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Abstract— The computation of the electromagnetic scattering for flying target usually has
more practical meanings in stealth performance evaluation and weapon design. As a fast RCS
prediction method with acceptable error, GRECO (Graphical Electromagnetic Computing) pro-
vides the possibility of broad-scale RCS computation for electrically large dynamic targets. In
the actual environment, flying target (like aircraft) is influenced by the unpredictable factors, like
atmospheric interference, fuselage shake and flying operation, etc.. These factors usually bring
perturbation in both flight and radar view point, which are commonly not considered in the sim-
ulation. The high sensitivity of the target’s RCS in high frequency region indicates the potential
influence on radar target characteristic simulated from the simulation results without perturba-
tion consideration. In this paper, the perturbation of the aircraft is modeled as the uniformly
distributed random variables on pitch, yaw and roll planes individually. The application of the
Monte-Carlo simulation in GRECO is used for analyzing the perturbation effects on the aircraft’s
RCS. Gaussian model is proposed as the description of the RCS difference, whose sensitivity on
frequency, polarization and turbulence extents are also studied. The conclusion could be used as
the consultation on the comparison of RCS between measurement and simulation.

1. INTRODUCTION

The importance of RCS (radar cross section) in electromagnetic research and radar application
is evident. Traditional method of collecting RCS data from target is mainly based on the indoor
and outdoor measurements, which cost great manpower, money and time. The development of
computational electromagnetic (CEM) makes it possible to get the RCS of target through computer
simulation with acceptable error and low cost, both in manpower and time. Improvements on the
algorithm and hardware performance of computer also achieve the function that calculates the
radar target’s RCS in the practical dynamic scene. However, the issue on the error (or difference)
between measurement and simulation was always a controversy and have been challenging the
computation method in EM simulation. One of the error sources comes from the perturbation in
target’s movement. The unpredictable air turbulence, bump of the earth, sea surface’s undulation
and the pilot’s operation offset are all the possible factors lead to the perturbation in target attitude.
That always result in the confusion on the comparison between measurement and simulation results,
the latter usually does not take perturbation into account and achieve perfect control in attitude
during movement. This paper proposes a method to simulate target’s dynamic RCS considering
the unpredictable perturbation. The characteristic of the difference in RCS between “static” and
“dynamic” situation is analyzed, the credibility curve of the RCS also provides the reference in
practical measurements.

2. DYNAMIC SIMULATION USING GRECO

The RCS simulation results presented in this paper come from the GRECO method [1, 2]. GRECO
is a fast RCS prediction method with the function of target visibility on the screen, which gives
a more explicit demonstration on radar target’s attitude in radar view. It takes high frequency
approximation method to calculate the far scattering field with the advantage of fast calculation
with acceptable error for electrically large targets. For large scale objects, the total far-field RCS
is the summation of the scattering field from these independent scattering sources. PO (physical
optics) and PTD (physical theory of diffraction) method is used to calculate the scattering from
facet and wedge respectively according to the position of the pixel. It usually takes formula (1) to
calculate the back scattering contribution from the pixel on the facet using PO theory [3].

SPO =
∑

PIXELS

sinc
(

kl

cos θ
sin θ

)
ei2kz∆s′ (1)

k is the wave number, cos θ = nz, l =
√

∆s′ is the size of the pixel on the screen (the same scale in
both X and Y direction), z is the direction of backscattering, θ is the angle between z direction and
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the pixel’s norm. As for the contribution from diffraction field of the edge, the discrete formula (2)
is used, which also takes

Lxx
PTD =

∑

PIXELS

1
t2x + t2y

[−ft2x + gt2y
]
∆lsinc(ktz∆l)e2jkz (2)

pixel as the basic unit. In (2), tx, ty and tz are the unit vector of the edge, ∆l is the length of
the edge. f and g are diffraction coefficient [4]. The contribution from facets and edges could be
combined to calculate the total RCS

σ = 4πR2 |Es|2
|E0|2

=
1
π
|jkSPO + LPTD|2 (3)

SBR (Shooting and Bouncing Ray) method [5] is also applied in the code for the field calculation
which involves multi-scattering of the EM wave. In most of the practical cases, GRECO method
could give the results of electrically large objects with acceptable error in engineering application.
Its time-efficiency also provides the possibility in the target’s dynamic simulation considering the
perturbation influence.

The dynamic simulation of target’s RCS usually takes “quasi-static” method, which discrete the
movement trace into the composition of several static positions. In each static position, target’s
electromagnetic scattering characteristic is calculated and time-axis is used as the coordinate to
represent the moving series. Building the target coordinate and radar coordinate is the first step of
the dynamic simulation. In radar coordinate, the radar locates at the origin and target’s position
is interpreted by three parameters as illustrated in Figure 1. The target’s geometry center locates
at the origin of target’s coordinates. As for an aircraft, it usually defines the XOY plane on its
azimuth plane, where X-axis is along the fuselage direction. The attitude of the aircraft is usually
described by the pitch, yaw and roll angle. Matrix transformation between two coordinates is
necessary for calculating the target’s attitude information in radar view [6, 7].

3. MONTE-CARLO SIMULATION FOR DYNAMIC PERTURBATION

In this paper, the flying aircraft is taken as the model to illustrate the dynamic RCS simulation
considering the perturbation effect. The attitude of the aircraft is described by pitch, yaw and roll
angles in radar view by the transformation from target coordinate to radar coordinate. Therefore,
the perturbation of the aircraft could be seen as the composition of perturbations in pitch, yaw and
roll plane respectively. Seldom report and literature gives the exact mathematical interpretation
of the unpredictable perturbation [8]. For generalization, we treat the perturbation as the random
process that evenly distributes within the specified range. Define the perturbation angle in pitch,
yaw and roll plane to be ∆ϕ(t), ∆θ(t) and ∆γ(t), the aircraft’s attitude in radar view could be
described as ϕ(t) + ∆ϕ(t), θ(t) + ∆θ(t) and γ(t) + ∆γ(t). Monte-Carlo simulation method is
necessary for this kind of problem since ∆ϕ(t), ∆θ(t) and ∆γ(t) are all random variables. Large
amount of simulations is needed to collect results with good credibility. The flow chart of the
dynamic RCS simulation with perturbation effect is demonstrated in Figure 2.

The aircraft model used in the simulation is the combination of several simple geometry ob-
jects such as flat plate and right cylinder. It could be seen as the representation of the typical
object. The radar locates at the origin of the coordinate, the model takes a straight line flying
from (−10000, 700, 700) to (10000, 700, 700), all units are meter. The perturbation in pitch, yaw

Figure 1: Target and radar coordinate definition.
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Figure 2: Flow chart of Monte Carlo simulation for perturbation RCS calculation.
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Figure 3: Histogram of RCS difference of any two samples from the movement series — 3GHz.
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Figure 4: Histogram of RCS difference of any two samples from the movement series — 10GHz.

and roll angle are evenly distributed random variables in (−1◦, 1◦). Radar wave frequencies are
3GHz and 10 GHz respectively with V V polarization. The sample number over the entire trace is
1000. Simulation programs generate 100 evenly distributed numbers for each perturbation variable.
Therefore, at least 106 simulations are necessary for the comprehensive consideration.

4. RESULTS

Direct comparison of RCS on the entire trace usually could hardly get any meaningful conclusion.
Since Monte-Carlo simulation method is utilized and large amounts of results are available, it is
reasonable to use the statistical method to analysis the perturbation influence on RCS. Figures 3
and 4 are the probability histograms of RCS difference sampled randomly from the entire moving
trace. The horizontal axis represents the RCS difference in dBsm units. All histograms have the
high similarity to Gaussian distribution. This phenomenon also satisfies the requirement of central
limit theory since in high frequency region RCS could be seen as the composition of independent
scattering sources, which makes the RCS difference the summation of independent scatters.

The Gaussian like probability distribution of the RCS difference also provides the opportunity
to demonstrate the perturbation effect on dynamic RCS in a more explicit and comprehensive way.
People from different research fields may wonder how much influence that the attitude perturbation
could cause on the RCS. In another word, there should be a range of RCS changing in attitude
perturbation. We use the word credibility zone to describe the possible RCS distribution range
while considering the attitude perturbation. The quasi-symmetric property of the RCS difference
histogram makes it easy to find the upper and lower limit of the RCS range under the specified
probability threshold. The initial point locates at the one with maximum probability and moves
to two directions with the same step. When the integration within the range between lower and
upper limit reach the specified threshold, the RCS perturbation range is determined, which means
there is a possibility of specified value that the RCS is within the region bounded by the lower and
upper value. Figure 5 is the dynamic RCS credibility zone of 80%. It should be noted that the
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upper boundary is not always having a larger value than that of the static one, neither is the lower
boundary.

This kind of credibility zone description could also be used in the target RCS data base construc-
tion, in which the full-aspect angle RCS in one plane is always preferred. Perturbation influence
on RCS from Pitch, Yaw and Roll plane respectively could provide useful information in the tar-
get’s dynamic EM scattering characteristic, as illustrated in Figure 6. The credibility zone are
collected under 10GHz with perturbation amplitude of 1◦. The RCS in the 0◦ and 180◦ zone are
usually more sensitive to the perturbation in Pitch plane. The perturbation in three planes lead to
changes in aircraft’s broadside back scattering to different extent. Figure 7 demonstrates the jet’s
perturbation RCS of full-aspect angle on azimuth plane with probability threshold of 80%. For the
more explicit illustration, RCS data are smoothed due to the high scintillation characteristic of the
original data.

Figure 5: Credibility zone of perturbation dynamic RCS with probability of 80%.

Figure 6: Perturbation influence on RCS from different planes — 10 GHz.

   
3 GHz 10 GHz

Figure 7: Credibility zone of perturbation RCS in full aspect azimuth angle.
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5. CONCLUSIONS

The attitude perturbation of dynamic radar target in practical situation usually leads to controversy
while comparing results from measurement and simulation. The uncertainty and unpredictable
property of perturbation requires the statistical method for its simulation. The combination of
GRECO and Monte-Carlo simulation methods achieves the simulation of dynamic radar target’s
RCS considering attitude perturbation. Gaussian like probability distribution of RCS difference
makes it easy to find the credibility zone of dynamic RCS, which also provides reference on the
comparison of simulation and measurement results.
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Abstract— In this paper, an extended transmission line method is applied to characterize
high-performance Fabry-Perot resonator antennas, showing its effectiveness and efficiency. In
this method, ABCD network is used to represent electromagnetic band-gap (EBG) structures or
partially reflective surfaces (PRSs) and reciprocity is used together with the extended model to
characterize the radiation properties of Fabry-Perot resonator antennas. An 1D wideband dielec-
tric Fabry-Perot resonator antenna, an 1D dual-band dielectric Fabry-Perot resonator antenna
and a 2D wideband Fabry-Perot resonator antenna, which have clear wideband or dual-band
design principles. were successfully analyzed using the extended method.

1. INTRODUCTION

Dielectric leaky-wave antennas (DLWAs) have been studied in the past decades [1], as a means to
enhance the directivity of small antennas. In recent ten years, electromagnetic band-gap (EBG)
materials and other partially reflective surfaces (PRSs) based on frequency selective surfaces (FSS)
have been developed and applied to leaky-wave antennas [2–5] for the same purpose.

The transmission line method was successfully applied to the analysis of DLWAs [1], where the
size of the dielectric superstrate is considered infinite. In [6], antenna superstrate is equivalent to
a shunt admittance in the transmission line model, making it possible the analysis of 2D and 3D
Fabry-Perot resonator antennas using the transmission line method. However, the method is not
reliable when the superstrate of Fabry-Perot resonator antennas is thick and radiation properties
concerned is far from the broadside of the antenna. An extended Transmission line method [7, 8],
where ABCD network is applied to represent the EBG superstrate, was developed to accurately
characterize Fabry-Perot resonator antennas. In this paper, the extended method is applied to
characterize 1D and 2D Fabry-Perot resonator antennas to demonstrate its advantages including
simplicity, versatility, efficiency and occupying less computer resource.

2. THE EXENDED TRANSMISSION LINE METHOD

As demonstrated in [1], the analysis of dielectric Fabry-Perot resonator antennas can be performed
with the aid of the transmission line method, by reciprocity. To extend the method to accurately
characterize 2D or 3D Fabry-Perot resonator antennas, the ABCD network can be applied to char-
acterize the performance of the EBG superstrate forming the Fabry-Perot cavity. Other dielectric
layers and the PEC ground are still modeled by transmission line model. The details of the method
and the related calculation of the radiation field are given in [7, 8], and not provided in this paper.
According to the method, as well as the ABCD network parameters of the EBG/PRS periodic
superstrate are obtained, other radiation properties, such as directivity, beamwidth, etc., can be
calculated correspondingly.

3. WIDEBAND DIELECTRIC FABRY-PEROT RESONATOR ANTENNAS

A wideband Fabry-Perot resonator antenna, presented in [9], has a configuration shown in Fig. 1.
Based on the design principle in [10], the antenna has two resonant cavities, which resonate at
two close frequencies, resulting in a wider transmission bandwidth. Here this antenna is taken
advantage of to demonstrate the effectiveness of the design principle in [9, 10] using the extended
transmission line method. It can be seen from Fig. 1 that the antenna is composed of three dielectric
slabs N1, N3, N5 and a PEC ground. A horizontal electric dipole (HED) is considered to excite the
antenna. The magnitude and phase of the reflection from the bottom surface of slab N5, obtained
from the commercial software CST Microwave Studio, are plotted in Fig. 2(a). As can be seen,
the reflection phase from the three-layer-slab superstrate increases with frequency from 11.5 GHz
to 12.3 GHz but decreases at other frequencies. Based on the antenna design principle in [10], a
wideband Fabry-Perot resonator antenna is expected.
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Figure 1: A wideband 1D Fabry-Perot resonator antenna.

(a) (b)

Figure 2: (a) Magnitude and phase of reflection coefficients; (b) Computed and measured directivity and
gain.

Applying the antennas parameters to the extended transmission line method, S parameters of
the three dielectric-layer superstrate can be analytically obtained. These S parameters can be easily
converted to ABCD network parameters. Then the performance of the antenna can be estimated
using the extended transmission line method [7, 8].

The directivity of the antenna was calculated and is plotted in Fig. 2(b). For comparison,
the same antenna was also analyzed using the transmission line method presented in [6] and the
directivity result is also plotted in Fig. 2(b). It can be seen that the extended method gives two
peak gains, perfectly verifying the wide-band design principle for wide-band Fabry-Perot resonator
antennas presented in [10]. This antenna has been fabricated and measured. As can be seen from
Fig. 2(b), a good agreement between the computed and measured results is obtained.

4. DUAL-BAND DIELECTRIC FABRY-PEROT RESONATOR ANTENNAS

The design principle of dual-band Fabry-Perot resonator antennas have been introduced in [11] and
demonstrated using an 2-D EBG/PRS superstrates with strong resonant inclusion. Dual-band 1D
dielectric Fabry-Perot resonator antennas can also be designed using this method [12].

The configuration of the 1D dielectric Fabry-Perot resonator antenna is shown in Fig. 3. Two
FR4 dielectric slabs and a PEC ground form the antenna that is excited by a HED. The reflection
magnitude and phase from the bottom surface of the lower slab, obtained from CST Microwave
Studio, are plotted in Fig. 4(a). The reflection phase, which is required to maintain the cavity
resonance condition at the entire concerned frequency band, is also plotted in Fig. 4(a). It can
be seen that there are three cross points between the PRS reflection phase and the ideal phase,
however, as detailed in [11] the antenna can only operate at two cross points, around 10.7 GHz and
13.2GHz.

Using the extended transmission line method, the directivity of the antenna is calculated and
plotted in Fig. 4(b). It can be seen that two peak directivities, 16 dBi and 14.3 dBi, appear at
about 10.5 GHz and 13.2 GHz, respectively. This antenna has also been fabricated and tested. The
measured gain is also plotted in Fig. 4(b), for comparison. It can be seen that a good agreement
between the theoretical and measured results is obtained.
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Figure 3: A 1D dual-band Fabry-Perot resonator antenna.

(a) (b)

Figure 4: (a) Computed reflection magnitude and phase and the expected phase of the superstrate; (b) Com-
puted directivity and measured gain.

(a) (b)

Figure 5: (a) Configuration of the concerned wideband 2D Fabry-Perot resonator antenna; (b) Characteri-
zation model of the PRS for the calculation of ABCD parameters.

5. WIDEBAND 2D FABRY-PEROT RESONATOR ANTENNAS

The configuration of the wideband 2D Fabry-Perot resonator antenna concerned here is shown in
Fig. 5(a). It is composed of a feed antenna, a single-layer PRS and a PEC ground plane. The PRS
is made out of Rogers RT/Duriod 5880 material, which has a thickness of 1.5 mm and a dielectric
constant of 2.2, with two dipole arrays printed on its two surfaces. The details of the PRS can be
found in [10]. This periodic PRS can be characterized using a single unit cell, as shown in Fig. 5(b),
with the aid of the periodic boundary condition [11]. The reflection from the surfaces of the PRS,
obtained from commercial software CST Microwave Studio, are plotted in Fig. 6(a). It can be
seen that the reflection phase from the top surface (port 1) of the PRS decreases with frequency,
while that from the bottom surface (port 2) increases with frequency within the frequency band of
12.1Hz–13.15 GHz. As described in [10], the increasing reflection phase is helpful to maintain the
resonance condition within the Fabry-Parot cavity over a wide operating frequency band, resulting
in a wideband Fabry-Perot resonator antenna.

In this work, CST Microwave Studio is applied to obtain the S parameters of the 2D PRS.
ABCD network parameters are then evaluated. Applying the obtained ABCD network parameters
and the extended transmission line method [7, 8], the wideband 2D Fabry-Perot resonator antenna
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(a) (b)

Figure 6: (a) Reflection magnitude and phase from the top and bottom surface of the PRS; (b) Calculated
directivities and the measured gain.

can be characterized. Fig. 6(b) shows the calculated directivity. The 3-dB directivity bandwidth is
11.3GHz–13.2 GHz, up to 15.5%. The prototype of the antenna was also fabricated and measured.
The measured gain is also plotted in Fig. 6(b). One can see that a wide bandwidth, up to 13.2%, is
obtained, and a good agreement with the theoretical result is achieved. For comparison, the same
antenna was also analyzed using the TEN method [6] and the result is also plotted in Fig. 6(b). It
can be seen that the wide bandwidth that should be achieved by the antenna is not obtained using
the TEN method [6].

6. CONCLUSIONS

It is demonstrated that the extended transmission line method, based on the reciprocity and the
modeling of EBG/PRS structures using ABCD network, can be used to efficiently determine the
radiation properties of Fabry-Perot resonator antennas. For 1D dielectric Fabry-Perot resonator
antennas, the ABCD parameters of the superstrate and the radiation properties of the antenna can
be determined analytically. For 2D and 3D Fabry-Perot resonator antennas, full-wave numerical
methods have to be used to determine ABCD network parameters of the EBG/PRS structures,
and then radiation properties of these antennas can be calculated analytically.

The method has been successfully applied to the characterization of wideband and dual-band
1D dielectric Fabry-Perot resonator antennas and a 2D wideband Fabry-Perot resonator antenna.
The wideband [10] and dual-band design principles [11, 12], used to design these antennas, have
been confirmed. This in turn verifies the effectiveness of the method. Compared to other full-wave
numerical methods, this method has the advantages of versatility, simplicity and efficiency.
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Abstract— In this paper, transparent monopole antenna using AgHT-4 film has been pre-
sented. The radiating element and ground plane are both designed using AgHT-4 while the
substrate is made of glass. By having a suitable arc-shape slot on the ground plane, a wide
impedance bandwidth of 41.89% (2.00GHz to 3.06 GHz) that cover WLAN system in the 2.4 GHz
has been obtained. The transparent antenna provides gain of 3.16 dBi.

1. INTRODUCTION

At present there are many researchers keen to explore new types of antenna which use transparent
materials. First reports on transparent antennas have been published in the early 90s [1, 2]. Due to
its transparent characteristics it is suitable to be implemented with clear substrates such as window
glass for security, aesthetics [1, 3], vehicles [4] or can be integrated with solar cells to save surface
area of small satellites [5]. Transparent conductive films allows the transmission of electric currents
and retain the optically transparency [6]. There are three types of transparent conductive films
namely indium tin oxide (ITO), fluorine-doped tin oxide (FTO) and silver coated polyester film
(AgHT) [7] used by researcher for antenna developments.

There are many slot shape introduced to enhance the antenna bandwidth particularly in mono-
pole antenna design such as elliptical slot [8, 9], inverted-U shaped slot [10], circular slot [11] and
pentagonal-shaped slot [12]. All these antennas have complicated design and make the fabrication
difficult. As the transparent antenna is manually made by cutting out the patch and the feed
from the coated polyester sheet of AgHT-4, a simple shape is preferred and a wide bandwidth can
been obtained by proper designing suitable slot shaped on the ground plane. The antenna has
been fabricated using AgHT-4 and it is designed at frequency 2.4GHz for WiFi access point. The
measured and simulated return loss and simulated radiation result are presented in this paper.

2. ANTENNA DESIGN

Figure 1 shows the dimensions of wideband transparent monopole antenna. The radiating element
and ground plane are both designed using AgHT-4 film which is 0.175mm thickness and has
conductivity of (σ = 2.2× 105 S/m) [7]. The transparent antenna is mounted on 2 mm thick glass
substrate which has dielectric permittivity of 7. The size of the glass substrate is designed large
enough (90 × 60mm2) so that the antenna properties, including gain could be stabilized and not
change after increasing the dimension of the glass substrate [13, 14]. The width of the feedline, g
which is 2 mm were obtained for leading to a characteristic impedance of 50 Ω. A ground frame
(50× 40mm2) is necessary in order to have bi-directional radiation pattern. In addition, the wide
slot on the ground plane helps the antenna to achieve wider bandwidth. The proposed transparent
monopole antenna is designed and optimized using the CST Microwave Studio, simulation tool. As
shown in Figure 2, the UTM logo can be seen which indicate the antenna is transparent.

  
90 mm 

60 mm 

50 mm 

40 mm 

60 mm 

90 mm 

Wp 

g 

Lp 

Lf 

Lm 

Ln Ls 

(a) (b)

Figure 1: Layout of wideband transparent antenna. (a) Front view. (b) Back view.
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The dimensions of the proposed antenna as follows: Wp = 18 mm, Lp = 10 mm, Lf = 12 mm,
g = 2mm, Lm = 23 mm, Ln = 11 mm and Ls = 34 mm.

3. RESULTS AND DISCUSSION

Figure 3 shows the comparisons of the return loss between arc-shaped slot and without arc-shaped
slot on the ground plane. It can be seen that by introducing a suitable arc-shape slot on the
ground plane, a wide impedance bandwidth of 41.89% (2.00GHz to 3.06 GHz) that cover WLAN
system in the 2.4 GHz has been obtained. This is due to the fact that the arc-shape slot helps
the current flows much longer and consequently makes the antenna tuned at lower frequency of
2.4GHz. Figure 4 shows the variation of the various radius of the arc-shaped slot. The radius of
the arc varies from 11 mm to 17mm. It can be seen from the graph that the wider the arc slot of
the antenna, the higher is the frequency and hence, the optimized value of 17mm is used in this
design.

Figure 2: Antenna prototype.

Figure 3: With and without arc-shaped slot. Figure 4: Radius slot variation.

Figure 5: Current distribution. Figure 6: Radiation pattern.
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Figure 7: Measured and simulated return loss.

Figure 5 shows the surface current distribution at frequency 2.4 GHz. As seen from Figure 5, the
surface currents concentrated more along the arc-shape slot of the antenna. This shows that the
arc-shape slots acts as a resonator to generate the resonance frequency of 2.4 GHz. Figure 6 shows
the radiation pattern of the transparent antenna. The transparent antenna have bi-directional
radiation pattern which proved that the antenna is suitable for indoor access points application
and can easily mounted against glass in order to have a signal on both sides. The directivity of this
transparent antenna is 3.4 dBi. Figure 7 shows the measured and simulated return loss result of
the proposed antenna. It is observed that the measured and simulated result have close agreement.

4. CONCLUSION

In this paper, a wideband monopole transparent antenna for WiFi access point application has been
designed, fabricated and measured. The transparent antenna has bi-directional radiation pattern
and a wide impedance bandwidth of 41.89% (2.00 GHz to 3.06 GHz) that cover WLAN system in
the 2.4 GHz operation band. The transparent antenna provides gain of 3.16 dBi. The transparent
antenna is suitable to be used for WiFi access point application.
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Abstract— A programmable low-pass filter for 860 ∼ 960MHz UHF RFID ZIF (zero IF)
receivers was designed in 0.18µm CMOS process. Taking into account the high linearity require-
ments, the Active-RC filter was selected. Moreover, a fully differential operational amplifier with
common-mode feedback (CMFB) was employed as a critical building block. With a 4th-order but-
terworth low-pass-type topology, based on the tow-thomas biquad, the filter was synthesized. Its
bandwidth can be programmed to 480/600/700/900/1100/1680 kHz with an attenuation greater
than 50 dB at frequencies of 10 × fc (cutoff frequency). The filter exhibits many advantages,
such as low order, low power consumption, small size, wide cutoff frequency selection range and
high linearity. From a single 1.8V power supply, simulations show that the filter has an input
referred noise of 98.95 nV/

√
Hz, a third-order intercept point (IIP3) of 24.25 dBm, and a power

consumption of 12.42 mW.

1. INTRODUCTION

RFID (radio frequency identification) systems can be classified, according to their operation fre-
quency bands, into the low-frequency, high-frequency, ultra-high-frequency (UHF) and microwave
ones. Among them, the UHF RFID systems possess a lot of advantages, e.g., long recognition
distance, fast communication velocity, large information capacity, small size and widespread appli-
cations, and so on, so they become the current research hot-spots, nowadays.

Due to both multiple stages of mixers and off-chip filters, a superheterodyne receiver has many
shortcomings, such as high cost, low integration and high power consumption [1]. As for a near-
zero IF receiver, just like the superheterodyne counterpart, image frequency suppression problems
still exist [2]. Whereas, a ZIF receiver is characterized by no image-reject filter, high integration,
small size, low power consumption, etc., therefore the ZIF architecture is chosen for the UHF RFID
reader.

A low-pass filter design for a single-chip UHF RFID reader with the operation frequency range
of 860 ∼ 960MHz is focused on in this paper. The filter aims to filter out noise and interferences
on the image frequencies of the subsequent ADC in order not to distort the required signals by
aliasing [3].

2. FILTER STRUCTURE SELECTION AND CIRCUIT DESIGN

Continuous-time analog filters can be divided into three types: Active-RC, MOSFET-C, and Gm-
C. The MOSFET-C filter has advantages, such as a small chip area, low power consumption, low
noise and insensitive to parasitic capacitance; however, due to its usage of operational amplifiers (op
amps), its operating frequency is limited, so, usually this type of filter is only used in audio frequency
bands [4]. The Gm-C filter works in a open-loop topology to avoid the problem of the stability of the
op amp, which leads to a wider bandwidth and a larger dynamic range; however, its linearity is poor,
so, the power consumption has to be increased to improve its linearity [5]. Compared to the Gm-C
one, the active resistor-capacitor (Active-RC) filter operates in a closed-loop topology, thereby it has
a higher linearity [6], and the operating frequency and power consumption are mainly determined
by the used op amps. Taking into account the special requirements of higher receiver linearity, the
Active-RC filter is selected. According to the agreements, the return signal data rate from a tag
ranges from 40 kHz to 640 kHz. Without considering the limitations from the channel bandwidth,
the highest rate is 640 kHz, so a 1.28 M bandwidth is occupied. Furthermore, if a signal frequency
offset of 20% is taken into account, the maximum bandwidth turns into 1.54MHz. According to the
operation rates, the low-pass filter cutoff frequency should be able to be programmable to 480 kHz,
600 kHz, 700 kHz, 900 kHz, 1.1MHz and 1.68 MHz.
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Since the rejection requirement on the baseband analog filter is greater than 15 dB at the fre-
quency of twice channel bandwidth, equivalent to 50 dB/dec, at least a third-order low-pass filter
is required. The higher the order is, the bigger the occupied area is. Therefore, a 4th-order fully
differential butterworth low-pass active RC filter is chosen, which consists of two second-order filter
cells. During synthesis, the Tow-Thomas biquad, shown in Figure 1, is used. This kind of filter
owns many excellent characteristics, similar to a passive RLC filter, for example, insensitive to
parasitic parameters and strong tolerance to the non-idealities from op amps, which makes the
design and tuning easier [7].

The transfer function of the Tow-Thomas biquad is as follows:

H(s) =
VOUT(s)
VIN(s)

= −
1

R1R2C1C2

s2 + s
R3C1

+ 1
R2R4C1C2

(1)

From (1), −3 dB frequency (ω0), quality factor (Q), and gain (A0) of the biquad can be obtained:

ω0 =
1√

R2R4C1C2
; Q = R3

√
C1

R2R4C2
; A0 =

R4

R1
(2)

If R1 = R2 = R4 = R, and C1 = C2 = C, according to (2), ω0 and Q can be simplified to 1/RC,
and R3/R, respectively.

It can also be seen from (2), the ω0 and Q can be adjusted independently. The R3 in the
Tow-Thomas biquad is mainly used to prevent oscillation, so it needs to be adjusted to achieve the
stability of the whole loop.

Within the 4th-order Butterworth topology, two biquads, shown in Figure 1, are in series. For
the differential one, the inverter can be omitted [8], and, eventually, the LPF is given in Figure 2.
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In order to achieve an adjustable cutoff frequency and also prevent frequency deviation due
to errors of the manufacturing process and temperature/voltage variations, as shown in Figure 3,
a 4-bit programmable resistor is selected. Also, from Figure 3, it can be found that a CMOS
complementary switch is used, due to its excellent performance [9]. According to the relationship
table shown in Table 1, the desired cutoff frequency of the filter can be easily selected by the 4-bit
control word.

A 2-stage fully differential op amp is chosen. The phase margin of the op amp is compensated
and then its stability is assured [10]. The first stage of the op amp is the input differential pair
consisting mainly of NMOS transistors. The NMOS transistors are chosen over the PMOS ones,
because, under the same premise as the compensation capacitance and the aspect ratio, they can
achieve a larger transconductance, and then a greater bandwidth. Also, from another view, a
smaller compensation capacitor can be used to reduce the area of the op amp [11]. The PMOS
common-source stage amplifier is used as the second stage to increase the gain and improve the
swing of the op amp. A common-mode feedback technique is used to stabilize the output DC
level [12].

3. SIMULATION RESULTS

The programmable low-pass filter is designed and simulated in a standard 0.18µm CMOS process.
The supply voltage is 1.8 V. Figures 4 and 5 show the AC response and the input-referred noise

Table 1: Relationship between control signals and cut-off frequencies.

A0 A1 A2 A3 Cut-off frequency
1 1 1 1 480 kHz
1 1 0 1 600 kHz
1 0 1 1 700 kHz
1 0 0 1 900 kHz
0 0 1 1 1.1MHz
0 0 0 1 1.68MHz
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Table 2: Simulation results of the two-stage full differential op amp.

Parameter Measured Results
Supply Voltage 1.8 V
Open-loop Gain 73.61 dB
Phase Margin 76.1◦

−3 dB Bandwidth 15.1 kHz
Input-referred noise @1 MHz 5.65 nV/

√
Hz

Power Consumption 3.092 mW
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Figure 7: In-band IIP3 of the filter.

Table 3: Performance comparison with other recently published works.

Parameter Ref. [13] Ref. [14] Ref. [3] This work
Order 4th/7th-order 7th-order 4th-order 4th-order

Process 0.18 µm 90 nm 0.18 µm 0.18 µm
Supply Voltage 1.8 V 1.2 V 1.8V 1.8 V

Power Consumption / 16 mW 2.952 mW 12.42mW
−3 dB Bandwidth 0.33/1.5MHz 3/3.5/4 MHz 3 MHz 0.483 ∼ 1.67MHz
Pass-band Ripple 0.5 dB < 0.15 dB 1.5 dB < 0.05 dB

Attenuation / 56 dB@4MHz 79.7 dB@30 MHz > 50 dB/dec
In-band IIP3 2 dBm 26dBm / 24.25 dB

Input-referred noise / 48 nV/
√

Hz 137 nV/
√

Hz 98.95 nV/
√

Hz

of the fully differential two-stage op amp, respectively. It can be seen that a 105.8 MHz unity-
gain bandwidth and 5.65 nV/

√
Hz@1MHz input-referred noise are achieved. Table 2 shows the

simulation results of the fully differential two-stage op amp.
The amplitude-frequency response characteristics of this low-pass filter is shown in Figure 6,

which shows that the cutoff frequencies can be programmable to 483 kHz, 602 kHz, 697 kHz, 926 kHz,
1.1MHz and 1.67 MHz, and the out-band attenuation also meets design goals. At the frequency of
10 × fc, over 50 dB attenuation can be achieved. Figure 7 shows the simulation plot of the third-
order input intermediation distortion at 483 kHz cutoff frequency, from which, it can be found that
24.25 dBm IIP3 is achieved when two single tones of 300 kHz and 400 kHz are applied.

The presented low-pass filter is compared with other recently published works and summarized
in Table 3. From this table, it can be found that this work achieves a better performance, for
example, broader selection of programmable bandwidth, smaller pass-band ripple, moderate power
consumption, good linearity, and > 50 dB/dec attenuation.

4. CONCLUSIONS

A fourth-order low-pass Butterworth programmable fully differential filter for ZIF UHF RFID
readers is designed in a standard 0.18µm CMOS mixed-signal technology. In order to achieve an
adjustable bandwidth required by system and also to correct frequency deviation due to errors
of the manufacturing process and voltage/temperature variations, the filter can be programmed.
Compared with other recently published works, this work achieves a better performance, for ex-
ample, broader selection of programmable bandwidth, smaller pass-band ripple, moderate power
consumption, good linearity, > 50 dB/dec attenuation, and so on. Simulation results show that it
can meet the requirements of UHF RFID ZIF receivers.
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Abstract— It has been proven that many of biological processes are frequency selective pro-
cesses that relate to quantum energy state of photosensitive molecules. It was shown that light-
activated changes in protein energy states can induce or modulate biological processes. Various
up-to-date methodologies that incorporate low-intensity light into therapeutic procedures have
been integrated into modern medicine. Here we have studied experimentally the hypothesis of
the Resonant Recognition Model (RRM) that selectivity of protein activities is based on specific
resonant electromagnetic interactions [1]. The RRM theory proposes that an external electro-
magnetic field at a particular activation frequency would produce resonant effects on protein
biological activity, and this activation frequency can be determined computationally [1].
In our previous study [2] it was proposed that the wavelengths of the applied electromagnetic
radiation (EMR) in a range of 3500–6400 nm are expected to affect biological activity of oncogene
and proto-oncogene proteins [2, 3]. Thus, in this study we designed an exposure system based
on IR-LED to irradiate the selected cancer and normal cells in the wavelength range predicted
computationally by the RRM. The experimental evaluation of the attained far infrared wave-
lengths of 3400 nm, 3600 nm, 3800 nm, 3900 nm, 4100 nm and 4300 nm was conducted on a mouse
melanoma (B16F0) and Chinese Hamster Ovary (CHO) cell lines. CHO cells are normal cells
and used here as a control and B16F0 is cancer cell line.
A comprehensive quantitative analysis of the exposed and sham-exposed B16F0 and CHO cells
has been carried out. The results obtained from LDH cytotoxicity test of B16F0 and CHO cells
exposed to the computationally predicted wavelengths of far IR light presented and discussed
here. In addition qualitative analysis of the effects of applied radiation on cancer and normal
cells was performed using the light microscopy. The significance of the findings obtained from
the cytotoxicity effects measured by LDH test as well as light microscopy’s results is discussed
and compared with the computational predictions.

1. INTRODUCTION

Cancer is one of the top ten disease with the highest mortality rate according to World Health
Organization, and has a second highest death rate in the developed countries [4]. Cancer develops
due to permutations in DNA of a somatic cell resulted from the functional changes in some of its
genes. Genes are small coding sequences along a strand of DNA, which control the functionality of
cells and human body in general. The functionality of a gene depends on the combination of amino
acids present and active in the cell structure. Low intensity light therapy is an external irradiation
exposure method which showed to be able to affect biological processes. The effects of low intensity
light radiation on cells and molecules have been extensively studied recently.

Amongst different modelling approaches proposed in previous years, we found that the Resonant
Recognition Model (RRM) presents an efficient tool for computation of frequencies which have
resonant effects on proteins biological activity [5, 6]. Protein interactions are highly selective, and
this selectivity is defined within a protein’s structure. In our previous work [2] a relationship
between the RRM spectra of some protein groups and their interaction with visible light has been
established.

In this study, the RRM approach was used to predict the activation frequency of EMR that
would modulate the function of proto-oncogene proteins. We have designed and presented the
exposure system that can emit light at the selected frequencies [2]. This study investigates the
effect of non-coherent low intensity light exposures on B16F0 mouse melanoma cancer cells and
CHO, normal Chinese Hamster Ovarian cell line.
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2. MATERIAL AND METHODS

2.1. Determination of the RRM Characteristic Frequency

It was shown in our previous studies that all protein sequences with a common biological func-
tion have a common frequency component in the free energy distribution of electrons along the
protein backbone. This characteristic frequency was shown to be related to protein biological func-
tion [2, 3]. It was also shown that proteins and their targets share a characteristic frequency. Thus,
it can be postulated that RRM frequencies characterize not only a general function but also a
recognition/interaction between the particular proteins and their target at a distance. Thus, pro-
tein interactions can be viewed as a resonant energy transfer between the interacting molecules.
This energy can be transferred through oscillations of a physical field, possibly electromagnetic in
nature [2]. Since there is evidence that proteins have certain conducting or semi-conducting prop-
erties, a charge moving through the protein backbone and passing different energy stages caused
by different amino acid side groups can produce sufficient conditions for a specific electromagnetic
radiation or absorption [2]. A strong linear correlation exists between the predicted and experimen-
tally determined frequencies corresponding to the absorption of electromagnetic radiation of such
proteins [2]. It is inferred that approximate wavelengths in real frequency space can be calculated
from the RRM characteristic frequencies for each biologically related group of sequences. These
calculations can be used to predict the wavelength of the light irradiation, which might affect the
biological activity of exposed proteins. The frequency range predicted for protein interactions is
from 1013 Hz to 1015 Hz. This estimated range includes IR, visible and UV light. These computa-
tional predictions were confirmed by comparison of: (i) absorption characteristics of light absorbing
proteins and their characteristic RRM frequencies [2]; (ii) frequency selective light effects on cell
growth and characteristic RRM frequencies of growth factors [2]; and (iii) activation of enzymes
by laser radiation [2]. These results indicate that the specificity of protein interaction is based on
a resonant electromagnetic energy transfer at the frequency specific for each interaction. A linear
correlation between the absorption spectra of proteins and their RRM spectra with a regression
coefficient of K = 201 was established. Using RRM postulates, a computationally identified charac-
teristic frequency for a protein functional group can be used to calculate the wavelength of applied
irradiation, λ, defined as λ = 201/fRRM , which could activate this protein sequence and modify its
bioactivity [2, 3].

Here we employed the RRM for analysis of 28 proto-oncogene proteins. The RRM charac-
teristic frequency was determined at fRRM = 0.0576. This frequency is then converted into the
wavelength of the applied irradiation using the scaling factor K = 201 to define the range of activa-
tion frequency, λ, that would modulate the activity of the proto-oncogene proteins. The predicted
wavelength is defined at λ = 3489 nm. The exposure LED-based system was developed and the
experimental evaluation of the attained far infrared wavelengths of 3400 nm, 3600 nm, 3800 nm,
3900 nm, 4100 nm and 4300 nm was conducted on B16F0 and CHO cell lines.

2.2. Materials and Cell Lines

LDH diagnosis kit (Roche Australia). The culture media: clear DMEM (Invitrogen Australia).
Each bottle of 500 ml had 10ml of HEPES (buffer for Media) with 10% of Fetal Bovine Serum and
1% of Antibiotics (streptomycin). Three different patches of B16F0 and CHO have been used for
the experiments.

2.3. Experimental Procedures

In our experimental set up, exposure and post exposure conducted inside incubator with constanct-
intensity for a better comparison factor. All experiments were done three times in triplicate for the
accuracy of the results.

All the cell lines were seeded in the plate for 24 hrs before the start of experiments. Three
types of experiments were conducted: (i) 1.5 hrs of exposure +0 hrs of post exposure; (ii) 1.5 hrs of
exposure +24 hrs of post exposure; and (iii) 1.5 hrs of exposure +24 hrs of post exposure.

In addition, to eliminate any effect induced by the heat generated by the LEDs used, we have
used a heat shield gel purchased from Inventables, USA. More importantly, we have eliminated any
cross talk between the LED frequencies and effect of two frequencies on the same well by having
empty wells around each well that we are running the experiments.
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3. RESULTS AND DISCUSSION

Irradiation of the selected cancer and normal cells was conducted with the results shown in Figure 1
which presents the cell viability tests conducted on B16F0 and CHO cells.

It can be clearly seen from Figure 1 that the cell viability of murine cancer cells B16F0 is reduced
when the time of exposure and the time of post exposure are increased. The difference between
the cell viability of exposed and non-exposed (untreated) cells is increased by increasing the post

B16F0, 1.5 hrs exposure 0 hrs post exposure CHO, 1.5 hrs exposure 0 hrs post exposure

B16F0, 1.5 hrs exposure 24 hrs post exposure CHO, 1.5 hrs exposure 24 hrs post exposure

B16F0, 3 hrs exposure 24 hrs post exposure CHO, 3 hrs exposure 24 hrs post exposure

Figure 1: Cell viability of B16F0 and CHO cells for different exposure and post exposure times.

(a) (b)

(c) (d)

Figure 2: Light microscopy images of B16F0, murine melanoma cells, before and after the far infrared light
exposures: (a) before 1.5 hr of exposure, (b) before 3 hrs of exposure, (c) after 1.5 hr of exposure, and (d) after
3 hrs of exposure.
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exposure duration. However, in the case of CHO cells, the difference in cell viability for exposed
vs. non-exposed cells is not significant. Irradiation of CHO cells at all studied wavelengths has not
induced any effects on their viability.

Figure 2 shows the images obtained by light microscopy which do not indicate any changes in
the morphology of the cells while LDH results clearly demonstrate reduction in the cell viability
upon irradiation.

4. CONCLUSIONS

The experiments conducted in this study showed that far infrared light at the specific frequencies
predicted computationally can induce changes in cell viability of the selected murine melanoma cells
B16F0. These results support the hypothesis that external electromagnetic radiation can modulate
biological process. The exposure system based on LEDs was developed and its efficiency was
evaluated experimentally. Quantitative analysis of the experimental data with LDH cytotoxicity
test showed the reduced cell viability observed for cancerous cell line while the normal cells were
not affected by light exposures. However, light microscopy images of cancer cells taken before and
after the exposures to far infrared light do not show any changes in the cells morphology.
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Abstract— The changes of the temporal coherence length of partially coherent plane-wave pulse
produced by scattering from quasi-homogeneous random medium are studied with the accuracy of
the first Born approximation. It is shown that the temporal coherence length of scattered partially
coherent plane-wave pulse, depending on the medium properties and incident pulse parameters,
varies non-monotonously with increasing scattering angle. The numerical calculation results are
given.

1. INTRODUCTION

Scattering of a light wave is of considerable importance in many areas such as medical diagnostics
and imaging, remote sensing in the atmosphere and ocean, and so on, because one can obtain
information about properties of the object from the knowledge of the scattered field [1]. In the
past two decades, many papers were published about scatting, both for deterministic and random
media [2–6]. And the incident field was spatially fully coherent monochromatic or polychromatic
light wave. Very recently, Van Dijk et al. studied the degree of coherence of the incident field on
the radiant intensity of the scattered field [7]. However, all the above investigations mentioned have
been restricted to the stationary light wave.

Recently, a model of spectrally partially coherent plane-wave pulse, in which the correlation
between different frequency components was taken into consideration, was introduced by Pääkkönen
et al. [8, 9]. The propagation property of partially coherent plane-wave pulse in space-time domain
was investigated by using tensor method [10]. And some methods to generate partially coherent
plane-wave pulse have been proposed [11, 12]. The propagation of partially coherent pulses through
various systems has been studied widely [13–16]. Most recently, we consider the scattering of
partially coherent plane-wave pulse that is incident to the quasi-homogeneous random medium.
And we have pointed that the temporal coherence length of the scattered field depends on the
effective radius and correlation length of medium and the incident pulse parameters [17]. In the
present paper, we present the detailed numerical calculation results to illustrate the dependence of
temporal coherence length of scattered field on the effective radius σR and the correlation length σr

of the medium, and the pulse duration T0, the temporal coherence length Tc of the incident pulse.

2. THEORY

Let us consider a spectrally partially coherent plane-wave pulse, propagating in a direction specified
by a unit vector s0, incident on a random medium occupying a finite volume D (see Fig. 1 in
Ref. [17] ). The cross-spectral density function of the incident pulse at a pair of points specified by
the position vectors (r1, ω1) and (r2, ω2) can be expressed as in the form

W (i)
(
r′1, r′2, ω1, ω2

)
=

〈
U (i)∗(r′1, ω1)U (i)(r′2, ω2)

〉

= W0 exp
[
−(ω1−ω0)2+(ω2−ω0)2

2Ω2
0

− (ω1−ω2)2

2Ω2
c

]
exp

[
i
(
k2s0 ·r′2−k1s0 ·r′1

)]
, (1)

where W0 = T0
2πΩ0

Γ0, Ω0 =
√

1
T 2

0
+ 2

T 2
c
, Ωc = Tc

T0
Ω0. T0 characterizes the pulse duration. Tc is the

temporal coherence length, which denotes the temporal correlation of the pulse. ω0 is the center
frequency of the pulse.

Let F (r, ω) be the scattering potential of the medium and assume that the scattering medium
is so weak that the scattering can be analyzed within the accuracy of the first-order Born approxi-
mation [18]. The correlation function of the scattering potential can be defined as [19]

CF

(
r′1, r′2, ω0

)
=

〈
F ∗(r′1, ω0)F (r′2, ω0)

〉
m

, (2)
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Figure 1: Relative temporal coherence length T
(s)
c /Tc as a function of scattering angle θ. The parameters

(a) σR = 10λ0, (b) σr = λ0, T0 = 5 fs, Tc = 5 fs, ω0 = 2.36 rad/fs.

where the asterisk denotes the complex conjugate and the angular brackets denote the average taken
over the ensemble of the random medium. The cross-spectral density function of the scattered field
in the far zone, at two points specified by position vectors rs1 and rs2 (s2

1 = s2
2 = 1), can be

expressed as [19]

W (s)(rs1, rs2, ω1, ω2) = W0 exp
[
−(ω1 − ω0)2 + (ω2 − ω0)2

2Ω2
0

− (ω1 − ω2)2

2Ω2
c

]
exp [ir (k2 − k1)]

r2

×
∫

D

∫

D

CF

(
r′1, r′2, ω0

)
exp

{−i
[
K1 · r′1 + K2 · r′2

]}
d3r′1d

3r′2, (3)

where K1 = −k1(s1−s0), and K2 = k2(s2−s0) are analogous to the momentum transfer vector of
quantum mechanical theory of potential scattering. ki = ω/c (i = 1, 2), c being the speed of light
in vacuo.

Suppose that the scatterer is a Gaussian-correlated, quasi-homogeneous isotropic medium. We
assume that the macroscopic properties of the medium do not changes in time, i.e., that we are
dealing with static scattering. The correlation function of the scattering potential has been given
by the expression [4, 6]

CF

(
r′1, r′2, ω0

)
= C0 exp

[
−|r

′
1 + r′2|2
8σ2

R

]
exp

[
−|r

′
1 − r′2|2
2σ2

r

]
, (4)

where C0 is a positive constants. σR denotes the effective radius and σr denotes the correlation
length of the scatterer, σR À σr. On substituting from Eq. (4) into Eq. (3), one can obtain the
cross-spectral density function of the scattered field

W (s)(rs1, rs2, ω1, ω2) = W0 exp
[
−(ω1 − ω0)2 + (ω2 − ω0)2

2Ω2
0

− (ω1 − ω2)2

2Ω2
c

]
exp [ir (k2 − k1)]

r2

×(2πσRσr)3C0 exp
[
−1

2
σ2

R |K1 + K2|2
]

exp

[
−1

2
σ2

r

∣∣∣∣
K2 −K1

2

∣∣∣∣
2
]

, (5)

Using the inverse Fourier transform of the cross-spectral density function, the mutual coherence
function of the scattered field is

Γ(s)(rs1, rs2, t1, t2) =
∫ ∫ ∞

−∞
W (s)(rs1, rs2, ω1, ω2) exp [i (ω1t1 − ω2t2)] dω1dω2. (6)

where the mutual coherence function Γ is the basic quantity of the so-called second-order coherence
theory, the term “second-order” indicating that Γ is a correlation function involving a product of
the field variable at two points.

After a tedious calculation, degree of temporal coherence of the scattered field, when the obser-
vation positions coincide (s1 = s2 = s), can be expressed as

∣∣∣µ(s)(rs, rs, t1, t2)
∣∣∣ =

∣∣∣∣∣
Γ(s)(rs, rs, t1, t2)√

Γ(s)(rs, rs, t1, t1)
√

Γ(s)(rs, rs, t2, t2)

∣∣∣∣∣ = exp


−(t1 − t2)2

2
(
T

(s)
c

)2


 , (7)
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(a) Tc = 5 fs, (b) T0 = 5 fs, σR = 10λ0, σr = λ0.

where
(
T (s)

c

)2
=

(
T 2

0 T 2
c

T 2
c +2T 2

0
+ 2 sin2 θ

2
σ2

r

c2

) (
T 2

0 + 8 sin2 θ
2

σ2
R

c2

)
[

T 4
0

T 2
c +2T 2

0
+ 4 sin2 θ

2

(
σ2

R

c2 − σ2
r

4c2

)] . (8)

Equation (8) describes the changes in the temporal coherence length T
(s)
c of spectrally partially

coherent plane-wave pulses scattered by a random medium. From Eq. (8), we can see that the
temporal coherence length T

(s)
c of scattered field depends on the effective radius σR and the cor-

relation length σr of the medium, and the pulse duration T0, the temporal coherence length Tc of
the incident pulse. In the following section, we will present the detailed numerical results.

3. NUMERICAL CALCULATION RESULTS AND ANALYSES

The relative temporal coherence length T
(s)
c /Tc of scattered field for different medium properties

and incident pulse parameters is given in Figs. 1 and 2, respectively. As is shown that the relative
temporal coherence length T

(s)
c /Tc, depending on the medium properties (σR, σr) and incident pulse

parameters (T0, Tc), varies non-monotonously with increasing scattering angle θ. And there is a
minimum of temporal coherence length T

(s)
c /Tc in the region 0 ≤ θ ≤ 3. From Figs. 1(a) and (b),

the effective radius σR and correlation length σr of medium play an important role on the T
(s)
c /Tc

in the region 0.3 ≤ θ ≤ 3 and 0 ≤ θ ≤ 0.6, respectively. And σR and σr affect the minimum and
corresponding scattering angle θmin. As can be see from Fig. 2 that the temporal coherence length
T

(s)
c /Tc increases with increasing pulse duration T0 and decreasing temporal coherence length Tc of

incident pulse. And the temporal coherence length Tc of incident pulse affects the minimum and
corresponding scattering angle θmin. However, the pulse duration T0 of incident pulse affects the
minimum of temporal coherence length only, the corresponding scattering angle θmin is a constant
for different T0.

4. CONCLUSIONS

In conclusion, with the accuracy of the first Born approximation, the changes of the temporal coher-
ence length of partially coherent plane-wave pulse produced by scattering from quasi-homogeneous
random medium have been investigated. Numerical calculation results are given to illustrate the
dependence of temporal coherence length of scattered field on the effective radius and correlation
length of medium and the incident pulse parameters. It has been shown that the relative temporal
coherence length T

(s)
c /Tc, depending on the medium properties (σR, σr) and incident pulse parame-

ters (T0, Tc), varies non-monotonously with increasing scattering angle θ. The medium parameters
σR and σr play an important role on the T

(s)
c /Tc in the region 0.3 ≤ θ ≤ 3 and 0 ≤ θ ≤ 0.6,

respectively. And the T
(s)
c /Tc increases with increasing pulse duration T0 and decreasing temporal

coherence length Tc of incident pulse.
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Analysis of Transmission Characteristics and Multiple Resonances
in Plasmonic Gratings Coated with Homogeneous Dielectrics
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Abstract— We analyze the broadband transverse magnetic transmission characteristics of two
very low aspect ratio plasmonic nanograting structures under normal incidence, using rigorous
coupled wave analysis and full wave Maxwell’s equations solver. A binary metallic grating with
narrow fundamental surface plasmon resonance mode was obtained by systematic variation of
geometrical parameters. The binary grating had an aspect ratio of 0.2 and exhibited a sensitivity
of 560 nm/RIU. Our analysis of another structure consisting of a metallic grating with a very
small aspect ratio of 0.1, patterned on a thin homogeneous metal interspacer layer on a dielectric
substrate shows ∼ 50% reduction in full width at half maximum of fundamental surface plasmon
resonance with a sensitivity of 590 nm/RIU. This plasmonic nanograting structure exhibits a
strong potential to be used as refractive index sensor due to very high sensitivity, higher localiza-
tion of the fields, possibly higher signal to noise ratio and very low aspect ratios that are needed
to maintain laminar flow of analyte.

1. INTRODUCTION

Grating coupled surface plasmon resonances have received tremendous interest in the recent past
due to the possibility of coupling to surface plasmon modes at near normal incidences and avoidance
of complicated mechanical angular scanning instrumentation needed as in the case of Kretschmann’s
geometry [1]. However, they have also been shown to exhibit lower sensitivities compared to
Kretschmann arrangement due to distribution of incident light across multiple diffraction orders [2].
Recently, there have been a few reports on extremely high aspect ratio plasmonic nanostructures
like tall sub 10 nanometer grooves that exhibit improved sensitivity due to extreme localization
of the fields, but the nanofabrication requirements to manufacture these structures are extremely
high and secondly, the adsorption of analytes to be sensed in these extremely narrow width and
high aspect ratio structures may be very difficult [3].

In this paper we describe the transmission characteristics of very low aspect ratio plasmonic
nanograting structure based on a grating patterned on a thin homogeneous metal insterspacer
layer, that exhibits sensitivity of 590 nm/RIU with a reduction of Full Width at Half Maximum
(FWHM) of the fundamental surface plasmon mode by ∼ 50% when compared to an optimized
binary metallic grating structure.

2. ANALYSIS OF TRANSMISSION CHARACTERISTICS OF PLASMONIC GRATINGS
COATED WITH A HOMOGENEOUS DIELECTRIC

The schematic of the geometrical structures of Binary Metal Grating (BMG) and Metal Grating on
Metal interspacer (MGM) are shown in Figs. 1(a) and (b) respectively. The substrate of both these
structures is assumed to be BK-7 glass with a refractive index of 1.542. The metal considered in
all our simulations is gold with a permittivity defined by the Drude-Lorentz model in Equation (1),
the parameters were obtained from [4]

εr(ω) = ε∞ −
(

ω2
p

ω2 + jωΓp

)
−

(
∆εΩ2

L(
ω2 − Ω2

L

)
+ jωΓL

)
(1)

where, ε∞ = 5.9673, ωp = 2π ∗ 2113.6 rad/s, Γp = 2π ∗ 15.92 rad/s, ΩL = 2π ∗ 650.07 rad/s,
ΓL = 2π ∗ 104.86 rad/s and ∆ε = 1.09.

The dielectric superstrate is assumed to be 400 nm thick (td) with a refractive index of 1.33 for
both structures. In the case of BMG structure [Fig. 1(a)], a gold nanograting is assumed to be pat-
terned on top of the BK-7 substrate directly, however, in the case of the MGM structure [Fig. 1(b)],
a homogeneous thin metal film layer in between the substrate and the grating is considered. Such
structures can easily be fabricated using conventional semiconductor processing techniques involv-
ing a photolithography or electron beam lithography, a metal evaporation step followed by a lift-off
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process. Alternately, such structures may also be fabricated using Focused Ion Beam milling of the
top metal layer deposited on the glass substrate.

Broadband simulations were performed for normal incidence from the top of the structures using
a homemade Rigorous Coupled Wave Analysis (RCWA) program [5] and the field distributions
were obtained using a commercial finite elements full wave solver. The geometrical parameters
of the BMG structure namely the period of the grating ‘Λ’, the width of the metal stripe ‘w’,
the thickness of the metal stripes ‘tm’ and the thickness of the dielectric superstrate ‘td’ were
changed systematically and the transmittivity was measured from the bottom of the substrate
for Transverse Magnetic (TM) polarization for a range of wavelengths from 500 nm to 1500 nm.
It was observed that for a td of 400 nm, Λ of 600 nm, wm of 300 nm and tm of 60 nm and for a
superstrate refractive index of 1.33, the BMG structure exhibited three distinct absorption dips
at 630.8 nm, 794.3 nm and 938.2 nm as shown in the black curve of Fig. 2(a). The shift of the
resonances with a change in the dielectric superstrate’s refractive index by ±0.01RIU is shown in
Fig. 2(a) as blue and red curves respectively and the inset of Fig. 2(a) shows a zoomed in region
around the resonance at 794.3 nm. The Electric field (Ey) distributions for this geometry with
superstrate refractive index of 1.33, at wavelengths 630.8 nm, 794.3 nm and 938.2 nm are shown
in Figs. 2(b), 2(c) and 2(d) respectively. It is observed that the resonant dip in transmission
at wavelength of 630.8 nm is due to a dielectric mode wherein the field in Fig. 2(b) resembles a
conventional waveguide mode. The occurrence of these higher order modes have been reported
earlier and have been attributed to the interface of metal and thicker dielectrics that can support
multiple modes, wherein the plasmons with lower momentum propagate with majority of the field
away from the metal dielectric interface [4], resulting in lower propagation losses due to weaker
interaction with the metal. It was also observed that as the thickness of the dielectric superstrate
increased, a number of high quality factor dielectric modes were excited (not shown here) and the
spectral position of the dielectric modes varied with thickness of the superstrate considered, which is
consistent with earlier reports [6]. The resonance at 794.3 nm is attributed the fundamental surface
plasmon resonance at the metal and dielectric superstrate interface. The third broad resonance at
938.2 nm is due to excitation of the surface plasmons at the metal substrate interface. It is seen that
this mode is very broad due to two reasons, first, the absorption of the metal in the grating causes
a significant loss of energy prior to the light arriving at the substrate metal interface resulting in
lower quality factor resonance and second, the higher refractive index of the substrate results in
weaker excitation of the plasmons at this interface due to higher momentum mismatch. The choice
of the these geometrical parameters for the BMG structure were from a number of simulations
carried out with systematic variation of the geometry and these values of geometrical parameters
resulted in narrowest FWHM for the fundamental resonance at the metal and dielectric superstrate
interface, since this is the most important resonance for sensing applications. The FWHM for the
fundamental mode at metal and dielectric superstrate was extracted as 78.9 nm and the sensitivity
of this mode to a change in refractive index was 560 nm/RIU. Even though the dielectric waveguide
higher order mode has lower FWHM of 37.8 nm, the sensitivity of this mode was found to be
290 nm/RIU which is significantly lower than the sensitivity of the fundamental surface plasmon
mode at metal dielectric superstrate interface. The position of the waveguide mode also shifts with
thickness of the superstrate of constant refractive index which is not suitable for refractive index
sensing, however the number of higher order modes excited may be used as a coarse method for
detecting the thickness of the dielectric superstrate, provided the refractive index is extracted using

(a) (b)

Figure 1: (a) and (b) schematic diagram (not to scale) of the BMG and MGM plasmonic nanogratings.
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the position of the fundamental plasmon resonance at the metal and dielectric superstrate interface.
The transmission characteristics of the MGM structure for a td of 400 nm, Λ of 600 nm, wm of

300 nm, tm of 30 nm and for a homogeneous thin metal film interspacer thickness th of 30 nm, with
a superstrate refractive index of 1.33, is shown in Fig. 3(a). The MGM structure also exhibited
three resonances at 654.1 nm, 841.6 nm and 970.9 nm as shown in black curve of Fig. 3(a). The shift
of the resonance peaks with a change in the dielectric superstrate’s refractive index by ±0.01RIU
is shown in Fig. 3(a) as blue and red curves respectively and the inset of Fig. 3(a) shows a zoomed
in region around the resonance at 841.6 nm. The resonances now occur as transmission peaks
instead of transmission dips observed in BMG structure. The transmission peaks occur since under
most conditions almost all of the incident light is reflected back to the top except for momentum
matching conditions for different resonances wherein surface plasmon modes are excited at the
metal dielectric superstrate interface. When the surface plasmon modes are excited on the metal
dielectric superstrate interface, due to the very small thickness of the homogeneous metal film
(th = 30 nm), a radiative decay of the surface plasmons occurs through the substrate and the
light leaks through the substrate at specific angles depending on refractive indices of substrate and
superstrate. Such radiative decay of surface plasmon modes have been used in the recent past in
leakage radiation microscopy based experiments [7].

The electric field (Ey) distribution for the three resonances at 654.1 nm, 841.6 nm and 970.9 nm
are shown in Figs. 3(b), 3(c) and 3(d) respectively. From the field distribution in Fig. 3(b), it is clear
that the resonance at 654.1 nm corresponds to a dielectric waveguide mode. The FWHM of this
peak was calculated to be 14.8 nm, exhibited a sensitivity of 320 nm/RIU. The transmission peak at
841.6 nm of black curve in Fig. 3(a) was attributed to the fundamental surface plasmon resonance
at the metal and dielectric superstrate interface. The electric field distribution for this mode
(Fig. 3(c)) shows a strongly confined mode at the metal grating dielectric superstrate interface.
The FWHM of this peak was 41.1 nm as opposed to FWHM of 78.9 nm for BMG structure in
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Figure 2: (a) Transmission spectrum for the BMG configuration (inset: zoomed in region corresponding to
the SP mode). (b), (c) and (d) Ey distribution at waveguide mode, SP mode and substrate mode respectively.
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Figure 3: (a) Transmission spectrum for the MGM configuration (inset: zoomed in region corresponding to
the SP mode). (b), (c) and (d) Ey distribution at waveguide mode, SP mode and substrate mode respectively.
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Fig. 2(a). The sensitivity to a change of refractive index of the dielectric superstrate was measured
to be 590 nm/RIU for identical thickness and refractive index of superstrate in BMG structure.

The reduction in the FWHM of fundamental surface plasmon resonance at metal and dielectric
superstrate interface by ∼ 50% accompanied by an increase in sensitivity was further studied.
The field distribution of this mode in Fig. 3(c) corresponded to a 1/e field decay length in the
y-direction of 190 nm, as opposed to 251 nm for the BMG structure. The peak value of the electric
field at the grating region of the MGM structure for the fundamental surface plasmon mode at
the metal superstrate interface was three times the peak value observed in BMG structure. The
stronger localization of the field in y-direction in the case of the MGM structure is attributed to the
homogeneous metal film interspacer and very low aspect ratio of the grating structure, due to which
the interaction of the field on top of the metallic grating region with the homogeneous metal film
is enhanced. This results in a stronger localization of the field in y-direction, which directly results
in lower propagation losses for the mode and translates as a significant decrease of about ∼ 50% in
the FWHM of the resonance. As tm was increased to 50 nm, the maximum transmissivity reduced
to 0.24, due to absorption of the metal layer preventing a lot of light from reaching the bottom of
the substrate. When tm was lower than 30 nm, the interaction of the field between the top of the
grating and the homogeneous metal film reduced due to increased transmission through very thin
metal layer. As a consequence, the peak transmissivity was higher but with increased FWHM, while
all other geometrical parameters were maintained constant. Hence, a careful choice of the thickness
of the homogeneous metal interspacer results in lower FWHM with no compromise in sensitivity.
It should also be noted that the transmissivity corresponding to the substrate mode (Fig. 3(a) and
Fig. 3(d)) at 970.9 nm is significantly reduced due to the absorption of the homogeneous metal film
interspacer.

For sensing applications, we claim that the MGM structure may be a better choice over BMG
structure because of lower FWHM of resonances resulting from stronger localization of the field in
the vicinity of the grating region. In the case of refractive index estimation of dielectric superstrate
materials, an experiment involving shining a TM polarized broadband light from the top normal
to the surface and collection of the transmitted light from the bottom of the substrate using high
Numerical Aperture (NA) objectives may be performed. Refractive index sensing can be achieved
by analyzing the spectral content of the collected light. In case, this is done using a CCD camera
arrangement at the back focal plane, the resonances of BMG structure will show up as black circular
rings in bright field and in the case of MGM structure, the resonances will appear as bright colored
rings in dark field. The signal to noise ratio in the case of BMG structures in such arrangements
may be lower since detecting the absence of a spectral content in a bright field may be tedious due
to coupling of signals from adjacent pixels of the CCD camera. In the case of MGM structure,
since the imaging will be in dark field, one may expect a higher signal to noise ratio.

3. CONCLUSION

We demonstrate that, by carefully choosing a thin homogeneous metal interspacer layer between a
dielectric substrate and an ultra low aspect ratio plasmonic nanograting, a refractive index sensor
with sensitivity of 590 nm/RIU and reduced FWHM is possible. The reduction in the FWHM is
caused by enhanced field localization between the grating surface and the metal interspacer layer.
This structure may be used in experiments involving transmission based refractive index sensors
employing normal incidence schemes.
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Abstract— The main purpose of this approach is designing and realizing a MISO (Multi-
Input Single-Output) fuzzy logic controller based on CPLD. The power control system for a
mobile radio channel that was regarded as the example, two input variables are signal error and
error-change, output variable is the signal power increment. The main component of a fuzzy
logic controller include the fuzzification interface, knowledge base, decision-making logic and
defuzzification interface. This approach design the fuzzification interface with the truth table,
design the database and decision logic with decoder, ROM and comparator, etc., design the
defuzzification interface with multiplier, adder, divider and truth table, etc.. According to the
design method may realize a fuzzy logic controller very much easily.

1. INTRODUCTION

Advances in the manufacturing of semi-conductors have resulted in the prevalence of employing
application-specific integrated circuits (ASICs) in circuit design. Specifically, the complex pro-
grammable logic device (CPLD), a logic device programmable into ASIC, is known for its high
speed, large capacity, low costs, fast time to market, high modifiability, and ease for prototyping
circuit tests. In addition, CPLDs are characterized by their reprogrammability and fixed delays, as
well as their ease of use and design, which facilitates the understanding and learning of applications.
Therefore, CPLDs are highly effective tools for circuit design [1].

A fuzzy logic control system is a specific expert system that models human experiences and
human decision-making behavior [2]. The fuzzy control system employs a knowledge base, that is,
fuzzy inference rules, and an appropriate inference engine to solve a given control problem. The
topic of fuzzy logic control has provided substantial results when in applied research on fuzzy set
theory. The primary features of fuzzy logic control research are as follows: (1) employ linguistic
variables to describe system properties; and (2) employ the method of fuzzy approximate reasoning
to manipulate the plant.

2. FUZZY PRODUCTION RULES

Let R be a set of fuzzy production rules consisting of R1, R2, . . . , Rn−1, Rn, and R = {R1,
R2, . . . , Rn−1, Rn}. Consequently, the fuzzy production rule Ri is denoted by Ri ∈ R. The standard
form is written as follows:

Ri: IF X is Ai THEN Y is Bi (1)
This statement is interpreted as follows: (a) X is Ai forms the premise of rule Ri and Y is Bi

is the conclusion of rule Ri, which are both expressed as propositions; (b) X and Y are fuzzy
variables, that is, X denotes the system input variable, and Y denotes the system output variable;
and (c) Ai and Bi are linguistic variables that express the fuzzy concepts of the linguistic property.
Furthermore, these concepts employ the fuzzy set definition to further describe the membership
function. For example,

IF Temperatueris High THEN the Pressure is Big (2)

which is a fuzzy production rule.

3. BASIC STRUCTURE OF A FUZZY LOGIC CONTROLLER

The basic structure of a fuzzy logic controller (FLC) comprises the following four primary compo-
nents [3]: a fuzzification interface, knowledge base, decision logic, and defuzzification interface.

a. The fuzzification interface performs the following functions:
(a) Measures the value of the input variable, (b) conducts scale mapping, and (c) converts
data into linguistic values that can be denoted using fuzzy sets according to the fuzzification
function.
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b. The knowledge base includes a database and a linguistic control rule base.

(a) The database provides the required definitions to define linguistic control rules and to
facilitate the FLC’s processing of fuzzy data; and (b) the rule base describes the control
target and control strategies of domain experts according to linguistic control rules.

c. Decision logic is essentially a fuzzy inference engine with the FLC at its core. Decision logic
is based on the fuzzy concept; it employs fuzzy inference to obtain fuzzy-control actions, and
is, thus, capable of simulating human inference and decision-making.

d. The defuzzification interface performs the following functions:

(a) Scale mapping and (b) defuzzification by computing solutions based on the inferred fuzzy-
control actions, thereby obtaining crisp control actions.

4. DESIGN OF A FUZZY LOGIC CONTROLLER INCORPORATING A CPLD

The main objective of this study was to design a multiple-input single-output (MISO) fuzzy logic
controller with a CPLD as the control core (CPLD/FLC). An automatic sprinkler system was
adopted as an example for modeling experiential rules that regulate the professional operation of
automatic sprinkling in a flowerbed. This model was presented in the form of a CLPD circuit.
Figure 1 shows the structure of an automatic sprinkler system.

Periodically, the automatic sprinkler system monitored the temperature and humidity in the
flowerbed soil using the temperature and humidity sensor. The sprinkler system then compared
the values and converted them into numbers before transmitting the results to the CPLD/FLC.
After fuzzification, inference, and defuzzification, the crisp sprinkling time was obtained (because
the amount of water during a time unit was fixed by the valve employed in this study, controlling the
sprinkling time corresponded to controlling the sprinkling amount). The controller was designed
using the following steps [2, 4, 5].

4.1. Designing Fuzzification and Defuzzification Interfaces

4.1.1. Define the Input and Output Variables

The automatic sprinkler system routinely detected the temperature and humidity in the flowerbed
soil and controlled the sprinkling time accordingly. Therefore, temperature and humidity were
defined as the input variables, and the sprinkling time was the output variable.

4.1.2. Conduct Scale Mapping

Considering Taiwan’s climate, the reference value for temperature in this study was set as 25◦C, and
the universal set for temperature variations was defined as −17◦C to +17◦C. Regarding humidity,
the reference value was set as 60%, and the universal set for humidity variations was defined as
+29% to −29%. The sprinkling time was set between 1 and 7 min. In addition, the closed interval
[−3,+3] was defined as the discrete universal set, in which the seven integers between −3 and
+3 were regarded as discrete quantitative ranks that quantified the temperature, humidity, and
sprinkling time.

Figure 1: The structure of an automatic sprinkling system.
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4.2. Designing the Knowledge Base
4.2.1. Define the Linguistic Variable and the Membership Function
In this sprinkler system, seven linguistic conditions were adopted to describe the input and output
variables. These linguistic conditions are commonly employed by standard fuzzy controllers to
describe fuzzy sets of the input and output variables. The range spanned the largest negative error
value, approximately zero, to the largest negative error value.

NL — Negative Large PL — Positive Large
NM — Negative Medium PM — Positive Medium
NS — Negative Small PS — Positive Small
AZ — Approximately Zero

4.2.2. Design the Rule Base
The automatic sprinkling system was a MISO system. Because the two input variables temperature
(T ) and humidity (H) were categorized into four linguistic conditions each, the maximum number
of rules in the rule base N was 16. However, the actual number of rules was smaller because
some combinations of linguistic conditions did not appear. Let Ri be the ith rule in the rule base
(1 ≤ i ≤ N), T be the temperature, H the humidity, and W the sprinkling time; Ri is then written
as follows:

Ri: IF T = A and H = B THEN W = C (3)

In this equation, A and B were among the fuzzy conditions NL, NM, AZ, PM, and PL, whereas C
was among the fuzzy conditions NL, NM, NS, AZ, PS, PM, and PL. The rule base can be expressed
in the form of a matrix, as shown in Table 1.

4.3. Designing the Decision Logic
Decision logic is essentially a fuzzy inference engine with a fuzzy control system as its core. To
simplify the computation, this example employed Eq. (3), Mamdani’s mini-fuzzy implication rela-
tionship, and Eq. (4) to make inferences. Designing a fuzzy inference engine involves establishing
a fuzzy implication relationship between all rules in the rule base. When a universal set is a finite
set, using a relationship matrix to denote the fuzzy implication relationship can simplify the fuzzy
inference computation and relationship matrix composition.

Table 1: Rule base of an automatic sprinkling system.

Figure 2: The core block diagram of the an automatic sprinkling system.



Progress In Electromagnetics Research Symposium Proceedings, Taipei, March 25–28, 2013 935

4.4. Selecting an Equation for Defuzzification
To conduct defuzzification, the automatic sprinkling system selected the center-of-area method,
which is commonly employed in the selection of fuzzy controls. Assuming that the inferred con-
clusion was fuzzy set C, let d(C) be its crisp conclusion, which was the actual control action. If C
was defined beyond a finite discrete universal set {Z1, Z2, . . . , Z`}, then d(C) can solve [3, 6] using
the following equation:

d(C) =

∑̀
κ=1

C(zκ)zκ

∑̀
κ=1

C(zκ)
(4)

4.5. A Summary of the CPLD Circuit
The block diagram indicating the core of the automatic sprinkling system is shown in Fig. 2. This
study employed the following for the controller design: (1) a truth table to design the fuzzification
interface; (2) a decoder, read-only memory (ROM), and comparator (MIN) to design the database
and fuzzy inference engine; and (3) a multiplier, adder, divider, and truth table to design the
defuzzification interface.

5. CONCLUSIONS

CLPDs are characterized by various advantages including high speed, large capacity, fast time
to market, and high modifiability. This study constructed a fuzzy logic controller with a CPLD
circuit as the control core by designing a fuzzification interface, knowledge base, decision logic,
and defuzzification interface. The core circuit of this controller comprised various fundamental
components of a digital system, including a truth table, decoder, ROM, comparator, multiplier,
adder, divider, and register. The design methods recommended in this study can increase the
simplicity and feasibility of controller implementation.
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Abstract— Carpal tunnel syndrome is a common modern occupational disease, which is often
diagnosed among people whose work requires their wrists repeating the same action or exerting
excess strength over a long period. For example, personnel who use the computer for long periods
employ the mouse for hours every day, inducing repeated and excess movements of the wrist joints.
This may compress or damage the median nerve that travels through the wrist and block nerve
conduction, thereby numbing the hand and obstructing hand movements [1, 2].

To prevent suffering resulting from carpal tunnel syndrome caused by the long-term use of com-
puters, a mobile mouse pad is developed in this study, which can detect the amount of time
people use the mouse. The air-pump motor in the mobile mouse pad can charge and release
air regularly to repeat the up-down and left-right movements of the pad, thereby relieving and
stretching the median nerve in the wrist. This product also initiates voice alarms periodically to
remind users to stop operating the mouse and rest their hands appropriately. If a user continues
to use the mouse, the voice reminder repeats. Consequently, this product can be used to prevent
diseases and conditions related to an excess burden on the wrists.

1. INTRODUCTION

Because of the popularization of computers, numerous people use computers for long periods. Work,
education, and recreational or entertainment activities are all related to computers. However, using
computers for long periods may pose a significant burden on the median nerve of the wrists, thereby
eventually inducing the occupational disease carpal tunnel syndrome, which is also known as “mouse
hand” [3].

Patients with carpal tunnel syndrome feel numbness or abnormalities in their thumbs, index,
and middle fingers, and those with severe carpal tunnel syndrome tend to bend their wrists when
sleeping, thereby prompting a narrowed carpal tunnel, aggravated soreness, and disturbed sleep.
The users’ finger strength and dexterity are also influenced, frequently resulting in hand numbness
and reflective pain in the arm [4]. Current rehabilitation treatment for carpal tunnel syndrome
consists mostly of thermotherapy and electrotherapy, which are used to relieve pain, alleviate
the stress inside the carpal tunnel, activate each articular surface of the wrist, and reduce the
development of feebleness, pain, and other symptoms [5]. However, the key to avoiding carpal
tunnel syndrome is to prevent the upper extremities from executing fixed, mechanical, and frequent
motions or working situations, such as using a mouse. After working for an hour, computer users
should stand and perform upper-extremity exercises to relax their fingers, such as clenching their
fists and kneading their fingers [5].

To prevent carpal tunnel syndrome from becoming a common “disease of civilization,” we hope
to use the proposed device to detect the overall time people spend using computers, which compress
and employs their wrists, thereby determining whether mouse-usage time is excessive. When excess
mouse-usage time is determined, an air-pump motor is activated to effectuate up-down and left-
right movements to alleviate the compression of the median nerve. In addition, a voice reminder
function can provide a timely notification to the user to stand and perform stretching exercises
that relax the extremities and provide rest. If the user continues to use the computer, the voice
reminder plays repeatedly until the user’s hand leaves the mouse. Thus, this proposed device can
achieve the effect of preventing wrist conditions. As a result, modern people, including employees
and online gamers, can balance their health during work and leisure.

2. SYSTEM STRUCTURE

This product uses AT89S52 as the core microprocessor, which comprises functions, such as pressure-
sensor signal control, timing control, reminder signal control. The peripheral devices include the
pressure sensor, FSR 406, analog-to-digital driver IC, ADC0932, air-pump motor SC3701PM, and
SunPlusSPCE061A [6] with voice functions. This mobile mouse-pad system integrates the core
microprocessor controls and peripheral devices to realize functions such as reminding users to take
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Core Microprocessor

1. Timing Control

2. Power-down mode

3. Wake-up

Pressure-sensor control

Air-pump motor control

1. up/down control

2. left/right control 

Voice alarm device

Figure 1: System structure.

Figure 2: System circuit.

adequate rest, reducing long-term compression in fixed positions, and encouraging users to stop
operating the mouse. The system structure of this product is shown in Figure 1.

AT89S52 is adopted as the core microprocessor to receive the signals transmitted by the pressure
sensor, and determines whether the user is using the developed product. If activation signals of
the developed product are not received within a default settime of 10 minutes, the system enters
the power-down mode to conserve energy. In the power-down mode, the system enters the general
mode when it receives an activation signal from the pressure sensor. From the general mode, the
system can enter the usage mode and can detect signals from the pressure sensor to calculate usage
time. If the user operates the mouse for more than 10 minutes continuously, the system activates
an air-pump motor to repeatedly move the mouse pad in up-down and left-right directions. If the
user operates the mouse for more than 50 minutes, the system issues a voice reminder and sends a
warning signal.

3. SYSTEM IMPLEMENTATION

When the developed product is on, the system enters power-down mode (standby mode) if the
microprocessor AT89S52 does not detect a signal from the pressure sensor that the system is in
use. After the user begins to use the mouse, the pressure sensor in the mouse pad detects the user
condition and sends signals to the core microprocessor AT89S52, which subsequently activates the
timer and the air-pump motor. When activated, the internal timer begins to monitor usage time
and determines whether the user’s usage time exceeds the set period or is excessive. If the usage
time is within the set period, timing continues; by contrast, if the usage time exceeds the set period,
the timer sends a signal to the SunPlusSPCE061A to issue a warning signal. System circuit.

Figure 2 shows the system circuit which includes the main control circuit of the core micropro-
cessor AT89S52, peripheral control circuits of the pressure sensor, and the control circuit of the
air-pump motor. Each of these circuits is described below:

(1) Core Microprocessor
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When the power is on, the core microprocessorAT89S52 enters the power-down mode until the
pressure sensor sends a signal to activate the system. The system activates timing control,
air-pump motor control and voice alarm control. In this product, the air-pump motor is
activated to generate repeated movements, including rising, descending, and leftward and
rightward rotations, to enable the effects of reducing compression on a fixed point or position
of the median nerve.

(2) Pressure-sensor Control
FSR 406 is similar to a variable resistor that can be used to detect whether the user is using
the proposed product. This circuit can convert the pressure placed on its surface into voltage
values, which are further converted from analog signals into digital signals and sent to the core
microprocessor through the A/D converter IC, thereby identifying whether the user is using
this product. FSR 406 can be operated under a 10 kg load, which is suitable for application
as a pressure sensing component in the mouse pad.

(3) Air-pump Motor Control
To integrate user comfort and reduce noise, the developed mobile mouse pad uses the air-
pump motor SC3701PM as a component to control the rise and descent of the mouse pad.
The peripheral circuits of the air-pump motor mainly consist of three air-pump motors and
air valves that control the motor, causing it to pump and release air into an air cushion for
up-down controls in the mouse pad. Two air-pump motors are used to control the left-right
movement of the mouse pad. When the left motor pumps and the right motor releases air, the
mouse pad moves right and vice versa. These repeated controls of left and right movements
can change the compression point of the user’s median nerve.

(4) Voice Alarm Device
The alarm device provides voice reminders. When the user operates the system for an ex-
cessive time, the core microprocessor transmits a signal to the SunPlusSPCE061A, which
subsequently issues a warning signal. If the user operates the mouse continuously for more
than 50 min, the system continuously issues voice reminders to notify the user to rest. The
voice reminder device will not stop until the user’s hand leaves the mouse. This system can
detect the time that the pressure sensor is not used. The user must stop using the mouse for
approximately 10 minutes to confirm stoppage for the voice reminder system and return the
timer to zero. If the user operates the mouse again within the 10-minute rest break, the timer
adds the usage time and continues to send voice reminders. This function ensures that the
user rests adequately.

(5) Software Flowchart
The system software flowchart is shown in Figure 3. The system enters the power-down mode
until the pressure sensor interrupts to wake-up the core microprocessor. The system activates
air-pump motor to puff up and off the mouse pad to move it up and down repeatedly. The

Figure 3: Software flowchart.
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mouse pad will be moved left and right by two air-pump motors. The timing control is enacted
to measure the time that the user uses the product, and determines whether the usage time
is excessive. This product is set to immediately transmit voice signals that notify the user to
rest after using the system continuously for over 50 consecutive minutes. Rest time is set for
10 minutes. The system will be back to the power-down mode after resting 10 minutes and it
will remain asleep until it is awaken.

4. CONCLUSIONS

A mobile mouse pad was implemented in this study. Invention patents were applied for regarding
this product [7, 8] and it won the silver medal in the ITEX 2012 23rd International Invention,
Innovation & Technology Exhibition and the bronze medal in the 8th Taipei International Invention
Show & Technomart. Using this mobile mouse pad can relieve the compression on the median
nerve in the wrist and provide timely reminders to users to rest, thereby reducing the user’s risk
of contracting conditions such as carpal tunnel syndrome, and decreasing the damage to patients
who already suffer from carpal tunnel syndrome when using a mouse.

To increase the usability and reduce the cost of the product, future studies should investigate
downsized mobile mouse pads or reducing the size of mobile mouse pads. In addition to selecting
SMD components, compact or smaller parts that can replace the air-pump motor SC3701PM can be
identified to achieve usability. Consequently, the modified mobile mouse pad will be more suitable
for use in offices and households.
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Abstract— Electrocardiogram (ECG) is an important biological signal to diagnose cardiac
arrhythmia. The P wave is the combined result of the action potentials of the atrial muscle
units, while the QRS and T waves are formed by the spatio-temporal summation of the action
potentials of the ventricular muscle units. However, ECG signals are often corrupted by various
noise, such as muscle noise, baselines wander and power-line interference. Therefore, ECG noise
reduction is an important issue and has been studied for many years. A common encountered
in ECG de-nosing systems is the removal of unwanted disturbances, i.e., a low-pass filter was
designed to remove the high-frequency noise, and a high-pass filter was designed to remove the
low-frequency noise. These filter banks based denoising process smooth the P and R amplitude
of ECG signal and it is less robust to different levels of noise. Comparatively, the empirical
mode decomposition (EMD) based on the decomposition of data into a collection of intrinsic
mode function (IMF) was investigated to improve the ECG signals. In this study, we proposed
an adaptive method to select the IMF index for separating the noise components from the ECG
signal. The performance of the proposed method is evaluated in terms of standard metrics by
performing extensive simulations using the MIT-BIH arrhythmia database. The results show
improvements of ECG signals at different levels of SNR. Moreover, the low frequency noise
components are separated by a partial reconstruction from the IMFs and still preserve the QRS
complex.

1. INTRODUCTION

The empirical mode decomposition (EMD) algorithm is an adaptive method to analyze non-linear
and non-stationary signals [1]. In EMD, a given time signal is decomposed into a set of oscillatory
functions, known as intrinsic mode functions (IMFs). It is a fully data-driven separation of a signal
into fast and low oscillations. However, EMD exists the mode mixing and the mode-misalignment
problems for analyzing multivariate time series. The mode-mixing occurs when a single IMF con-
tains multiple oscillatory modes or a single mode resides in multiple IMFs. Ensemble EMD (EEMD)
was introduced to remove the mode-mixing effect [2]. It performs the EMD over many ensembles
of the signal plus different Gaussian white noise. Then the added noise solves the mode mixing
problem if the number of trials is sufficient. The mode-misalignment corresponds to a problem
where the same-index IMFs across multivariate data contain the different frequency modes so that
the IMFs are not match either in scale or in the number. During the ECG measurement, various
types of noises, such as muscle noise, baseline wander, and power-line interferences, are recorded
in the ECG signals. The Multivariate EMD (MEMD) has been proposed to extend the application
of EMD to multivariate time series and deal with the mode-misalignment issue in multivariate
data [3].

In this paper, we adopted MSE parameters to decide major IMFs which can be combined to get
the enhanced ECG signals.

2. MATERIALS AND METHODS

2.1. EMD and EEMD
The decomposition of EMD can be processed with the following steps [1]:

1. Identify the extrema of the data set x(t), and generate the upper and lower envelops defined
by the cubic spline interpolation of the extrema point.

2. Compute the mean function m(t) by averaging the upper envelop and lower envelop, and
make the difference between the data and the mean values to get the first component h1(t) =
x(t)−m1(t).

3. If the first component is not an IMF, let h1(t) be the new data set. Continue the steps 1 and
2 until the first component is an IMF.
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4. The first IMF component is called as c1(t). Let r1(t) = x(t) − c1(t). Continue the steps 1–3
until the final signal rN (t) is obtained as a monotonic function.

At the process, a decomposition of the data into n-empirical modes cj(t) is achieved, named IMFs.

x(t) =
∑N

j=1
cj + rN (1)

According to [2], EEMD algorithm can be described as:

1. Generate xi(t) = x(t) + wi(t), where wi(t) (i = 1, . . . , I) are different realizations of white
Gaussian noise.

2. Each ensemble signal xi(t) (i = 1, . . . , I) is fully decomposed by EMD getting its IMFs.
3. Assigned EEMD cj(t) as the j-th mode of x(t), obtained as the average of the cj(t).

EEMD cj(t) =
1
I

∑I

i=1
cij (2)

2.2. MEMD

MEMD projects the multivariate signal along different directions to generate the multiple multi-
dimensional envelops averaged to obtain the local mean. The MEMD effectively deals with the
mode-misalignment issue [3].

2.3. MSE

Multiscale Entropy is developed to measure the complexity over the different scales of time series [4].
Given a time series with N samples, x = {x1, x2, . . . , xN},

1. The original time series x is divided into non-overlapping windows of length τ , defined as the
scale factor. The data points inside each window are then averaged.

yτ (j) =
1
τ

∑jτ

i=(j−1)τ+1
xi, 1 ≤ j ≤ N

τ
(3)

2. Compute the sample entropy [5] of each-grained time series.

Sample entropy provided a quantification of irregularity of a temporal series. In our study, we
according to the MSE curve to select the probable IMFs which can be combined to a denoing ECG
signal.

2.4. DATA

Synthetic and real signals were analyzed in the present paper. High frequency ECG noise types, such
as muscle contraction and 50 Hz power line interference, and low frequency ECG, baseline wander
were simulated in the following session [6]. A second example, using real data: Electrocardiogram
(ECG) signals and real noise were extracted from the MIT-BIH normal sinus rhythm and noise
stress test database [7].

(a)

(b)

Figure 1: (a) Clean ECG. (b) Synthetic noisy ECG.
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3. RESULTS

In Fig. 1, a simulated arrhythmia was added noises, including EMG, 50Hz power line and baseline
wanders. Fig. 2 shows IMFs by EEMD and MEMD decomposition. From Fig. 3, we observed the
first IMF works like the white noise and its MSE curve decades as the scale increasing and the
MSE of low level IMFs tend to zeros. Therefore, we accorded to the MSE curves to reconstructed

(a) (b)

Figure 2: (a) IMFs of EEMD (trials = 200). (b) IMFs of MEMD.

(a) (b)

Figure 3: (a) MSE of IMFs by EEMD. (b) MSE of IMFs by MEMD.
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(a) (b)

Figure 4: (a) Composition of level 4, 5, 6, 7 IMF of EEMD for Synthetic signal at SNR = −10 dB. (b) Com-
position of level 4, 5, 6, 7 IMF of EEMD for real signal at SNR = −10 dB.

enhanced ECG signals.
For real noise, baseline wander, muscle contraction and motion artifact, MSE is still a good

tool to select the IMFs to reconstruct enhanced ECG signals. Fig. 4 indicated that the proposed
method can be applied to the synthetic and real ECG signals even at low SNR values.

4. CONCLUSIONS

In this work, we have presented a new method to select the IMF. MSE makes EEMD can more
adaptively for analuzing and processing non-linear signals. The new method was successfully tested
on synthetic and real ECG signals. Moreover, we applied multivariate EMD algorithm to decompose
the signal of IMFs and it works well as EEMD.
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Abstract— People who move their wrist repetitively or under excessive force are prone to
developing carpal tunnel syndrome (CTS). Cooks, pianists, and computer operators are among
the people most likely to experience this condition. In modern society, people use computers
not only for work but also for leisure and recreation activities. Thus, the incidence of CTS has
risen, with the affected patients becoming increasingly younger. The primary symptom of carpal
tunnel syndrome is numbness and paresthesia of the thumb, index, and third fingers [1, 2]. The
impact of the condition for patients includes disturbed sleep because by severe wrist pain and to
danger the future functions of their wrists. Thus, we have developed a rehabilitation device for
the patients of CTS.

The CTS rehabilitation device developed in this study offers the following functions: (1) the
patient’s wrist is held at a fixed angle and then repeatedly rotated clockwise and counterclockwise
for a specific period; (2) the lifted angles can be adjusted according to doctor recommendations
and the situation of each patient; (3) the device rotation time and duration can be adjusted
according to the specific stage of rehabilitation; (4) heat can be applied to the wrist to relieve
pain; and (5) the small size of the device enable use at any time and place. Furthermore, the
device can be employed for both the rehabilitation and prevention of CTS.

1. INTRODUCTION

Nowadays lots of people use computers for long periods. Work, education, and recreational or
entertainment activities are all related to computers. It may pose a significant burden on the median
nerve of the wrists because of using computers for long periods, thereby eventually inducing the
occupational disease carpal tunnel syndrome [3]. People who move their wrist repetitively or under
excessive force are prone to developing CTS. Currently, the physical treatment most commonly
employed for CTS is the use of wrist splints [4]. Splints are worn to immobilize the wrist at an
angle of approximately 15◦, preventing excessive stretching and flexing of the wrist and reducing
total wrist activity. The disadvantage of splints is that they may restrict wrist movement excessively.
Patients with acute CTS may require surgical intervention, where the transverse carpal ligament
is released to decompress the median nerve and relieve pain. The rehabilitation devices currently
developed for the wrist are generally mechanical and relatively large [5]. Thus, this study developed
an adaptive rehabilitation device for the wrist.

The study researchers had previously developed the healthy mobile mouse pad and the mo-
bile mouse pad for computer users [6, 7]. The healthy mobile mouse pad periodically reminds or
forces computer users to rest, and the mobile mouse pad relieves compression of the median nerve.
However, the development of these two designs focused on computer users and were ineffective for
patients already experiencing CTS. Thus, this study developed an adaptive rehabilitation device
for the wrist. By controlling the internal motor rotation, the rehabilitation device can maintain
clockwise or counterclockwise rotations, and rehabilitation of the wrist can be achieved with the
inclusion of a temperature control function. The compact body of the proposed device enables
patients to easily comply with physicians’ rehabilitation instructions at home, thereby alleviating
symptoms and reducing the likelihood of surgery for CTS. The device developed in this study is
an electronic medical prototype with preventive functions to promote health.

2. FUNCTIONALITY

The primary function of the device is to facilitate wrist rehabilitation among CTS patients. The
device comprises three functional modes, that is, normal, free, and adaptive. In normal mode, the
device manipulates the wrist in clockwise rotations followed by counterclockwise rotations at fixed
intervals. In the free mode, patients can adjust the direction and speed of the rotations according
to their preferences. In the adaptive mode, the device automatically adjusts the direction and
speed of the rotations according to the patient’s rehabilitation condition. The functionalities and
operation modes are explained below.
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A. Rotation speed adjustment: Rotation speed can be adjusted according to the patient’s degree
of injury and rehabilitation conditions.

B. Rotation angle adjustment: The rotation angle can be adjusted to ensure the device fits
comfortably on the patient’s wrist.

C. Infrared heating: Infrared heating functions are incorporated into the device to simultaneously
apply 30◦C heat to the wrist area.

D. Mode settings

1. Normal mode
In this mode, rehabilitation is set at fixed times. The motor within the device initially
rotates clockwise for a fixed time followed by counterclockwise for a fixed time, and
the device simultaneously activates infrared heating. At fixed intervals, the rotation
pattern changes. When the timer reaches an appropriate rehabilitation duration, the
device automatically deactivates. The fixed rotation times for rehabilitation should be
determined by a physician or physical therapist.

2. Free mode
The user can randomly and freely set the rotation direction, angle, and speed of the
device based on their wrist condition or level of pain. This mode should only be applied
with the consent of a physician.

3. Adaptive mode
In this mode, users must record and input their rehabilitation conditions into the device
after each session. The system then compares the user’s rehabilitation data with their
operation results and automatically adjusts the rotation modes using a neural network
algorithm.

3. SYSTEM IMPLEMENTATION

This study adopted HT46RU232 as the core processor of the rehabilitation device. This main pro-
cessing unit calculates the timing, displays the duration, controls the DC motor rotation, provides
control settings, and determines and interrupts mode changes. Subsequently, the peripheral device
controls the operation of the DC motor, scanning and display of the seven-phase display unit, and
heating of the wrist area.

During operation, the rehabilitation device activates motor rotation according to mode settings.
For example, in the normal mode, the motor operates according to the fixed times suggested by the
patient’s physician or physical therapist; the rotation angle, speed, and duration of rehabilitation
are set based on recommendation from health care personnel. When operating in the free mode,
the timing control unit is deactivated to allow users to freely alter the rotation direction. In
the adaptive mode, the system determines the optimal operation condition for the user based on
previous operations and rehabilitation condition data, considering factors such as rotation speed,
angle, and time.
3.1. Hardware Structure
The hardware structure of the device is shown in Fig. 1. During system activation, the HT46RU232
core processor activates the DC motor, heat controller, and timer when receiving mode selection
signals. For example, when the user adjusts the rotation knob, the core processor inputs differing
voltage values using a variable resistor and related circuitry, and obtains related settings using an
internal A/D converter. The rotation speed of the DC motor is then modified according to the
settings.

Figure 1: Hardware structure.
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Figure 2: Software flowchart.

3.2. Software Structure

A flowchart of the system software is shown in Fig. 2. After the core processor is activated, the
infrared heating and temperature control program is initiated to heat the patient’s wrist to 30◦C.
Then, the mode selection is determined, where ‘1’ represents the normal mode, ‘2’ represents the
free mode, and ‘3’ represents the adaptive mode.

In the normal mode, the rotation speed is first determined. Clockwise rotation is then initiated
according to the settings. Subsequently, the timer for rotation activation and deactivation is ac-
tivated. When the timed clockwise rotation period expires, the system activates counterclockwise
rotation, and the timer for activation and deactivation is reset. This process is repeated until the
end of a rehabilitation session. In the free mode, the system activates clockwise rotation based on
the rotation speed settings. When a setting for rotation change is received, the system adjusts the
rotation direction and simultaneously reads the adjusted speed settings. This process is used to
control the rotation speed throughout a rehabilitation session. In the adaptive mode, the system
first reads user settings data from the previous five sessions, including the rotation speed, angle,
and duration. Furthermore, by using the rehabilitation condition data inputted by the user after
each session, excellent, good, moderate, and poor conditions can be set. Based on the provided
data, the optimal rotation speed, angle, and duration for each session can be established.

4. CONCLUSIONS

An adaptive rehabilitation device is implemented. To achieve wrist rehabilitation, this device
guides wrist rotation by controlling the internal motor of the device. Additional functionalities
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such as clockwise and counterclockwise rotation and heating are also employed to relieve pain.
An application for an invention patent of this device has been submitted under the description
“rehabilitation device for the hand.” This device supports CTS rehabilitation and prevents the
occurrence of CTS. The advantages of the device include a compact size, versatile applications,
and customizable functions. In addition, because the device is easy to carry, use is not restricted
to hospitals, further enhancing rehabilitation for people with busy lifestyles.

This research will continue with the cooperation with the neurology department of far eastern
memorial hospital. The developed device will be enhanced with two modifications. The first
involves incorporating an electrode function in the device to treat patients’ tender spots and assess
the treatment effectiveness, thereby enabling patients to avoid surgery. The second modification
involves providing support points for the arm, where the angle of the support can be adjusted based
on the patient’s arm length. This enables the device to be placed on a surface, which reduces the
burden placed on the patient’s arm.
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