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Abstract— A new single layer meta-material lens design with frequency-dependent focal points
is investigated. In the proposed design, the surface of the single layer dielectric material is divided
into zones in the same plane with perforations of different specifications. The focal point for each
frequency is achieved through varying the permittivity coeflicient of each zone. The variation of
the permittivity of each zone is based on the changes of the perforations’ specifications in the
dielectric material. The paper presents a conceptual design of a lens with two zones; each zone is
optimized for a specific frequency. The design can be optimized to provide several focal points,
each for a specific frequency, meeting pre-defined size constraints.

1. INTRODUCTION

Meta-material lenses are of great importance in radiometry process, which allows the measurement
of the temperature profile in magnetic confinement fusion devices [1]. In practice, optical systems
are optimized for a single frequency leading to losses in the transverse resolution at other frequencies.
Thus, the increase and optimization of the transverse resolution require different focal points for
different frequencies.

In the literature, meta-material lenses with frequency-dependent focal points have been pro-
posed [2] to replace conventional optical systems. In the former, the surface of the lens is divided
into several zones; each provides a certain phase-shift for a certain frequency. As a result, each
frequency would have a specific focal point [6-8]. This was achieved using layered structure, con-
sisting of periodic arrangements of capacitive patches and inductive wire grids, separated by a
dielectric material.In each zone the capacitive patches and inductive wire grids act as band pass
filters allowing certain frequencies and providing a specific phase-shift [3]. However, this appeared
to be complex to design and manufacture due to the layered structure [2-5].

In this paper, we propose a new design of the meta-material lens with frequency dependent
focal points. Opposed to designs seen in the literature, we propose to use a single dielectric layer
with different zones in the same plane. The phase-shift for each frequency is achieved through
having a different refractive index in each zone. This reduces the complexity of both design and
manufacture.

This paper is divided into three main sections. Section 2 presents the unit cell characteristics
and describes the effect of the change in unit cell perforations diameter on the permittivity and
on the optimal frequency of the unitcell. Section 3 describes the theory behind the lens design
proposed in this paper. Finally, Section 4 discusses the conceptual design of the proposed two
zones lens.

2. UNIT CELL CHARACTERIZATION

In this section, we start investigating the square unit cell element of dielectric material of permit-
tivity equals to 10.2 as it is used for the design of the whole lens. The unit cell element presented
in Figure 1 proved to resemble a change in permittivity upon the change of perforation diameter
d and/or distance s seperating perforations [4]. This change is described by formulas (1) and (2)
below, whose results are given in Figure 2:

cef =er(l—a)+a (1)

=)

The electromagnetic characterization of the unit cell, simulations on HFSS-Ansoft showed that each
unit cell is optimized for a specific frequency, at which it provides a specific phase-shift. Figure 3(b)
shows the S1; parameter with respect to the incident wave frequency. It is clear from the figure
that the unit cell with 4 mm perforations diameter and 7.5 mm distance between perforations is
optimized for a frequency of 11.1444 GHz.

Similarly, we could also investigate some results of a square unit cell of side equal to 1.5cm,
where s equals 7.5 mm. As expected, Table 1 shows that perforation diameter could be optimized
for a pre-defined phase shift and target frequency.
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Figure 1: (a) Unit cell front view. (b) Unit cell side view. (c¢) Waveguide assignmnets.
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Figure 2: Effective permittivity as function of perforation diameter.
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Figure 3: Unitcell with 4 mm perfocation diameter S(1,1) value and Phase-shift values.

Table 1: Frequency optimization results as a function of the perforation diameter.

Perforation diameter (mm) | Center Frequency (GHz) | S(1,1) (dB) | Phase-shift (deg)
2 10.2222 —40.0946 146
4 11.1444 —39.9772 62
6 13.2833 —40.4147 35

3. LENS CONCEPT

In this section, we utilize the conclusions obtained in Section 3 to describe the concept of one zone
lens design. From Gaussian optics, the phase-shift experienced by a wave is directly related to the
point at which thewave converges [6,7]. This is illustrated by the following relation:

+ ¢o(f) (3)
where, ¢ is the phase-shift, f is the frequency, c is the speed of light, r is the radial distance from
the optical axis, R is the radius of curvature of the lens, and g is an arbitrary constant that varies
with frequency but remains the same in all zones [6].
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Furthermore, the focal length for a thin lens is related to the index of refraction [8] by the

following aproximation:
1 1 1
-—=n—-1)(—=—+— 4
== (7 7 (W

where, [ is the focal length, n is the refractive index, and R; and R are the incidence and transmi-
tance radius of curvature. For a plane lens, the incident radius of curvature is infinite [8]. Hence,

(4) would transform to:
1 1
;= @=1) <R> (5)

where, R = Ry is the same as in Equation (4) (i.e., transmitted radius of curvature) optimized for
a focal point [; Using Maxwell equations, we could derive the relation between the permittivity and
the refractive index of a material [8] by the aproxmation formula: n = /e and then relate it to (1)

through:
N = \/Ceff (6)
Eventually, combining Equations (1), (3) and (5), we obtain:

. _nf riz
e(i, f) = TW—F@OU) (7)

In the above equation r; represents the location of the i¢th zone on the surface of the lens and it
corresponds to the distance from the center of the lens to the midpoint between the inner and outer
radius of a zone [2]. This determines the size of the lens.

Using (7), it is now possible to design a single layer lens composed of several zones. Each zone is
optimized for a specific frecuency f at which it provides a specific phase-shift ¢, and have a specific
index of refraction n = /(e_eff ), contributing to a focal distance I.

4. TWO ZONE LENS CONCEPTUAL DESIGN

Consider a lens composed of two zones. Zone 1 has a radial distance r; equal to 2.25cm, and
perforations of diameter equal to 4mm (.4 = 7.826), optimized for 11.1444 GHz. Zone 2 has ry
equal to 3.75cm, and perforations of diameter 6 mm (e.4 = 4.860), optimized for 13.2833 GHz.
Substitution in (7), and assuming ¢y equal to 0 (for simlicity) leads to the results presented in
Table 2 below:

Table 2: Focal point corresponding to zone frequency.

Frequency (GHz) | Focal Point (cm)
11.1444 3.03
13.2833 26.58

Reversely, it is possible to design a lens starting with specifying dimensions, and frequencies
of operation and their correcponding focal points. Accordingly, we could determine the size con-
straints of each zone, and optimize the unit cell dimensions, perforation diameters, and phase-shift
attained from a specific unit cell, in such a way to minimize the difference between the two sides
of formula (7).

Figure 4 below shows a diagram of the proposed conceptual lens design.

Figure 4: Two zones lens design.
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5. CONCLUSION

In summary, the proposed design benefits from the effect of perforations on the dielectric material
and uses it in an inovative way to design a lens which can provide specifiable frequency dependent
focus.Unitcells having different dimensions and different perforation diameters can be optimized
for a specific frequency with a specific phase-shift, i.e., focal distance. This allows having a lens
with several frequency zones, which can provide a specific focal point for each frequency.

The concept of the design is proved through theoretical formulation, which can guide easy and
simple manufaturing. This can be further investigated, optimized, and customized to produce
lenses for radiometry or other diagnostic purposes that require having a high resolution at more
than one frequency.
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Abstract— The problem of controllability for 2D-tunnel bifurcations in systems with quantum
molecules in a dielectric matrix of a metamaterial in the external electric field at finite temperature
has been investigated. Usage of the quantum tunneling with dissipation theory to study the
interaction of quantum molecules with contact environment is productive, because, despite of the
instanton approach usage, it is possible to obtain the main results in the analytical form with
account of the environment influence on the process of tunneling, whereas other commonly used
approaches give not such possibility. A theoretical study of the electric field influence on the
2D-quantum tunneling for quantum molecules in the matrix of a metamaterial (with negative
effective permittivity) at finite temperature has been fulfilled in the instanton approximation.
It is shown that a stable regime of 2D-bifurcations in such matrix can take place in a more
narrower range of parameters than in case of usual dielectric matrix. An important problem
in this case is to identify the range of experimentally realizable values of the relative dielectric
permittivity (including negative values) for the matrix environment, which allow to realize the
2D-bifurcations regime. A range of the control parameters (electric field, temperature, and the
relative permittivity of the metamaterial matrix), in which the regime of stable 2D-bifurcations in
the system of quantum molecules, as well as in the system “AFM/STM cantilever-quantum dot or
quantum molecule” can take place, has been theoretically investigated. The “phase diagram” for
the stable 2D-bifurcations regime for tunnel current in the matrix of a metamaterial in dependence
on controllable parameters (the inverse temperature, electric field intensity and values of the
(negative) relative permittivity for the heat-bath environmental matrix), has been represented.
It is shown that in contrast to usual dielectric matrices in case of the metamaterial matrix the
region of stable 2D-bifurcation is significantly narrowed, which is probably due to inversion of
the sign of the tunneling particles interaction.

1. INTRODUCTION

Currently, a new class of materials, known as metamaterials [1], with unique properties in a certain
frequency range, is of great interest. Metamaterials are the artificial composite materials consisting
of a dielectric or conductive elements that form a regular structure, which are characterized by a
negative effective permittivity and permeability (¢ and p) and, accordingly, a negative refractive
index. On the basis of such materials it is possible to develop a number of unique devices [1],
such as flat electromagnetic lenses that do not have the diffraction limit (superlens), masking the
shell, and so such properties cause the increased interest in their practical implementation. In
addition, the problem of control for nanostructures, which are in the matrices of metamaterials,
is of great interest. In this paper, we investigate the problem of controllability for 2D-tunnel
bifurcations in systems with quantum molecules in a dielectric matrix of the metamaterial in the
external electric field at finite temperature. Usage of the quantum tunneling with dissipation
theory to study the interaction of QM with contact medium is productive, because, despite of
usage of the instanton approach it is possible to get the main results in an analytical form with
account of the environment effects on the tunneling process, which it is not possible in other often
used approaches [2]. It is experimentally possible to observe earlier theoretically predicted 2D-
bifurcations for QD from colloidal gold in the matrix of a conventional insulator on the tunneling
current-voltage characteristics in the system of combined AFM/STM [2]. An important problem
is to reveal the experimentally realizable range of values of the relative dielectric constant for the
matrix environment, allowing 2D-bifurcations regime, including negative values, which corresponds
to the matrix of metamaterials.

The aim of this work is to theoretically study the range of control parameters (electric field
strength, temperature, and the relative dielectric constant of matrix of the metamaterial), in which
the regime of stable 2D-bifurcations in the QM system can be realized, as well as in system with “the
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cantilever needle of combined AFM/STM — QD or QM”. Special attention is paid to the problem
of control in a two-dimensional dissipative tunneling for system of interacting QM, simulated by

2D-oscillator potential in the medium with negative dielectric permittivity in an external electric
field.

2. PROBABILITY OF 2D-TUNNELING UNDER EXTERNAL ELECTRIC FIELD IN
MATRIX OF THE METAMATERIAL

We consider the simultaneous tunneling transfer of two particles which weakly interact with each
other. If there is no interaction, each of the particles moves independently in its own double-well
potential. We will study the effect of the particle interaction on the tunneling regime change from
synchronous to asynchronous (the effect of 2D-bifurcation ([2-9])) as a function of interaction with
the heat-bath in an external electric field. With the introduction of the interaction between particles
in the dipole-dipole approximation, we choose Viy in the form of a harmonic “attraction” potential

_O‘(QI 2—(12)2' (1)

The function of the potential energy for interaction can be represented as a series in powers of

(‘11t *Q2t)2
R3

tunneling “channels”. For the Coulomb repulsion of the particles in the medium (g — dielectric
constant, ¢ — relative dielectric constant) we get

‘/int =

parameter , where ¢1; and go, — are tunnel coordinates, Ry — the distance between the

Voo e2 B e2 N e2 1 e (q1t — QQt)Q @)
rep — = =~ _ = . .
ego |R| g€ [Rg + (que — Q2t)2] /2 7 cegRg 2 ecoRo R?

2

Hence, a = E;)% (where € < 0 for the metamaterial matrix).
0

Negative harmonic potential energy (the second term in the expansion) appears, therefore,
as an effective attractive interaction, although the potential is always repulsive. This negative
contribution reduces repulsive potential of its maximum value in Rg. The constant component
U(Ro) = - eiZ)RO may be included in the definition of the potential energy for the individual particles
U(q1) and U(gz2). The influence of an electric field can be accounted for by the renormalization

parameter ¢ = a = ag + |i§,b=l~):b0—|i—f.
0 0
For 2D-parallel transfer with account of the particles interaction and with the renormalization
of the potential parameters in an external electric field, we obtain the renormalized potential in the

next form

Uy lan, ) = 220 (g a0 () 4 [07 — a®) + (- 0] 0. + 02+ 0?) 0 (-2)
P =)+ 0] 00— 5 (0 - ). 3)

We assume that two particles interact independently with the harmonic thermostat (a heat-
bath). This interaction is considered in the bilinear approximation. Oscillatory dynamics of the
medium is described by the Hamiltonian (we have used the system of units, in which A =1, kg = 1,
and the mass of the oscillators are 1).

Ho = 5 37 (P2 +22). (@

7

Each of the tunneling particles (electrons or effective charges) interacts with the oscillator thermo-
stat as follows: O @
Voo (@,Qi) =@ Z CiQi, V.7 (42, Qi) = 2 Z CiQi, (5)

As in [3], we are interested in the probability of transfer per unit time or, strictly speaking, only
in the exponential part of it, which can be written in the Langer form
ImZ

I =2T .
ReZ

(6)
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To calculate T', it is convenient to represent the partition function in the form of the path integral [1—
9]

z=11 / D1 DgxDQi exp [—S {41, 2, Q). (7)

Here S is the sub-barrier action for the entire system. The imaginary part ImZ appears due to the

decay of the energy levels in the initial well of the potential energy. The validity of this approach

requires that the dissipation would be enough strong, so, the only incoherent decay is realized [3].
The integral (7) can be taken over the phonon coordinates [3], in result we obtain

B/2 B/2
Stanwl= [ drlsatsd Ve [ a4 e@)x nl) <o), @
—B/2 —B/2
where -
D(T):; S D (un) exp(ivar), 9)

B = h/(kpT) — inverse temperature (we assume that & = 1 and kp = 1), v, = 2w/ is the
Matsubara frequency, and

7

C*? C?
D(vn>=—2—l—zw—;+sn. (10)

2 1 2
w; + vy

The trajectory that minimizes the Euclidean action S, can be found from the equations of motion.
The moments of time, 7 and 7o, in which particles transfer the top of the barrier, are determined
by the following equations:

(1) =0, q(m)=0. (11)
Once a path is found, the Equation (11) can be represented in the following form:
_ sinh (5\/ 1-— a*) [cosh (7'\/ 1-— a*)
Q@
x coth (ﬂ*\/l — a*) — sinh (7'\/1 — a*) + coth (ﬁ*\/l — a*)} =0,

1
sinh e [cosh 7 coth §* — sinh 7 — coth 5] + T

4 1 . . . .
3— R — + cosh e [sinh 7 coth 5% — cosh 7 — 1] 4 sinh 7 coth 3% — cosh 7
+ o cosh (5\/1 — a*) [sinh (7‘\/1 — a*) coth (ﬂ*\/ 1- a*) — cosh (T\/ 1-— a*) + 1]
1 —1a* [sinh (7v/1 — a*) coth (3*V1 — a*) — cosh (V1 — a*)] = 0. (12)

As we have shown in [2], the solution of this system reveals the bifurcation of the 2D-tunneling
trajectories, i.e., at a certain temperature 5* or the potential asymmetry parameter associated with

the applied electric field b* = b/a, or the interaction factor a* = 2a/w? (where a = g 5(3313 depends
0

on the relative permittivity of the medium (a heat-bath) for metamaterials ¢ <0). Numerical
analysis of the system (12) can also allow to identify the fine structure for tunnel transition in the
vicinity of the bifurcation point, namely the regime of quantum beats for the parallel transport
of tunneling particles. As a result, the probability of 2D-tunneling with exponential accuracy is
defined as I' = exp(—9).

The system of Equation (12) decision reveals the bifurcation for 2D-tunnel paths for certain
values of temperature or for the potential asymmetry parameter (which is connected with the value
of an external electric field), or for the interaction factor «, which depends on the relative negative
dielectric constant for metamaterials. Numerical analysis of the system (12) can also identify the
fine structure for transition in the vicinity of the bifurcation point, i.e., regime of quantum beats
for the parallel transport of tunneling particles (in this case apart from the trivial solutions of (12),
additional solutions are appeared).

The dependence of the tunneling probability on the electric field is shown in Fig. 1. In this
figure, the area of the stable 2D-bifurcations is realized. In the vicinity of this point (as in the
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neighborhood of interruption point for 2D-bifurcation) the quantum beats mechanism is realized,
where mechanisms for synchronous and asynchronous transfer for tunneling particles are competing.
Region for realization of the 2D-bifurcations stable effect is revealed, as also corresponding limits
of the 2D-bifurcation existence are analyzed under change of the control parameters (the inverse
temperature 3, the relative dielectric constant of the heat-bath — ¢ for the metamaterial matrix,
and the asymmetry parameter for 2D-potential of interacting QM b, which is weakly nonlinear
depended on the magnitude of the external electric field).
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0.000

097 098 099 100 1.01 1.02 1.03
b

Figure 1: The dependence of the tunneling probability on the electric field.

3. CONCLUSION

Thus, the dependence of the electric field strength, at which the stable 2D-bifurcations are realized,
on the value of the inverse temperature, has been investigated in this work. In contrast to conven-
tional dielectric matrix in the case of the metamaterial matrix, region of the stable 2D-bifurcations
is narrowed considerably, probably due to the sign inversion of the tunneling particles interaction.
It should be noted, that the theoretical results, obtained in this article, do not have any quantitative
comparison with the experiment, and are only qualitative meaning.
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Abstract— Two ways to simulate a patch antenna has been demonstrated. The return loss
is obtained for simple and slotted patch and compared with the metamaterial included slotted
patch response. The deviation in solution time and the results are the important factors that are
considered. Miniaturization of the patch antenna is to the core of our effort and the enhancement
of bandwidth is obtained by slotting of the patch. Microstrip antennas are a relatively new
generation of antennas and are preferable for many applications over the broad frequency range
from 500 MHz to 50 GHz also called “patch antennas” or “printed antennas” or “planar antennas”.

1. INTRODUCTION

The objective is to develop a methodology to analyze and design a metamaterial substrate for a
slotted microstrip antenna. Numerical simulation and theoretical studies are used first to design a
metamaterial structure that is suitable for the antenna substrate; then use experiments to prove
the prediction. Since simulating the real size structure requires full wave analysis which needs
more memory and takes longer time. With the effective permittivity and permeability, one can use
analytic formula to obtain far-field results. Symmetrical slotted patch antenna using four slots is
introduced to design an antenna resonating at three resonant frequencies. Moreover, the design of
patch antenna with slots has been presented for different wireless communication applications, e.g.,
triband circular polarized antennas for the UHF band. This study also shows the effect of different
parameters on the antenna structure.

The primary aim is at simulation of combined metal-dielectric structures. A typical patch
antenna structure consisting of a single patch above a finite ground plane was mostly considered
in the present study. The performance of the antenna is studied for different mesh configurations,
different dielectric constants and dimension of the substrate. Other straightforward applications of
the present solver include simulation of antennas embedded in metamaterial.

2. CONCEPT OF METAMATERIALS

A metamaterial (or meta material) is a material which gains its properties from its structure
rather than directly from its composition. Metamaterials are a broader class of materials which
enables us to manipulate the permittivity and permeability for optimizing physical properties of
radiating patch primarily for improvement in radiation from antenna. Recently, there has been
growing interest in both the theoretical and experimental study of metamaterials. Metamaterials,
also known as left-handed metamaterial (LHM) where the permeability and permittivity were
simultaneously negative. LHM is an interesting material to be investigated where this artificial
material has several unique properties such as the backward wave and the focusing effect inside it
slab.

3. APPROACH AND METHODOLOGY
e Array of Unit Cell to Be Placed in the Substrate

PHASE 1: Unit cell development.

PHASE 2: Arbitrary shaped conducting sheet insertion.

PHASE 3: Chopping: Circular Polarisation.

PHASE 4: Slotting: Miniaturization, Multiband Operation, Tuning, Shifting frequency
down to 2 GHz, Bandwidth is increased.

e PHASE 5: Metamaterial Induced Patch Antenna.

Steps of designing

(1 To obtain triband operation of slotted and chopped miniaturized patch within desired fre-
quency band.
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Table 1: Design parameters.

User Inputs Outputs
Operating Frequency (f) Radiation Resistance
Characteristic Impedance (Zp) Effective dielectric constant
Substrate’s dielectric constant (&) Phase Constant
Height (h) Input Impedance
Loss tangent Beam width, Bandwidth, Directivity, Gain, Efficiency

Figure 1: Top view of slotted patch.
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Figure 2: Return loss plot for two slot sizes of slotted patch antenna.

Figure 3: SRR-TW in FR, dielectric substrate of = Figure 4: Resonating structure in microwave band
antenna. regimes for dual frequencies.

(2 To enhance the response using metamaterials which is used as artificial substrate.

(3 To observe the effect of varying the slot dimensions on the performance of slotted MSA is
described.

(4 Miniaturization of the overall antenna size.

4. SLOTTED PATCH IN HFSS

4.1. Significance of Slotting

The slotting in the patch caused the antenna to respond at frequency lower than that of the simple
patch without slots. Also, by changing slot size, frequencies can be tuned.
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Table 2: Highlighted portion shows optimum desired band 1.4910-2.6810 GHz.

Band-1 Band-2 Band-3
ap | No.of Max Max Freq Max
gy | Bands | Freq | S11(dB) | oo §11(dB) | Freq | $11(dE)
(GHz) (GHz)
40 3 16600 | -15.6078 2.0850 -10.2846 | 2.5000 | -12.3866
43.04 3 1.5100 -13.5812 2.0950 -13.0829 | 2.4100 | -16.1982
45 3 1.4450 -15.2823 2.1050 -15.9902 | 2.4050 | -22.2767
459 3 1.4200 -15.5753 2.0950 -19.0988 | 2.3850 | -20.9514
50 3 1.3100 -31.8061 2.0950 -244716 | 2.3500 | -15.5596
51 3 1.3000 | -14.5347 2.0850 -17.7834 | 2.3500 | -9.5395

4.2. Slotted Patch with Unit Cell in HFSS

A pair of Split Ring Resonator (SRR) and Thin Wire (TW) was inserted in the dielectric substrate
of the slotted patch antenna.

4.3. Significance

The figure shows the shape, size and position of the SRR-TW in FR4 substrate. The antenna
dimensions are yet to be changed. But the response shows the resonant frequencies to be lowered
due to insertion of SRR-TW.

5. METAMATERIAL ARRAY IN SLOTTED PATCH

5.1. Slot Dimensions

For different dimensions of patch: After simulating various models, best results are displayed below.
dy X wy; = 8mm X 0.5mm, d; X wy = 8mm X 0.5mm. Varying a,, b, = 30 mm;

5.2. Simulated Result

Return loss/S parameter:

— x ; XY Plot 10 HFSS Design1
mt 1.4200 -15.5753 Curve Info ‘

20950 | -19.0988 —— dB(S(WavePort1, WaveFort1))
m 23850 | -20.9514 Setup1 : Sweept

-10.00

-15.00

-20.00

dB(S(WavePort1,WavePort1))

-25.00

r r T T r T
1.50 2.00 2.50 3.00 3.50 4.00 4.50
Freq [GHz]

o
o
S
=)
=3

6. RESULT ANALYSIS

Slotted Patch responds between 1.4910-2.6810 G Hz which is optimized for patch dimensions 30 mm x
50 mm. Tribands are made to be shifted for the application of LEO and MEO satellite.

7. CONCLUSION

Triband Operation of slotted patch antenna for 1 to 4 GHz of frequency band is obtained with
optimized results in terms of return loss. It can be concluded that after appropriate slotting the
patch the triband is shifted more towards left of the frequency axis, i.e., upto 1.4910 GHz. Moreover
all the three bands are obtained between 1.4450-2.4100 GHz. Modeling of patch antennas on
arbitrary dielectric substrates using surface/volume RWG elements and the Method of Moments
was implemented. Performance of the solver was tested for different mesh configurations and for
different dielectric constants of the substrate. Further scope for improvement lies in the investigation
of boundary conditions at the metal-dielectric interface and the optimization of the Matlab scripts.
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Metamaterial Included Slotted Patch Antenna versus Metamaterial
Cover over Patch

Surabhi Dwivedi!, Vivekanand Mishra'!, and Yogesh P. Kosta?

'ECED, S.V.N.L.T., Surat, India
?Marwadi Education Foundation’s Group of Institutions, Rajkot, India

Abstract— A metamaterial is introduced into the cover of a patch antenna and its band
structure is analyzed. The metamaterial cover with correct selection of the working frequency
increases the patch antenna’s directivity. Based on the methodology, optimization of structure
is proposed for the application of metamaterials as antenna substrate to primarily enhance di-
rectivity by minimizing its refractive index. The experimental results are presented thoroughly
and compared with the analytic calculations. This paper aims to review and critically discuss
the comparison of a metamaterial included patch and metamaterial cover over the patch. An
analytical method is used to predict the features of the simulation results, implying that within a
certain frequency range, comparison can be made between these two models. The S-parameters
as a performance matrix are obtained from antenna simulations carried on CADFEKO Silverlite
version 5.5. Simulations have been carried out for different shapes of microstrip patch antenna
in the microwave regime in HFSS 13.0.

1. INTRODUCTION

Metamaterials are a broader class of materials which enables us to manipulate the permittivity
and permeability for optimizing physical properties of radiating patch primarily for improvement
in radiation from antenna. Recently, there has been growing interest in both the theoretical and
experimental study of metamaterials. Many properties and potential applications of left-handed
metamaterials have been explored and analyzed theoretically. Emission in metamaterials using an
antenna was presented in 2002 by Enoch et al. An MSA in its simplest form consists of a radiating
patch on one side of a dielectric substrate and a ground plane on the other side. Radiation from the
MSA can occur from the fringing fields between the periphery of the patch and the ground plane.
In 1953, Deschamps first proposed the concept of the MSA. Practical antennas were developed by
Munson and Howell in the 1970s. The numerous advantages of MSA led to the design of several
configurations for various applications, which includes its low weight, small volume, and ease of
fabrication. With increasing requirements for personal and mobile communications, the demand
for smaller and low-profile antennas has brought the concept of MSA.

Another objective of this paper is to develop a methodology to analyze, design and compare
a metamaterial substrate for a microstrip antenna with a patch cover. We will use numerical
simulation and theoretical studies first to design a metamaterial structure that is suitable for the
antenna substrate; then use experiments to prove our prediction for the comparision purpose.

MSAs are manufactured using printed-circuit technology, so that mass production can be achieved
at a low cost.

A metamaterial (or meta material) is a material which gains its properties from its structure
rather than directly from its composition.

DPS-Double Positive material, ENG-¢ (Electrically) negative material, MNG-p (Magnetically)
negative material, DNG-Double Negative material.

2. PARAMETRIC STUDY OF MSAs

2.1. Effect of b,

The width b, of the RMSA has significant effect on the input impedance, BW, and gain of the
antenna. With an increase in b, the following effects are observed: the resonance frequency decreases
from 3.14 GHz to 2.46 GHz. The BW of the antenna increases by 8.7%. The aperture area of the
antenna increases resulting in an increase in the directivity, efficiency, and gain.

2.2. Effect of e,

With an increase in ¢, the following effects are observed: BW increases due to a decrease in &, and
an increase in h/)\g, because the resonance frequency has increased. A better comparison of effect
of ¢, is obtained when the antenna is designed to operate in the same frequency range for different
values of ¢,.
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2.3. Effect of Finite Ground Plane

The finite ground plane effect can be taken into account by numerical techniques. However, it
should be noted that the simulation time is least when the ground plane is infinite because then
only the patch is analyzed with its perfect image. For the finite ground plane, on the other hand,
both the patch and the ground plane are divided into number of segments and hence the simulation
time increases. Also, as the size of the ground plane increases, the simulation time increases [3].

3. DESIGNED MODEL

3.1. Slotted Patch Antenna

Figure 1 indicates generalized patch antenna with four slots modelled in CADFEKO with following
dimensions: Substrate dimensions:

52.4mm X 36.2mm X 1.56 mm;
Patch dimensions: 40 mm x 20 mm;

Slot dimensions: 8 mm x 0.5 mm.

Figure 1: Slotted patch antenna modeled in CADFEKO.

3.2. Slotted Patch with Metamaterial

For different dimensions of the patch, after simulating various models, best results are displayed
below:

dy X wy = Tmm x 0.5mm, d; X wy = 8mm X 0.5mm, a, = 45.9mm, b, = 30 mm;

Figure 2 represents simulated result with return loss/S-parameter and tribands in the range
of 1-4 GHz. Result analysis shows slotted patch with metamaterial responds between 1.4450—
2.4150 GHz for patch dimensions 30 mm x 45.9 mm. Tribands are further shifted towards left of the
frequency axis with good results of return loss.

Name X Y XY Plot 3 HFSS Designl
m, |1.4450(-17.9261 Curve Info
m2 2.1000|-16.3489 ——dB (S (WavePort1, WavePort1))|
ms3 |[2.4100(-35.1532 Setupl : Sweepl

-15.00 -
3 i

dB (S (WavePortl, WavePortl))
N
o
o
o
|

ms

-40.00 —} T T T T T T T
0.50 1.00 1.50 2.00 2.50 3.00 3.50 4.00 4.50

Freq [GHz]

Figure 2: Return loss of slotted patch with MTM.
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3.3. Metamaterial Cover over Patch

SRR and rod is used as patch cover and return loss is analysed.

Figure 3 shows triband operation of slotted patch antenna for 1 to 4 GHz of frequency band
is obtained with optimized results in terms of return loss. It can be concluded that after appro-
priate slotting the patch the triband is shifted more towards left of the frequency axis, i.e., upto
1.4910 GHz. Moreover all the three bands are obtained between 1.4450-2.4100 GHz. The improved
gain curve is as shown in the Figure 4 and Figure 5 respectively.

Name | X Y XY Plot7 HFSSDesignt 4.
m | 1.3850|21.2731 CurveInfo

™2 |1.9850|-36.9806 —— dB(S(WavePort WavePRart1))
m3 |2.2200|-24.9270 Setupd : Sweepl

dB(§(WaveFort! WavePort1))

m
@
3
|

TR

-37.50 T T T T
1.00 150 200 250
Freq [GHZ

Figure 3: Return loss of metamaterial cover.

Radiation Pattern 28 HFSSDesign &
0 Curve Info

— GairTotal

Setup? : LastAdaptive
Freq=2 5GHz’ Phi=0deg’
—— GainTotal

Setup? : LastAdaptive
Fregq="2.6GHz' Phi='46deg’
s GairTotal

Setup1 : LastAdaptive
Freq="2 5GHz' Phi=80deg’

Figure 4: Gain curve.

Special design of the metamaterial is composed of tiny metallic inclusions and these elements
are significantly smaller than the free space wavelength A, so as to prevent diffraction effects. Then
the array of unit cells are formed and by increasing array dimensions return loss S7; improves and
bandwidth widens as a result of different coupling effects.

4. CONCLUSION

This paper has demonstrated two ways to simulate a patch antenna. The return loss is obtained
for metamaterial include slotted patch and compared with the patch cover response. Applying
metamaterial to patch antenna is an important development of new high-directivity patch antenna.

The results showed that the metamaterial cover, which works like a lens, could effectively improve
the patch antenna’s directivity. The physical reasons for the improvement are also given.

Miniaturization of the patch antenna is to the core of our effort and the enhancement of band-
width is obtained by slotting of the patch. After inclusions of the metamatrial the bandwidth
increment is 11.13% as compared to the substrate with teflon as the dielectic. Future scope of
metamaterials hold great promise for new applications in the megahertz to terahertz bands, as well
as optical frequencies which includes super-resolution imaging, cloaking, hyperlensing, and optical
transformation.
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Snow Cover Effect on Brightness Temperature of Arctic Ice Fields
Based on SSM /I Data
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'Remote Sensing of the Earth Department, Space Research Institute, Russian Academy of Sciences, Russia
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Abstract— The presence of snow on the surface of ice considerably influences the radiation
characteristics of the “water surface — ice cover — snow cover — atmosphere” system. This
work discusses the effect of snow cover on brightness temperature of Arctic ice fields.

1. INTRODUCTION

The studies of the spatial and temporal characteristics of Arctic ice fields provide the basis for
monitoring global change of the environment. Employing remote sensing techniques is the most
feasible way to investigate the ice cover. These techniques include passive microwave sensing aimed
at defining spatial distribution, types, thickness and snow cover of ice. The presence of snow on
the surface of ice considerably influences the radiation characteristics of the “water surface — ice
cover — snow cover — atmosphere” system.

2. ELECTRODYNAMIC MODEL

The radiating system is represented by a water surface covered by several layers of ice and snow
with a thick atmospheric layer atop. Brightness temperature of such system can be derived from
the following expressions [1]:

N

v Tj‘WjP _ B A B - 2
Ty =D 5 % | (1= exp(—2Imeyy) ( 1+ |R; explinyy)
j=1 )1 — R;R;r exp(Qi@ZJj)‘
Im; _ . . k., R ReZ; sReZn i1
+4Re¢jRe(Rj exp(z%))lm(exp(w]))x( e ReZo+TNH|WNH| “ReZy (1)
N
T;|W; |2 [ ( B . 2>
T = 2 x (11— 2Ima; 1+ |R; ,
" jz_;ll—RiR?eXp(%wj)? (1 exp(zime)) (14|} exi)
MY b e (R explivs: o)) Rei 2ReZN+1
Ao Re (R exp(it;)) Im(expi;)| gt + T [Wavia PR )

where subscripts v and A indicate vertical and horizontal polarizations; T — layer j temperature;
Rj, Rj_ — electric field amplitude reflection coefficients for the upper and lower boundaries of layer
J, respectively; W; — electric field amplitude transmission coefficients from the inner side of layer
J upper boundary to the boundary of the medium; Z; — wave impedance of layer of permittivity
gj, kj = 2w/ x {sin6;,0,cos0;}(e;)/* — wave vector, ¥; = k;,h;, h; — layer thickness. N —
number of layers. Index j = 1 stands for the atmosphere; index 7 = N + 1 — the water surface.

The signal received by radiometer is determined by dielectric properties of each layer of the
system. Dielectric properties of Arctic ice strongly depend on its age and meteorological condi-
tions during formation stage. Young ice includes large quantities of air bubbles known to scatter
microwaves. Old ice is less porous and scatters less radiation. At temperatures close to 0°C air
pores in ice start to be filled with liquid brine. Brine bubbles in ice not only scatter but also absorb
electromagnetic radiation. Radiation scattering and absorption in ice strongly affect its dielec-
tric propeties. Snow cover on ice also influences radiation properties of the whole system. When
penetrating snow, radiation is absorbed and sccattered by snow crystals, whereas appearance of
moisture in snow results in a drastic change of its radiophysical characteristics.
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A model of multi-phase disperse medium [2, 3] has been employed to determine dielectric prop-
erties of ice and snow layers. The model takes into account physical and structural properties of
a medium as well as radiation scattering and absorption on impurities. According to the model,
sea ice is represented as a continuous ice medium containing spherical inclusions of air and liquid
brine, while snow cover is viewed as an air medium containing spherical ice grains covered with
water film and water drops.

Based on this model, effective permittivity of sea ice layer is derived from the expression:

-1

: (3)

drng(eq + 251')(’;:—2” B A ngy (Esw + 250“‘;{#
2eep +€a 2eefr + Esw

Eeff =& |1 —

where k is wave number, n,, and ng, — concentrations of air pores and brine drops, respectively;
€, €q and eg, — permittivities of ice, air and liquid brine, respectively; (f,)a and (fu)sw —
size-averaged amplitudes of forward scattering on air pores and brine drops, respectively.

Proceeding from these assumptions, effective permittivity of snow medium is derived from the
expression:

1 Amle +2) ekt dmnay (e +2)
eff — 2 + e %ot + Ew

(4)

where n; and n,, are concentrations of ice grains and water drops, respectively; ¥

i — effective
permittivity of an ice grain covered with water film; &,, — permittivity of snow; (f,); and (f,)w
— size-averaged amplitudes of forward scattering on an ice grain covered with water film and a
water drop, respectively. Amplitudes of forward scattering in expressions (3) and (4) are computed
according to the Mie theory. Sizes of inclusions in sea ice and snow cover are assumed to obey the
logarithm normal distribution [4].

Variations of dielectric properties of sea ice and snow cover are illustrated in Fig. 1. Frequency
dependencies of the real (solid lines) and imaginary (dashed lines) parts of permittivities are drawn
for: water — blue color, solid freshwater ice — light blue color, sea ice with pores filled with air
— red color, sea ice with pores filled with liquid brine — green, dry snow — orange; maximum
wetness snow — magenta. The curves for sea ice and snow are derived from (3) and (4), while
those for water and solid freshwater ice at 0°C are taken from [5,6]. Fig. 1(a) shows that with the
occurrence of air pores in ice, the imaginary part of ice permittivity drastically increases, while
the real part slightly decreases. With liquid brine filling up the pores, the permittivity real and
imaginary parts strongly increase, while the shape of the dependencies completely mimics that of
permittivity real and imaginary parts of water. Fig. 1(b) demonstrates that the effect of radiation
scattering on ice grains is very important in dry snow cover. This results in strong rise of the
imaginary part of dry snow complex permittivity compared to that of solid freshwater ice. The
appearance of liquid water in snow leads to a significant increase of the real and imaginary parts of
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Figure 1: Dielectric properties of ice and snow: (a) — sea ice, (b) — snow.
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wet snow permittivity, with the shape of the dependencies completely mimicking that of the real
and imaginary parts of water permittivity.

Dielectric properties of sea ice and snow allow us to calculate the corresponding thicknesses of
effective radiating layer (depth of radiation formation) for microwave frequencies. The depth of
radiation formation, that is the thickness of medium, across which the amplitude of electromagnetic
wave decreases e times, is derived from the relation [7]: h = \/(4mnll), where X is the wavelength,
nll is the imaginary part of complex refraction index of the medium. Fig. 2 presents dependencies
of the depth of radiation formation on microwave frequency for: snow cover — red color, sea ice
— green color, solid freshwater ice — light blue color. Solid curves refer to the temperature of
—20°C, when no liquid phase exists either in snow or ice, dashed curves refer to 0°C, when there is

the largest possible liquid phase both in snow and ice. Thin vertical lines mark SSM /I frequencies
(19.35, 22.235, 37 and 85.5 GHz).
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Figure 2: Depth of radiation formation for sea ice and snow cover.

It is clear from the figure, that the thickness of effectively radiating layer is considerably smaller
for sea ice than for solid ice. This is explained by stronger radiation scattering in sea ice in the
presence of air bubbles as well as stronger absorption in the presence of liquid brine. Hence, the
imaginary part of complex refraction index of sea ice rises. The same effects (radiation scattering
and absorption on impurities) determine the depth of radiation formation of snow cover. For wet
snow, it is only a few centimeters for microwaves. For dry snow, it does not exceed 30 cm. Therefore,
within the SSM/I frequency range, the radiation of the “water surface — sea ice — snow cover —
atmosphere” system is conditioned only by a thin upper layer of solid ground: from 20-30cm at
19.35 GHz to a few millimeters at 85.5 GHz.

3. RESULTS

The differences in dielectric properties of sea ice and snow must be reflected in the radiating
characteristics of the “water surface — sea ice — snow cover — atmosphere” system, the SSM/I
brightness temperature values, in particular. Model estimates of the brightness temperature of
Arctic ice cover assimilating in situ data have been compared with SSM/I data (Fig. 3).

The model input data were retrieved from the databank of sea ice observations collected by the
Arctic and Antarctic Research Institute [8]. Satellite data were provided by the POLE-RT-Fields
SSM /T database for polar regions built on the basis of the GLOBAL-RT database [1] developed at
the Space Research Institute RAS.

We can see from the figures, that model results agree well with satellite data. The presence of
snow cover on ice attenuates the steepness of the dependencies at 19.35 and 22.235 GHz (c,f). The
thickness of the effectively radiating layer for these frequencies makes only 20-30 cm. Therefore,
if ice is covered with a thin layer of snow, this layer gives the main contribution into brightness
temperature of the “water surface — sea ice — snow cover — atmosphere” system at frequencies
higher than 10 GHz. Permittivity of snow, either wet or dry, is significantly less that of water or
sea ice (Fig. 1). This fact results in attenuation of brightness temperature dependence at lower
frequencies of the given range.
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Figure 3: Frequency dependencies of brightness temperature of Arctic ice cover. Solid lines — model results,
triangles and circles — SSM/I data.

4. CONCLUSION

The presence of snow cover on ice has a dramatic impact on radiating characteristics of the “water
surface — sea ice — snow cover — atmosphere” system. This fact should be taken into consideration
when estimating the characteristics of Arctic ice fields from satellite radiometry data.
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Impact of Counselling Programs on the Academic Results at
Telecommunication Engineering Degree
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Abstract— Traditionally, academic results of undergraduates at engineering degrees seem to
be far from the aptitudes and competences of such selected students. And this occurs mainly
during the first year of the University degree. However, our schools and faculties are receiving,
year by year, most of the best secondary school students.

A first analysis would highlight a common behaviour of such students: Their academic results
are better once they have adapted their study skills to those required in the University, and when
they feel themselves as residents at the campus. So, different strategies could be applied to help
students in landing on campus and adapting their habits to the University lifestyle.

The objective of this contribution is to share our experience in the Telecommunication Engi-
neering School, at the University of Vigo. The impact of counselling when new students arrive
at the School by helping them to get a fast adaptation to their new stage of education is pre-
sented herein. Academic results as well as satisfaction surveys indicate promising future for such
experience.

1. INTRODUCTION

For years, Telecommunication Engineering degrees (also called Electrical or Computer Science
Engineering out of Spain) are receiving the best pre-university students: Our 18-years-old arriving
students are proud of their previous level qualifications, and they are used to pass with honours
most of the topics they have followed at high school. So, the aptitudes and competences of such
selected students are supposed to be outstanding, and the staffs of the Schools and Faculties are
very confident on the future results they could obtain. However, the first year at the University
degree appears to be a wall where many high-level students beat and beat, instead of jumping it.

The scenario is simple: We have good or very good students obtaining bad or very bad qualifica-
tion. That contradictory situation becomes a bit more explainable when we test that the academic
results are better after six or twelve months. It seems to be a period of time needed by the students
to adjust their study skills and techniques to those required at the University. Thus, they have
to change from feeling themselves as visitors to become residents at the campus. Probably, the
citizenship is the key to obtain better results in academic terms, but also to live comfortably among
their classmates and professors.

Taking into account this evidence, different strategies could be applied to help the students
to land on the campus and to become citizens of it. And those strategies do not only involve
the students, but the whole academic institution: The people in the teaching staff must change
their mind from only transmitting knowledge to work towards an integral formation. This new
education paradigm tends to integrate some ideas that are continuously used in re-cycling courses
in other areas as entrepreneurship, leadership, networking, walking towards a multidisciplinary set.
Talent, inventiveness, creativity, compromise, implication, are becoming musts in the curricula of
future professionals, and all them have to be involved in the new education programs. We are not in
changing times, we are changing of time! Thus, a deep reflection and analysis work is mandatory as
our education programs need integral changes, not yet a superficial adaptation in order to survive.

All that previous reflection could be applied to the recent experience of our School of Telecom-
munication Engineering, at the University of Vigo. For years, the students arrived first time the
School without any help, and they began attending lessons. And Darwin theory of evolution was
demonstrated: Only those students with adaptation skills survived in the degree after one or two
years, and their academic results were commonly worse than expected taking into account their
pre-university marks. Some years ago, an incipient counselling program was implemented, and few
results were obtained, as commented in Section 2.

Recently, a full counselling program has been implemented, with mandatory registration for
students and an organized timetable for the activities. Professors in charge receive support by
Counselling Coordinator and the School Direction, and all the activities are planned in advance
taking into account the academic duties for students along the year. This program is also supported
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by a full coordination among topics, in terms of both contents and assessments. Last years statistics
support an increasing number of students attending the different tests along the season and the
final exams, but also an improvement in the qualifications our students obtain, related to their
participation in the counselling program. The explanation of our personal and group tutoring plan,
the analysis of its effects in terms of students and tutors satisfaction, and the evaluation of the
improvement in academic results are the contents of Sections 3, 4 and 5.

2. THE FIRST ATTEMPT IN COUNSELING PLAN

The first attempt to promote a tutoring/counselling plan among the new arriving students was
implemented in 2000/2001 academic year. This plan was completely voluntary for both students
and staff, which includes a counsellor-professor and also some counsellor-students. At that time,
the plan was focused on students arriving first time the School, for following first year topics. The
students that decided to join the plan were assigned to a group, which was leaded by a professor
helped by one or two veteran students, coursing third or fourth year. The rhythm of the meetings,
their contents, and the materials to use were open and the group leaders have a lot of responsibility.

Different difficulties were detected in those initial years that set hurdles to the well development
of the tutoring plan:

e Lack of communication and coordination between tutor-students and tutor-professors, which
causes an overlap in functions, information, support materials, etc. offered by both kind of
tutors.

e Limitations in monitoring the program performance by School Direction.

e Psychological distance from the professor regarding the students of first years that encourages
little participation.

e Availability of time and infrastructure to carry out the tutorials.

e Mixture with academic tutoring (contents, exams).

e Academic recognition of tutor-professors, who are using several workable hours “for free”.

3. PERSONAL AND GROUP COUNSELING PLAN

The limitations of that first attempt were early analysed and around 2003, the objectives of a more
ambitious plan had been enunciated, including the main aims, the coordination scheme, and a
long-life formation program for tutor-professors. However, these ideas were not implemented, and
the utility of the plan was going down.

Around 2010/11, an improvement has been applied to the tutoring/counselling plan. The focus
was put in an important change: The students were not only expected to chat, but they also have
to be listened to. This means that the objective is not just to maintain chats or meetings with
a group of students, as a sort of group therapy; the counsellor has to attend the opinion of the
students to take into account their problems and their ideas to solve them. This strategy must have
a direct impact on the coordination among topics, in terms of contents and timing, qualification
methods, didactic materials, and any other academic issue.

Now, each new arriving student is mandatorily assigned to a tutoring/counselling group, led by
a professor or associate professor, who has a complete a priori planning of meetings along the year:

e At the beginning, to help the students in the first landing on the University.

e After two months, to detect organization/timing problems at both sides: The own new student,
but also the topics.

e After the exams of the first semester, to analyse the results, and to plan the second semester.
e In the middle of the second semester, to check the planning done and some partial test results.
e At the end of the academic year, to analyse second semester results.

This scheme resulted to be well accepted in terms of student satisfaction, but also promising in
terms of academic results [1, 2].

Different topics including general institutional information, different services offered (cultural
programs, sports, foreign languages, psychological assistant, etc.), keys about bibliographical search
or how to use computer labs are presented the first weeks of classes for a big group of students.
Afterwards the counsellor-students meetings are small group meetings and individual time is con-
sidered also for first year students. This counselling plan includes different group meetings for the
next years when such a near and deep relation is not needed. In relation with this information
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and counselling about rules related with academic effort and meetings for explaining the different
specialization in the degree are included. At last year, workshops about employment, interview
preparation, resume redaction, and so on are considered too.

But the current plan is no more than an improvement of the initial one. Nowadays, a new
tutoring/mentoring plan is being prepared for next academic year. One important characteristic
is based on previous training for the people involved in counselling, and the second is including
mentoring. Two levels of counselling are considered: Teachers and last-year students for mentoring.
With this aim, a group of 25 students have attended a course on transversal competences and
personal skills development to acquire the background they are going to need in their mentoring
tasks. In parallel, the set of counsellors is being prepared with a course on group techniques,
personal development, some psychological topics, and in general non-technical knowledge that
could be useful for wearing the shoes of next year new students.

Mentors are near new students because of age and situation; they can communicate better and
know well the situation their colleagues are at that moment. The background acquired will help the
older students in leading the meetings, in encouraging the new students and help them in become
part of the campus and to get involved easily in this new time of their lives. Besides that they
can help them in changing some studying techniques, time-planning and self-organization. The
teachers, that can be seen farther, are helping the mentors and giving different advices that are
also needed.

Besides that the mentors acquired new skills that will help them at the moment they finish
the degree and get an employment and the work as volunteers, helping their colleagues. It is not
only to get new skills, but to learn about solidarity and knowing other people process, with the
self-enrichment that this chance will give them for a near future.

4. SOME ACADEMIC RESULTS

The main objective of the tutoring/counselling plan is to provide some aid to the students during
their life at the University. And a fast adaptation to this life would be accompanied by better
performance in their time management, and improved academic results. Besides, the information
provided by the counsellors of the current plan has to be used to improve the coordination and
organization of the topics, what must be related to the work of the students.

Trying to analyse the possible effect on the academic results, a collection of academic data has
been processed, and presented in Figures 1 and 2. Both lines represent the percentage of students
that passed some topics, related to the total number of students of the topic. They are typical
topics at Electrical Engineering first year: Calculus and Linear Algebra. Calculus data is depicted
in blue line and Algebra in red line.

Figure 1 is focused in the period when the first attempt began, around year 2000/01. An
improvement in academic results could be observed in both topics, but it shows a clear dependence
on the topic, which it could be interpreted as there are more factors influencing such improvement:
Probably a change in the teachers or in the topic organization in Algebra.

60.00 60.00
50.00 JB-5t-77M, 52.60 50.00
40.00 i 41.79 | '4';4'1 1.55 40.00

35.51

30.00 5533 - AT 82 30.00
20.00 1969 20.00 20.00
10.00 10.00
0.00 0.00

1998/99 1999/00 2000/01 2001/02 2002/03 2003/04 2007/08 2008/09 2009/10 2010/11 2011/12

Figure 1: Evolution of academic results in Algebra  Figure 2: Evolution of academic results in Algebra
(blue line) and Calculus (red line), period 1998—  (blue line) and Calculus (red line), period 2007—
2004. 2012.
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On the other hand, results at Figure 2 are centred on the beginning of the current plan, 2010/11.
The effects on the coordination of the topics and the better organization of their contents are re-
flected in similar behaviours in the evolution of academic results related to both Algebra and
Calculus. Preliminary results of the current academic year, 2012/13, confirm such a trend. The
difference with Figure 1 values could be attributed to the importance that current counselling plan
gives to use the opinions from the students to track the educative process, to check the coordina-
tion between topics, and to obtain feedback to modifying such academic techniques. Besides, the
confrontation of results among the different members of the group helps the students to maintain
the connection to the topics and to study day a day, being more participative during the lessons
and performing more efficient homework, in many cases in a group learning process.

We expect that the coming soon counselling-mentoring plan will help in progressing towards a
more efficient learning experience, involving students, professors and veteran students in a process
that go further than Electrical Engineering education, trying to provide horizontal skills, and useful
competence for daily life [3, 4].

5. CONCLUSIONS

An analysis on the academic results and university life integration of first year students at En-
gineering degrees is presented along this paper. The evolution along years of such land on a
new paradigm of education is commented, using the different tutoring programs at the School of
Telecommunication Engineering at University of Vigo as thread.

The satisfaction analysis of the tutoring program actors indicates that good planning of a variety
of meetings (including informative and counselling) help the students in feeling more integrated in
the university world. Students are more assertive confronting this challenge and being near teachers
facilitates and enhances communication among them. This produces a more active participation
at classes, facilitating teachers work and students become more confident.

Besides, the set of meetings provide direct information about found difficulties: topic contents
coordination, planning imbalance, and student workload. This helps the coordination staff to solve
present problems for the next year. The students appreciate to be taken into account (comments,
suggestions, complains) and feel more comfortable and reinforced, contributing to a continuous
improvement process. All these will end in better academic results and reinforced skills (not only
the technical and scientific ones) for future professionals.

Analyzing the academic results in two basic first year topics (Algebra, and Calculus) at two
different periods (1998/2004, and 2007/2012) supports the importance of tutoring programs, har-
monized to coordination plans, in the improvement of academic results and in helping the students
to be integrated as soon as possible in campus life.
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Abstract— 1mm thick rectangular plastic cards having a dimension of 800 mm x 500 mm
have been used as quasi-optical matching unit at X-band frequencies. Varying number of plastic
cards were placed in varying positions between transmitting and receiving antennas, and complex
So1 and S7; parameters were measured for each position in order to calculate transmission and
reflection coefficient of designed setup. Obtained results showed that increased number of plastic
cards from 1 to 6 resulted in decreasing transmission as expected, but certain number of plastic (5
plastics) at a frequency range of 7 GHz—9 GHz behaves as resonating circuit. Manually adjusted
multilayered plastic slots can be atomized as continuous microwave adaptation, and proposed
setup is quite understandable by students.

1. INTRODUCTION

Many applications of electromagnetic theory are related with electromagnetic waves’ reflection
and transmission on dielectric interfaces with different characteristics [1,2]. Measuring dielectric
permeability of different materials by means of dielectric interfaces is one of the important practical
applications. Vector network analyzer is a 2 or 4 port microwave receiver which was designed to
measure amplitudes and phases of the waves which are transmitted to or received from the network.
An inner computer computes some values such as standing wave ratio, return loss, group delay,
impedance by using scattering parameters and shows them on the screen.

Kurnaz [3] used same setup for detecting metals embedded in non-conductive materials by radar
measurement at X-Band, and Kurnaz et al. [4, 5] proposed two studies using same setup. Kurnaz
etal. [5] investigated transmittance and reflection dependence of monstera leaf on moisture at X-
band. In measurement campaign, forward transmission and forward refection coefficients Ss; and
S11 were observed with respect to the change of moisture content within the leaf.

It is well known that in millimeter waves, the analysis of electro dynamical systems should be
carried out taking into account the structural features of the real electromagnetic field. The resul-
tant field can be characterized by in-homogeneity amplitude and phase in transverse direction [2].

In this study, varying number of plastic made cards were placed at varying distances that they
are following each other, and a vector network analyzer has been used for scanning at X-band.
Scope of this study is mainly to teach how multiple interfaces (including distance between layer)
affect reflection and transmission of electromagnetic waves passing through the system.

2. THEORY

2.1. Multilayer Structures

Vertiy et al. [2] proposed a study about high-quality open resonator system which allow to study,
control and affect on the physical process proceeding in the material medium under the influence
of various factors. As he proposed, an effective resonator method, where multiple quvette placed in
resonator volume employing operational measurements of permittivity of weakly absorbing liquids
by means of analyzing the resultant spectrum when the liquid is following through the quvette was
described.

An equivalent reflection coefficient equation for a multilayer structure (Fig. 1) is given as be-
low [1]

Fin ~ FO + Fle—i251d1 4 F2e—i2(ﬁ1d1+52d2) N I‘Ne—iz(ﬁldl+62d2+--~+ﬁNdN) (1)



524 PIERS Proceedings, Stockholm, Sweden, Aug. 12-15, 2013

Incident Transm\ﬂed_
at »- \.I
B H zp ”
Device
W Reflected Under b >
% D — Test Reflected
s e
-
Transmitted Incident
Figure 1: Multilayer structures [Balanis, 1]. Figure 2: Two port network representation.
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2.2. Measurement of Transmission
In a linear electrical system, the relationship between the input/output terminals is expressed in
terms of S parameters. In an n-port network system, there are n? times S-parameters, which are
S11, S12, So1 and Sso. A sample two-port network is shown in Fig. 1 as below For a 2-port network,
the relationship between the ports can be expressed as in Equation (3) [6]. Keep in mind that S
parameter values are complex.
by = Siiay + Si2a2 (3a)
by = So1a1 + Sa12a2 (3b)

where Sp7 is forward refection coeflicient and expressed as

as =0

where So; is forward transmission coeflicient and expressed as

So1 = — (5)

as =0

3. TEST MECHANISM

Measurements were assessed in Near Field Antenna Measurement Laboratory at the EMUMAM,
Akdeniz University. Dielectric permeability measurement mechanism consists of Horn antennas
used as receivers and transmitters, wave antennas and a vector network analyzer which works
between 10 MHz and 9 GHz. Measurement was done by putting the material — first examined,
by connecting the network receiver and transmitter directly, and calibrated — between the Horn
antennas. “L” is the distance between the sample material and the antennas, “D” is the maximum
length, “\” is wave length; it is tried to sustain the L > 2D?/\, the planar wave approach.
Another important aspect of the mechanism is that sustaining the materials to be infinite at -
axis is required. This requirement is tried to meet by assessing “D” and “5\” at minimum. The
mechanism is shown at Fig. 3 and Fig. 4.
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Figure 3: Measurement setup. Figure 4: Test environment.

One of the step motors makes = movement and the other one makes +y movement; so that a
square field is scanned. A third motor is able to turn the scanning mechanism 360°; however it is
not used as not needed. Measurement probe assessed its measurements on just one polarization.

As measurement probe; an open ended, rectangle shaped wave guide — measuring between
7GHz and 9GHz — is used. Transmitting Horn antenna, distributes the electromagnetic wave
that comes from the network analyzer at the top of the scanning mechanism. The wave receiving
measurement probe at the middle of the scanning mechanism, sends the electromagnetic wave that
scatters back to network analyzer. The Horn antenna at the top, stabilized to the measurement

probe, moves with the scanner.
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4. RESULTS AND CONCLUSION

The measurement values assessed by the test mechanism have been evaluated in MATLAB, and the
differences in the dielectric coefficient for different material amount and increase at the distance.
Fig. 5. represents the transmission in dB with respect to frequency in GHz. Number of plates is
changing between 1 to 12, while two parallel plates are located 1cm apart from each other.

Figure 6 represents the transmission in dB with respect to frequency in GHz. Number of plates
is changing between 2 to 4, while two parallel plates are located 2 cm apart from each other.

Figure 7 represents the transmission in dB with respect to frequency in GHz. In this configura-
tion, two parallel plates are used, while distance between them varies between 2cm and 5 cm.

Figure 8 represents the transmission in dB with respect to frequency in GHz. In this configu-
ration, distance between two pales is kept as 3 cm while number of parallel plates varies from 2 to
4.

Figure 9 represents the transmission in dB with respect to frequency in GHz. In this configu-
ration, distance between two pales is kept as 4 cm while number of parallel plates varies from 2 to
4.

Figure 10 represents the transmission in dB with respect to frequency in GHz. In this configu-
ration, distance between two pales is kept as 6 cm while number of parallel plates is 2.

As shown in this work, amplitude, so is loss, increases as the amount of plastic cards on insulated
foam increase. When comparing Fig. 5 and Fig. 6, it is seen that the increase space length causes
an increase at loss, too. If the adaptation circuit designed with plastic cards (800 x 500 x 1 mm)
is automated, an adaptive filter would be made by changing the space length and the amount of
materials.
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Abstract— The method of computer simulation of microwave devices and special laboratory
workshops is described. Simulated laboratory has a module structure. The basis for constructing
a model of the specific workshop is a concept of the abstract “device” with layout is identical
to the installation of a real one. As an example the laboratory work which includes sweep
frequency generator, VSWR/Attenuation Scope and a band-pass waveguide filter was simulated.
The software interface allows changing the frequency tags and filter configuration to carry out
all necessary measuring characteristics.

1. INTRODUCTION

Nowadays, computer simulation of operating principles of measurements equipment and microwave
devices is of great importance [1-3]. It allows making computer simulators of laboratory works
with practically no difference between the simulation and real equipment behavior. Virtually cre-
ated laboratory works represent operating principles of measurement units, test devices and their
interactions which is enough to gain operational experience and to study basic physical properties
of test devices. It is also significant that virtual laboratory works can find their application also in
distance and online education [3]. It is important to note that alternatively to “real” laboratory
work virtual laboratory work has no limits in a number of working places. First of all, virtual labo-
ratory works should be aimed at studying physical processes of test devices and training student to
operate laboratory equipment which means that there must be practically no difference in interface
and execution order between the “real” laboratory work and virtual one.

In this paper the technology of computer simulations of microwave equipment, devices and
special laboratory works is presented.

2. LABORATORY WORKSHOP STRUCTURE

Any laboratory work comes with measurement units and test devices combined in a single instal-
lation. Each measurement unit could be described with the set of input and output signals (e.g.,
indicator unit receives signal from test device and management signals from generator). Addi-
tionally, each measurement unit has determinated functions. Moreover, microwave test devices
also could be described with sets of input and output signals and functions (e.g., signal of defined
frequency and value at the input of the filter is converted to output signal according to filter “func-
tion”). Therefore, the behavior of device can be described by set of input and output signals and
their transfer function (Figure 1).

Simulated laboratory works have modular construction. At the basis of laboratory works sim-
ulations a conception of abstract “device” is used. Those abstract devices could be combined into
installation, identically to real devices, i.e., connection of output signals with input signals. De-
vice’s behavior is described with notion of “signal” and “function”. Each device has set of input
and output signals and it is possible to connect devices to each other in a certain way. Each device
module is an autonomous software element. For this reason the functionality of software package
is easily expandable and depends only on module set.

A laboratory work for software package is information about set of essential modules, number
of copies of each device and the way they are connected with each other. Therefore, it is possible
to construct function chains and trees, there first members are independent and last are recursive
dependent on all previous (Figure 2). By this means any measurement unit and test device could
be assembled from modules and their behavior is described by sets of functions which transform
input signals into output signals. The process of input signals transformation to output signals
depend only on way of device realization.

For software package any test device could be represented in form of abstraction with define
property set and behavior with reference to other devices. Device’s properties are: type, name,
input signals, output signals, unique identifier.

In case of connection the correspondence is established between input signal of receiving device
and output signal of transmitting device. Therefore, any input signal of the device unlike output
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Figure 1: Signals and functions organization. Figure 2: Signal interaction.

signal is not an autonomous object but it is a pointer to output signal of another device. That
allows connecting devices with each other in unspecified way.

Device’s modules are dynamic libraries with common public interface which is a functional of
abstract device’s “factory”. Device’s “factory” creates a sample of the device. Modules are loaded
and used during the main application execution and don’t have direct connection with package’s
core. This conception allows making package core independent from device’s modules set. Moreover,
common abstract interface makes possible modules development totally independent from each
other which mean that functionality of one module is totally independent from functionality of
another.

So the target device is inheritor of abstract device and has a set of output signals which could be
connected to other modules, and set of input signals which are necessary for device self functionality.
Those signals mostly determine functionality of whole device. Certain “factory” has information
about existence of target device and can create any number of its samples. The “factory” itself
is inheritor of abstract device “factory”. So, for user the interface of abstract “fabric” is available
which allows making realization of devices with abstract device interface.

Software package for microwave device simulations and connection of microwave device modules
is developed with programming language C++ on Microsoft Visual Studio IDE 2008. As package’s
basis a cross-platform toolkit for applications and user interface development Nokia Qt 4.7.3 was
chosen. Because of small volume of stored information the database SQLite 3.7 was used.

3. VIRTUAL LABORATORY WORK EXAMPLE

Let us describe a process of laboratory works creation. The measurement units which were created

before and represented in a package as device’s modules or new measurement units could be used.
Let us consider a process of new measurement units design to study the parameters of waveguide

filter which consists of Sweep Frequency Generator, VSWR /Attenuation Scope and filter model.

Abstract device “Sweep Frequency Generator (SFG)” act as control program interface which
operates with start and stop scanning frequency values and frequency markers. Abstract device
“VSWR/Attenuation Scope” act as control program interface which operates with markers, test
line position values and the range of measurement values. This unit controls abstract grid area by
applying the above values.

At this stage of simulation there is no sets of output and input signals but it is expected that
indicator unit won’t have any of output signals.

So, by combining devices listed above it is possible to create one of the most simple laboratory
works which scheme is represented at Figure 3.

For the module “Sweep Frequency Generator” operator can perform such actions: shifting
between start and stop scanning frequency values and markers values to visualize data on digital
display; changing start and stop scanning frequency values and markers values. For the module
“VSWR/Attenuation Scope” operator can perform such actions: changing position of test line (in
this case attenuation value will be displayed on certain display panel); changing markers position;
changing value of additional signal gain.

The test device — “Blackbox” is of special interest. This abstract device doesn’t provide any
additional universal program interface. All functionality of “Blackboxes” should be contained in
its output signals which behavior is studied in corresponding laboratory work. For “Blackbox”
the basic data are: analytical transformations of input signal values; experimental data, saved in
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Figure 3: Simplest laboratory work.

certain unify format; computation data obtained from external application packages for microwave
device simulations (for example CST Microwave Studio).

Analytic transformations of input signal values are the software implementation of analytical
expressions. Experimental or computation data are convenient to report in binary data. The final
format of such data depends on certain sets of values and number of such sets.

In this work the target module of “Blackbox” device — the “band-pass filter” was created. This
device has one output signal and expects connection of one input signal.

The model of band-pass filter is a section of rectangular waveguide with grating and two rods
with user-defined insertion. S-parameters describing electrodynamic properties of filter were cal-
culated for series rods positions with certain step.

Band-pass filter was simulated with CST Microwave Studio software. Received simulation data
was converted to binary form and exported to module of abstract device “Blackbox”.

Since the set of received values is discrete for proper construction of amplitude-frequency char-
acteristic it is necessary to interpolate the received values. It is shown that Newton’s quadratic
polynomial interpolation is good enough for this purpose. The operator can change the rods inser-
tion depth. After changing insertion depth the certain set of corresponding values are loaded and
polynomials are calculated.

By using interactive configuration tool all simulated devices are combined together and create
laboratory work for studying properties of microwave filter based on rectangular waveguide. After
launching laboratory work and loading all necessary modules the laboratory unit user interface is
displayed on PC monitor (Figure 4). User can change the range of signal, frequency markers, rods
insertion depth in test filter and calculate all necessary properties.

VSWR/Attenuation Scope

Figure 4: Laboratory unit interface.
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4. CONCLUSION

As a result of current investigation the software package for constructing virtual laboratory work-
shop was designed. It could be used in education process as interactive tutorial. Designed virtual
laboratory is based on autonomous independent components modules which allows to expand and
edit the set of devices used for simulations without interactions with package core. The main feature
of this realization is representing test devices as “Blackboxes” which behavior depends on mathe-
matical model or on output values of external applications for microwave device simulations and
also could be based on real experimental data. All components included in presented laboratory
work are identical to real devices.
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Abstract— An experimental study on the characterization of snow cover areas from multi-
temporal COSMO-SkyMed (CSK) images is presented. Himage and PingPong data in Stripmap
acquisition mode from the CSK constellation are processed by applying two alternative ap-
proaches: a classical threshold method and an effective change-detection method. The proposed
information-theoretic approach to change detection provides very promising results on multi-
temporal 1-look SAR images at very high spatial resolution.

1. INTRODUCTION

The use of satellite data for a timely monitoring of the Earth’s surface has become ever more
appealing and effective in the last decades. Quantitative snow cover investigation can provide
important information on global changes and water resource management, as well as flood and
avalanche risk prevention. Optical sensors have been proven capable of monitoring snow cover in
cloud-free conditions, and several systems have been developed for operational monitoring of snow
parameters from remote sensing data [1]. However, only microwave sensors are able to acquire
data independently of daylight and in adverse weather conditions. In particular, spaceborne X-
band SAR systems (e.g., COSMO-SkyMed and TerraSAR-X) can provide accurate localization of
snow-covered areas and exploit high/low penetration in dry/wet snow [2,3]. The estimation of the
snow water equivalent (SWE) is possible in the case of dry snow only. In general, backscattering
coefficients higher than the snow-free case can be detected, by assuming that the backscattering
increase is due to snow characterized by a snow depth greater than 60-70cm (SWE greater than
100 mm) and therefore able to contribute to the radar response at the X-band [4].

The paper presents an experimental study on the characterization of snow cover areas on
COSMO-SkyMed images. Two different data processing approaches are tested and experimen-
tally compared: 1) Process multi-temporal SAR images to detect a backscattering increase due to
dry snow with respect to snow-free soil [4]; 2) Apply a non-parametric information-theoretic change
detection algorithm on two-date SAR images [5].

2. THRESHOLD METHOD

The acquired images, listed in Table 1, have been processed by using the following procedure. Multi-
look detected images were generated from single look complex data by averaging the intensity in
azimuth and range directions. The number of looks was chosen in order to reduce the speckle and
retrieve a square pixel in the multilooked image. The geocoding was performed to convert the
position of the backscatter elements from SAR geometry to three-dimensional object coordinates
by using a DEM (derived from SRTM mission) and the satellite orbital parameters. The geocoded
images have a pixel size of 10 x 10m?. Layover and shadow effects in every acquired image were
identified. Forest classification was derived by Normalized Difference Vegetation Index (NDVI)
and through the Coordination of Information on the Environment (CORINE) land cover data.
The backscattering values where converted in dB and the difference between the winter image and
the reference image was computed. A pixel was classified as dry snow when the corresponding
difference was greater than 0dB (i.e., 10 * log 10(wintermage) — 10 * log 10(7e fimage) > 0).

3. INFORMATION-THEORETIC CHANGE DETECTION APPROACH

The change detection algorithm proposed in [5] is based on the computation of the negative of
the logarithm of the estimated probability of a mean amplitude level in one image conditional to
the mean amplitude level of the same pixel in the other image. This value measures the amount
of information associated to the pixel change and hence the amount of change, which may be
related to the conditional information of couples of symbols emitted by two information sources.
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It should be noted that the method has been applied directly on the SCS-B image data, thanks
to its robustness to speckle noise. The output of the method is the pixel-wise feature C(m,n)
whose values increase from 0, corresponding to unchanged pixels, to higher values, corresponding
to changed pixels. Change detection maps can be obtained by properly thresholding C(m,n): the
selection of the threshold value T is application dependent and in this study has been experimentally
set to T' = 0.045 for both Himage and PingPong SAR images, as shown Section 5. The output
of the change detection approach has been finally geocoded to locate each pixel on a cartographic
map.

4. DATASET

Table 1 reports the main characteristics of the two Level-1A Single-Look-Complex Slant (SCS-B)
datasets selected for the experiments. The images have been acquired over a mountain region in
the eastern Italian Alps (Cordevole basin, central geographic coordinates: 11.87 East, 46.51 N)
where meteorological and conventional snow measurements are available as well. The first dataset
is composed of a SAR image pair acquired in dual-polarimetric Ping Pong mode on August 2nd,
2010 and January 1st, 2011. Three images acquired in Himage mode on September 9th, 2011,
December 25th, 2011 and January 2nd, 2012 form the second dataset. Both acquisition modes
provide 1-look image data, but having different ground-range and azimuth resolutions: 3m for
Himage and 15m for Ping Pong. Hence, the two datasets allow to test the capabilities of snow-
cover characterization in different conditions, also concerning the assessment of change detection
and localization accuracy. The Ping Pong Stripmap images can be also objectively assessed thanks
to the availability of ground truth data.

Table 1: Available images for the experiments.

Sensor Mode Looking Pol. Orbit Date Time (UTC)
CSK1 | PingPong | Right | VV/VH | Asc | 02/08/10 | 4:56:20 AM
CSK2 | PingPong Right VV/VH | Asc | 01/01/11 | 4:54:34 AM
CSK4 | HIMAGE Right \'A% Asc | 08/09/11 | 5:04:06 AM
CSK2 | HIMAGE Right \AY% Asc | 25/12/11 | 5:03:06 AM
CSK1 | HIMAGE Right \'A% Asc | 02/01/12 | 5:02:59 AM

Table 2 presents the list of the automatic meteo station that can be used in the experiment.
In case of Himage dataset, the available ground truth are available, however only a portion of the
entire image was processed in this work, because this method is very time-consuming. In this latter
dataset, only one ground station could be used for validation. In Table 3 the snow depth of each
meteo station for each satellite passage is reported.

Table 2: List of the automatic meteo stations.

Station ID Altitude | Longitude (E) | Latitude (N)
Malga Losch 1735 11.95805556 46.26194444
Col dei Baldi 1900 12.07388889 | 46.41694444

Monti Alti Ornella 2250 11.88555556 | 46.47583333

Ravales 2615 12.08 46.54666667

Cima Pradazzo 2200 11.82222222 46.35666667
Cherz 2000 11.879071 46.515284

5. EXPERIMENTAL RESULTS

Figure 1 shows visual representations of the map values by considering the position of the cor-
respondent image point in the filtered scatterplots of the mean amplitude levels for the reference
image against the mean amplitude levels for the changed image, in the case of CSK in Himage
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Table 3: Snow depth (cm) for each satellite data pass (* indicates no data available).

Date Malga Losch | Col dei Baldi | Monti Alti Ornella | Ravales | Cima Pradazzo | Cherz
02/08/10 0 0 0 0 0 0
01/01/11 96 145 166 163 112 106
08/09/11 0 0 0 0 0 0
25/12/11 25 22 28 40 * 18
02/01/12 27 25 33 42 * 40

mode and CSK Ping Pong mode, respectively. Each mean is computed by considering a sliding
window of 7 x 7 pixels centered on the current pixel. The scatterplots are quantized in L x L bins,
where L = 256, so that a 3D histogram is delivered, by counting the number of scatterpoints in
each bin. The 3D histogram is successively filtered by means of a normalized triangular kernel
of size 17 according to the Parzen window method, in order to obtain an estimation of the joint
density probability p(a,b), where a denotes the mean amplitude levels reference image and b de-
notes the mean amplitude levels of the changed image. Estimations of the conditional probabilities
p(alb) and p(bla) are obtained by dividing for the maximum of each row and the maximum of each
column, respectively. A pixel is considered to have a high probability to be changed if almost one
of the conditional probabilities is low, i.e., difficult to predict given the levels of the other image.
To obtain this, the minimum of p(a|b) and p(bla) is taken for each bin and a change feature value
C(m,n) computed by the negative logarithm of this minimum is assigned to all the scatterpoints
in the bin. Figures 1(a) and 1(b) show that the range of the change feature is between 0 (high
probability) and 5-6 (very low probability), with the high probability values that are placed around
to the main diagonal (unchanged points), and the low probability values that are dispersed through
all the rest of the scatterplot. A suitable threshold of 0.045 is taken to obtain the final maps. The
optimal separation between change-no change points is visible in the reported Figures 1(a) and
1(b), where the unchanged pixels whose feature values are lower than the threshold are represented
in blue and are grouped near the diagonal, while the change points are represented in yellow-red
colors.

In Figure 2 the snow covered map generated by the PingPong dataset is presented. The ground
conditions of this map have to be related to the January 1st 2011, where the snow was abundant
as it can be observed in Table 3. The maps obtained by using the two methods are similar,
mainly because the presence of high snow depth values increases the backscattering of the January
2011 image. However, the change detection algorithm is able to retrieve more homogeneous snow
coverage. Figures 3 and 4 present different snow coverage maps by using the two methods for
Himage data. This fact can be attributed to the different snow deposition on ground in the date
of December 25th, 2011 and January 2, 2012 (see Table 3). In fact, in that time period, the snow
depth was not enough high to be detected with the more simple threshold method, while the change
detection allows to identify snow extension in more appropriate way according the ground truth
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Figure 1: The most populated parts of the scatterplots of the amplitude image pairs (bins from 0 to 60):
(a) September vs December in Himage mode; (b) August vs January in PingPong mode.
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data and the seasonal conditions.

Figure 2: Snow cover extension on January 1st, 2011 from the PingPong image pair: (a) threshold 0dB;
(b) from the IT-based change detection feature. Legend: white: snow, black: no-snow, red: layover/shadow,
green: forest, blue: water.

(@) (b) @ (b)

Figure 3: Snow cover extension on December Figure 4: Snow cover extension on January
25th, 2011 from the Dec-Sept Himage image pair: 2nd, 2012 from the Jan-Sept Himage image pair:
(a) threshold 0dB; (b) from the IT-based change  (a) threshold 0dB; (b) from the IT-based change
detection feature. The same colormap of Fig. 2 is  detection feature. The same colormap of Fig. 2 is
applied. applied.

6. CONCLUSIONS

In this paper, two different approaches to generate snow coverage maps were presented. The
different methodologies were applied on Cosmo-SkyMed data acquired in stripmap mode (Himage
and PingPong). The discrepancies between the two methods are more evident in case of low snow
depth values on ground, that is the case of Himage data. However, regardless of the snow depth
conditions, the IT change detection approach is able to retrieve more snow coverage that is in
line with what expected with the season and the available ground data areas with an improved
homogeneity, as it can be observed in maps generated by PingPong data. Experimental results
on Single-Look-Complex CSK ® images (Himage data) acquired in September, December and
January on an alpine region in Northern Italy show that the results obtained by applying the
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second approach are promising since they provide an improved localization of the snow covered
areas and reduced false alarm rate with respect to the first classical approach.
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Abstract— The one-port, lumped-element equivalent networks first derived by Chu for the
electromagnetic spherical modes are considered along with the two-port equivalent network for
spherical wave propagation in a spherical shell given by Thal. We show that the impedances
associated with the spherical, small-signal, acoustic, compressional modes can also be represented
by similar one-port, lumped-element networks with these networks degenerating to the well-
known first-order, lumped-element network representing the zeroth-order acoustic spherical wave
impedance. The impetus for this is that the first-order equivalent network for the zeroth-order
acoustic spherical mode is similar to, but simpler than, the second-order equivalent networks for
the TEy; and TMjy; electromagnetic dipole modes. Using Thal’s approach, we then derive a two-
port model for zeroth-order acoustic spherical wave propagation in a spherical shell and show that
this model is equivalent to the one derived by Benade for zeroth-order acoustic wave propagation
in a rigid-walled, conical horn. Thus, Thal’s model and Benade’s two-port models are equivalent
when the proper electro-acoustic analogies are employed. Finally, we show that the equivalent
two-port network representing spherical wave propagation in a spherical shell can be derived using
Kobayashi’s extended Kuroda transform. Although we have not derived a general relationship
between Kobayashi’s extended Kuroda transform and the Thal’s two-port representation of a
spherical mode of arbitrary order, we have derived one specific case and provide a rationale for
the equivalence in the general case.

1. INTRODUCTION: EQUIVALENT NETWORKS FOR SPHERICAL WAVES

The wave impedances' associated with outgoing spherical modes are given directly from solutions

to Maxwell’s equations as [1]:

+ A (2
T N 0
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where 7 is the free space wave impedance and H.7(12) is the Schelkunoff- or Riccati-Hankel function
of the second kind. Thus, the TM wave impedance is proportional to the logarithmic derivative
of the Riccati-Hankel function and the TE wave impedance is proportional to the reciprocal of
this quantity [2]. One could argue that all of the physics associated with the spherical modes
is contained within the modal solutions to Maxwell’s equations as given in Ref. [1] and thus in
the wave impedances given in Egs. (1) and (2). Nevertheless, some aspects, such as the sepa-
ration of propagating and non-propagating energy, have been perennially difficult to understand.
The equivalent lumped-element ladder networks originally derived by Chu [1, 3,4], which represent
electromagnetic spherical modes, are invaluable for the understanding of numerous phenomena, in-
cluding radiation from electrically-small antennas. One strong impetus for this approach is that it
enables the application of the rigorous Fano-Bode theory, which predicts limitations on impedance
matching and bandwidth, but which applies strictly to lumped-element networks [5-7]. Another is
that it facilitates the evaluation of the inverse Laplace transform via a partial fraction expansion,
thus enabling time-domain response to be analytically modeled. Specifically, what is sought here
is a rational frequency-domain antenna transfer function such as is defined as in Ref. [8].

The one-port, lumped-element equivalent networks in Refs. [1, 3, 4] were derived entirely using
only the recursion relations for the spherical Bessel functions or, equivalently, the recursion relations

1As in Ref. [1], we use the term wave impedance to denote the ratio of the components of electric and magnetic field that
form the Poynting vector product which gives power density.
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for the logarithmic derivative of the spherical Bessel functions [2]. The networks originally derived
by Chu are fundamentally one-port networks describing only the relationship between electric and
magnetic field components of the spherical modes at a particular value of radial coordinate R and
for a particular direction of propagation, namely outward. The networks are shown in Fig. 1 and
Fig. 2. As noted in Harrington’s book, “The dissipation in the resistive element at the end of the
network represents the transmitted power in the field problem.” However, it would be incorrect to
assume that the two-port network obtained by cutting the network at the resistive load and taking
the terminals across which the resistive load was connected as the second port provides a two-port
representation of spherical wave propagation. Instead, for a given equivalent network from Fig. 1
or Fig. 2, the input impedance represents the outward-traveling wave impedance for the mode to
which the circuit corresponds at R = a. Note that as the radial mode index is increased reactive
elements are inserted in between the existing reactive network and the resistive load. Thus, the TM
circuits are all minimum susceptance and the TE modes are all minimum reactance. A separate
network must be drawn to represent each mode.

ca ea
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Figure 1: Equivalent circuit for spherical for spherical TM-to-R modes at R = a as shown in Figs. 5-6 of
Ref. [3] and Ref. [1]. Note that a separate network must be drawn for each mode as additional sections are
inserted in between the load and the existing network as the order is increased. On the right hand end of
the network is a load which does represent far field radiation of power. However, the port comprised by the
two terminals shown on the right is fictitious in the sense that neither the voltage across nor the current
through the resistor represents a field quantity at some value of R.
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Figure 2: Equivalent circuit for spherical TE-to-R modes as shown in Figs. 5-6 of Ref. [3] and Ref. [1].
These networks are the duals of the ones shown in Fig. 1 and thus only one set is required.

Thal [4] derived a much more complete and physically meaningful equivalent network, which is
shown in Fig. 1. Fig. 1 should be compared with Fig. 1 of Ref. [4]. This circuit follows from the
recursion relations for the logarithmic derivative of the Schelkunoff- or Riccati-Hankel functions
denoted here as C,, [2], although Thal derived it directly from the recursion relations for the
spherical Bessel functions. The logarithmic derivative of the Schelkunoff-Hankel function is given
by:

, i (AP ®R) g g . " ;
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where
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Therefore, using the recursion relations for spherical Bessel functions we obtain recursion relations
for the logarithmic derivatives of the Schelkunoff spherical Bessel functions [2]:

1
Cn, = - + — downward recursion, and
kR~ 5 — Cna .
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In Thal’s equivalent network each LC section of the ladder network actually represents the input
impedance or admittance (at the same value of R) for a different spherical mode with the TE and
TM modes interlaced. This alternation of the TE and TM modes (or between the logarithmic
derivative and its reciprocal) at successive terminal planes can be seen in the recursion relations for
the logarithmic derivative of the Schelkunoff-Bessel functions, Eq. (5). The current and voltages
in Thal’s network are analogous to components of the electric and magnetic field that form the
Poynting vector product. Moving to the load (the terminal plane labeled “0” in Thal’s paper)
H;(ka)
Hy(ka)
the TEM mode in a biconical structure.

The impedance looking right at a given terminal plane in Fig. 3 (left in Fig. 1 of Ref. [4]) is
the outward-traveling impedance of the corresponding spherical mode at a particular value of R,
while the impedance looking left (right in Fig. 1 of Ref. [4]) at the same terminal plane is the
inward-looking impedance of the corresponding mode. Thus, Thal’s network gives the behavior of
a spherical transmission line [9] at a particular value of R. Insertion of the proper source at this
point then immediately provides a model for an idealized spherical wire antenna [10], including the
interior fields.

To summarize, Chu’s one-port networks can provide the complex wave impedance looking in
a particular direction, namely outward, while Thal’s network provides both simultaneously. Nev-
ertheless, the network in Fig. 1 of Ref. [4] does not provide a two-port description of a spherical
wave propagation—the field values are predicted only for a particular value of R; that is the model
represents a particular point or value of R on a spherical transmission line.

The foregoing does not imply that two-port network theory cannot be advantageously applied to
the equivalent networks given by Chu and Thal. As Thal states in Ref. [4], the lumped equivalent
networks “allow circuit concepts and theorems to be brought to bear ...”. In fact, in Refs. [6, 7], Dar-
lington’s theorem [11] is used in conjunction with these circuits in the application of the Fano-Bode
theory in order to rigorously determine the limitations on impedance matching and bandwidth.
Still, the equivalent networks cannot be used to determine a two-port antenna transfer function as
defined in Ref. [8] without some modification.

The lumped element equivalent networks in Figs. 1, 2, and 3 give the proper wave impedances
for the associated modes and directions for all frequencies. Thus, one might anticipate that the only
two types of ideal elements that could be added to these networks without changing the correctly
predicted impedances would be uniform transmission lines and ideal transformers. This turns out
to be the case and all of the one- and two-port networks described in the next section composed
of lumped elements, uniform transmission lines, and ideal transformers representing spherical wave
propagation can be thought of as arising from the following expression for the spherical Hankel
function given in Ref. [12], which is the product of a rational function (which can be represented
by a lumped ladder network) and a complex exponential with the purely imaginary argument i z
(which can be represented by a lossless uniform transmission line):

actually provides the ratio of = j tan ka, which corresponds to the normalized impedance of

M0 = 0 Y o v

Clearly, the logarithmic derivative is a rational function as the same complex exponential factor
appears in both the numerator and the denominator. Thus, we anticipate that the lumped-element
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Figure 3: Equivalent circuit for spherical TM-to-R modes with odd radial index and TE-to-R modes with
even radial index, as shown in Fig. 1 (top) of Ref. [4]. Note that the network is flipped right to left compared
to Fig. 1 in Ref. [4]. As in Ref. [4], all impedances in this circuit are normalized to ny. Finally, note that
the interleaving of the TE and TM mode impedances can be seen in Eq. (3), the recursion relation for the
logarithmic derivative of the Riccati-Hankel functions.

networks can be modified to represent spherical wave propagation by the addition of ideal trans-
formers and uniform, non-dispersive transmission lines or unit elements. Before dismissing such a
model as obvious, one might consider the equivalent spherical transmission line model in Ref. [9]
in which the local characteristic impedance and wave number are both functions of frequency as
well as radial coordinate R.

2. TWO-PORT EQUIVALENT NETWORKS FOR SPHERICAL MODES

Thal [4] actually did provide just such a two-port network describing the propagation of the spherical
modes within a spherical shell. The network could be described in microwave terminology as a
mixed lumped and distributed network and is a combination of lumped elements and uniform,
dispersionless transmission lines. The equivalent circuits for the TMy; and TEg; modes for a
spherical shell of inner radius a and outer radius b are given in Ref. [4] and Ref. [13] and are shown
here in Figs. 4 and 5. Note that Thal’s two-port model of a spherical shell contains positive lumped
elements (positive inductances and capacitances) on one end of a uniform transmission line and
negative lumped elements (negative inductors and capacitors) on the other, such that the proper
cascade of two such networks results in a similar, larger network.

The value of the explicit two-port model given by Thal cannot be overstated. It clearly separates
a lumped-element filtering effect and pure time delay. Again, the lumped element model is amenable
to impedance matching techniques and bandwidth/tolerance computations which require a rational
function representation. However, one might note that this model does not give the correct values
for electric and magnetic field at both values of radial coordinate R. This can be seen by allowing
the frequency to become very large, or rather, allowing ka and kb to both become much greater than
one. Then, the lumped elements “disappear” and one is left with only the unit element. However,
spherical spreading of the field should cause the electric and magnetic fields at ¢ and b to differ by
a factor of 2. It would appear that this could be accounted for with an ideal transformer. On the
other hand, if the terminal voltages in Thal’s equivalent network are taken as being analogous to
spherical transmission line voltages given in Ref. [9] and the currents in Thal’s network are taken as
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Figure 4: Equivalent circuit for spherical shell supporting TMy; modes with inner radius a and outer radius
b as given in Ref. [4]. Note that the lumped elements on the right side of the unit element are negative.
Also note the directions of the currents. Finally note that the network in Ref. [4] is flipped right to left in
relation to this one. As noted in Ref. [4], if two spherical shells were cascaded, these elements would cancel
with the positive counterparts on the next shell. If b — oo, the negative series capacitance would become a
short while the negative shunt inductance would become an open circuit.
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Figure 5: Equivalent circuit for spherical shell supporting TEqg; modes with inner radius a and outer radius
b as given in Ref. [4]. Again, note that the network in Ref. [4] is flipped right to left in relation to this one.

being analogous to the spherical transmission line currents again in Ref. [9], the model is consistent.
This is shown in Figs. 4 and 5 in terminal voltages and currents. Finally, note that the spherical
transmission line voltages and currents given in Ref. [9] are true power conjugate variables.

3. ACOUSTIC SPHERICAL WAVE PROPAGATION

It would seem plausible that similar lumped-element equivalent networks could be developed for the
small-signal, acoustic compressional spherical modes [14] since these are solutions to the Helmholtz
equation. In fact, a model for the zeroth-order acoustic monopole mode has been given by Be-
nade [15]. The analogous work in the area of linear acoustics bolsters the model developed by Thal
and provides an interesting alternative derivation.

3.1. Acoustic Impedance of Spherical Modes

It is necessary to draw an analogy between field quantities in order to develop equivalent networks
for the acoustic spherical modes. When employing an equivalent circuit, an arbitrary choice exists
in selection of power conjugate variables. Reversing this choice results in a dual equivalent circuit.
In Ref. [16] and Ref. [17], acoustic pressure is chosen as the across variable and volume velocity as
the through variable. This analogy is intuitive but is sometimes rejected in favor of choosing volume
velocity as the across variable and pressure as the through variable [17-19]. The analogy used here
makes analogy between electric potential and acoustic pressure and between electric current and
volume velocity. This analogy is sometimes referred to as the acoustic impedance analogy [17,18].
When using the acoustic-impedance analogy, acoustic impedance is defined as:

Za(w) = g MKS acoustic Ohms
where p is the acoustic pressure and U is the volume velocity. The specific acoustic impedance is
defined as the ratio of acoustic pressure to particle velocity. Thus, the specific acoustic impedance
of the nth order spherical mode is given by the reciprocal of the logarithmic derivative of the
conventional spherical Hankel function:

(2)
p p p _p WP (kR)
) I I T A TR L " (7)
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where u is the particle velocity, pg is the quiescent density, and ¢y is the small-signal sound speed.
Also, zg is the wave impedance pg ¢y and is analogous to 7y for electromagnetic plane waves. If the
Firestone or acoustic-mobility analogy were employed, the specific acoustic impedance would be
the reciprocal of this quantity.

It can be shown that the reciprocal of the logarithmic derivative of the conventional spherical
Hankel function is related to that of the Schelkunoff spherical hankel function as follows:

nY (kR) [P (kR) 1 (8)
W2 kr) | B (kR) kR

and therefore the acoustic impedance is given by the TE mode equivalent network with one addi-
tional leading shunt reactive branch:

WP (kR . H2(kR) .
— ZQ# = —j ZoA(z),(i) || (j z0kR) shunt branch. (9)
hy,”" (kR) H,” (kR)

Thus, an equivalent ladder network for the wave impedance of the outgoing spherical modes using
the acoustic impedance analogy is given in Fig. 6: When the radial index is zero, n = 0, only
the leading shunt inductance and the resistive termination are present and the equivalent network
is identical to the one shown on page 117 of Ref. [17] for the radially pulsating sphere. In any
case, with this simple modification (an additional shunt or series branch depending on the analogy
employed) we can then borrow intact the equivalent networks of Chu, Harrington, and Thal for the
analysis of acoustic spherical modes.

Chu's Network

Additional C=

o1 2%, 2n5 2
Shunt Element
L=r CO r ZO r Z0
= — R=z,=p,C
0 n G L=5n3 o 0=PoCo
o
@ ~
o h,” (kr) H(Z)(kl’)
mn = %0 h ® (k) jz, —=
n A ® (k)

Figure 6: Equivalent circuit for specific acoustic impedance [17], Z, = £ (Newtopsee op kg Rayls) of the
acoustic spherical modes when the acoustic impedance analogy is employed. The specific acoustic impedance
is analogous to the wave impedance in electromagnetics. This circuit can be obtained from Chu’s equivalent
circuit for the TE modes with an additional shunt branch. As with the spherical electromagnetic modes, the
wave impedance does not depend on azimuthal index.

4. BENADE’S EQUIVALENT NETWORK FOR THE RIGID-WALLED CONICAL HORN

A rigid-walled conical horn as shown in Fig. 7 supporting Neumann boundary conditions for the
acoustic pressure at the wall is a spherical waveguide. Solutions to the Webster horn equation or
nonuniform transmission model have been known for some time [16, 17, 20, 21]. In Benade’s analysis,
the radial coordinate of the spherical wave is replaced by the apical distance in the conical horn.
Benade’s equivalent network is reproduced in Fig. 8. The circuit in Fig. 8 degenerates to a section of
transmission line in cascade with an ideal transformer as the radii at both ends of the horn become
large with respect to a wavelength. Benade’s equivalent network gives predictions for conical horn
behavior that match the analysis in Refs. [22-24]. Note that acoustic pressure and volume velocity
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comprise a pair of power conjugate variables. The ratio of electric to magnetic field has units of
Ohms as does the ratio of voltage to current. However, while the ratio of acoustic pressure to
particle velocity has units of MKS Rayls, the ratio of acoustic pressure to volume velocity has units
of MKS acoustic Ohms. Finally, note that the model given in Fig. 8 is exactly the same as that
given in Fig. 7 of Ref. [25] for the inverse quadratic impedance taper. To show this, one makes
the following substitutions in Fig. 7 of Ref. [25]: | = b — a (meters), v = ¢y (meters/second), W =

a4
1 (), Lo = ;% (2),m = LOE'OW = b£ = “+2_“ = 2 (dimensionsless).

b—a

Figure 7: Equivalent circuit for conical acoustic waveguide with rigid walls given in Ref. [15].

b/a:1

o 0

a/CO I=b-a -b/CO

o 0

Figure 8: Equivalent circuit for finite-length, rigid-walled conical acoustic horn. All impedances are scaled

by a factor m%(%c(‘;o) where F (6y) = 2(1S+2°;090) where ag = asin (). That is, 2290 where A is the area of

the spherical wavefront at the smaller end of the horn. More details are given in Ref. [15].

5. CONCLUSION

The equivalent networks given by Thal [4] for the TE,,,, and TM,,,, spherical mode propagation in
spherical shells, with the addition of an ideal transformer, are similar to and most likely equivalent
to those which can be derived using Kobayashi’s extended Kuroda identities [25], given the requisite
associated local characteristic impedance distribution for each mode. The characteristic impedance
distribution for Kobayashi’s nonuniform transmission line representation is not the same as that
given in the nonuniform transmission line model for spherical modes in Ref. [9], as this model is
a nonuniform transmission line in which the characteristic impedance and wave number are both
functions of the longitudinal coordinate whereas in Kobayashi’s model the nonuniform transmission
line has a wave number (or phase velocity) independent of the longitudinal position; i.e., it is
dispersionless. Also, both sets of networks are similar to the one derived for zeroth-order acoustic
spherical wave propagation derived by Benade [15]. Here we have shown the rigorous equivalence
of Benade’s model, Thal’s model, and Kobayashi’s model for the zeroth-order acoustic mode. A
general equivalence for all orders of electromagnetic spherical modes and Kobayashi’s approach is
not complete, but appears to be sound.
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Abstract— A miniature planar fractal antenna has been introduced in this paper for multistan-
dard wireless communication systems. The multifrequency structure was based on Hilbert curve
at the second iteration and fed using the CPW technology. The performed monopole was de-
signed using the EM Simulator HFSS v11 from Ansoft. Simulation results show that it resonates
at several frequencies such as GSM900, WLAN, ISM, WiFi, WiMAX bands. A prototype was
manufactured and characterized and measurements show that this compact monopole antenna
can be used for a wide variety of telecommunication applications.

1. INTRODUCTION

With the increasing development of wireless communication technologies in recent years the need for
small size and multiband antennas has risen drastically. A lot of approaches have been developed to
design compact antennas able to cover the maximum of telecommunication standards. Among the
most investigated ones, the fractal approach has received a significant attention from the academic
and industrial communities [1].

Thanks to their advantages, fractal antennas allow us to ovoid the refuge to traditional way of
using different antennas for different frequency bands which causes a limited space problem and to
miniaturize antennas by capitalizing on their space filling ability to fit large electrical lengths into
small physical volume [2—4]. Especially, the planar printed fractal antennas h