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Abstract— A new approach to the problem of calculating the reflectors surfaces of offset
bifocal antennas by the raytracing procedure is presented. The use of this approach allows us to
obtain analytical expressions for reflector surfaces in the form of functions of two variables and
simplify the classical iterative process of determining the sequence of points two reflectors. A 43°
field-of-view reflector antenna with 60 x 60-wavelength aperture is presented as an example.

1. INTRODUCTION

Today, the development of multi-beam reflector antennas (MBRAs), which can operate (i.e., receive
or transmit the information) simultaneously through several rays (directions of plane waves), is an
important area of antenna technology for both ground and space systems. An obvious advantage
of MBRAS over a single-beam reflector antennas is the usage of a single aperture (i.e., one main
reflector) to form multiple beams, which allows a single MBRA to “replace” a certain number of
“ordinary” reflector antennas.

Bifocal two-reflector antennas have two exact foci and allow aberration-free focusing of the
field arriving from two different directions. For the first time, problems of the theory of design
of three-dimensional bifocal reflector antennas (BFRAs) were studied in the 1980s in the works
of C. M. Rappaport [1-3], B. E. Kinber [4-6] and others. In these publications, iterative algebra
has been used to derive the set of reference points on reflector and subreflector surfaces. As far as
we know, over the past two decades any other approaches to solving this problem have not been
proposed. To form a continuous smooth surface, it was necessary to fulfill the conditions of smooth
interpolation between adjacent points. It seems that these MBRAs are not widely used because of
the difficulty of obtaining reflector smooth profiles by solving the synthesis problem.

In this paper, a new approach to the problem of calculating the reflector surfaces of offset BFRAs
is presented. The use of this approach allows one to obtain analytical expressions for profiles of two
reflectors in the form of parametric functions of two variables. The latter is also important because
modern electronically controlled machines make it possible to manufacture rather complicated
reflector profiles with satisfactory accuracy in the case when these surfaces are defined analytically.

2. DESCRIPTION OF THE SYNTHESIS PROCEDURE

Let us consider an antenna system whose plane of symmetry coincides with the vertical X Z plane.
The beams of the antenna pattern scan in the horizontal XY plane. The main idea of the proposed
approach to the BFRA synthesis problem is as follows: for each of two beams that ensures exact
focusing it is necessary to ensure the most efficient (in terms of GO rays) illumination of the main
reflector with illumination of only a half of the subreflector for each of these two beams. Thus, it is
possible to provide relatively effective illumination of the whole main reflector, while the “spot” of
the currents induced on the subreflector moves from one side of the subreflector to the other when
the beam moves between two required scanning directions.
The initial data can be specified by the following parameters:

e angle a of deflection of the reference rays from the plane of symmetry (the required scan
angle);

e subreflector cross section in the symmetry plane, zo(z), with the initial point equal to the
origin of the coordinates, i.e., zo(0) = 0;

e the coordinates of the focus;

e length of the optical path from the focus to the point in the aperture plane, which passes
through the origin of coordinates.

In this case, the reflector surfaces are calculated from the requirement of ensuring the constant
value of the optical path length for all rays leaving the focus. The rays are calculated taking into
account Snell’s law.
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Figure 1: (a), (b) Cross-section views of the BFRA designed for the scan angle a = 17°. (c) The perspective
view of the BFRA with a set of GO rays coming from the focus. All dimensions are given in wavelengths.

Based on the initial data, we can calculate the coordinates of points on the lateral edges of the
main reflector and normals to the outer surface for these points. These points are symmetrical with
respect to the vertical X Z plane. The surface of the main reflector is formed as a set of curves, which
pass through symmetric pairs of reference points and are orthogonal to the normals. The curves
can be selected in the form of canonical second-order curves. This feature is an additional degree
of freedom for the synthesis problem, which allows one to optimize the antenna efficiency. Surface
points corresponding to one half of the subreflector then can be calculated taking into account the
reference points on the main reflector surface. The second half of the subreflector is symmetrical
with respect to the first one. As a result of the synthesis procedure, we can determine the reflector
surfaces as a functions of two parametric variables. One of them is the X-axis coordinate of a point
on the subreflector in the symmetry plane, the other one is the normalized coordinate along the
curve connecting the edge points of the main reflector.

The numerical studies have shown that it is possible to classify several different types of syn-
thesized BFRAs with different reflector arrangement and patterns of GO rays.

3. AN EXAMPLE OF THE DESIGN OF A BIFOCAL REFLECTOR ANTENNA

The antenna shown in Figure 1 is a synthesized BFRA with aperture dimensions of about 60 x 60
wavelengths. The antenna is designed for the required scan angle o = 17°; however, the multibeam
performance of this BFRA allows one to exceed the 2 - « field of view. The subreflector cross
section in the symmetry plane is defined as a quadratic polynomial; the shapes of the main reflector
curves are defined as circular arcs. The subreflector dimension in the horizontal plane is about 100
wavelengths.

Far-field patterns of the BFRA were computed with the use of a physical optics method code
from ICARA (Induced Current Analysis of Reflector Antennas) software package [7]. The feed
was modeled as a point source with an axisymmetric radiation pattern in the form of the (cos#)?
function with vertically polarized field. Figure 2 shows the current distributions on the reflector
surfaces for the central beam and the beam corresponding to the required scan angle. Figure 3
shows the co- and cross-polarization radiation patterns in the vertical plane for three different
beams. A 3-dB beamwidth is about 1.1°. The aperture efficiency (AE) for the beam deflected
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Figure 2: Simulated distribution of normalized currents on the surfaces of the BFRA for the central beam
and the beam deflected through an angle of 17° (on a logarithmic scale).
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Figure 3: Simulated radiation patterns of the BFRA with o = 17° for three different scan angles: (a) 0°
(b) 17°, and (c) 21.5°.

through the angle o = 17° is 62.5%. The AEs for the central beam and the beam deflected through
an angle of 21.5° are both about 50%. In this case, the AE values are determined in from the
expression [8]
Das  Das

T 27 (1)
Dzd 47 - S/)\

where Dag is the calculated antenna directivity, D;q is the directivity of the perfect aperture with
uniform amplitude and phase distribution, and S is the area of the aperture of the main reflector.

Thus, the field of view is 43° or is about 39 3-dB beamwidths for AE > 50%. The usage of a
feed with asymmetric far field allows an approximately 0.5dB improvement of the co-polarization
directivity component.

AE =

4. CONCLUSIONS

A novel method for the synthesis of BFRA reflector surfaces is briefly discussed. An example of
the antenna design with an aperture of 60 x 60 wavelengths can provide a 43°-wide field of view
with an antenna efficiency of above 50%.

At the conference, we plan to present the results of calculation and optimization of another
BFRA designs.
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Abstract— This theoretical study examines the effects of the radius of the plasma tube and its
thickness on the input impedance, radiation pattern, efficiency and gain of a surface wave driven
plasma monopole antenna using finite difference time domain (FDTD) simulation. We have
demonstrated that more broadband characteristics can be obtained by increasing the diameter
of the plasma tube. Moreover, the imaginary part of the input impedance of the plasma antenna
can be eliminated by making the total length of the antenna approximately less than A\/5, where
A is the wavelength, and decreases while the ratio L/r decreases. Theoretical modeling of the
plasma antenna with different thicknesses shows that the least thickness can cause a more efficient
antenna while minimizing its bandwidth.

1. INTRODUCTION

Plasma antennas are constructed from insulating tubes filled with low pressure gases. Unique prop-
erties of plasma, such as variable impedance, frequency and phase shifting, broadband matching
and the ability for switching on and off in a short time, may lead us to novel antennas [1,2]. Re-
ported experimental results have shown that the plasma antenna can have radiation efficiencies
high enough [3-6]. It has been demonstrated that plasma antenna generates sufficiently low noise
in HF/VHF communications [3]. However, the flexibility of the physical experiment is often lim-
ited. Numerical simulation is a powerful tool with the maximum flexibility and minimal cost to
evaluate the performance of plasma antennas. Although simulations of plasma antennas by dif-
ferent numerical and computational methods have already been performed [1,2,7,8], a full set of
antenna characteristics has not been extensively studied yet. To the best of our knowledge, there
has been not enough report on the tube properties of plasma antennas and its effect on radiation
characteristics so far. Hence, in this paper, the finite difference time domain (FDTD) method is
employed to simulate the performance of the plasma tube on the antenna parameters. We have
presented radiation characteristics, gain and efficiency of a monopole plasma antenna at different
plasma tube radii and thicknesses.

2. FDTD FORMULATION FOR PLASMA

In this section, we briefly explain the FDTD algorithm used in this research. In this investigation the
direct integration method (DI) is applied to simulate isotropic cold plasma with a fixed uniform
electron density [9]. In this method, Maxwell’s equations are coupled to an auxiliary ordinary

differential equation modeling the response of the polarization current density, f, to the field, E.
The field equations for non magnetized cold plasma are given by [9]:

= oH

E=—puy— 1
V x Ko ot ()

-, OF -

H=¢g— 2
V x €0 ot + J, (2)
oJ - .
E +vJ = 60(4}12)E, (3)

where, H is the magnetic field, pg is the permeability and g¢ is the free space permittivity. Fur-
thermore, w, = 27 f, = \/W, in which f, is the plasma resonant frequency (Hz), and N is

the electron density (m~3), v is the average collision frequency (Hz), m and e are the electron mass
(kg) and charge (C) respectively. Equation (3) is the auxiliary equation for accounting the effect of
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plasma. By performing backward differencing approximation to (1)—(3), a second order approxima-
tion for numerical simulation can be derived for Yee’s FDTD formulation. After discretizing E , H
and J in spatial discretization, Az, Ay, Az and the time step At, the electromagnetic wave prop-
agation is simulated in time domain. For the details of FDTD methodology, the reader is referred
to [10,11]. To obtain the far-zone radiated field, we use near to far zone transformation on the
boundary of the FDTD domain. Detailed procedure can be found in [10-12]. The FDTD approach
allows the impedance evaluation simply by calculating the input voltage and current associated
with the excitation point where the field is applied. These time-domain results are subsequently
converted to frequency domain using FFT.

A schematic of the simulation setup for a surface wave generated plasma column is shown in
Fig. 1. In this setup, a 600 mm long plasma column with a radius of 12.5mm and the thickness
of 0.5mm with £, = 3 is inserted in a metallic box with the dimensions of 300 x 300 x 53 mm3
under a metallic plate with 500 x 500 x 3mm? as a ground plane. A copper ring, with a thickness
and a height of 3mm and 30 mm, placed, 10 mm below the ground plane, around the tube and is
used as a coupling sleeve to apply the electric field between the ring and the box. The excitation
voltage is applied through a coaxial structure to the coupling sleeve. The FDTD problem space has
100 x 100 x 250 cells. Perfectly matched layer (PML) boundaries were used at the surfaces of the
FDTD domain to simulate the far zone radiated field. The waveform of the source is a modulated
Gaussian pulse.

3. NUMERICAL RESULTS AND DISCUSSION

In a surface wave driven plasma monopole antenna, similar to a conventional metallic antenna [13],
one method to widen the acceptable operational bandwidth will be to decrease the L/r ratio, where
L is the length of the plasma antenna and r is the radius of the tube. It has been observed that for
a given length of a plasma column, its impedance variations become less sensitive as a function of
frequency as L/r decreases. Thus, more broadband characteristics can be obtained by increasing
the diameter of the plasma tube, similar to metallic conventional antennas. To demonstrate this,
in Fig. 2(a), we have plotted, as a function of frequency, the input resistance and reactance of
plasma monopole antenna with L/r = 70, 34 and 23 which correspond to 2 = 10, 8.5 and 7.6 as
the thickness parameter defined by Q = 21n(2L /7).

When the plasma frequency is twice larger than the excitation frequency, the imaginary part of
the input impedance of the plasma antenna can be eliminated by making the total length, L, of the
antenna less than %, where A is the wavelength. Numerical investigation of a plasma column, with
a plasma frequency of 7500 MHz and the collision frequency of 400 MHz, as shown in Fig. 2(b),

L/r
1+£/7"
This value increases by increasing the plasma frequency and consequently the conductivity of the
plasma. However, for the plasma frequency of 20 GHz in the column the resonant length becomes
0.195M\F’. The resonant length is reported as 0.24\F” in [13] for a conventional metallic antenna.
The resonant length of the plasma antenna is a function of the radius of the plasma tube as well
as the plasma frequency, as shown in Fig. 2(c). Increasing the radius of the tube decreases the
resonant length of the antenna. Investigation on the antenna efficiency and gain of a plasma element
with the plasma frequency of 7500 MHz, as shown in Figs. 2(d) and 2(e), reveals that increasing
), decreases considerably the antenna gain and efficiency. Furthermore, it seems nearly the same

indicates that the first resonant length of the antenna is approximately 0.185\F’, where F’ =

$ plasma tube
Ry
R ey
. g3 metallic box
Signal > (ground)

coupling sleeve

Figure 1: Geometry of surface wave driven plasma monopole antenna for simulation.
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Figure 2: The effects of the plasma tube radii for plasma frequency of 7500 MHz and collision frequency
of 400 MHz on the antenna parameters: (a) input impedance, (b) input reactance, (c) resonant length, (d)
efficiency, (e) gain, (f) radiation pattern, (g) the effects of the tube thickness on the input impedance, and
(h) efficiency.

for ) values of 8.5 and 7. The radiation pattern is essentially unaffected by the thickness of the
plasma tube in regions of intense radiation. However, as the radius of the tube increases, the minor
lobes diminish in intensity and the nulls are replaced by low level radiation as shown in Fig. 2(f).

Because of an insulating outer envelope around the plasma column, the radiation characteristics
of the plasma antenna will be affected by its thickness. The results of the numerical investigation
have shown that increasing the thickness, from 0.5 mm to 3 mm in a constant permittivity, decreases
the peak input impedance of the antenna as well as the antenna efficiency and widen the bandwidth,
as shown in Fig. 2(g) and Fig. 2(h). The dielectric tube behaves like a capacitor in the excitation
point between the coupling sleeve and plasma.

4. CONCLUSION

This investigation has established a number of characteristics of the discharge tube of a SWD
plasma monopole antenna with a constant plasma frequency. It has been shown that the larger the
diameter of the plasma tube is, more broadband characteristics can be obtained. Moreover, the L/r
ratio of 34 can be considered as an optimum value to achieve a compromise between the maximum
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gain and bandwidth of the antenna. It has also been observed that decreasing the thickness of the
plasma tube decreases the bandwidth of the antenna. However, using a higher thickness of the
tube is not a very efficient technique to broadband the plasma antenna.
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Abstract— This paper examines the characteristics of a surface wave driven argon plasma
monopole antenna with an excitation power of 60 W and gas pressure of 0.4 mb using finite dif-
ference time domain method. The knowledge of the plasma density distribution as a function of
radial and axial variations in the plasma tube is one of the most important aspects of the plasma
antennas. To this end, a numerical model of the pre-ionized plasma tube is investigated under
different radial distribution functions as well as linear axial variations. The model completely
characterizes the radiation characteristics of a plasma monopole antenna considering its input
impedance, efficiency and radiation pattern using finite difference time domain (FDTD) simula-
tion. The results show that non-uniform radial distribution leads to a considerable reduction in
the antenna gain and a minor shift in the resonant frequency.

1. INTRODUCTION

Plasma antennas can be used in many applications [1] and are particularly suitable for wireless
terrestrial or aeronautical communication systems. The physical properties of plasma antennas
were investigated experimentally [1,2], showing the relationship between the plasma density and
the applied power. Numerical simulations of a plasma column antenna and an array of Yagi-
Uda plasma monopole array were previously reported [3,4]. In almost all reported simulations of
plasma column antennas, the density of plasma in the column has been considered constant [5, 6]
or linear [3,4]; however plasma density varies along the column in radial directions as well as the
axial one [7,8]. There are some different ideas on the radial distribution function of the plasma
density [9].

In the present work, our major task is computing the plasma antenna parameters and its ra-
diation characteristics after excitation, while the axial plasma density is considered linear and the
radial profile is considered different functions such as zero order Bessel, cosine and parabolic. This
paper is organized as follows: In Section 2, the simulation setup and FDTD numerical method for
a monopole plasma antenna are briefly discussed and then the plasma density in the radial and
axial positions are described in Section 3. The numerical results are presented in Section 4 and we
summarize this investigation in Section 5.

2. OVERVIEW OF THE SIMULATION SETUP

A surface wave driven plasma antenna is employed in this investigation, using the arrangement
shown in Fig. 1. The antenna consists of a 1 m long fluorescent tube with a radius of 13 mm and

$ plasma tube
Ry
R ey
. g3 metallic box
Signal > (ground)

coupling sleeve

Figure 1: Geometry of surface wave driven plasma monopole antenna.
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a thickness of 1 mm from quartz, filled with argon at a nominal pressure of 0.4mb. The plasma
is pre ionized using a surface wave launcher at a power of 60 W in the frequency of 500 MHz. RF
signal launcher consists of a copper collar of length 32 mm and the thickness of 2mm mounted
3 mm below a circular hole cut on the top of a grounded box. A coaxial cable is directly connected
to the collar. The outer and inner radii of the coaxial cable are 2mm and 4.6 mm, respectively.
The FDTD simulation space is 100 x 100 x 250 mm?. In this investigation, the direct integration
method (DI) is used [10,11] for the simulation of the the plasma column. Plasma is a type of

Debye dispersive media [11]. So, at any particular E observation point, where E is the electric
field, Ampere’s law in the time domain can be expressed as shown in Eq. (1).

oJ -

— +vJ =, B 1

at " 0% )
where J is the plasma polarization current density, w, = 27 f, = y/Ne?/meg in which f, is the
plasma resonant frequency (Hz), N is the electron density (m~3), m and e are the electron mass
(Kg) and charge, respectively and v is the collision frequency (Hz). The auxiliary Eq. (1) accounts
for the effects of the plasma. This numerical method was completely introduced before in [3,4].

After discretizing of E, H and J in spatial discretization Az, Ay, Az and the time step At, the
electromagnetic wave propagation is simulated in time domain by performing backward differencing
approximation to that equation. As in the classic Yee algorithm, the electromagnetic quantities are
calculated in a staggered grid and in an iterative way by a leapfrog time stepping [11]. More details
of the FDTD methodology is found in [10,11]. The plasma density in the column is a function of
axial and radial distributions of free electrons. In the next section we discuss the exact value of
density in the simulation setup.

3. PLASMA DENSITY

When surface wave carries sufficient power, it can sustain the plasma column along the propagation
axis. However, the electron density steadily decreases from the launcher because the power flux of
the wave decreases axially as power is gradually transferred to the discharge. Consequently, the
plasma column is axially non uniform [1-4,7,8] which will result in a non uniform conductivity
along the column. The plasma density decreases along the antenna from a high density ng in the
position of excitation to the critical density nticq; at the far end of the antenna, i.e.,

no = A(p)\/ﬁa (2)

A2eom
Neritical = Tefg(l +€4), (3)

where, Py, is the applied RF power, A(p) is a constant for a given pressure, f is the excitation
frequency and e4 is the permittivity of the dielectric tube. The evaluation of these equations are
not reported here and readers interested in this subject can refer to [1,7, 8]. Following the analysis
of [1], the length of a plasma antenna is h = nnoif’iﬂ — Lo, where, Lo = "egitieel and k is a constant
value for a given pressure. Considering the antenna along z axis, the plasma density is stated as:

n(z,p) = Neritical + kU(h — Z) (4)

There are no experimental measurement reports on the radial density distribution. Examinations of
scientists [7-9] reveal that as SR becomes larger than one, the wave field increasingly concentrates
radially at the plasma-dielectric interface. § = 2w /) is the phase coefficient, \ is the wavelength
and R is the radius of the plasma column. So, the electron density value at or close to the tube wall
is lower than the cross sectional average density. The radial profile of electron density, n(r)/n(0),
where r is the radial position, is determined by two factors. The first factor is the global movement
of particles toward the wall, which depends essentially on the vessel configuration and dimensions.
The second factor is the radial variations of ionization rate. Ferreira’s modeling [9] shows that
n(r)/n(0) is flatter than the Bessel function Jy(2.4r/R). Moreover, Trivelpiece [7] approximated
the radial density distribution of the plasma by a parabolic profile as n(r)/n(0) = [l — K(r/R)?].
In addition, K is the rate of parabolic decrease and the angular plasma frequency, wj,, corresponds
to the average cross sectional electron density expressed in Eq. (5).

=y T (5)
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Figure 2: The effects of radial and axial density distributions in the plasma column on the antenna param-
eters: (a) input impedance, (b) gain, (c) efficiency, (d) directivity at 200 MHz.

where, (n), is the average cross sectional electron density and is given by:

R

(n) = ;/n(r)rdr. (6)

0

Since in this investigation, the typical pressure of 0.4mb is assumed in the tube filled with argon,
k and v are 5 x 10? and 5 x 10% Hz respectively [1]. The initial values of the numerical simulation
are characterized by the following parameters:

e f;=500MHz, ¢4 =3.75, R = 12mm,
e p=0.4mb, A(p) = 0.28 x 108¥m3W2, Py =60 W,
e k=5x10° v="5x10°Hz, h = 861.77 mm.

4. NUMERICAL RESULTS

The numerical FDTD program is validated before in [3,4]. Having now established the plasma
column’s radial and axial distributions, we will investigate their effects on the antenna’s radiation
characteristics. FDTD simulation results of a SWD plasma antenna in the pressure of 0.4 mb and
500 MHz excitation frequency at the excitation power of 60 W and the radial density distributions
as Bessel function, cosine function, and parabolic function are presented in Fig. 2. The rate of
parabolic K values are considered as 0.2, and 0.9 and the axial density distribution is linear.

It is observed that the variations of radial density with a parabolic function of K = 0.9, cosine
and Bessel functions leads to the same input impedance and radiation characteristics. Moreover,
the results of the constant radial densities and the K = 0.2 parabolic one follow the same trend.
However, there are observed some differences between these two categories. The difference in the
radiation characteristics is because the average radial densities are not the same. Therefore, the
consideration of the constant radial density causes a little deviation in the resonant frequency of
the antenna, as shown in Fig. 2(a), while increases in some extent the antenna gain and efficiency,
as in Figs. 2(b) and 2(c). These deviations may lead us to a non accurate radiation characteristics
of a plasma antenna. The directivity of a plasma antenna may be found from the far zone radiated
fields. Fig. 2(d) shows the directivity of a plasma antenna at the operating frequency of 200 MHz.
It is observed that the main lobe direction differs between these two groups. Whether or not the



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19-23, 2012 1215

plasma radial density is a significant factor affects the radiation characteristics of a plasma antenna.
So, it is a crucial issue when considering the radiation characteristics of a plasma antenna. Bessel
function can be considered as the most general radial density distribution.

5. CONCLUSION

Since Plasma columns are, in general, axially and radially non uniform, different radial density dis-
tributions such as Bessel, cosine and parabolic functions have been considered in this investigation.
We have shown that the radial non uniformity of the plasma has some, though limited, influence
on the antenna radiation characteristics. Bessel function distribution of the radial density, which
follows the same trend with cosine and parabolic function with K = 0.9, represents a more general
distribution. Radial density distribution considering is inevitable when SR becomes larger.
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Abstract— This work presents the investigation of a plane waveguide with perfectly conducting
walls, containing a chiral insertion. The distribution of electrical field inside the chiral insertion,
excited by an incident normal wave of the waveguide, is calculated. The full vector statement
of a problem is considered. The method of mixed finite elements, that prevents spurious modes
appearance, is used for numerical solution of the problem.

1. INTRODUCTION

Metamaterials are the artificial media, which interaction with electromagnetic field differs signifi-
cantly from interaction with ordinary natural media. Among modern metamaterials bi-anisotropic,
bi-isotropic and negative index materials are of a special interest.

Bi-isotropic medium is the most general type of linear isotropic medium. The main difference
between ordinary dielectrics or magnetics and bi-isotropic media is that the electric or magnetic
field, applied to them, produces both electric and magnetic polarization:

5:55+§ﬁ, éng—i—/},ﬁ,

where £ = (k —ix), s = (k +1ix). In these expressions ¢ is the permittivity of the medium, p is
a permeability, x is Tellegen parameter, and x is a chirality parameter. Constitutive relations are
formulated in frequency domain for harmonic time dependence (e~*?).

The important subclass of bi-isotropic media are chiral media with x = 0. Chirality is a geomet-
rical property of an object not to coincide with its reflection in a plane mirror. The macroscopically
uniform material is assumed chiral, if it is constructed of chiral objects, natural (molecules) or ar-
tificial.

2. THE STATEMENT OF THE PROBLEM

Consider a plane waveguide with perfectly conducting walls, situated at a distance a from each
other. The waveguide contains an insertion of chiral material (Figure 1). The insertion is located
in the area z € [0, z9]. Let the parameters of the insertion be e, u, x, and the parameters of the
waveguide filling outside the insertion be g9 and pyg.

The following numerical algorithm for calculating electrical field inside the chiral insertion,
excited by an incident normal wave or a combination of normal waves, can be proposed. First of
all we reduce Maxwell’s equations with perfectly conducting boundary conditions to the boundary
problem for electric field vector in the finite area z € [0, zp], using partial radiation conditions:

1 - . . 2 2\ _
rot xotf + “rot X B4 “hrotE - %y (e M) E=0. we0a) e (020 ()
K c K c K c 1
(0 T S TN O [ O 3}
z=0 z=0 z=20 z=2¢
Ey’{L':O = Ey|33:a = 07 EZ‘LB:O - EZ|$_[1 == 0 (3)
xt
a
805 HO 80, “’0
0 Z, z

Figure 1: The scheme of the waveguide.
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Here {E_"ext, H ¢t} is the field outside the insertion:

Bt =S RyEy + BB+ By, et =S {RpHT - R Y+ AP (4)

n=1 n=1
for z < 0 and
0o [o@)
Bt =SB, 1By A=Y A, T ) (5)
n=1 n=1

for z > 2y, where {Eﬁi,ﬁﬁi} and {Eﬂ:‘i, H,’;’fi} are the normal waves of electric and magnetic
type respectively, and {ETS, ﬁfﬁs } is the incident field.

The generalized statement of the problem is the following: we must find a vector EcH (rot, D),
that satisfies the equation

/a 71 0L, 0E, OB, 0B,  0E;0E, , 0E:0E. 0E;0E. 0EI0E,\ .
0z 0z oxr Oz 0z 0z ox Ox 0z Ox ox Oz raz

0By . (0B; 0B\ OB . 0 OE, OF JE,
x z E Y E _7yE* E* T z E*
// { <8z+8x> v o 0z y(az 63:) oz }dxdz

2ik3
— // (5— > E*Bdrdz — = /E x, 20) cos - da:/E X, Z0) COS % g
o Hoa - % a

2ikE .
— b, chos—dac B, atOcos—da:
NOa 771
a
27
2 fyn/E* x zo)sm dx/ y (T, 20) sin 7 gy
Hoa = a
0
24
e fyn/E a:Osmda:/E mOsm—dm
Hoa ~
a
1 6Ezns aEms aElTLS
Ho / =(@,0) < 0z Ox > x+/ (@, 8z o
0 = z=0
2ik3
—Q /E* x,0) cos = da:/Ems x,0) cos —dw
MOa 771
2 i
_MTZG 'yn/E x,0) sin = d:r/Ems(x 0) sin —dw (6)
n=1

0
for any vector E* € H (rot, D), satisfying boundary conditions (3).

3. NUMERICAL SOLUTION OF THE PROBLEM

The finite-element method is a powerful method of analysis of waveguide boundary problems, but
it has a drawback. For a full-vector statement of a problem this method can give nonphysical,
spurious solutions that satisfy the finite-element equations, but not the original boundary problem.
So the method of mixed finite elements, that prevents spurious modes appearance, is used for
numerical solution of the problem.
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Figure 3: Components of the field inside the insertion for incident wave of fundamental TM-type.

Consider the lattice 2/ = j - Az, ' =i - Az and basic functions:

$HTE e l6 Gl

H—l 1 1952 I
Ni©) =95 e, g), BHM>{0§§5§5u@Hﬁm»<”
0, § € (—00,&i-1) U (§iy1,+00)
The numerical solution of the problem we are searching in the form:
-1 J
Ey(z,2) = Z; > B Nj(2)Piga (),
i J
Ni(§) = Byl 2) = 21 XE)E:Z’JNJ'(Z)Nz’(w), (8)
171
E.(z,2) = Zl ZE’]PJH( )Ni(z).
i=1 j=

The unknown coefficients E%’ ) E;] ) EY can be found as a solution of algebraic system of
equations, obtained after substitution (8) for E,, Ey, E, in the Equation (6), and taking

1) E*(x,2) = {Nj(2) Piis1 (@)}, i=0,(T—1), j=0,7;
2) E*(x7z) = {N](Z)Nl(x)}€y7 =1, (I - 1)7 J= W;
3) B* = {Pin1(z)Nj(x)}e., i=1,(I—1), j=0,(J —1).

The algorithm proposed was tested on empty waveguide and used for modeling electric field
inside the chiral insertion for different values of chirality parameter and for incident waves of TM

and TE types. The results for the case w/c =05, a=1, 20 = 3, g = po = 1, x = 0.8 are presented
in Figures 2 and 3.

4. CONCLUSIONS

Computations made illustrate that the field inside the chiral insertion present a result of interference
of different mode types. So we can conclude that this system with appropriate parameters may be
used for transformation of one type of normal waves to another.
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The method proposed can be generalized for anisotropic filling of a waveguide and for a three

dimensional case. It is also suitable for solving inverse synthesis problem of a waveguide with
desirable features.
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Abstract— The problem of wave diffraction on a multilayer grating is considered. Numerical
technique based on a combination of the incomplete Galerkin method and scattering matrix
method is applied. The problem of scattering matrix singularity in the case when a new diffraction
order appears is treated in detail and the singularity-free expressions for the scattering matrix
are introduced.

1. INTRODUCTION

Diffraction grating problems, particularly those for multilayer diffraction gratings, require rig-
orous stable methods, which can provide fast and efficient computations of the grating proper-
ties. One of the most efficient numerical techniques is based on a combination of the incomplete
Galerkin method [1] and matrix formalism such as transfer matrix method, scattering matrix
method etc. [2,3]. Within this approach a grating is approximated by a set of inhomogeneous
layers irrespective of the grating groove shape. The structure can also include a stack of homo-
geneous layers. The diffracted wave field is decomposed into discrete set of plane waves, each of
them corresponding to a certain diffraction order. The set of Maxwell equations is reduced to one
second-order or a system of two first-order matrix differential equations. The layered structure of
the grating makes it reasonable to apply matrix methods.

Being rather convenient in implementation, transfer matrix method turns out to be numerically
unstable due to possible overflows during computations [2, 3]. The existence of evanescent diffraction
orders results in large positive arguments of exponents for thick gratings or for metallic structures,
and the calculations are therefore impossible. Scattering matrix approach [3] was suggested as a
stable alternative method instead of transfer matrix technique. By implementing the scattering
matrix formalism numerical overflows are avoided. However, scattering matrix method has some
problems connected with singularity of a scattering matrix in the case when a new diffraction order
appears in one of the grating layers, in the incident medium or in the substrate. The wave vector
for this diffraction order is exactly parallel to the layer interface and has zero component in the
direction perpendicular to the interface. Treated directly this requires inversion of the propagation
matrix, which has a zero eigenvalue.

In this paper, we suggest a rigorous and physically consistent approach to avoid the singularities
of this type. Specific expressions for the scattering matrix are given, which are free of diffraction
order singularity. Generalizations for lossy gratings are also discussed.

The paper is organized as follows. In Section 2, we present the physical and mathematical
description of a multilayer diffraction grating. In Section 3, we describe the numerical algorithm
based on incomplete Galerkin method and scattering matrix method. In Section 4, we present
particular expressions for a scattering matrix, which are free of diffraction order singularity. In
Section 5, we discuss the physical consistency of the algorithm and the case of lossy gratings.
Section 6 gives conclusions.

2. PROBLEM STATEMENT

Let us consider a multilayer one-dimensional periodic diffraction grating (Fig. 1). The whole struc-
ture includes the substrate (represented as a light brown area in Fig. 1), the grating itself (yellow
area in Fig. 1), and generally (however it is not mandatory) a set of regular homogeneous layers
between them (green and light green layers in Fig. 1). The grating is periodic along the x axis
with a period d. The z axis is perpendicular to the grating boundaries. The groove shape may
be different (binary, triangular, sinusoidal gratings etc.), however this does not affect the method
formulation. For definiteness let us consider triangular gratings (Fig. 1). For further numerical
treatment the grating profile is approximated as a set of inhomogeneous layers as shown in Fig. 1.
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Figure 1: Multilayer grating structure. In one period the grating profile is approximated by a set of layers.

Thus the grating is represented as a set of homogeneous and inhomogeneous layers between two
semi-infinite media — the incident medium and the substrate.

A wave with a wavelength A is considered to be incident on a grating at some given angle 6
(direction (i) in Fig. 1) and diffracted into discrete directions (diffraction orders). Within this paper
we will consider waves with T E-polarization, i.e., waves with electric field vector perpendicular to
the plane of incidence. There are only three non-zero field components E,, H,, H in this case and
the Maxwell equations for them look like as follows [4]:

OH. OH ,

I = ke, ) By

oF .

9 L= —jkoHy; (1)

z

OE,

—= = jkoH

ax .] 0 zZ
where e(z, z) is a dielectric permittivity distribution in the grating region, kg = 27/X is a vacuum
wave number of the incident wave and j2 = —1. The time dependence is chosen as e “! with

w = koc, where ¢ is the velocity of light in free space. By elimination the H, component, the
Maxwell equations can be rewritten in the form

E
OBy _ —jkoHy;
0z 2)
OH, ko (z, 2) By + R
= — €Tr.zZ .
0z JROKT 2) 5y jko Ox2

The set of Maxwell equations is complemented by the continuity boundary conditions for the
tangential field components E, and H, at each interface. The incident wave is given in the form

X . 1.(1)
E;nc — 6]]%,()%"‘]}%,027 (3)

where k; 0 = nrkosino, k‘glg = nrkgcos 6 are z- and z-components respectively of the wave vector

of the incident wave, ny is a refractive index of an incident medium (usually the incident medium
is air and thus n; = 1).

3. NUMERICAL ALGORITHM

The numerical algorithm for treating the structure under consideration is primarily based on the
incomplete Galerkin method [1]. As the grating is periodic along the x axis with a period d we can
introduce a set of periodic functions

1
Y. (x) = \/;exp(jkxmx), n=0,+£1,%+2,..., (4)

where kg, = ko(nrsing — n\/d), n = 0,4+1,+2,... are propagation constants for the diffraction
orders along the = axis and are obtained from the classical grating equation [5]. The functions {Y,,}
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form an orthonormal basis in the L?-space on a segment [0; d]. According to the the principle ideas
of the incomplete Galerkin method [1], we will look for the approximate solution in the form of a
truncated series in terms of the given basis

N
EM(2,2) = Un(2)Yn(), (5)
n=1
or in matrix form
E{N (2, 2) = ®(2)U(2), (6)
where ®(x) = (Y1(z), Ya(z), ..., Yn(x)) represents a row-vector of the first NV basis functions and a

column-vector of z-dependent coefficients is given by U(z) = (U1(2), Ua(2),...,Un(2))T. Plugging
the solution in the form (6) into Maxwell Equation (2), eliminating the H, component, multiplying
by ®(x)* and integrating over the grating period we get the equation for the vector of coefficients
U(z):

U'(2) + (kg /0 " 8 (). 2)B(x) dr M?) U(z) = 0. (7)

Equation (7) is a second-order linear matrix-vector differential equation with constant coefficients
in each grating layer. Here M is a diagonal matrix

kzo 0 ... 0
0 kpi ... O

M=| . C- : : (8)
0 0 ... key

For obtaining the solution in the grating region and determining the wave amplitudes of all
retained diffraction orders the generalization of matrix technique can be applied, which is used
for treating homogeneous layered media [6]. Equation (7) can be solved in each grating layer
and afterwards the solutions are coupled by the continuity boundary conditions resulting from the
boundary conditions for the tangential field components E, and H,. The vector of coefficients U(z)
and its z-derivative must be continuous at the each layer interface. Among the most prominent
matrix techniques there are transfer matrix method and scattering matrix method. The transfer
matrix method is more convenient in implementation, however it is numerically unstable due to
possible overflows during calculations (3). The scattering matrix method helps to overcome this
difficulty providing numerical stability for calculations. However, the scattering matrix becomes
singular in the case when a new diffraction order appears in one of the grating layers, in the incident
medium or in the substrate. The wave vector for this diffraction order is exactly parallel to the
layer interface and has zero component in the direction perpendicular to the interface.

4. SINGULARITY-FREE SCATTERING MATRIX CALCULATION

The scattering matrix [3] links the incoming and outcoming wave amplitudes in the following
manner. Suppose Aj is a amplitude vector of a wave incident on the grating. In our case Ai(z) =
(1,0,0,...,0)T. The amplitude vectors of the reflected and transmitted waves are denoted as B
and Aj respectively. The vector Bz denotes the possible incoming waves from the substrate (it is a
zero-vector in our case, however it should be kept for a general description of the method). All the
amplitude vectors are given in terms of the diffraction orders. The scattering matrix S is defined

by the equation
As\ _ o (A
(5:) -5 (51): g

Similarly the scattering matrix can be defined for an interface, for a layer or for a set of layers. The
scattering matrix for the whole structure can be calculated iteratively. The general formulas for the
scattering matrix calculations can be found for example in [3]. However the specific expressions for
the interface scattering matrix are not presented in [3]. Furthermore, the problem rising up when
a new diffraction order appears exhibits exactly in the interface scattering matrix calculations.
Therefore we will give a closer look at this problem and give singularity-free expressions.
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The solution of Equation (7) in the k-th layer is given by the following expression:

Ui (2) = QreTrC2-0 Ay (2, 1) 4+ Qe 7 THE=2-0By (2, _4), (10)

where Q. is a matrix of eigenvectors and I'y is a diagonal matrix of eigenvalues of the matrix
K(z) = k3 fod ®*(z)e(x, 2)®(x) dv — M? in Equation (7) and z;_; is a z-coordinate of the interface
between layers k and (k—1). Similar expression can be written for the solution in the layer (k—1).

At the interface the amplitude vectors must be coupled under the continuity conditions for U(z)
and 0U/0z (see Section 3). This gives:

Qi [Ak(zp—1) + Br(zp—1)] = Qr—1 [Ar—1(21-1) + Br—1(2r-1)];
QiTx [Ag(zrp—1) — Br(zr-1)] = Qr—1Tr—1 [Ap—1(2k—1) — Br—1(2r-1)] -

The interface scattering matrix Si", is defined in the following way:

Ap(zr—1) \ _ qint [Ar—1(zr-1)

<Bk—l(zk—1)> = Sk < Bp(zr-1) ) ' (12)
The expression for the interface scattering matrix S}:fl is obtained through inverting the matri-
ces Qr, Qr_1, I'r and T'y_1. The matrices of eigenvectors Q, Qi_1 are well-conditioned and can
be inverted without problems, while the matrices of eigenvalues I'y, T'y_1 can in definite cases be
non-invertible. The eigenvalues represent the propagation constants (along the z axis) for the waves
corresponding to different diffraction orders in the grating layer (the same is true for the incident
medium of the substrate as well). Diffraction orders can generally be propagating or evanescent
and under some conditions (change in wavelength, angle of incidence etc.) evanescent orders can
become propagating and vice-versa. At the moment when a new diffraction order appears in the
layer k, its z-propagation constant is exactly equal to zero (if there are no losses). Therefore the
matrix K has a zero eigenvalue and the matrix I'y cannot be inverted. This can happen for any
grating layer including the incident medium and the substrate. However, it is possible to omit the

inversion of the matrices 'y, T'j_1.
To obtain the expression for the interface scattering matrix we must eliminate sequentially
Bi_1(2k—1) and Ak(zx_1) from Equation (11). To eliminate By_1(z;_1), instead of multiplying

(11)

the first equation in (11) by Q,;El and the second one by (Qk_ll"k_l)_l, we modify only the first

equation, multiplying it by Qk_lI‘k_lQ,;_ll, and then sum the modified first equation with the

second one. The similar procedure is repeated for eliminating A (zx_1). The interface scattering
matrix is obtained afterwards in a block form:

st — 9 [QuT + Qr1Th1Q Y, Q] Qua Ty

Smt( Y= [rik + Qk—lrk—nglle] o [rik - Qk—lrk—lQ];_l1Qk] ;
sy = = [Qi-1Te1 + QT Q; Qi) - [Qr-1Th-1 — QiTr Q' Qii] 5
Sy =2 [Qr-1Th1 + QiTrQ, ' Qi1] " QuTy.

The interface scattering matrix is obtained therefore without direct inversion of the matrices I'
and I'y_; and possible singularity of the scattering matrix is abandoned.

(13)

5. DISCUSSION

The appearing diffraction order is characterized by the wave vector that is exactly parallel to the
layer interface. It is in some sense neither evanescent nor propagating, as the propagation constant
along the z axis is equal to zero and has no imaginary part (suppose there are no losses). The
calculations show that the amplitude of the wave diffracted in this order is generally non-zero. At
the same time the wave amplitude is not decaying and therefore this order should take some energy
from the incident wave. However it turns out that such an order does not really affect the energy
redistribution between reflection and transmission diffraction orders. The energy is carried in this
case in the direction exactly parallel to the grating boundaries, and the grating is considered to
be periodic and infinite in the z-direction. For better understanding consider three neighbouring
grating sections (periods) and suppose the wave diffracted into the new order carries some amount
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Figure 2: Diffraction order propagation constants for a grating layer: (a) non-lossy grating; (b) lossy grating.

of energy from the middle section to the right one. As the grating is periodic and infinite (however,
this is in some sense the model restriction), exactly the same amount of energy is brought from the
left section to the middle one, and the energy is locally conserved. These reasoning gives physical
consistency for the energy conservation in the case when a new diffraction order appears.

Another crucial point is generalization of the obtained results to the case of lossy gratings.
However, this singularity problem in most cases does not appear if the absorption is introduced. A
non-zero imaginary part of the refraction index immediately shifts the propagation constant from
the zero point (Fig. 2).

6. CONCLUSION

Within this paper, we considered numerical techniques based on incomplete Galerkin method and
scattering matrix method applied to diffraction grating modeling. We showed that the singularity
of the scattering matrix in case of a new diffraction order is abandoned by modifying the analytical
expressions. Specific expressions for the interface scattering matrix were presented. The approach
is quite general and the results can be generalized to the case of T'M-polarization and conical
mount, as well as two-dimensional biperiodic gratings.
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Projective Methods in Problems of Waveguide with Singularity

A. N. Bogolubov, A. I. Erokhin, and I. E. Mogilevsky
Faculty of Physics, M. V. Lomonosov Moscow State University, Russia

Abstract— A vectorial mathematical model of electromagnetic irregular waveguides with reen-
trant edges in their surfaces is proposed. The existence and uniqueness of the exact solution
is proved. Numerical research is provided using different projective methods. The existence,
uniqueness, and convergence of numerical solution to exact one are proved.

1. INTRODUCTION

Electromagnetic waveguides with reentrant edges are generally used in microwave devices as filters
or their tuning elements [1-3]. This geometrical singularity also appears in cases where several
waveguides are connected. Reentrant edges can serve as a model of different scratches in waveguide’s
surface or as a model of electromagnetic probe.

To study such irregular systems, a vectorial mathematical model is proposed. The existence and
uniqueness of exact solution is proved. Numerical research is provided using different projective
methods.

Approximate solution of the problem is sought by applying incomplete Galerkin method as one
of projective methods. As a basis set of vectors is constructed using Laplacian eigen functions for
irregular waveguide’s cross-section with reentrant corners. This eigen-value problem doesn’t have
analytical solution. To calculate the last one, finite element method is used as a projective-grid
method.

Using technique proposed in [4], asymptotic by smoothness of the solution of eigen-value problem
is found where singularities are additively singled out. Taking these singularities as test functions
in finite element method the rate of convergence of numerical solution of eigen-value problem to
exact one is estimated.

Convergence of approximate solution of the problem constructed with the help of numerically
searched solutions of the eigen-value problem is proved.

Existence and uniqueness in appropriate spaces of approximate solution of the problem is proved.

2. STATEMENT OF THE PROBLEM

Let us consider an infinite circular cylinder with a finite part of length a which has reentrant edges
so its cross-section has reentrant corners (Fig. 1).

Let the no-th normal wave of electrical type with an amplitude A® be propagating rightward.
Let us define ¢,,, A\, as eigen functions and eigen values of Laplacian with Dirichle boundary
conditions, &n, An — as eigen functions and eigen values of Laplacian with Neyman boundary
conditions for cross-section S of regular part of the waveguide, that is a cycle, é,, hn, — as a
basis for representation of waves in the cross-section S, constructed with help of eigen functions of
the cross-section [5]. Taking into account Maxwell equations, partial radiation conditions [5] and
continuity of the solution and its derivative on the boundary between regular and irregular parts
of the waveguide we come to the following problem in the bounded domain for the description of

Figure 1: A cross-section of irregular part of waveguide with two reentrant edges.



1226 PIERS Proceedings, Moscow, Russia, August 19-23, 2012

waves propagating in the irregular part of the waveguide:

rotﬁ(M, z) = —ikoEE(M, z), MeS, z¢e/(0;a),
rotE(M,z) = ikouH (M, z),

[n’ E] 5 =0,
B |, = 2w ATt = i (Er, )| @,
= n o
aalif — 2iﬁn0Aeh20€iﬁ/"UZ — S iy (Hyolin)| i, (1)
z=0 n So
Oel =i (Er, 80| En,
=a n Sa
aa% = ZZ’YTL (HT7 hn) hn7
=a n Sa

where kg is a wave number, v, = \/kg — A, — a propagation constant, ¢ — a permittivity of
irregular part of the waveguide, Ime > 0,Res > 0, p = 1 — a magnetic permeability, 7 — an
external normal vector to the surface of the waveguide, S, — a cross-section of the irregular part
with reentrant corners, 3 — a surface of the irregular part.

Define V' as a volume of the irregular part of the waveguide and W as a following space:

— —

L OF, o,
W:{w: (E,H) - E; GLQ(V), H; ELQ(V), B ELQ(V)XLQ(V), 92 ELQ(V)XLQ(V),
where fwly = 3 (1Bl + 1Hll o) + |22+ 2]

i=1 2 2 Z L (v) ? Ly(V)

Using technique proposed in [5] it is proved that the solution of the problem (1) is unique and
belongs to the space W.

3. SOLUTION OF THE PROBLEM

An approximate solution of the problem (1) is sought by applying incomplete Galerkin method,
i.e., in the form

. 2N . 2N
Eiv = ZAH(Z)ﬁn(M)a H7]-V = ZBn(z)Jn(M)’ (2)
n=1 n=1

where p),, ¢y is a basis constructed for representation of fields in the irregular part of the waveguide
using eigen functions for Laplacian with Dirichlet and Neyman conditions for the cross-section S,
with reentrant corners.

Using the same technique [5] it is proved that the approximate solution exists in the space W,
is unique and converges in the space W to the exact solution of the problem (1).

With restriction to the third order of smoothness, the asymptotics near the reentrant corner
of the solutions of Dirichlet and Neyman eigen-value problems have the following forms in polar
coordinates respectively

p(ro) = Y O™ singmwg o + R(r, @), (3)
j:0<j7rw[;1<2
Y(rp) = Do+ Y. D™ cos jrwy e + R(r, ), (4)

Jio<jmwy ' <842

where Cj, D; — constants, 0 < 6 < 1 — a constant, wg — an angle of the reentrant corner,

R, R € H®> — smooth remainders. Singled out singularities can be used as test functions in finite
element method so singular part of the solution can be described exactly. Considering appropriate
finite elements for describing smooth remainders it is possible to estimate a rate of convergence
of the approximate solution of eigen-value problems. These results can be used to estimate an
approximate solution of the problem (1).
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4. CONCLUSIONS

A vectorial model is proposed to study the irregular waveguide with reentrant edges. Existence and
uniqueness of the solution of the problem is proved in appropriate space. An approximate solution
is constructed using projective methods which converges to the exact one in the same space.

One of the results of mathematical modeling of such structures is a presentation of selective
mode propagation through irregular part of the waveguide. It can be explained by the absence
of energetical interaction between different modes of the waveguide. The effect has been already
demonstrated using scalar model for description of such systems [6]. The result of the investigation
can be used for the development of mode filters.
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Abstract— In present work, a mathematical two-fluid Electrohydrodynamics (EHD) model of
charged jet flow is investigated numerically in 1D case. The system of nonlinear partial differential
equations (PDE) is transformed into Burgers equation with a constant source. Afterwards,
an ordinary differential wave equation is considered. Such kind of equation doesn’t have an
explicit solution, that is why it is investigated numerically with help of wavelet Haar method
(WHM) [4]. The initial value problem (IVP) is taken into consideration and the corresponding
wavelet approximation is used according to [5].

1. INTRODUCTION

The problems of stability of charged jet flow occupy the central place in EHD. But the fluid
equations are difficult to handle because of their nonlinearity and mathematical complexity as a
result. One of the approaches consists of studying the influence of an electric field on a velocity
field. This approach has been introduced by V. I. Pustovoit [1]. It also has been introduced by
E. Moreau and O. Vallee in [2] independently. Such approach allows to reduce a system of nonlinear
PDEs into one nonlinear Burgers type equation with a constant source.

Wavelet methods are successfully applied to numerical approximation of boundary-value prob-
lems (BVPs) [4] and IVPs as well [5].

In present work, we consider a static case of Burgers type, i.e., ordinary differential equation
(ODE) and present a discontinuous solutions governed by conservation low according to [3]. We
employ WHM to construct a wavelet approximation of ODE and well known Runge-Kutta (RGK)
numerical method to verify a wavelet approximation.

2. EHD MODEL OF CHARGED JET FLOW
In [1,2] a simple EHD model is considered and it regards the following two-fluid model:

enkE + Vp + mnv (G, — 7;) = 0,
Ont L& (nd) =0, 1)
eoVE = —47m(ne — ny).

Here @, = @u(t, x), E = E(x,t), and n, = ne(z,t) are unknown functions (characteristics of electron
fluid). The following scalar system:

enE + kT%n + mnv(ve) =0,
%n@#— % (nve) =0, (2)
c0g, 0 = —4m(ne —ny)

is the projection of (1) on z direction under general assumption
ve(t,x) = const, v;(t,x) = 0. (3)

It can be demonstrated that in the dimensionless variables [1] the following nonlinear equation for
the dimensionless electric field can be derived from [2]:

oy 10%y <62 8y> @)

a1 20¢2

2 0¢

here y(§,7) is a dimensionless electric field, ¢ is a dimensionless space variable and 7 is a di-
mensionless time variable respectively. Equation (4) is Burgers type equation with elasting term



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19-23, 2012 1229

—yB3%/2 [1,2]. Tt was shown in [1] that Equation (4) with 3 = 0 have the following discontinuous
wave solution:

_ ClAZ/(§ - 77—) + CQBZ/(§ - ’YT) (5)
C1Ai(§ — 1) + C2Bi(§ —vT)

If we consider a general case with 3 # 0, then wave equation of Equration (4) (for argument £ —~7)
is the following:

y(§ —7)

'+ 2 (y —v) — By =0. (6)
There is no explicit solution of Equation (6). The major purpose of present work is to investigate

a wave Equation (6) numerically. We employ RGK and WHM methods according to [4,5]. The
IVP consists of Equation (6) and initial conditions

y(0) = a1, ¥'(0) = . (7)
3. WAVELET HAAR METHOD
The Haar wavelet family for z € [0, 1) according to [4] is defined as

P(x)=4 —1 for x € [B8,7), 8= (k+0.5)/m, (8)

{ 1 for z € [a, §), a=k/m,
0 elsewhere, vy=k+1/m.
The integer m = 27, j = 0, J indicates the level of wavelet and integer k = 0, m — 1 is the translation
parameter. The maximum level of resolution is J. The index ¢ in Equation (8) is calculated as
i=m+k+1. For i =1 the function h;(z) the scaling function for Haar wavelet family which is
defined as

_J 1 forx e |0,1),
h () = { 0 elsewhere.

The following notations are introduced:

i) = [ ¢(s)ds, ¢t (w) = [i(s)ds, n=1,2,... 9)
/ /
x—a forz € [a,p),
Wi(x) = y—z forz € [B,7), (10)
0 elsewhere,
(:U—2a)2 forx € [a, ),
1 (y—=)?
Moy ={ @2 g rr e ) (1)
4m2 orr € h/a )
0 elsewhere.

Following [5] we assume that
2M
y'(z) =) e (). (12)
i=1

We consider the collocation points

_j-05
ARV Vi

j=1,2M. (13)

The expressions of y(z), y'(z) and y”(x) are substituted in the given differential equation and
discretization is applied by means of collocation points Equation (13) resulting into a 2M x 2M
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nonlinear system. For initial conditions Equation (7) the approximate solution y(x) and it’s first
derivative can be expressed as

v 2M oM
J(z) = 4/(0) + / S c(s)ds = 3 e, (14)
0 =1 i=1

z 2M

2M
y(@) = y(0) + / S cpl(s)ds = 3 el (15)
0 =1 i=1

Substituting these values of y(z), ¥/'(z) and y”(z) in the Equation (6) we obtain nonlinear system
of equations

2M 2M 2M
(oq +aB+ Y cM?(%)) (2& +23 el (x) — 62> +Y () =0, j=T1,2M. (16)
i=1 =1

i=1

Solving this system we get unknown Haar coefficients ¢;, ¢ = 1,2M.

4. NUMERICAL EXAMPLE

In this section, we test the Haar wavelet collocation algorithm on benchmark problems. The
accuracy of the algorithm is assessed in terms of the Chebyshev norm Lo, = max ]yje — y;‘] where
J

y; is the exact solution and y; is the numerical solution.

Problem 1. Consider a IVP problem Equations (6), (7) with
’7:0, /62:05 061:0, 51:*]—

The exact discontinuous solution is given by y(§) = —tan(§). All computations we made are
carried out with the use of MATLAB. We use standard ode45 function as RGK solver. The level
of resolution is J = 3 and the number of collocation points is 2M = 27+1 = 16. The Lo, error RGK
method is 0.093225 whereas the Lo, error of WHM is 0.0038597. The L, error between RGK and
WHM is 0.097084. Comparison of the exact versus WHM and RGK solutions is shown in Fig. 1.

Problem 2. Consider a IVP problem Equations (6), (7) with
v =0, /62:27 ay =0, 61:_1

There is no exact solution, so we compare WHM method with RGH technic only. The L, error
between RGK and WHM is 0.21825 for 2M = 16. For 2M = 32 and 2M = 64 the L., error
between RGK and WHM is 0.1176 and 0.061194 respectively. Comparison of the WHM versus
RGK solution is shown in Fig. 2.

‘ - - - Exact solution [7] T s WHM
o u . WHM B O » = RGK B
~8 [ ] .
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Figure 1: Comparison of the Haar solution with the Figure 2: Comparison of the WHM with the RGK
exact solution of problem 1 with v =0 and 32 = 0. solution of problem 2 with v =0 and 32 = 2.
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5. CONCLUSION

In present work, a simple nonlinear ODE relative to two-fluid plasma model is investigated numer-
ically by means of WHM and RGK method. The wavelet Haar method shows better accuracy on
a small number of collocation point in benchmark problem 1 with an exact solution. In problem 2
with no exact solution the differences between RGK and WHM methods tend to zero with an
increase in collocation point number.
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Abstract— Possibility of creation of the conformal scanning reflective antenna with photonic
control is investigated. The antenna reflector is executed in the form of the multilayered medium
consisting of alternating dielectric layers and semiconductor films on the metal emulsion carrier
which conductivity changes under the influence of optical bombarding radiation. Depending on
a condition of semi-conductor films on a reflector surface of the reflective antenna the cylindrical
front of an incident wave is converted to flat front of the reflected. The mathematical model of
the reflective antenna in the Kirchhoff approximation is gained. Radiation patterns are resulted
at scanning in wide sector of angles.

1. INTRODUCTION

Antenna array with phase shifters with photonic control have a number of advantages if the photo
detector photonics pair is a component of a design or a material of an electrodynamics part of
the antenna. A role of a such photo detector various photo spending semiconductor films and
photo dielectric, changing under the influence of light can carry out the dielectric permeability. In
works [1, 2] the effect of change of a phase of factor of reflexion of a wave is investigated at inclined
falling on layered structure of alternating layers of semiconductor films (software) and dielectrics
on a metal substrate at influence of optical radiation in approach of infinite reradiating structure.
It has been shown, that the layered structure depending on a condition of conductivity of software
provides phase shift of the reflected wave. It has been noticed, that properties of such layered
structures can be used at construction of antenna systems of a cent metric and mill metric wave
band. As one of applied application of layered structures of software and dielectric layers on a metal
substrate creation of a reflector of the reflective antenna is. Such antennas can be not only low
profile, but also can possess conformal properties, that is have geometrical interface to a surface,
for example flying or a space vehicle.

2. FORMULATION OF THE PROBLEM

We investigate possibility of creation scanning conformal the reflective antenna with photonic con-
trol. The antenna reflector is executed in the form of the multilayered environment consisting
of alternating dielectric layers and semiconductor films. The problem geometry is represented on
Fig. 1. Let the cylindrical curvilinear surface of the reflective antenna, infinite along axis Z (form-
ing the cylinder), is irradiated with cylindrical wave E or H-polarization. A source of radiation for
the E-polarization wave is the thin thread with an electric current, and in case of H-polarization
— a thread of a magnetic current.

The diagramme of an orientation of a thread with a current is defined by necessary distribution
of a current to surfaces of a reflector of the antenna. For calculation of a field reflected from an
antenna reflector we will take advantage of the approached method of Kirchhoff diffraction [3]. In
this method for calculation of a diffraction field for a basis not indignant value of a primary field
of a wave following from geometrical optics falling on a boundary surface undertake. This method
yields satisfactory results for a diffraction field in a forward hemisphere provided that a surface of
a reflector of much more wave length.

Let’s assume that everyone the geometrical optics beam is locally flat wave of corresponding
polarization falling under the set corner on a boundary surface. The complex factor of reflexion
of a beam corresponds to factor of reflexion of a flat wave from an infinite surface with a certain
superficial impedance. The conclusion of factor of reflexion has been resulted in work [1,2]. Thus,
field distribution on a reflector in Kirchhoff method will be defined reflected by geometrical optics
beams in each local point of a surface, which is field tangents in each local point correspond to
fields in a problem of reflexion of a flat wave from an infinite surface.
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Figure 1.

According to a principle of equivalence of Shelkunov S. A. [4], tangents components magnetic
and electric field on a boundary surface are equivalent to corresponding density of a magnetic and

electric superficial current.
e[
S (1)
J5 = [nE]

The antenna field in an infinite point will be expressed in the form of Kirchhoff integral from
distribution of density of currents on a surface of a curvilinear reflector. Incident wave field for
E-polarization

EL = Eq [fieg) F(8)Hy” (k) (2)
for H-polarization
H! = Hy [iis) F(3)H (kp) (3)
Field of the reflected wavefrom local point of a surface 0l in a polar frame —R, 3
B = Eolii sl F()H (k) (@
z 0 \/;
. L i @) 6—ik7‘
HZ = Holit[ropo]] v F(B)Hy (kp)—= (5)

\/;

where 7 — normal vector to a reflector surface, py — a direction unit vector on an irradiator, rq
— a direction unit vector in an observation point.

In (4), (5) 7 and v* — reflectivity’s from a antenna surface in the local point 0l, expressed
through transmission matrixes element of layered structure for £ and H-polarization [3]

(6)
(7)
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The reflected field in infinitely remote point for £ and H-polarization

B. = [ B a3} O)F () (ko) FsmO-ikeoszgy (®)
l
H. = [ ol [3]) 2 O)F () (bp)e O iheesOrzg (9)

3. THE RESULTS OF THE SIMULATION

Numerical modeling reflective antenna was spent, both for flat, and for a cylindrical reflector with
a symmetric and asymmetrical disposition of an irradiator for H and E-polarization of a field of
excitation of a reflector for frequency of 10 GHz. The layered structure consisted of 3 stratums of
semiconductors films on dielectric substrates and took places on the metal screen. At calculations
the size of a flat reflector was equal 0.4 m. Has been investigated: - behavior of amplitude-phase
distribution (APD) of a reradiated field; - antennas radiation patterns at excitation by field H or
E-polarization for various position of an irradiator — on an antenna axis (a symmetric disposi-
tion), and carried out in antenna edge (asymmetrical); - antenna performances are investigated at
scanning in wide sector of angles up to 72° (a deviation from a normal).

At the antenna radiation patterns modeling it was normalized to patterns the ideal antenna
with APD defined by an irradiator in the absence of amplitude and phase errors at transformation
of wave front.

On Figs. 2, 3 schedules APD for the ideal antenna with discrete change of a phase and the
antenna with a layered reflector are resulted. It is obvious, that reflective antenna with layered
structure has the big peak and phase errors in comparison with the ideal antenna. It leads to
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Figure 2. APD of the reflected front of a wave for reflective antenna with a flat reflector and a symmetric
arrangement of an irradiator at normal radiation (H-polarization). (a) APD of the ideal antenna. (b) APD
of the layered structure antenna.
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Figure 3. Normalized radiation patterns of the reflective antenna with a flat reflector (H-polarization). (a)
Symmetric arrangement of an irradiator. (b) Asymmetric arrangement of an irradiator (yo = a/2).
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additional decrease in operating ratio of a surface, hence, and directivity. Phase errors increase
with increase in a corner of an irradiation of a reflector surface, but also the amplitude of a field
thus decreases at an irradiation of edge of a reflector, which smoothes increase in phase errors
a little. Besides the layered structure brings additional ohmic losses, at the expense of losses in
software which reach 2 ...2.5dB at some angles of an irradiation.

On Fig. 3 results of calculation radiation patterns reflective antenna with a flat reflector are
resulted at symmetric Fig. 3(a) and an asymmetrical arrangement of an irradiator Fig. 3(b). The
Focal length is chosen equal to half of reflector size. At asymmetrical position of irradiator antenna
the increase in level of lateral radiation in a mirror direction to 18 dB is marked.

4. CONCLUSION

The mathematical model of the scanning reflective antenna with a cylindrical reflector with photonic
control of phase front of the reradiated wave with use of layered structure consisting of semi-
conductor films on dielectric substrates is developed. For change of a condition of layered structure
the photo effect in semiconductor films is used at external illumination.
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Abstract— The conventional single uniform transmission line can be equivalent to the dual
transmission line, which has been proposed in the previous literature. Because this equivalence is
usually not a narrow bandwidth, each transmission line section of conventional tri-band Wilkinson
power divider using three-section transmission-line transformers may be replaced by the dual
transmission line. Based on this equivalence, a new type of triple-band Wilkinson power divider
composed of six dual transmission lines and three resistors between the two transmission paths is
presented in this paper. To reduce the total circuit size, the proposed triple-band Wilkinson power
divider is implemented by using meandering dual transmission lines. Furthermore, the simulated
results are in good agreement with the circuit models of the proposed divider and conventional
tri-band Wilkinson power divider using three-section transmission-line transformers, and the
simulated comparison also provides in this study to support our design concept. To verify the
proposed design, a new triple-band Wilkinson power divider is carefully examined and fabricated
on a substrate with a thickness of 3.2 mm, a relative dielectric constant of 3.55, and a loss tangent
of 0.0065.

1. INTRODUCTION

Wilkinson power dividers are important passive microwave components used for power dividing.
The conventional Wilkinson power divider [1] can only be designed for single band. In wireless
communication system, multi-band application is a new trend and multi-band Wilkinson power
divider may be an interest topic of investigation. Recently, dual-band Wilkinson power dividers
have been widely developed. For example, [2-5] and [6] were designed for dual-band and tri-band
applications, respectively.

In [6], the divider used three section transmission line transformers in each path and three
isolation resistors for achieving tri-band response. The proposed tri-band Wilkinson power divider
uses dual transmission-line section, as suggested by [7] and [8], to replace each single transmission
line of [6].

2. THE PROPOSED TRI-BAND WILKINSION POWER DIVIDER

Figure 1 displays the equivalence circuit of an arbitrary electrical length transmission line with
dual transmission lines [7]. Based on the ABC'D matrix equivalence, as suggested by [7] or similar

Figure 1: Equivalent circuit of an arbitrary wavelength transmission line with dual transmission line.

Port 2
ZI’ 91 ZZ! 92 Z3s 93'

Port 1 R, R, R,
Z;, 0, Z5 0, Z3 0; Poct 3

Figure 2: Conventional tri-band Wilkinson power divider.
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analysis of [8], the design equations can be written as

sin f(cos O — sin ;)
4y =7 1
! sin @ (cos 2 — cos 61) (1)

sin f(cos O — sin ;)
Zy =7 9
2 sin @ (cos § — cos 6) (2)

where Z; and 60;, ¢ = 1 or 2, are the characteristic impedances and electrical lengths of dual
transmission lines, respectively; Z and 6 are the characteristic impedance and electrical length of
an arbitrary electrical length transmission line, respectively; the electrical lengths have a restriction
0y < 6 < 6.

Figure 2 shows the conventional tri-band Wilkinson power divider using three-section transmission-
line transformers [6], and the related design parameters are Z; = 85.2€), Z, = 70.7Q), Z3 = 58.8 (1,
01 = 65.1°, 0 = 34.7°, 03 = 65.6°, Ry = 243Q, Ry = 1762, and R3 = 124 ), where Z;, 0;, and R;,
i =1, 2 or 3 are the characteristic impedance, electrical length, and resistors of each transmission
line section, respectively.

To verify the proposed design, Figure 3 shows the proposed tri-band Wilkinson power divider
which each transmission line section of Figure 2 may be replaced by the dual transmission-line
section because the equivalence of Figure 1 is usually not a narrow bandwidth. The related design

Zﬂh Bai ZaZ’ BaZ Za.?’ Bas Port 2
—0

Zy1, Oyr Zyy, Oy Zy3, O3

Port 1 R, R, R; §

Zﬂh oai ZaZ; 0«2 Zas; 0:1.?
Lo
Port 3

Zy1, Op1 Zy, 02 Zy3, O3

Figure 3: Proposed tri-band Wilkinson power divider using dual transmission lines structure.

0 0
........... Simulation of Fig. 2 A
Simulation of Fig. 3 U S j
~ — 10k 21
g z
2 )
E T -20F
g ] S Simulation of Fig. 2
& & Simulation of Fig. 3
= = -30
1 ! I ] . 1 L 1 1
0y 0.5 1 1.5 2 2.5 404 0.5 1 1.5 2 2.5
Frequency (GHz) Frequency (GHz)
(a) (b)

Magnitude (dB)
©
(=]

30 F w-eeeee--- Simulation of Fig. 2
Simulation of Fig. 3

] 1 1 1
40 0 0.5 1 1.5 2 2.5

Frequency (GHz)

(c)

Figure 4: Simulated comparisons between the proposed divider and conventional tri-band Wilkinson power
divider using three-section transmission-line transformers. (a) |S11|. (b) |S21]. (¢) |Ss2].
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parameters of tri-band Wilkinson power divider, as shown in Figure 3, are Z,; = 168.63%2, Zy; =
172.78, Zyo = 142.66 Q, Zyo = 143.46X), Z,3 = 103.6X), Zp3 = 137.419Q, 6,1 = 68.1°, Oy = 62.1°,
9(12 = 400, 91)2 = 300, 9a3 = 700, 9[,3 = 600, R1 = 243 Q, R2 = 176 Q, and R3 =124 Q, where Zai’
Zyis Baiy Oy, and Ry, i =1, 2 or 3 are the characteristic impedance, electrical length, and resistors
of each section in dual transmission line, respectively. Figure 4 shows the good agreement results
between the proposed divider and conventional tri-band Wilkinson power divider using three-section
transmission-line transformers which may be a wideband equivalence.

Specifically, each dual transmission line section of the proposed divider can be realized by two
high characteristic impedance transmission lines. Therefore, the two high impedance lines are
easily implemented by meander transmission lines for the purpose of compact circuit size. A new
triple-band Wilkinson power divider, as shown in Figure 5, is fabricated on the substrate which

o 10
18.2 10
Port 1 =]
3 2 1.6 4
3.8cm |7 B 1.
3 2 1.6 4
3 |
182 10 167 13.8 —
2.7 ——
- ; 11.3
Unit : mm 10
‘ 4.3cm

Figure 5: Layout of proposed divider.
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Figure 6: The simulated and measured responses of Figure 5. (a) |S11]. (b) |S21]. (¢) |Ss2].
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has thickness of 3.2 mm, a relative dielectric constant of 3.55, and a loss tangent of 0.0065, and the
total circuit size is 3.8 cm x 4.3 cm.

Figure 6 shows the comparison of the simulated and measured results. The center frequency,
minimal insertion, and maximal isolation of the first band are approximately 0.72 GHz, 3.238 dB
(—1S21|), and 49.8 dB (—|Ss2|), respectively. The center frequency, minimal insertion, and maximal
isolation of the second band are approximately 1.245 GHz, 3.413dB (—|S21]), and 55.5dB (—|Ss2]),
respectively. The center frequency, minimal insertion, and maximal isolation of the third band are
approximately 2.341 GHz, 4.438dB (—|S21|), and 20dB (—|Ss2]), respectively.

3. CONCLUSION

The new type of triple-band Wilkinson power divider using dual transmission lines is proposed. The
main purpose of this study is used meandering dual transmission-line section to replace each single
transmission-line transformer of the conventional tri-band Wilkinson power divider for reducing
circuit size. The simulated and measured results are also carefully examined and shown in this

paper.
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Abstract— The lumped element equivalent network of a Coplanar Waveguide (CPW) is pro-
posed in this paper. The equivalent network for CPW was obtained by curve-fitting the scattering
parameters with that of a lumped element N-section ladder network using Method of Moment
(MOM) and then verified by Finite Integration Technique (FIT) using a Spice compatible touch-
stone export. Accuracy and validity considerations of the equivalent network are also discussed.
The generated SPICE model is passive and hence stable and suitable for embedding into larger
structure, simulation or CAD applications etc.

1. INTRODUCTION

A coplanar waveguide (CPW) is the preferred choice for High frequency structure-design and MMIC
applications. This is because of the superb advantages CPW offers in fabrication owing to its
uniplanar construction; e.g., surface mounting of active and passive devices in shunt or series.
Furthermore on a CPW, the ground planes (semi-infinite) lie on the same side of the substrate and
hence no need of wraparound, via holes etc.

A CPW can be conventional or conductor-backed (CBCPW). The former has no bottom ground
plane whereas the latter has a bottom ground plane in addition to the top semi-infinite ground
planes. The lower ground plane not only provides mechanical support to the substrate but also acts
as heat sink for CPW based active devices [1]. Furthermore, a CPW can be on a single substrate
or on a multilayer dielectric substrate with or without a ground plane. And finally the propagation
characteristics (Zo, e.g, etc.) would also vary based on finite or infinite ground planes and can be
studied in [2].

The CPW supports a quasi-TEM mode of operation and there is no low frequency cut-off. For
Microwave Integrated Circuits (MICs) and Monolithic Microwave Integrated Circuits (MMICs), its
great advantage in circuit design if CPW can be replaced by an equivalent network, i.e., the CPW
sections can be replaced by a lumped element network for circuit design and CAD applications.
And if CPW can be replaced by a lumped element network then the CPW based discontinuities
can also be replaced by well formulated equivalent networks following the same approach. The
CPW open end, short end, series gap, step change in the width of center conductor and the bend
are some of such discontinuities.

The lumped element equivalent models for the CPW series open and short stubs can be found
in [3]. The analysis of these stubs has been discussed in [4, 5].

Different authors have discussed the equivalent models for different scenarios concerning CPW [6—
13]. This work proposes lumped element equivalent networks for a supported CPW, i.e., a CPW
on a dielectric substrate with another supporting substrate at the bottom. There was no bottom
ground plane and semi-infinite ground planes were assumed. The top substrate considered was
Rogers RT 6010 (¢, = 10.2, A = 0.635mm) and the bottom dielectric substrate was RT 5880
(er =2.2, h=1.575mm).

The scattering parameters of the CPW were obtained by Method of Moments (MOM) [14]
using commercially available simulator [15]. Firstly an N-section ladder network equivalent for the
CPW is proposed by curve-fitting the scattering parameters already obtained. Then a cascaded
lumped Pi network model is proposed by the method of Finite Integration Technique (FIT) using
a commercially available CAD program [16]. Finally, a more accurate equivalent network model is
proposed by Model Order Reduction technique of the FIT program. This is done by doing a CAD
export from MOM tool to FIT program and generating a SPICE compatible touchtone.

2. THEORY AND SIMULATION

The layout of the structure used for model parameter extraction is shown in Figure 1. “S” is the
width of metallization strips whereas “W” is the separation between the center strip conductor
and the semi-infinite ground planes. “t” is the metallization thickness. &, is equal to 2.2 for the
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substrate RT 5880 and &,5 equals 10.2 for the substrate Rogers RT 6010. Finally A2 = 0.635 mm
and hl = 0.635mm + 1.575mm = 2.21 mm.

The analysis of such a structure can be done by conformal mapping assuming a quasi-static
TEM mode of propagation along the line and can be found in [1,2,17-24].

The characteristic impedance can be calculated from e.5 and elliptic integral using the following
formula .

Ve K (o)
where .4 is the effective dielectric constant, K (ko) and K (k{) represent the modulus of complete
elliptic integral and its complement.

The separation w as shown in Figure 1 was taken to be 225 um and the width S of the metal-
lization was taken to be 450 um for simulation purpose. The scattering parameters for the CPW
structure computed by the Method of Moments are shown in Figure 2.

The lumped element Ladder network equivalent for the CPW was then obtained by curve-fitting
the S-parameters obtained by MOM above. The proposed network is shown in Figure 3. X X’ and
Y'Y’ represent the input and output ports respectively for the CPW. For a network equivalent of a
CPW discontinuity structure these would be reference planes (beyond which the field excitations
caused by the discontinuity have decayed to zero). The scattering parameters of the equivalent
network are shown in Figure 4 compared with those of the CPW.

The structure being symmetric, all the inductance values are equal and likewise all the capac-
itance values as well. This remarkably simplifies complex circuit simulations where a CPW is to
be replaced by such a lumped element ladder network equivalent. But the comparison of curves
in Figure 4 shows that such model is not very suitable for applications requiring high accuracy.
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The reflection (indicated by S;1) particularly is high for the network equivalent compared to the
CPW. Though, the error goes on decreasing with increasing frequency. The equivalent network in
this case is composed of five sections. However, increasing the number of sections will improve the
accuracy of curve-fitting at an expense of increasing complexity. Better network equivalents are to
be proposed in the following.

The equivalent network model is now obtained using FIT using simulation program [16]. This
was done by performing a Spice touchstone Import from the FIT tool [16] to the MOM tool [15]
and then extracting the equivalent network. The methodology is shown in Figure 5.

The equivalent network thus obtained is shown in Figure 6 which is actually the cascade of four
lumped PI networks. The comparison of the equivalent network with that of CPW structure is
shown in Figure 7.

Again the equivalent network is symmetric owing to the symmetry of CPW. The comparison of
the scattering parameters shows that the lumped element PI section equivalent provides a very good
network equivalent to the CPW and the accuracy goes on improving with increasing frequency. So
the network equivalent is valid for high frequency applications also. The network is composed of
four PI sections. Accuracy can be enhanced further by increasing the number of sections at the
cost of increasing complexity.

Finally the equivalent network is proposed based on the Model Order reduction (MOR) technique
of FIT tool [16]. This method is based on evaluating system poles to remodel the S-parameters
with a SPICE compatible network. However this method provides a complex equivalent network
composed of controlled sources and hence is not passive. The scattering parameters of the equivalent
network obtained by MOR are shown in Figure 8.

A SPICE-compatible Netlist was generated by FIT program which consists of resistors, capac-
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Figure 5: Methodology of equivalent network extrac-
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itors, inductors and controlled sources. Such a netlist can be imported in a SPICE manager, e.g.,
Berkeley SPICE [25] and an equivalent network can be generated easily.

3. CONCLUSION

The lumped element network equivalent models were proposed for a supported CPW. The equiva-
lent network models were obtained by curve-fitting the scattering parameters with those of CPW.
The equivalent network models would remarkably reduce the complexity and CPU time for CPW
based circuit simulators and CAD applications.
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Abstract— In this paper, an RF transition from a grounded coplanar waveguide (CPW) to
a rectangular waveguide is proposed as a millimeter wave component in wireless E-band ap-
plications. One side of coplanar waveguide is loaded with a circular slot line in the form of
short-circuited broadband termination. The other side is tapered linearly in order for the re-
sulting slot line to match with the wave impedance of H10 fundamental mode of rectangular
waveguide. The proposed transition design provides easy fabrication in a planar form. Due to
the grounded CPW line, the transition can be quite precisely positioned inside the waveguide
with any dielectric/metallic material under the ground plane. The transition has smaller than
0.3dB insertion loss in the frequency band of 64-78 GHz with the minimum value of 0.1dB at
68.87 GHz. The return loss is larger than 15dB in the same frequency band with the maximum
value of 43dB at 68.9 GHz. The effects of geometrical parameters in the transition design in
terms of input impedance are additionally discussed in order to verify the design approach and
determine the critical design parameters for the optimum design.

1. INTRODUCTION

Due to the continuous growth in wireless communications with rising demand for higher data-rates,
new technologies and design strategies have to be developed. A promising method to multi-Gbps
wireless communication is to use mm-wave frequencies where very large bands of frequency spec-
trum are available for different modulation schemes. However, there are important challenges to
be overcome such as higher air-link loss (e.g., about 30dB higher at 60 GHz than at 2.4 GHz), and
reduced device performance and lower power efficiency. In addition, the wide channel bandwidth
means higher noise power and reduced SNR [1-3]. Therefore, RF transmission has to be accom-
plished through high bandwidth and gain antennas with low loss. In order for these antennas to be
operated in an optimum manner, the feeding network from mm-wave circuit to the antenna has to
be carefully designed. The waveguide transitions are therefore important microwave components
to obtain optimum coupling from microwave circuits to waveguide feeding networks of high gain
transmitting antenna arrays.

In recent years, various types of coplanar waveguide-to-rectangular waveguide transitions are
proposed [4-8]. Ponchak, et al. proposed a coplanar waveguide-to-rectangular waveguide transition
by using a gradually tapered ridge in one of the broad walls o f the waveguide and a nonradiating slot
in the opposite wall [4]. The advantage of the transition is no need of bonding wires to suppress the
slot line mode of the CPW in this design, but the fabrication cost is high due to precise machining.
Although this transition can also be applied at a higher frequency using micromachining techniques,
the cost is still high [5]. In order to reduce the cost, planar types of transition circuits are developed
to integrate more easier with standard rectangular waveguides [6-8]. In [6], a an open-ended planar
probe is fed by an asymmetric CPW.

Because the length of the monopole antenna, which is formed from the exciting probe has to
be sufficiently long to couple the probe E field on E-plane of the waveguide, it results the feeding
CPW line to be highly asymmetric. This could result the exciting CPW to couple with the housing
due to slot line mode. Air bridges are therefore needed to suppress the radiating odd mode of the
CPW generated by the asymmetric discontinuity. Besides, a broadband coplanar waveguide-to-
rectangular waveguide transition can be achieved with a slot line radial stud loaded to the CPW,
which is formed on the trenches of a metal block [7]. The transition circuit has the form of tapered
fin-line without any air bridges with the disadvantage of electrically large area due to fin-line. A
coplanar waveguide-torectangular waveguide transition based on tapered slot antenna with E-plane
probe coupling and a slotline to CPW matching section [8]. The need of an intermediate CPW
to slotline transition occupies an additional area in the transition. Also, air bridges are needed in
order to ensure the even mode operation of the CPW. Further transition designs with integrated
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end-fire antennas are applied in the design of the coplanar waveguide to rectangular waveguide
transition [9-11].

In this paper, a grounded CPW to waveguide transition in E-band is studied. The important
design parameters are indicated to figure out their effect on the input impedance. These parameters
are sufficient to obtain an easy design for higher frequency bands.

2. TRANSITION DESIGN

The grounded CPW-waveguide transition is shown in Fig. 1 along with the geometric model. In the
transition geometry, the transmission line length from the field excitation point upto the broadband
load, Ly is 2.4mm. The broadband load is designed in a form of a circular aperture in the short-
circuited signal line and ground plane to obtain a low @ resonator. The radius of circular slot is
0.18 mm. The starting distance of the linear taper, Lo is 3.6 mm. The ground length is 3.3 mm. This
is an important design parameter, which determines the degree of field coupling from the circular
broadband load to the slot line for the efficient waveguide excitation. The radius and seperation
distance of vias are 65 um and 0.3 mm respectively. The vias are used in order to suppress the slot
line mode (odd mode), which could be excited due to the material inhomogenity along the field
propagation direction. The separation distance between the vias and field excitation point, L4 is
1.435mm. They are located with a distance of D; = 0.26 mm from the outer metal sides. The slot
line is extended linearly to be coupled to the fundamental H10 mode of waveguide. The tapering
distance is important to design a broadband transition. Therefore, the angle between the extended
slot line arms has to be small enough with a disadvantage of electrically large transition length.
The signal and gap width are set as 0.35 mm and 0.1 mm to obtain 50 2 impedance. The substrate
is Rogers 5880 with the relative permittivity and loss tangent of 2.2 and 0.0009, respectively.
The substrate thickness is 130 um. The transition design approach is to compensate any reactive
impedance obtained from the waveguide impedance transformation through linearly tapered slot
line with an inductance or capacitance resulting from the slot resonator smaller than or larger than
the resonance frequency, respectively.

In that term, the whole transition can be regarded as a broadband balun for unbalanced CPW
line to the balanced slot line at the transition end. Because the transition has to be inserted into
the waveguide with high precision, the metal block underneath is necessary to locate the tapered
slot line at the middle of waveguide as in Fig. 1(a). The waveguide size is 1.55 mm x 3.1 mm.

3. NUMERICAL RESULTS

The numerically calculated transmission and reflection parameters are shown in Fig. 2. The inser-
tion loss is smaller than 0.3dB with the minimum value of 0.1dB at 68.87 GHz in the frequency
band of 64 GHz and 78 GHz. The return loss is larger than 15dB at the same frequency band
with the minimum value of 43dB at 68.9 GHz. In the transition design, two different geometrical
parameters are investigated to optimize RF performance. The radius of circular slot is the first
parameter to be optimized as shown in Fig. 3. The larger radius has the effect of broader impedance
bandwidth with low ). The larger impedance bandwidth can be deduced from the higher magnetic
coupling from the circular slot to the slot line transition due to small separation distance inbetween.

In other words, the high field concentration in the circular slot load leads the resonator field to
be better coupled with another shunt load formed by the slot line-waveguide transition. However,
the larger radius increases the real part of input impedance with an additional capacitive reactance

Waveguide

gCPW-WR12 (WR12)

transition

Metal block

(a) (b)

Figure 1: (a)Schematic view and (b) geometric model of grounded CPW-waveguide transition.
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Figure 2: The transmission and reflection parameter of grounded CPW-waveguide transition.

i increasing radius of circular slot load

Fragmecglaf)

7000
Fraquancy(Ghe)

(a) (b)

Figure 3: (a) Real and (b) imaginary part of input impedance with various circular slot load radius.

due to narrower signal line width as shown in Fig. 3(b). The ground plane length is the second
parameter to be optimized. The larger ground length has the effect of circular slot load to have
higher (). This results in turn the real part of line impedance to be larger with larger inductive
part. However, the larger ground length degrades the insertion loss due to screening the field lines
on both sides of linear taper to excite the waveguide.

The length of metal block is another parameter for the determination of how long it has to be
as a support material. As it is used to locate the transition precisely inside the waveguide, it has
to have negligible effect on RF performance. The numerical calculations indicate small effect on
the input impedance upto the ground length due to no field coupling from the signal line. For the
larger block length, the near field coupling from the linear slot line transition to the metallic block
is higher, which degrades the transmission parameter due to low field coupling to the waveguide
mode. Therefore, especially for the substrates with small thickness, this has to be investigated not
to influence the slot line impedance.

4. CONCLUSION

In this paper, a grounded CPW to E-band waveguide transition is proposed. The effect of radius
of circular slot line and ground plane length on the input impedance are studied. The proposed
transition design can be easy fabricated and precisely positioned inside the waveguide with any
material under the ground plane. The transition has smaller than 0.3 dB insertion loss in the
frequency band of 64-78 GHz with 20% 15-dB fractional bandwidth.
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Abstract— Conventional equal-split Wilkinson power dividers usually demonstrate poor se-
lectivity. By cascading an additional bandpass filter before the input or after each output port
of the conventional equal-split Wilkinson power divider, the band selection of each transmission
path can be enhanced substantially. However, the selectivity has been increased at the cost of
a large circuit area by connecting an additional filter. Therefore, integrating bandpass filters
and conventional equal-split Wilkinson power dividers may provide a solution for reducing the
total circuit size. This paper presents a novel type of divider with favorable selectivity using
two coupled-line bandpass filters to replace two quarter-wavelength (A/4) transformers of a con-
ventional Wilkinson power divider. Specifically, two crucial design conditions should be met
for each coupled-line bandpass filter. The first condition requires fitting a system impedance of
70.7Q for each filter when the termination impedances at all ports of the divider are set at 50 (2.
The second condition requires selecting an even-order coupled-line bandpass filter, because the
filter order may significantly affect the performance of the divider. Notably, the selectivity of
the proposed divider is similar to that of the conventional equal-split Wilkinson power divider
with an additional filter placed before the input port or after each output port. Nevertheless,
the proposed type of divider can avoid two A/4 transformers, which are usually used in the con-
ventional Wilkinson power divider. For demonstration, two equal-split Wilkinson power dividers
with high-quality band selection are proposed in this study, achieving favorable agreement with
simulated and measured responses.

1. INTRODUCTION

Wilkinson power divider is popularly used to split the power due to the easy theoretical analysis,
low loss, and extremely good isolation between two output ports. For the practical purpose, several
types of Wilkinson power divider has been studied in [1-14]. Some investigations have been utilized
different coupled-line structures to design novel power divide for various purpose as shown in [1-8].
For instance, a pair of parallel coupled lines constructed on defected ground structure was employed
for harmonic suppression [1].

In general, the A\/4 transmission lines are utilized as impedance transformers in conventional
Wilkinson power divider, but the poor selectivity in each transmission path is a main drawback.
Intuitively, the selectivity can be improved by adding extra higher order bandpass filter before the
input or after each output port of the divider, but the large total circuit may be a terrible problem.
In [11] and [12], they integrated two bandpass filters with Wilkinson power dividers for improving
the selectivity and relaxing the large circuit size issue.

In [13], the unequal-split Wilkinson power divider proposed a method to integrate high-order
parallel coupled-line bandpass filter transformers, which can achieve the favorable selectivity and
high isolation. Based on the integrating filter transformer concept of [13], this paper presents two
new equal-split Wilkinson power dividers with favorable selectivity in each transmission path. The
proposed structure integrates conventional equal-split Wilkinson power divider with two even-order
parallel coupled-line bandpass filter transformers, and the desired selectivity in each output signal
can be easily achieved.

2. DESIGN OF THE PROPOSED WILKINSON POWER DIVIDER

Figure 1(a) illustrates a conventional Wilkinson power divider structure [14] consisted of two /4
transmission lines (X4 and Xp) and an isolated resistor R. A power divider in equal-split division
can be designed by following design parameters: 7, = Zy = Z3 = Zy, Zoa = Zop = V22,
and R = 2Z,, where the Z1, Zs, and Z3 are the load impedance at each port; Zj is the system
impedance; Zyp4 and Zypp are the characteristic impedances of the A/4 transformers; R is a resistor
for isolation.

Because conventional power divider suffers from poor selectivity in each transmission path,
an additional filter can be increased before the input or after each output port of the divider to
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Figure 1: (a) Conventional Wilkinson power divider structure. (b) Proposed Wilkinson power divider with
two embedded bandpass filter transformers.

improve this situation. However, large circuit area is an inevitable problem. Therefore, to integrate
bandpass filters into equal-split Wilkinson power divider, as shown in Fig. 1(b), may be a better
solution for increasing selectivity and reducing total circuit size. The method of using higher-
order coupled-line filter to replace A/4 transformer [13] can be utilized in the proposed equal-split
Wilkinson power divider with favorable selectivity. The coupled-line filter design equations of the
proposed divider [14] can be written as

Zoei = Ly {1 + Zepdi + (Zchz')Q]

ZOoi = Zcf |:1 - Zcsz + (ZchZ)Q] (13‘)
i=1,2,... N+1

mFBW

TwFBW
2\/ In—19n ’

FB
ZepJpi1 = ﬂ (1d)
29NgN+1

where Zy.; and Zy,; are the even- and odd-mode characteristic impedances of each coupled-line
section; Z.; and FBW are the system impedance and the 3-dB fractional bandwidth of the filter;
Ji, 1 =1,2,...,N + 1, are the admittance inverters (J-inverters); g;, i = 1,2,..., N + 1, are the
lumped element values for low-pass filter 