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Abstract—An integrated rat-race coupler for balun applications based on high quality factor
Slow-wave CoPlanar Waveguides transmission lines (S-CPW Tlines) at millimeter wave frequen-
cies was realized in the 65-nm CMOS technology from STMicroelectronics. Optimized criteria for
a CPW phase-inverter and Tlines’ characteristic impedance enable to minimize insertion loss and
surface on the die. The various building blocs were designed thanks to 3D full wave EM software
coupled to a circuit simulator. Thanks to the S-CPW Tlines, the device occupies a small area of
0.085 mm?. From 51 GHz till a minimum of 67 GHz, i.e., a 16 GHz bandwidth, the measurements
show the return loss is lower than —15dB. The magnitude imbalance of the measured couplings
are included between to —4.2 and —4.1dB and —6.5 and —6 dB, respectively, and are really flat
over a wide bandwidth. Finally, in the bandwidth the phase shift between the output ports is
kept very flat, equal to 175.9° + 0.4°, while the isolation is better than —26 dB. The rings are
smaller than 290 pum on a side. It shows the potential of this approach for further increasing
working frequencies.

1. INTRODUCTION

Baluns are passive components widely spread in the microwave and millimeter-wave frequency
ranges. They are commonly used in many applications such as amplification, mixing or differ-
ential measurements. They can be realized in several manners, with lumped coupled inductors
or transformers, or with distributed, transmission line’s based circuits. The key issue for CMOS
RFICs is the chip area. While in RF, say until tens of GHz, the use of transformers is obvious and
easy to implement, and on the other hand distributed circuits are size consuming, the situation
becomes different when dealing with working frequencies of 60—-100 GHz and above. The design of
the transformers becomes more difficult because of the low efficiency of the coupled inductors, the
insertion loss increase and the phase and amplitude imbalance become difficult to control. This
lumped approach needs the development of very accurate electrical models taking into account all
the parasitic elements, in particular the capacitors. On the other hand, the design of transmission
lines (TLines) is made easier because of less parasitic, and they are well suited for millimeter-wave
devices. In that context, the distributed rat-race coupler is an interesting candidate to be used as
a balun [1] for millimeter-wave frequencies. However it suffers from a small bandwidth when used
as a balun, in particular concerning the phase imbalance. In [2], a balun was implemented in a
0.13-um SiGe BiCMOS technology. A phase-inverter in one of the arms of the hybrid ring leads
to very small variation of the phase imbalance over a wide bandwidth. The authors used classical
grounded CPW TLines. A coupling factor of —5.7dB was measured at 60 GHz with a 0.11 mm?
chip area. Results carried out in [2] are very good in term of phase imbalance (184° + 1° in the
targeted bandwidth). However, such low insertion loss was obtained thanks to the use of a thick
Back-End-Of-Line (BEOL) of 10 um. For more advanced technologies, like the 65-nm and in the
next future the 28-nm CMOS technology, the BEOL thickness is lower, in the order of 5 um. Hence
the use of grounded CPW is no more suitable because very narrow strips have to be used, leading
to increased attenuation loss. Microstrip TLines also suffer from high attenuation loss when dealing
with thin BEOLs.

In this paper, in order to address this issue of thin BEOLs, the same topology of balun was
implemented with slow-wave CPW (S-CPW) TLines, as firstly described in [3] and by the authors
in [4]. Higher quality factor can be obtained using these particular TLines, not depending on
the BEOL thickness. Moreover, the slow-wave behaviour leads to shorter TLines, leading to even
smaller devices. Based on these TLines, thanks to the size reduction technique described in [5] and
with a phase-inverter inserted in the 3\/4 arm, a 60-GHz balun was implemented in the 65-nm
CMOS technology from STMicroelectronics. The principle of the designed balun is explained in
part II. Then the design of each bloc, such as TLines (S-CPW and microstrip), transitions (S-CPW
to microstrip) or phase-inverter is described in part III. Finally, part IV gives the measurement
results. Small phase imbalance and good isolation are obtained.
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Figure 2: (a) CMOS 65-nm technology description. LB is the cap layer, IA and IB, the two thick top metal
layers. (b) S-CPW 3D view.

2. RAT-RACE DESIGN

Figure 1 gives the balun’s topology.

The rat-race balun was implemented in the 65-nm STMicroelectronics CMOS technology which
BEOL is described in Fig. 2(a).

The design of the rat race is divided in several blocs simulated individually thanks to a 3D
full-wave EM software (Ansoft HFSS). In a second step, the S-parameters are all gathered to be
simulated thanks to a circuit simulator (Agilent ADS). In [5], it is reported that an infinite number
of electrical lengths exists for the design of a 3dB hybrid coupler. Whatever the arms characteristic
impedance is, below the conventional value of Zj/2, the ring electrical length may be less than 1.5\.
This is very interesting, because (i) the rat-race ring can be shortened, and (ii) the characteristic
impedance of the S-CPW TLines can be chosen in order to reach the highest quality factor. Next,
in order to (i) reduce the ring physical length, (ii) equate the insertion loss, and (iii) improve the
phase imbalance between the two output ports, an adequate phase-inverter was designed to be
inserted in the longest arm of the rat-race, as shown in Fig. 1.

Finally, T-junctions were designed and optimized in order to reach low insertion loss and return
loss. The blocs’ simulation and optimization are described in the next section.

3. BLOCKS SIMULATION

3.1. S-CPW TLines

S-CPW TLines are based on conventional coplanar CPW TLines with a patterned floating shield,
including floating metallic strips underneath the CPW strips, as shown in Fig. 2(b). The signal
conductor and the ground planes of the CPW are on the thick top metal layer IB in order to reduce
the metallic losses whereas the floating strips are realized on the highest thin metal layer MS5.
Previous papers already proved that the simulation and measurement results of such a topology
are in really good agreement and provided TLines with very high quality factors equal to more than
twice those reached with classical CPW or microstrip TLines [6,7]. The floating shield dimensions
are 0.1 um for the strip width (SL) and 0.55 um for the strip spacing (SS). A parametric study
involving the signal conductor width (W), the signal-to-ground gap (G) and the ground plane
width (Wg) concluded to the highest @ factor value at 60 GHz for W = 20pum, G = 25um
and Wg = 12 um, respectively, leading to a 45€) characteristic impedance. This TLine, and the
microstrip Tline used in the T-junctions (Fig. 1) were realized in the CMOS 65nm technology. The
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S-CPW Tline was measured and its characteristic impedance Z. and effective dielectric constant
erep Were extracted. A really good agreement was obtained between measurement and simulation
results. The value of the characteristic impedance is 452 and e, reaches 12.5 as expected. At
60 GHz, the S-CPW TLine quality factor reaches 24 which is twice bigger than that of a classical
CPW TLine, and six times higher compared to the microstrip line designed for the T-junctions. The
electrical lengths of the branches of a conventional rat-race built with a characteristic impedance of
70.7 Q2 are 90°(\/4) and 270°(3A/4). According to [5], considering a 45 §) characteristic impedance,
the electrical lengths become 52° and 232°, respectively. Thus, while choosing the Tline with the
best quality factor as possible, not only the rat race will present better loss performances but it
will also be miniaturized.

3.2. T-junctions: Microstrip Lines and S-CPW /Microstrip Transitions

Because of the high memory computing needs due to the presence of the very thin strips of the
floating shield, the T-junctions based on S-CPW TLines are heavy to simulate and optimize with a
full-wave electromagnetic tool. Hence, T-junctions were designed in a microstrip technology. The
signal strip and ground layers as well as the dimensions were optimized in order to get a microstrip
Tline characteristic impedance of 45€. The microstrip Tline was placed on the thickest metal
layer LB to reduce the metallic losses whereas the ground strip was coated on metal layer M1. The
microstrip width is 6.2 um. The extracted parameters Z. and e, from the measurement of the
microstrip Tline fit well with the simulations, 45 and 3.8, respectively. The S-CPW /microstrip
transition brings about 0.11 dB of insertion loss at 60 GHz with S1; equal to —28 dB in simulation.
The T-junction’s model is taken into account in the global rat-race model.

3.3. Phase-Inverter

A phase-inverter (Fig. 1) was considered in the middle of the 232° branch in order to reduce
the length of the Tline. With this approach, the same TLines are placed in the four branches,
hence leading to very small phase imbalance versus frequency, thus increasing the bandwidth. The
topology is based on a symmetrical design as in [2]. The wider is the overlap between signal and
ground conductors and the bigger is its parasitic capacitor value when ground and signal strips
are overlapping. Thus, the narrowest width limited by the technology was fixed to minimize the
parasitic capacitor. The phase shift is about 199° at 60 GHz. This value is greater than 180°,
due to in-out inductive parasitic effects, and the capacitive loading due to the overlap between the
strips. It was compensated with smaller TLines apart to reach the targeted value of 232°.

4. RAW MEASURED RESULTS FOR THE RAT RACE BALUN

The layout of the achieved rat-race balun is shown in Fig. 3.

The raw measured results are shown in Fig. 4. Measurements were carried out with a 4 ports
Agilent Vector Network Analyzer, from 10 GHz till 67 GHz. The return loss S11 and Sos show a shift
in the working frequency compared to Ss3; indeed best matching is around 67 GHz with —33 dB for
S11 and S22, and 55 GHz for S35 with —38 dB, (Fig. 4(a)). Both ports 1 and 2 are directly connected
with the arm containing the phase-inverter. First measurements on the phase-inverter alone show
unexpected mismatch. It is possible that the mismatched phase-inverter at the expected frequency
degrades the global matching at the two involved ports. This point is under investigation. The
pads at the inputs/outputs of the component which are equivalent to loaded capacitors at each
port shift the working frequency at lower frequency. The value of these equivalent capacitors is

Figure 3: Layout of the rat-race balun with phase-inverter, S-CPW and microstrip TLines in 65-nm CMOS
technology.
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Figure 4: S-parameters measurement. (a) Sii, Saz, Ss3, S21, S31, S32. (b) Phase imbalance between the
outputs (port 2 and port 3).

evaluated around 39 fF. If the bandwidth is defined by considering —15dB for any return loss, then
a minimum of 26% is obtained (between 51 GHz and 67 GHz minimum) with a phase imbalance
equal to 175.9°+ 0.4°, as shown in Fig. 4(b). There is a shift of 4.1° compared to the perfect phase
imbalance, but it is very flat over the whole bandwidth. In this frequency band, the insertion loss of
the rat-race balun lies between 6.5 and 6 dB for the phase-inverted arm (S21) and between 4.2 and
4.1dB for the other one (S31), Fig. 4(a). In the arm without phase-inverter the extra insertion loss
is 1.2 dB compared to a lossless ideal rat-race. This is a very attractive result. In the phase-inverted
arm, the increase of the insertion loss seems to be due to the phase-inverter under investigation.
The transmission parameters are robust with very flat curves. Isolation Sss is better than —24 dB
over a very large frequency band, at least from 10 GHz to 67 GHz (see Fig. 4(a)).

Finally, the chip area is equal to 0.085 mm?. Improving the phase-inverter, the rat race could
probably be balanced in magnitude and have a better return loss, in addition to its good sturdiness,
good isolation, small phase imbalance in a large frequency range, and compactness. The perfor-
mances obtained in [2] are better in term of insertion loss, think this was obtained with a thicker
BEOL. The other parameters are comparable, and our design leads to a 20% smaller chip area.

5. CONCLUSION

In this paper, an integrated CMOS millimeter-wave rat-race coupler for balun applications has been
proposed. It is based on the use of high quality factor and compact S-CPW TLines. The design
procedure in a 65 nm CMOS technology was detailed. S-CPW TLines together with the use of a
phase-inverter in the longer rat-race arm enables to reach a very compact device. Measurements
show a small variation in the phase imbalance, a good isolation and robust transmission parameters
for a compact device. The improvement of the phase-inverter could probably improve the balanced
magnitude between the output ports. To the best of our knowledge, it is the first demonstration
of a millimetre-wave rat-race balun based on S-CPW TLines. As stated in the introduction, these
TLines conserve good performances while the BEOL thickness is reduced. Hence the present design
could serve as a proof-of-concept for the design of further baluns at higher frequencies and with
advanced CMOS technologies, where the design of transformers becomes very hard due to small
loops and thin BEOLSs.
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Abstract— This paper presents a novel approach to design a parametric RF stop band pass
filter based on Low Temperature Co-fired Ceramic (LTCC) Technology. The LTCC technology
enables to miniaturize and development compact structures using not only the standard zy-planar
circuit dimensions but also the z-height dimension. The proposed filters topologies are based on
a stripline loaded with one or several complementary rings resonator (CSRRs). Specifically, a
parametric study z-location of the stripline respect to the CSRRs is carried out in order to
determine the optimum configurations operating in the Ku-band.

1. INTRODUCTION

Efficient filtering microwave techniques are crucial in order to design microwave circuit applications
in many areas such as signal processing, wireless communications, military uses or biomedical engi-
neering. Specifically, several works have been developed in order to design new microwave Ku-band
filters [1]. Recently, metamaterial transmission lines (TLs) (i.e., artificial lines consisting of a host
line loaded with reactive elements) have been used to develop microwave filters in printed circuit
board (PCB) [2]. Alternatively, complementary split ring resonators (CSRRs) have been revealed
as good candidates in order to improve the performance of conventional microwave filters [3]. On
the other hand, the Low Temperature Co-fired Ceramic (LTCC) technology (Fig. 1) has become an
alternative platform for implementing RF passive components and circuits due to its high perfor-
mance, reliability and low losses [4]. Therefore, LTCC technology enables further miniaturization
and development of compact structures using not only the standard xy-planar circuit dimension
but also the z-height dimension [5].

The aim of this work is to develop a parametric design of several RF metamaterial stop-band
filters based on a stripline loaded with complementary split ring resonators (CSRRs) in LTCC
technology in order to show an alternative way to implement stop band pass filter based on RF
metamaterials. The analysis of the influence of the different parameters such as the relative zyz-
location of CSRRs with regard to the host transmission line has been performed in terms of fre-
quency response. Specifically, an electromagnetic simulation parametric study has been carried out
by means of the commercial Agilent Momentum software. A 6-metal layer LTCC technology has
been used. Fig. 1 shows a cross section scheme of the Ferro A6 used substrates (dielectric constant,
gy = 5.96, thickness = 3.7 mil). Several layers have been interconnected by means of vias.
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Figure 1: Cross section of the 6 metal layer LTCC technology.
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2. INFLUENCE OF THE STRIPLINE RESPECT TO THE Z-POSITION

Before integrating the geometries of the complementary split ring resonators (CSRRs), the stripline
itself has been defined. The initial device consist of two 50 €2 access lines etched on the layer number
6 combined with two connections through vias shortcutting the stripline which has been defined in
several layers. In this sense, the influence of the position of the stripline and vias in the xyz plane is
studied. Fig. 2 shows the two initial symmetrical and non-symmetrical considered topologies. The
electromagnetic simulations are devoted to obtain the insertion losses (S2; parameter) in several
cases. As a generic result a 3dB better mismatching performance is observed in symmetrical
topologies. Therefore, in order to improve the frequency response of the designed Ku-band filters,
it has been sought for symmetrical geometries which reduce this mismatching degree and losses.
The designed stripline is patterned on different LTCC layers but with the same dimensions that
correspond to 10580 x 200 um?. Fig. 3 depicts the parametric electromagnetic simulation results
corresponding to the insertion losses with regard to the layer position. As can be observed, the
mismatching is higher if the layer position is deeper. In addition, the rejection level has been
reduced from 6 dB to 2.4 dB which implies a 60% reduction in comparison to the initial symmetrical
geometry. Finally, to implement the complementary ring resonators, the designed stripline has been
patterned on the LTCC layer number 3 that supposes a rejection level lower than 1dB.

3. INFLUENCE OF THE NUMBER OF CSRRS IN TERMS OF THE LAYER POSITION

According to the previous results, the filter stripline has been located in the third LTCC layer. As
next step, the influence of the number of CSRRs with regard to the layer position has been studied.
The CSRRs and the stripline dimensions correspond to 2000 x 2000 um? and 10580 x 200 um?,
respectively. First it has been analyzed the electromagnetic simulation response when the geometry

Figure 2: Comparison between (a) symmetrical and (b) non-symmetrical implementation.
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Figure 3: Electromagnetic simulation of the insertion losses of the considered stripline with regard to the
layer position in the z-plane.
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Figure 5: Electromagnetic simulation insertion losses for two CSRR located in different layers.

includes one CSRR in the first, second, fourth and fifth layer. Fig. 4 shows the electromagnetic
simulation insertion losses for those different cases. It can be observed that the nearer the CSRR
to the host line (layers 2 and 4) the higher the resonance frequency, because of the higher level of
electrical coupling. Moreover, the resonance frequency of 2 and 4 layers are quite similar, because
the involved equivalent inductors and capacitors are symmetrical. The average level of rejection
corresponds to 15dB.

Secondly, it has been considered the electromagnetic simulation response when the geometry
includes two CSRRs located in the same zy position and etched in two different layers (variable
z-axis). Fig. 5 shows the electromagnetic simulation insertion losses in those cases. It is observed
two resonance peaks at different frequencies due to both CSRR1-host line and CSRR2-host line
electrical coupling. Again, the rejection level corresponds to an average value of 15dB and the
undesired presence of an extra resonance implies that those topologies are not optimum.

As third step, the behavior of a structure composed by two CSRRs etched in the same layer has
been studied. As depicted in Fig. 6, the best configurations in terms of rejection are obtained for
CSRRs located on layers second and fifth by obtaining rejection levels of 40 and 27 dB, respectively,.
Therefore, in order to improve the rejection level of the proposed stop-band filters it is recommended
to use at least two CSRRs in each layer.

A final improved topology is presented in Fig. 7. The best case corresponds to a 2-CSRRs
stage etched on layes 2 and 5 simultaneously. The obtained a rejection level corresponds to 40 dB
achieved around 17.8 GHz, whereas the rest of the band remains matched.
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Figure 7: Electromagnetic simulation insertion losses for two CSRRs stage combined in two LTCC layers.

4. CONCLUSIONS

In summary, a parametric design of a Ku-band stop-band pass filter based on RF metamaterials on
LTCC technology has been proposed. In order to reduce the number of parameters, the stripline
is patterned in the LTCC layer number 3 whereas two CSRRs are etched on layers number 2 and
number 5. It has been demonstrated, that these structures open the door to design filters based to
stripline RF metamaterials in LTCC technology.
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Abstract— Low frequency analog and digital electronic circuits are susceptible to radiofre-
quency interference (RFI). This disturbance is produced when the coupled RF signal is rectified
by the non-linear behavior of the semiconductors used in the small signal analog input stages of
the electronic system. These circuits present an AM demodulation effect produced by nonlinear-
ity of internal transistors, generating parasitic signals in the low-frequency range and undesired
offset voltage. In this paper, an alternative to the current standard EMI filters is presented by
combining the conventional printed circuit board layout with complementary split ring resonators
(CSRRs), in order to reduce the output offset impact due to RFI. An operational amplifier circuit
has been designed with a 4-stage CSRR filter, electromagnetically simulated and experimentally
tested. Two prototypes have been implemented, with and without CSRRs in order to compare
the filter properties in standard FR4 substrate. The resonance frequency of the CSRRs has been
designed in the vicinity of 2.4 GHz in order to prevent susceptibility in the ISM band. Electro-
magnetic and electrical equivalent circuit model simulations are also provided and compared with
experimental results. Measurement data show an effective rejection of the undesired RF demod-
ulation without affecting the signal integrity out of the filter band, and therefore a significant
reduction concerning output offset voltage impact in terms of RFI amplitude with no-extra cost
in terms of the device area or manufacturing process.

1. INTRODUCTION

Electronic systems are usually disturbed by high frequency radiofrequency (RF) electromagnetic
interference (EMI), whose amplitudes change randomly in time. This out of frequency band elec-
tromagnetic compatibility (EMC) issue is produced when the RF signal is coupled to sensors and
cabling of the system, conducting the EMI to signal-conditioning, and causing errors or malfunc-
tion due to the rectification by the non-linear behavior of the semiconductors used in the electronic
systems [1].

To solve this problem, effective filtering techniques must be implemented at the input stages
of the system in order to avoid the non-desired rectification effect. Standard solutions are based
on design robustness (involving a higher number of electronic components) or layout shielding
(involving extra metal layers or area) [2]. Recently, specific multilayer layout techniques based on
electromagnetic band gaps (EBGs) have appeared in order to filter EMI in several applications
with good performance [3]. EBGs belong to a broad family of artificial media with electromagnetic
properties generally not found in nature, called metamaterials. A second type of metamaterials,
the so-called effective media (i.e., metamaterials satisfying the condition: signal wavelength (A <
period) have shown some excellent notch filtering properties. Among them, the group called single
negative media (SNG) are used in this work in order to implement a filter technique to mitigate
RFLI.

Physically, SNG (i.e., effective media with negative magnetic permeability u < 0, or electric
permittivity, ¢ < 0) can be implemented by using so called split-ring resonators (SRRs) and their
dual counterparts, the complementary split-ring resonators (CSRRs) [4,5]. In this paper, a filter
developed by means of effective media metamaterials based on CSRRs is used to reduce RFI in a
conventional analog circuit constituted of a differential amplifier based on an OPAMP.

2. CSRRs

Essentially, CSRRs (Fig. 1(a)) are the negative images of SRRs. SRRs consist of a pair of metal
rings etched on a dielectric slab with apertures in opposite sides which can be mainly excited
by means of a parallel magnetic-field along its axis. If an array of SRRs is located close to a
transmission line, some current loops can be induced in the rings and they reflect the incident host
signal at resonance. Therefore they behave as an LC tank magnetically coupled to the host line [6].
From duality arguments based on an approximation of the Babinet’s principle for dielectric boards,
it is demonstrated that the CSRRs, roughly behave as their dual counterparts (i.e., their resonance
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Figure 1: (a) Topology of the CSRR. Metallization zones are depicted in grey. (b) Lumped-element equivalent
circuit of the CSRR coupled to a transmission line. (c) Designed layout. The black layer corresponds to the
top layer, whereas the grey layer corresponds to ground, where the CSRRs have been etched. (d) Equivalent
circuit model of the implemented filter.

frequency is approximately equal to that of the corresponding equivalent SRRs). An efficient way to
achieve stop-band frequency responses is to etch CSRRs in the ground plane of a structure such as
a microstrip line (or similar) or even in the conductor strip. CSRRs are coupled electrically to the
host line according to the model shown in Fig. 1(b). The main advantage of these sub-wavelength
particles are their low implementation cost (no extra components, neither PCB layers are required
or special etching techniques) and the quasi-non-area consumption, since they are located in the
ground plane of the overall structure With regard to the filtering effectiveness a trade-off between
the rejection level and the number of CSRR stages appears.

3. PROPOSED STRUCTURE

The test circuit consists of a conventional differential amplifier. The configuration corresponds to
a basic instrumentation amplifier with an output voltage approximately equal to the input voltage
difference. In order to avoid RFI reaching the OPAMP input, a 4-CSRR filter has been designed
and combined in the final prototype. Fig. 1(c) shows the PCB designed layout. It can be observed
two CSSR arrays located in the ground plane, underneath the input transmission lines carrying the
signal of interest to the differential input. Notice that this distribution implies effective non-area
consumption with respect to a conventional 1-layer design. Moreover, no extra lumped circuitry is
needed and no series stage filter is required.

The resonance frequency of the CSRRs has been designed in the vicinity of 2.4 GHz, by means
of the Agilent ADS and Momentum software in order to prevent susceptibility in the Industry-
Scientific-Medical (ISM) radio band. In fact, the involved single resonator dimensions have been
slightly detuned in order to achieve a wider stop-band bandwidth (i.e., single CSRRs with close
resonance frequencies). Therefore, a final simulation step based on a multiple tuning procedure has
been developed. EMI filter simulations have been performed between external input ports (P1 and
P3) and internal ports (P2 and P4) before OPAMP and circuitry stage (output port corresponds
to P5) (Fig. 1(c)).

Figure 1(d) depicts the corresponding full lumped circuit model by taking into account the
electrical model illustrated in Fig. 1(b). The inter-resonator coupling between adjacent CSRRs has
been modelled by means of capacitances C5, C6, C7.

By analyzing a single CSRR coupled to the line (i.e., no inter-resonator coupling), two resonance
frequencies arise: the frequency that nulls the shunt impedance (i.e., transmission zero frequency),
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given by (1) and the resonance frequency of the CSRR given by (2):
1

on\/Lc - [Co+ C1

1
21/ LcCo

On the other hand, the periodic structure under study by neglecting inter-resonator coupling,
satisfies (3),

fz = (1)

fo = (2)

Zs (jw)
Zp (jw) )

This equation allows the analysis of periodic circuits based on the cell depicted in Fig. 1(b) with
the help of the dispersion relation and Bloch impedance. ¢ denotes the phase shift of the elemental
cell, and Zp and Zg correspond to the shunt and series impedance, respectively, of the T-circuit
model. By combining electromagnetic simulation results and Equations (1)—(3) the parameters of
the overall model can be extracted.

cosp =1+

4. FABRICATED PROTOTYPES

Two experimental prototypes have been fabricated and tested. Both implementations present the
same top level metal layer layout and are differentiated from the ground plane (a conventional
one in the first case and a ground plane disturbed by etched CSRR arrays in the second case).
Fig. 2 shows the prototype setup consisting of a 3-port 4-stage CSRR loaded parallel transmission
lines, which have been designed to obtain a stop band filter around 2.4 GHz. The OPAMP used in
the prototypes is a UA741CD, supplied by two voltage regulators, a MC7T8M15BDTG (15V) and
aMC7IM15CDTG (—15V). All resistor values are 1k{. Decoupling capacitors (100 nF and 10 uF)
have been also used to complement the supply lines. The substrate corresponds to the commercial
MC 100 FR4. Specifically, 50 2 two microstrip access lines are considered with dimensions: width
W = 2.84mm, length | = 4 cm, and separation s = 6.55 mm. The total circuit area is 6.9 x 4.8 cm?.

5. EXPERIMENTAL AND SIMULATION RESULTS

In order to test the overall performance of the proposed CSRR prototype, a RFI coupling has
been emulated by means of a signal modulated in AM (with carrier frequency fo = 2.4 GHz)
with a low frequency tone (modulated frequency f,, = 10kHz). The direct power injection carrier
amplitude, corresponds to —10dBm and the modulation index to 50%. The experimental output
spectrum at the low operation frequency (10kHz) reveals a disturbance on the order of 20dB
for the conventional case (Fig. 3(a)), which is produced by the non-linear behavior of OPAMP.
However, the CSRRs prototype completely removes this EMI effect, since the impact of resonators
notably filters the undesired noise signal at this frequency. In order to evaluate the effectiveness
of the proposed implementation, the DC offset voltage in terms of interference amplitude has also
been tested and shown in Fig. 3(b). When the noise signal is injected, a significant increase of the
offset with EMI amplitudes higher than —5 dBm is observed in the conventional circuit, whereas in
the same conditions, the offset of the prototype equipped with the CSRR filter remains constant
(=1.19mV). Notice also that the offset level is almost 4 times lower in CSRR filtered prototype,
since the best offset level for the conventional device is approximately —4mV.

With regard to the filter performance, Fig. 4(a) shows the detailed fitting between the proposed
equivalent circuit frequency response, the electromagnetic simulation and the equivalent circuit

() (b)

Figure 2: Fabricated prototype device. (a) Top side. (b) Bottom side including CSRRs.
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Figure 3: (a) Measured demodulation output device spectrum for conventional and CSRRs prototypes. (b)
Measured DC offset vs. RF interference amplitude for conventional and CSRRs prototypes (m = 50%).
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Figure 4: (a) Insertion losses |So1|. (b) Return losses |S11]. (¢) Coupling losses |Sy41].

model behaviour. As can be observed, a significant rejection level is obtained (]S21| < —40dB) at
the frequency band of interest. Fig. 4(b) depicts the CSRRs filter electromagnetic return losses
(S11), whereas the crosstalk has been obtained by measuring S4;. According to the results, the
crosstalk is reduced in the rejection band of the CSRR RFI filter adding an extra benefit in terms
of the immunity (coupling reduction).

Moreover, the obtained signal integrity (SI) of the device has been analyzed by means of the
eye diagram test including eye width (EW) and eye high (FH). An input test signal of 1V
operating at 50 MHz has been used. The eye diagrams corresponding to the prototype without
CSRRs simulated and measured are depicted in Figs. 5(a)—(b). In this case, the obtained values
are FW = 10ns and FH = 999mV for simulation and EW = 10ns and FH = 1.04V for
measurements. Likewise Figs. 5(c)—(d) show the eye diagram for the prototype with CSRRs. The
obtained values by simulation (Fig. 5(c)) are EW = 9.98ns and EH = 999mV and EW = 10ns
and EH = 1.032V for measurements (Fig. 5(d)). Thus, the experimental degradation between the
prototype with CSRRS and a continuous ground plane reference board of the EW is null whereas
a 0.77% difference is observed for the EH. Therefore, an extremely low SI degradation (negligible)
is achieved with CSRRs by obtaining with a good filtering response. Therefore, those results reveal
an excellent behavior in terms of SI.

6. CONCLUSIONS

In summary, it has been demonstrated that EMI effects due to random RF disturbance signals
reaching the OPAMP input circuits, which present an inherent non-linear behavior, can be signif-
icantly reduced by means of filters based on CSRR with no impact in terms of signal integrity.
Basically, the demodulated low frequency signal attenuation as well as DC offset minimization has
been tested, both by simulation and experimentally. In fact, ground loaded CSRR transmission
lines can be a compact-low-cost method in order to significantly decrease the PCB RF coupling
interference at the ISM band. Simulated and experimental results show a 45 dB coupling reduction
at 2.4 GHz. Moreover, it has been demonstrated that CSRRs do not affect the signal integrity
out of the filter band since no significant impact is measured in the eye diagram concerning the
comparison between both fabricated prototypes.

The authors are confident about the application of these structures for EMI reduction in planar
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electronic circuits operating at high frequencies/data-transmission rates.
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Abstract— The aim of this study is to investigate occupational exposure to extremely low
frequency (ELF) electric fields (EF) in office work. The background electric fields (n = 4) were 2—
25 V/m and the highest electric field measured was 1000 V/m. Different devices found in the office
environment were measured for EF exposure. Results included, e.g., (1) spot lamps: 400V /m
and 1000 V/m (from surface) and 30 V/m (distance 50 cm), (2) coffee maker: 10-20V/m (from
surface), (3) the transformer of a computer: 100-200V/m (from surface), (4) the alternator of a
cellular phone: 40-60V/m, (5) a UPS (uninterruptible power supply): 300 V/m (from surface)
and 5V /m (distance 1m), (6) a PC table speaker: 250 V/m (from surface). The measured values
obtained are clearly below 10 000 V/m threshold stipulated in the guidelines of ICNIRP (The
International Commission on Non-ionizing Radiation Protection).

1. INTRODUCTION

Previous studies have presented the measurement results of exposure to extremely low frequency
(ELF) magnetic fields in different work environments e.g., the office work environment. Electric
fields (EF) have been studied at substations where there are high voltages, but are given less
coverage in other settings.

The International Commission on Non-ionizing Radiation Protection (ICNIRP) has published
guidelines for limiting exposure to time-varying EMFs (1 Hz-100kHz) [1]. According to these
guidelines, the reference level for general public EF exposure (50 Hz) is 5kV/m and for occupa-
tional exposure (50Hz), 10kV/m. Basic restrictions of the internal electric fields (at 50Hz) for
occupational exposure are set at 0.1V/m (for the central nervous system (CNS) tissues of the
head) and 0.8 V/m (for all tissues of the head and body) [1].

In Finland, the occupational exposure to EF has been measured during various work tasks
at switching and transforming stations of 110kV substations, and analyzed to determine if the
reference values of ICNIRP guidelines were exceeded. A study investigating this found the average
value of all EF measurements taken was 3.6kV/m and the maximum value was 15.5kV/m (n =
765) [3]. A related study [4] showed that the highest maximum average current density in the
neck was 1.8 mA/m? (calculated internal electric field 9.0-18.0mV/m) during various work tasks
at 110kV substations. Additionally it found that all measured values were lower than the basic
restrictions (0.1 and 0.8 V/m for central nervous system tissues of the head, and all tissues of the
head and body, respectively), set out in the guidelines of the ICNIRP.

(a) measurement around a phone (b) measurement from surface of a transformer
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(c) measurement around an IPad (d) measurements near computers and cables
Figure 1: Examples of our measurement situations (distances are 30 cm in photographs (a), (c¢) and (d)).

Table 1: The summary of EF measurement results from different devices..

Site Sensor Electric field, V/m
Office Room — background in room (n = 4) 2-25
Spot light 1 surface of lamp 1000
Spot light 1 50 cm 30
Coffee maker surface 10-20
PC-transformers surface 100-200
Charger of a mobile phone surface 50-60
230 V/50 Hz plug surface 170
Spot light 2 surface 400
UPS 1 surface 300
UPS 2 1m 5
PC loudspeaker for table use surface 250
MP3 player 20 cm 11-30
Chargers (camera, IPAD, etc) 20 cm 1-50
Heating radiator, 1.6 kW 20 cm 2-13
Mobile phones 20 cm 2-6
Mobile phones surface 50-100
IPAD 20 cm 40-55
IPAD surface 500-1000
Mixer with whisks 20 cm 50-100
Microwave oven 20 cm 4-6
Electric kettle 20 cm 12-30
Guidelines of ICNIRP for general population exposure 5000

It is however important to monitor the EF exposure at work places where voltages are low,
in order to gain some understanding of the disturbances or minor effects, such as the electrical
interference to equipment or medical aids, which may result from EF exposure. The objective of
this study was to investigate the occupational exposure to ELF EF in the office work setting.

2. MEASUREMENT METHODS

Measurements were taken using Holaday HI3604 (accuracy £10%) and Wandel&Golterman EFA-3
(accuracy £5%) meters. Figure 1 shows examples of our measurement situations.
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3. RESULTS

Table 1 shows the summary of our measurements. The background electric fields (n = 4) were
2-25V/m. Different devices were sampled, for example: (1) spot lamps — 400 V/m and 1000 V/m
(from surface) and 30 V/m (distance 50 cm), (2) coffee maker — 10-20 V/m (from surface), (3) the
transformers of a computer — 100-200 V/m (from surface), (4) the alternator of a cellular phone
— 40-60V/m, (5) a UPS (uninterruptible power supply) — 300 V/m (from surface) and 5V/m
(distance of 1m), (6) a PC table speaker — 250V /m (from surface). The highest electric field
measured was 1000 V/m. From mobile phones, we also measured the exposure when the phone is
in radio mode, but this was found to be on a level with the background electric field.

4. DISCUSSION

The amount of measurements was limited so it is important to conduct further measurements before
stronger conclusions can be drawn. In addition, both the sizes of the measured objects and the size
of the sensor used can cause erroneous results. The results however still may provide some guidance.
As the values show that disturbances to radios and TVs or other sensible devices are possible. On
the other side however, the measured values were so low, that no adverse effects to humans are
possible during the sensible use of normal electrical devises, found in the office environment.

5. CONCLUSION

The measured values obtained are clearly below the ICNIRP guideline values of 5 000 V/m [1] and
do not exceed the newly proposed EC directive (2011/0152) [2] for electric field exposure.
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Abstract— In this paper, two useful, simplex and broadband coaxial-to-microstrip transi-
tions using CB-CPW, simple pre-transition, are designed and implemented. The CB-CPW,
pre-transition section is utilized to provide a smooth transition from coaxial to microstrip. In
these two transitions the effects of the field and impedance matching with considering possible
fabrication errors in total performance are completely analyzed. Experimental results are in good
agreement with simulation results. The results of back-to-back transition show that a wideband
transition with return loss better than —10 dB and total insertion loss less than 2 dB up to 16 GHz
is obtained.

1. INTRODUCTION

A coaxial-to-microstrip transition is required in the most planner structures to extract accurate mea-
surement results. The coaxial-to-microstrip transition must support only a single propagating mode
over a broad frequency band for proper de-embedding of the transition from the measurement re-
sults [1]. Furthermore it is important to have simplex, low-cost and wideband coaxial-to-microstrip
transition.

There have been several studies on the end lunch microstrip to coaxial transition [2-5]. However
in these transitions, the impedance is match only in the narrow frequency band [2]. In addition
Eisenhart’s transition that is discussed in [3], exhibits optimum performance but complicated struc-
ture, high cost and large size make it undesirable. Besides in [4] and [5] only vertical mounted
configuration of coaxial-to-microstrip transition are considered.

In this paper, two broadband transitions between SMA connector and microstrip are proposed.
These transitions are designed by the use of conductor back coplanar waveguide (CB-CPW). The
CPW and its various configurations such as CB-CPW have several attractive features in comparison
with microstrip line. For example these lines have low wave propagation dispersion up to very
high frequency [6]. There have been intensive studies on transition from CPW to other planner
transmission lines [7-12]. In this work CB-CPW, pre-transition section is used to improve the
matching of electromagnetic field distribution at the transition. The design of signal and ground
current paths through a transition are also critical and these paths must often be continuous and
as near as possible to suppress radiation [2]. In these two transitions the effects of the field and
impedance matching on the bandwidth are discussed. Moreover the influence of the fabrication and
assembly error such as slightly gap, solder paste in connections at input and output, misalignment
between microstrip and center of SMA connector, excitation of higher order modes of SMA in
connections and uncertainty of measurement instruments are considered. The simulation results
using CST and HFSS software indicate that the bandwidth is increased to maximum operating
frequency of SMA connector. The experimental results are in good agreement with simulation
results. Insertion loss less than 2.5dB and return loss better than —10dB are obtained from 2 to
18 GHz.

2. FIRST PROPOSED TRANSITION

It is important to design a broadband coaxial-to-microstrip transition since the transition band-
width determines the bandwidth over which the effects of the transition can properly be de-
embedded from measurement results [1]. The goal of this work is to develop a coaxial-to-microstrip
transition that works up to 18 GHz. The material used in the design is Rogers RT Duroid 6010
with e, = 10.2. The metal thickness is 0.035mm and the substrate thickness is 0.635 mm. The
SMA connector used in the design is 23_SMA-50-0-52/199_N from Huber-Suhner Company. This
connector works at frequencies up to 18 GHz [13]. As it is shown in Fig. 1, center conductor of
SMA has rectangular cross section with dimensions of 1.23 mm * 0.15 mm. The width of microstrip
line is chosen 0.6 mm to yield characteristics impedance of 50 ohm within the desired frequency
band. As it is seen center conductor of SMA is wider than microstrip line and therefore direct



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19-23, 2012 827

e 05 =
1006 g
. . yu—
: ; AW B
[T ?II_ N \’\'\l"l' ,“I' I\,\'\'\‘\I\I
E”'%:gE _311“‘ Hn I "\‘J‘\
} - __821 HQh
H m -5
©
1/4-36 UNS-2A o
3
.“é‘
g
=

IS
©

3 | g% g
- ~| EF¢e
s © D i
Zw i -15
26 0 5 10 15
(102) Frequency (GHz)
Figure 1: SMA connector [13]. Figure 2: S-parameters of direct soldering the SMA

connector to the microstrip line.
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Figure 3: First proposed transition, (a) back to back configuration, (b) top view, (c¢) bottom view.

soldering them cause an impedance mismatch. S-parameters obtained from CST simulation for
direct soldering the SMA connector to the microstrip line of back to back transition are shown in
Fig. 2. The length of microstrip line is 50 mm. The results show very high reflection and a very
narrow bandwidth due to large mismatch of impedances.

2.1. Transition Design

First microstrip to coaxial transition that is proposed in this work is shown in Fig. 3. The struc-
ture includes CB-CPW pre-transition section that ensures proper field match between coaxial and
microstrip lines. The center conductor of CB-CPW section should has the same width as the SMA
center conductor in order to reach good impedance matching and robust solder connection. How-
ever without considering Fig. 3(c) the CB-CPW line with W; = 1.3 mm and different value of G;
(distance between central conductor and ground conductor) on the selected substrate has maximum
characteristic impedance of 37 ohm, thus there is impedance mismatch between the CB-CPW and
microstrip line.

In the proposed transition, this problem is solved by means of a hole under the removed metal
in the ground plane just below the CB-CPW section. Because some of the electric field lines are
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placed in the air region, transmission line capacitance is reduced and according to Z = /L/C
the characteristic impedance is increased. In other words, substrate of CB-CPW section acts as a
two layer substrate with less effective permeability. The dimensions of the hole are optimized to
maximize the bandwidth of the transition. The parameters of transition are W, = 2, L, = 3.4,
Hg = 2, W1 == 1.3, W2 == 2.4, W3 = 06, D1 == 48, G1 == 2, Ll == 3.1, dm =1 and dy =15 (all in
millimeter).

This transition can be placed in the box or on the fixture. Here only the box is considered.
Some portion of SMA center conductor crosses the box wall. By making circular hole in the box
wall this section acts as coaxial with rectangular center conductor. The radius of the circular hole is
chosen 1.2 mm to achieve characteristic impedance of 50 ohm. The dimensions of the box should be
chosen so that the first resonance frequency occurs beyond the interest frequency range. Therefore
the dimensions of box are chosen as: Wg = 30, Lg = 50 and Hg = 8 (all in millimeter) which have
the first resonance frequency of 19.64 GHz.

The vias equalize the potential difference between the upper and lower ground planes conse-
quently the placements of via through a transition are critical and impact the energy leakage and
the transition band width. For a transition to function properly, the signal path and the ground
path must often be continuous and in close proximity to suppress radiation [2]. Therefore in this
transition the placement of vias are chosen as much as possible near the center conductor of CB-
CPW. Furthermore by placing vias in the z-direction and y-direction, radiation and parallel plate
mode propagation in the CB-CPW section are highly decreased [1].

2.2. Simulation and Measurement Results

The S-parameters of this structure with back to back transition are obtained from CST. Simulation
and experimental results are shown in Fig. 4. The experimental bandwidth of 2dB insertion loss
and —15dB return loss is up to 16 GHz. Two different sets of simulated results are shown in
Fig. 4(a). The first set shows the original transition and the second set is for a similar transition
with a slightly gap in the connection of board and box walls and also with little solder to model
the real fabricated board (that are shown with circles in Fig. 3(a)).

As it is shown in Fig. 4(a) the measurement results are in good agreement with simulation results
and the differences between simulation and experimental results are due to some reasons such as
gap, solder paste in connections at input and output, SMA connector insertion loss, excitation of
higher order modes of SMA in connections and uncertainty of measurement instruments. It is seen
that due to these reasons the loss and resonances are increased.

3. SECOND PROPOSED TRANSITION

3.1. Transition Design

The structure of second proposed transition is shown in Fig. 5. In this transition center conductor
of SMA is firmly cut from the butt to achieve impedance matching. This structure is very simplex
and has good results compared with previous transition. Fig. 5(a) shows a back-to-back fabricated
transition. The length of microstrip line is 50 mm. The parameters of the transition are Wi = 0.6,
Wy =21,D;=38,Dy =12, Gy =1.13, L; =3 and d; = 1 (all in millimeter). In the CB-CPW
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Figure 4: S-parameters for the first proposed transition.
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(b)
(b)
Figure 5: Second proposed transition, (a) back to Figure 6: (a) Second proposed transition with CB-
back configuration, (b) top view. CPW section, (b) transition without CB-CPW sec-
tion.
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Figure 7: Magnitude of the electric field at 10 GHz, (a) along A1-A2, (b) along B1-B2, (c) along C1-C2 of
transition shown in Fig. 6(a).

section the value of Wy and the value of (G1 are chosen in order to yield a characteristic impedance
of 50 ohm along the transition within the desired frequency band. The value of W7 is chosen equal
to the width of microstrip line to avoid any abrupt discontinuity and to minimize the reflection
along the transition. In this transition also the number of via and placement of them are optimized
to suppress parallel plate mode and radiation loss and to obtain maximum band width.

3.2. Electromagnetic Field Matching Study

Having the same characteristic impedance does not always guarantee a good transition between
two transmission line at higher frequencies and the field distributions of the transmission line must
also be matched. Therefore the CB-CPW section is used as an interface to match the electromag-
netic field distributions at the coaxial-to-microstrip transition. To study the effects of CB-CPW
section on the transitions, electromagnetic fields of two transition structures shown in the Fig. 6
are analyzed with HFSS. The first structure (Fig. 6(a)) is the proposed transition and the second
structure (Fig. 6(b)) is the transition without CB-CPW section. Fig. 7 shows the magnitude of the
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Figure 8: S-parameters for the second proposed transition and the transition without CB-CPW section
shown in Fig. 6.

electric fields at A1-A2, B1-B2 and C1-C2 cross-sections. This figure indicates that in the presence
of CB-CPW section, the electric field distributions are concentrated along the center conductor
providing a good match to the field distribution of the coaxial connector.

3.3. Simulation and Measurement Results

Figure 8 compares the S-parameters of the back to back transition structures with and without CB-
CPW. Adding CB-CPW section affects the overall bandwidth of transition such that the insertion
loss bandwidth is wider in the presence of CB-CPW section. The experimental bandwidth of 2dB
insertion loss in transition without CB-CPW section is 12 GHz and in the presence of CB-CPW
section is 16 GHz.

Simulation results of the transition with a slightly gap and solder paste in the In/Out connections
(that are shown with circles in Fig. 5(a)) and also with misalignment between microstrip and center
of SMA connector are shown in Fig. 8(a). As can be seen from Fig. 8(a), the measurement results are
in good agreement with simulation results and the differences between simulation and experimental
results are due to the reasons that were discussed in the previous section. It is seen that due to
these reasons the loss and resonances are increased.

Comparing Fig. 4 and Fig. 8 shows that first proposed transition has more resonance within
the frequency band of interest with respect to the second proposed transition. Second proposed
transition is very simple more desirable and less complicated than first one. On the other hand the
first proposed structure has more robust solder connection.

4. CONCLUSION

In this paper, two simplex, low-cost, useful and wideband coaxial-to-microstrip transitions were
presented. The effects of CB-CPW sections on the transition bandwidth were discussed. In these
two transitions the effects of the field and impedance matching with considering other practical
effects in total performance were completely analyzed. The measured and simulated results of back-
to-back transition were showed good agreement. The simulation and measurement results verified
that the fabricated back-to-back coaxial-to-microstrip transition can achieve a 3dB bandwidth of
18 GHz and return loss better than —10dB. Other transitions to improve bandwidth and reduce
resonances in frequency response are under investigation and will be presented in future works.
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Radar Absorbing Structure with Periodic Pattern Surface for Wind
Blade
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Abstract— The wind turbine blade, owing to its huge size and height with the rotational
motion, is emerging to be a big threat to the radar systems. To reduce the radar interference,
this work presents radar absorbing structures with a periodic pattern surface applicable on the
surface of the blade considering the configuration of the cross sectional characteristics of the
wind turbine blades. The optimal design was performed to get the design parameters along with
the thickness of the substrate of the radar absorbing structure, which is the composite structure
composing the wind turbine blade structure.

1. INTRODUCTION

Wind turbine blade is one of the largest composite structures in the world. For the 3MW wind
turbine system which is very popular grade in these days, the blade is over 10 ton in weight and
over 40m in length. Most of rotors of wind turbines have 3 blades and the size of rotor disks
is larger than Airbus A380 wing span of 80m. The rotating speed of the rotors of 3 MW wind
turbines is about 15 ~ 16 RPM. Even though the angular velocity seems to be not so high, the
rotor tip speed is over 250 km/h which is equivalent to the take-off and/or landing speeds of a
jumbo airplane. Recently, the radar interference is a hot issue for the construction of the wind
farms due to the fact that traditional turbine blades cause interference to radar screens. This
paper presents radar absorbing structure (RAS) with periodic pattern surface for wind blades. The
RAS is composed of the periodic pattern surface and dielectric substrate grounded with PEC. The
dielectric substrate is the glass fibre-reinforced polymer composite for wind blade structure. The
surface conductivity of the pattern is controlled with the thickness of the pattern made with the
electrical conductive material [1]. The periodic pattern is optimally designed for X-band band
by using CST MICROWAVE STUDIO. The optimal dimensions and surface conductivity of the
pattern are obtained for the various thickness of the composite substrate determined by the internal
configuration of the wind blade structure.

2. SECTIONAL CONFIGURATION OF WIND TURBINE BLADES

The wind turbine blade structure is composed with several parts including leading edge, trailing
edge, spar caps, shear webs and the other wing skins. Figure 1 shows the cross sectional configura-
tion of the ordinary wind turbine blade of 3 MW grade. The external structure of the wind turbine
blade exposed to the radar signal consists of GRE and Sandwich. Figure 2 shows the schematic
drawing of Sandwich and GRE. Sandwich is composed of two skins of glass/epoxy composite lam-
inate and a core of Balsa wood or PVC foam. GRE is all composed of glass/epoxy composite
laminate from skins to the core. The skins of Sandwich and GRE are continuously connected.
Due to the inherent laminated structure, the glass/epoxy composite laminate is very suitable to be
used as a part of the multi-layered structure. Moreover, since the materials used in wind turbine
blade are all dielectric materials, we can use a part of the external structure as the substrate of
the Circuit Analog absorber with a periodic pattern surface. It can be done by placing electrically
conductive carbon fabric as a ground material inside of the wind turbine blade. But, due to the
difference of the dielectric constant between the glass/epoxy composite laminate and Balsa wood
or PVC foam, the thickness of the substrate for the absorber will be different depending on the
substrate material and it will make discontinuity of the ground material at every transition area
among Leading edge-wing skin, wing skin-Spar Cap, etc.. To prevent this discontinuity, the ground
material can be placed between the outer skin and core. The thickness of the skin is different
depending on the position in wing span direction. In this work, we designed RASs of 1 mm ~ 3 mm
thick substrates composed of the glass/epoxy composite laminate.

3. DESIGN OF RADAR ABSORBING STRUCTURE

CA absorber-type RASs are designed using Periodic Pattern Surface (PPS) of the solid square
patches. Figure 3 shows the schematic configuration of RAS. RASs are designed only for the
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Figure 1: Cross sectional view of a wind turbine blade of 3 MW grade (section at 70 ~ 80% in wing span
direction of 44 m long wind blade).
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Figure 2: Sandwich and GRE for the external structure of wind turbine blades.
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Figure 3: Schematic configuration of CA-type radar absorbing structure with periodic pattern surface (PPS).

normal incident case at the target frequency of 10 GHz. The solid square patches are composed
of conductive material having an appropriate conductivity to bring out ohmic loss [1]. When the
thickness of substrate is prescribed, the optimization parameters are the thickness 7', and length
X of square patch, gap G between the patches. Table 1 shows the parameters for the design of the
RASs.

CST MICROWAVE STUDIO with transient solver was used to calculate the reflection loss of
the RASs. As shown in Figure 4, a single unit cell of a square patch is used to minimize the
computational cost by applying the magnetic and electric boundary condition, which mirror the
structure in z and y direction to infinity. TEM wave from waveguide port 1 is normally incident
on the surface of the RAS model.

4. RESULT AND DISCUSSION

The glass/epoxy composite laminate has determined discretely by number of glass ply and ply
thickness (= 0.5mm). In the screen-type RAS, the thickness of the substrate depends on the
electromagnetic characteristics of the screen [2]. In CA-type RAS, the PPS can be treated as a
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Table 1: Parameters for design of radar absorbing structure.

Fixed parameters Parameters to be optimized

Target f : 10.0GH
areet frequency z T: Thickness of patch

Substrate material: glass/epoxy composite laminate
glass/epoxy P G: Gap between patches

(4.3 — j0.03, constant over all frequency)

X: Length of tch
Electrical conductivity of patch: 1,000 S/m CnBth of square pate

Prescribed parameter
H: Height of substrate
(1.0, 1.5, 2.0, 2.5 and 3.0 mm)

conductive patch
H(langenlial)=0 T~

Port 1
\

E(tangential):0

Figure 4: Numerical model to design radar absorbing structure with periodic pattern surface using CST
MICOWAVE STUDIO.
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Figure 5: (a) Reflection loss of RAS of H = 1.0mm. (b) Variation of the design parameters (normalized by
the parameters for H = 1.0 mm).

R, L and C equivalent circuit as shown in Figure 3 and the best configuration of PPS can be
achieved through the optimization process provided by the CST MICROWAVE STUDIO [3]. The
Parameters for the RASs are obtained for the prescribed H = 1.0, 1.5, 2.0, 2.5 and 3.0mm. For
H = 1.0mm, T, X and G are obtained to be 0.1006 mm, 5.88075 mm and 1.32011, respectively.
Figure 5(a) shows the reflection loss of the RAS for H = 1.0mm. The designed RAS has minimal
reflection at the frequency = 10.0 GHz. Figure 5(b) shows the variation of the design parameters
normalized by the corresponding values for H = 1.0 mm. Design parameters for the other H values
are obtained with the least variation of the T. While the variation of X is very marginal, G
increases rapidly along with H. This means that, to get the thinner substrate, the gap between
the patches needs to be narrower. Since the gap size is related to the capacitance of the PPS, the
wide gap for thick substrate makes low effective dielectric constant of PPS. This result agrees well
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with the conclusion of Kim’s study [2]. The thickness of patch, T' decreases slowly along with H
and we have to use higher surface resistance for the patches of PPS.

5. CONCLUSIONS

In this work, the CA-type RASs were designed by using PPS of square conductive patches applicable
into composite blade structures of wind turbines. The RAS can be integrated into the blade
structure by using the external skin of blade structure as the substrate of the RAS and inserting
the ground material inside of the blade structure. To get the continuity of the ground, various
RASs are designed for the thickness of glass/epoxy composite substrate of 1.0 ~ 3.0mm thick.
When the size of square patch is almost maintained, the gap increases greatly and the thickness of
the patch decrease slightly along with the thickness of substrate.
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Abstract— In this presentation it is observed that varactor loaded nonmagnetic single split
longitudinal cut-wire arranged in necessary planar metastructure can show a voltage tunable mag-
netic resonance response. Previously like metastructure has been investigated without varactor in
waveguides and free space [1,2]. It has been shown by experiment at microwaves that metastruc-
ture containing cut-wire grating and longitudinal cut-wire of resonant length can provide strong
magnetic resonant response of a single nonmagnetic cut-wire in dependence on configuration and
sizes t, s, lp, L. Metastructure is oriented along the direction of wave propagation and cut-wires
of grating are parallel to the electric field of a plane electromagnetic wave. It has been shown a
practical way to the excitation of a magnetic resonance in nonmagnetic longitudinal line cut-wire
which is arranged perpendicularly to the electric field of incident electromagnetic wave near a
grating of cut-wires. It is suggested a concept of magnetic response based on antiparallel reso-
nant currents excited by magnetic field of surface polaritons in many spatial LC-circuits created
from cut-wire pairs of a grating and section of longitudinal cut-wire. Three separately observed
resonant effects connected with grating, LC-circuits and with longitudinal cut-wire have been
identified applying measurements in waveguides, cutoff waveguides and free space. The first reso-
nance is due to parallel currents induction in grating’s wires ,, the second resonance effect is due
to excitation of antiparallel currents in LC-circuits and the third resonance is due to contribute
of total currents from LC-circuits along longitudinal cut-wire [,,. It is special interest to study
a metastructure using varactor diodes. In [8], it has been demonstrated that the resonant fre-
quency of split ring resonators (SRRs) can be tuned using varactor diodes. The resulting particle
has been called a varactor-loaded split ring resonator (VLSRR). In this paper, we use varactor
diodes to tune resonance response related to cut-wires in metastructures. With varactor one can
also match the resonance minima of transmission 7" to concrete resonant elements with certainty
what is important for multi-resonance system.

1. INTRODUCTION

In this presentation, it is observed that varactor loaded nonmagnetic single split longitudinal cut-
wire arranged in necessary planar metastructure can show a voltage tunable magnetic response.
Previously like metastructure without varactor (Fig. 1(a)) has been investigated in waveguides and
free space [1,2]. It has been shown by experiment at microwaves that metastructure containing cut-
wire grating and longitudinal cut-wire of resonant length ( “Gr-LCW?” metastructure) can provide
strong magnetic resonant response of a single nonmagnetic cut-wire in dependence on configuration
and sizes t, s, I, Ip,.

Magnetic metamaterials (i.e., metamaterials possessing magnetic response) are of interest in
dispersion engineering [3].

As it is known, metamaterals containing chiral inclusions, can at microwaves possess an effective
resonant magnetic polarizabilities and permeability which depends on the orientation of inclusions
relative to the magnetic field h of the incident electromagnetic wave [4, 5]. Resonance phenomena
are caused by the excitation of resonance currents by the microwave field h. Presently extensive
investigations are directed toward the development of magnetic metamaterials containing techno-
logically simple line wires. The main attention is devoted to a cut-wire pair that possesses both
the electric and magnetic response due to the possibility of parallel currents induction by the wave
electric field and antiparallel currents induction by the magnetic field [6,7]. Since the magnetic
and electric resonant responses are generated practically at the same frequency, it is difficult to
separate these signals and evaluate the magnetic contribution.

In paper [1], it is suggested a new way to create separately a strong microwave magnetic response
using cut-wires. It was found in waveguides that a line wire which is oriented along waveguide
axis parallel to the direction of propagation of an electromagnetic wave (and perpendicularly to
transverse electric field which is the main part of electric field E, just that participates in microwave
energy transfer along the grating) and arranged asymmetrically near a cut-wire grating forming
surface polaritons, can exhibit a resonant response that has a magnetic nature. A giant resonance
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Figure 1: (a) “Gr-LCW?” and (b) “Gr-VLSLCW” metastructures and (c) equivalent electric diagram.

is observed in longitudinal single cut-wire of a definite (resonant) length I, (see Fig. 1(a)) in a
certain frequency range corresponding to the existence of surface polaritons (below the resonant
frequency of the polariton-generating grating of cut-wires parallel to the E-field). We suggest and
verify a concept of magnetic response.

In [8], it has been demonstrated that the resonant frequency of split ring resonators (SRRs) can
be tuned using varactor diodes. The resulting particle has been called a varactor-loaded split ring
resonator (VLSRR). Here we show that magnetic response can be controlled by external electric field
in the case when a single nonmagnetic split cut-wire is loaded with varactor diode (Fig. 1(b)). In
this paper, we use varactor diodes to tune resonant response related to cut-wires in metastructures
“Grating-varactor loaded split longitudinal cut wire” (“Gr-VLSLCW” metastructure). We give a
practical way to the excitation of a voltage tunable magnetic resonance in nonmagnetic longitudinal
line cut-wire which is arranged perpendicularly to the electric field of incident electromagnetic wave
near a grating of cut-wires. With varactor one can also match the resonance minima of transmission
T to concrete resonant elements with certainty what is important for multi-resonance system.

2. INVESTIGATED METASTRUCTURES. MAIN EXPERIMENTAL RESULTS

We investigate two kinds of metastructures; they are presented in Fig. 1. In the first case metas-
tructure contains a grating of cut-wires (wire length [,) and a single longitudinal cut-wire or strip
(wire length [,,,) orthogonal to grating’s wires [,,. Experimental investigations at microwaves show
these structures can provide strong magnetic resonant response of a single nonmagnetic cut-wire
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in dependence on configuration and sizes in the case when metastructures are oriented along the
direction of wave propagation and cut-wires of grating are parallel to the electric field of a plane
electromagnetic wave. Obtained results allow to suggesting and verifying a concept of magnetic
response based on antiparallel resonant currents excited by magnetic field of surface polaritons in
many spatial LC-circuits (such as abghefa and cdehgbe created from cut-wire pairs of a grating and
section of LOW') and like-directed currents along LCW. Equivalent electric diagram is shown in
Fig. 1(c).

Directions of currents which run in many LC-circuits abghefa are the same along wire [, and
opposed to currents of circuits cdehgbc. In the case of symmetrically located wire l,,(t = [,,/2) these
opposed currents along LCW of circuits abghefa and abghefa are practically quenched. In the case
of asymmetrically location, if LCW length [, is resonant the wave of current along wire [,, and the
resonance response are very strong. Resonance response of a LCW (I,,,) can be detected separately
because its resonance frequency depends on length and distance s and is different from frequencies
of grating and LC-circuits created from cut-wire pairs of a grating and a section of longitudinal
cut-wire. Three separately observed resonant effects I, IT and III in transmission connected with
grating (I), LC-circuits (II) and with longitudinal cut-wire (III) have been identified applying
measurements in waveguides, cutoff waveguides and free space. The first resonance I is due to
parallel currents induction in grating’s wires [,, the second resonance effect II is due to excitation
in LC-circuits of antiparallel currents under electromotive forces induced by microwave magnetic
field and the third resonance III is due to summation of currents induced similarly in each of
LC-circuits along longitudinal cut-wire [,,. The resonance I is identified as electric type while the
resonance II and IIT exhibit magnetic excitation and can be excited by magnetic field of surface
polaritons.

We use method of resonance type identification based on comparative analysis of the signal
transmission spectra in the main and below-cutoff waveguide section [9]. In the case of magnetic
excitation (magnetic resonance in WGD, MR) the transparency band in Cut WGD is observed
above the MR frequency. In addition, the magnetic excitation is characterized by the presence of
super-forbidden band below the MR. In the case of electric excitation (electric resonance, ER), the
transparency band in Cut WGD is observed below the ER frequency. Resonance III of [, is not
depicted in free space in propagation direction, but one can observe resonant response in transverse
direction by measurement of cross-polarized reflected wave from [, wire. A strong resonance III
is observed when the [,, wire is arranged asymmetrically relative to [, wire grating, its intensity
decreases when [,,, wire shifts to symmetrically location. In the case of t = [,,/2 resonance response
III is absent. Strong MR III is observed if the [,,, value is close to half-wavelength in the frequency
range adjoining resonance I from the side of lower frequencies, which is the region of existence of
surface polaritons generated by wire grating l,,. The position of MR III depends on wire length
Im. Resonance IIT shifts toward higher frequencies with decreasing [, and a pass-band of the
below-cutoff section in this case exhibits the corresponding shift. We can make out resonances I,
IT and III using measurememts in waveguide, cutoff waveguide and in free space.

The second kind of investigated metastructures allows to tune and mark resonance of longitu-
dinal cut wire LCW or strip. In this case, we use varactor loaded split cut-wire (or strip). To this
effect we split LOW (length l,,) into two wires of the same length [,,/2 placed on the substrate
(laminated bakelite insulation with thickness of 0.5 mm or textolite with thickness of 1.5 mm) and
slide apart and then place varactor diode in the gap (gap width is 1.5 mm) between wires l,,/2
and solder pins of varactor to wires [,,,/2, Fig. 1(b). The resulting wire with length ,,, we will
call a varactor-loaded split longitudinal cut wire (VLSLCW). Varactor introduces a voltage con-
trollable effective nonlinear gap capacitance which depends on reverse bias and can tune resonance
frequency of VLSLCW when reverse bias is applied between varactor’s pins. In this configuration
with resistors Rpc = 100kS) parasitic effects through lead wires are very small.

We measured frequency dependences of the transmission coefficient 7' of electromagnetic wave
of metastructures arranged along the axis and oriented parallel to the side wall of a standard
waveguide, and a below-cutoff rectangular section. To prepare Cut WGD a fragment of the main
WGD is divided into three sections by metal spacers parallel to the direction of wave propagation.
Investigated metastructure is placed into a central cutoff WGD section.

Here we show experimental results for second kind of investigated metastructures “Gr- VLSLCW”
prepared for VLSLCW resonance observation in range 3-6 GHz. Metastructures contain grating
of parallel copper wires with lengths [, = 16 mm and varactor-loaded split longitudinal cut copper
wire or strip (VLSLCW with length l,,, = 33 mm and diameter 0.3 mm or VLSLCS with length
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Figure 2: (a), (b) Frequency dependences of Transmission T' of metastructures “Gr-VLSLCW?” corresponding
to Fig. 1(b) under different bias conditions in rectangular waveguide and (c) in cutoff waveguide section in
area of resonance III related (a) to longitudinal cut wire loaded with varactor and (b), (c) to longitudinal
cut strip loaded with varactor.

lmy = 28 mm and width 2mm). Distance s between longitudinal wire or strip and grating of wires
l, is 2mm. The results have been obtained by measurements in rectangular WGD (48 x 24 mm)
and cutoff WGD (16 x 24 mm) under different bias conditions. Varactors the Infineon BB857 with
a low series resistance of 1.5 and wide tuning range are used. Varactor capacitance is 6.5 and
0.5pF at 1 and 28V reverse bias, respectively. It is observed that by tuning varactor resonance
frequency of the VLSLCW can be shifted of 10% in waveguide and of 15% in cutoff waveguide
section as one can see in Fig. 2.

Figure 2 shows measured frequency dependence of transmission 7' of metastructure and evo-
lution of this dependence with applying of electrostatic field in area of resonance III (related to
longitudinal cut wire or strip). We see that applying reverse bias from 0 to 30 V strong resonance
curve shifts from 3.9 to 4.3 GHz (Fig. 2(a)) in the case of longitudinal cut wire and from 3.7 to
4.2GHz (Fig. 2(b)) in the case of longitudinal cut strip when metastructure is placed in rectan-
gular waveguide. Metastructures exhibit high resonance levels: 15-20dB and 20-28dB in a 0.4
and 0.5 GHz tuning range. When metastructure is placed in cutoff waveguide section we observe
pass-band (Fig. 2(c)) with shift of maxima from 3.75 to 4.5 GHz applying reverse bias from 0 to
30 V. Comparative analysis of the transmission spectra in the main and below-cutoff waveguide sec-
tion show that pass-bands in cutoff waveguide are observed above the frequency resonance minima
of transmission in main waveguide what confirms magnetic resonance excitation in a longitudinal
wire (or in a strip) and respectively electronically tunable magnetic resonance. The observed strong
dependence of resonance frequency on distance s between longitudinal wire and grating of wires
indicates also in favour of h-excitation of the resonance I11. In addition it was found that the lon-
gitudinal component of electric field of surface polaritons supported by cut wire grating practically
absents at measurements using resonant effects in double split ring [10].

3. CONCLUSION

In this paper, it is observed that nonmagnetic single split longitudinal cut-wire (strip) loaded with
varactor and arranged in necessary planar metastructure can show in rectangular waveguide and
cutoff waveguide electronically tunable magnetic resonance response in 10% tuning range centered
at 3.7-4 GHz.
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A Full-band High Linearity CMOS T /R Switch for UWB Systems

Ro-Min Weng, Yun-Chih Lu, and Huo-Ying Chang
Department of Electrical Engineering, National Dong Hwa University, Hualien, Taiwan

Abstract— A transmitter/receiver (T /R) Switch in radio frequency front-end for 3.1~10.6 GHz
ultra-wideband Systems is presented. The design focuses on the techniques to increase both power
handling capability and isolation using deep n-well and floating bulk technology. The proposed
switch achieves P1dB of 9dBm and IIP3 of 20 dBm in transmitting (TX) mode which represents
higher linearity than other CMOS T/R switches. The proposed T /R switch provides the TX and
receiving (RX) paths with different switching topologies. Different signal paths can minimize
the power leakage into the RX/TX path during TX/RX mode selection so as to improve the
linearity. The proposed T/R switch uses a 1.8V digital control signal for TX/RX mode selec-
tion. The simulated insertion loss is less than 2.3 dB and return loss is less than —10dB during
3.1 ~ 10.6 GHz full-band operation.

1. INTRODUCTION

In commercial applications, there are advantages in ultra-wideband (UWB) systems such as low
power, high integration, high transfer date rate, and low cost [1]. Transmitter/receiver (T/R)
switches are one of the key blocks in radar and wireless communication systems. The abilities for
T /R switch to be fully integrated with other circuits and to be operated with wide bandwidths are
required to enable wideband systems on chip. As the bandwidths of radar and wireless communi-
cation systems are extended wider or required to cover multi-bands, the need of UWB CMOS T/R
switches becomes more critical [2].

There are many challenging for the design T/R switches. Firstly, insertion loss is increased
because of signal loss in the substrate and signal paths. Conventional structures of T /R switches
are single-pole-double-throw (SPDT). Interference between an output port of transmitter and an
input port of a receiver is inevitably introduced. Hence, the isolation during TX/RX mode selection
is one of key design specifications. Moreover, the detrimental effects from silicon substrates bring
down the power handling capability of the T/R switches. Trade-offs among design parameters is
insertion loss, isolation, and power handling capability. Also wide frequency operation range is
required in the design of UWB T/R switchs.

In this paper, the development of a CMOS fully-integrated T /R switch is proposed. The pre-
sented T'/R switch employs an ultra-wideband topology. This paper consists of four sections, begin-
ning with this introduction. The design of UWB T/R switch is discussed in Section 2. Simulation
results are given in Section 3. Finally, this switch is summarized in Section 4.

2. PROPOSED UWB T/R SWITCH

2.1. CMOS T/R Switch Design

Figure 1 shows the schematic of the proposed UWB T/R switch. The control voltage Vc for the
MOS switch are either 0V or 1.8 V so that the T /R switch can be driven directly by digital circuitry.
Mny/Mng and Mn; /Mny as MOS switch are controlled by Ve and the complimentary signal of Ve,
respectively.

In TX/RX ports, the characteristic impedances of the previous/next stage circuits are equal
to 50 so that the TX/RX ports must match to 502. Usually, the impedance of antenna port
is matched to 50 for measurement purpose. However, the maximum output power transfer is
not achieved at output impedance of 50€) to antenna port. In the proposed circuit, there are
only four transistors. When the signals pass through the transistor, the loss is caused. Increasing
the conductance of signal transmission path can eliminate insertion loss. Furthermore, linearity
and power handling capability are enhanced by using floating and applying negative bias to the
bulk. The inverter is effective to control nMOS transistors and to reduce the number of the control
signals.

2.2. Deep n-Well Process and Body-floating Technique

Recently, T/R switches are implemented to be fully-integrated with other integrated circuits using
deep n-type well (DNW) process as shown in Fig. 2. The body resistances can be minimized with
the source and drain junctions open to ground by floating the body. Hence, a smaller resistive
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loss is obtained. Better performances of insertion loss, isolation, and power handling capability are
achieved. In such a body-floating structure, large resistors can be applied directly to the body of
nMOS devices, making it floating to increase the capacitance between source and drian. Latch-up
problems is solved by separating the bulk of nMOS transistors from the p-substrate. The equivalent
capacitance of transistors between drain and source with larger resistive in source can be expressed
as

(1)

The equivalent parasitic capacitance of transistors between drain and source using DNW process

can be expressed as
Cys - Cga  Cg-Cqy

2
Cys +Cyqa  Cap+Cap 2)

In order to endure large signal swing, the bias resistors should be large enough for nMOSs. The
triple-well devices can also be applied to nMOSs while the substrate is floating effectively.

CDS =

3. SIMULATION RESULTS

The proposed T/R switch is designed with tsmc 0.18 um CMOS process with the control voltage
of 1.8 V. The input operation frequency is from 3.1 GHz to 10.6 GHz. Both pre-simulation and
post-simulation results are provided.

Figure 3(a) shows the simulation results of return loss in TX mode. Fig. 3(b) illustrates the
simulation results of insertion loss (IL) and isolation in TX mode. Fig. 4(a) shows the simulation
results of return loss in RX mode. Fig. 4(b) depicts the simulation results of insertion loss and
isolation in RX mode. Insertion losses are less than 2.2 dB and 2.3 dB within full-band in TX mode
and RX mode, respectively. The simulated return losses at the antenna and receiver/transmitter
ports are better than 10 dB.

Figure 5 shows the simulation results of input third-order intercept point (IIP3) at 6 GHz. As
shown in Fig. 6, the chip and core area of the T/R switch is 0.64 x 0.71 mm? and 0.37 x 0.56 mm?.
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Table 1 lists the performance summary of the proposed T/R switch along with other published
T/R switches. As obtained from Table 1, the overall performance of the proposed T/R switch is
better than those of others.

4. CONCLUSIONS

A 3.1 ~ 10.6 GHz fully-integrated CMOS T /R switch has been developed for ultra-wideband sys-
tems. The proposed T/R switch is implemented with standard 0.18-pm CMOS process. The deep
n-well process enables the negative bias to the bulk to be simultaneously floated. The body-floating
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Table 1: Performance comparison of T/R switches.

This work 5
Rx TX 3 S Rx [\] TX
CMOS process (pum) 0.18 0.18 0.13 0.18
Frequency (GHz) 3.1~10.6 3~10 | DC~20 5.2
Input return loss (dB) | < —17.04 | < —11.56 | < —12 N/A < -10 <-10
Input return loss (dB) | < —12.63 | < —10.86 | < —20 N/A < -10 < —10
Insertion loss (dB) < =22 <-23 | <—-44] <-20 | <-156 | <—-2.02
Isolation (dB) < —=30.30 | < —=35.38 | <27 < =22 < —17.15 | < -=31.05
P14p (dBm@6 GHz) 8.5 9 N/A 927 11.2 29.6
IIP3 (dBm@6 GHz) 17 20 18 N/A N/A N/A
Chip area (mm?) 0.21 (core) 0.63 0.18 N/A
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technique is adopted to achieve both high linearity and high power-handling capability. Unlike other
T/R switches, the designed UWB T/R switch has an asymmetric structure for signals of trans-
mission and receiving paths to obtain better input/output impedance matching and isolation. The
proposed UWB T/R switch has the performances of low insertion loss, low return loss, and high
isolation for wireless communication systems. The proposed UWB T/R switch is proved to be
suitable for full-integration into system-on-chip of UWB systems.
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A Novel Defecect Microstrip Structure (DMS) Coupled Line Band
Pass Filter in C Band

S. R. Hosseini, R. Sarraf Shirazi, and Gh. Moradi
Wave Propagation & Microwave Measurement Research Lab., Department of Electrical Engineering
Amirkabir University of Technology, 424 Hafez Avenue, Tehran 15914, Iran

Abstract— Novel coupled line band pass filter using defected microstrop structure (DMS)
was designed which has nearly 11% relative bandwidth in C frequency band. HFSS full wave
simulation was confirmed by ADS momentum module. A circuit model based on coupled line
concept was developed to validate full wave simulation behavior.

1. INTRODUCTION

Band pass filters are one of most usable structures in microwave engineering. Band pass filters have
found numerous applications in approximately all aspects of microwave engineering and communi-
cation technology.

Satellite communications are one of important and specific ways for sending and receiving data.
C frequency band contains frequency range from 4 GHz to 8 GHz which is suitable for satellite
communications.

There are various techniques for microwave filters implementation [1].

Since Planar filter structures are shapeable, light, easily fabrication and etc. can be appropriate
ones for satellite communications.

Some important and practical method for designing Microstrip filters are provided in [2].

Newer methods for designing filters such as Defected ground structures (DGS), defected mi-
crostrip structures (DMS), coupled resonator and etc have found specific attentions among mi-
crowave structure designers [7-9].

Novel bandpass filter which designed in this paper is based on defected microstrip structure
(DMS) method.

2. DEFECTS ON MICROSTRIP STRUCTURES

Defecting process firstly was made in microstrip ground (defected ground structure, DGS) which
reported in [3].

DGS disturbs current distribution on ground plane. This Turbulence creates some resonators
which will be added to main structure. Added poles caused by DGS resonances change main
structure features [4]. DGS can be used for size reduction, harmonic suppression and etc. [5-7].

DMS is new defect process which adds defects to planar strips. DMS has no unwanted radiation
from its ground, so it has less EMI index in comparison to DGS.

These defects disturb current distributions too. As a very simple method, each DMS can be
modeled by LC resonator.

The defect shape can not affect its circuit resonator modeling concept. Thus, a T-shape defect
was assumed for further analysis simplicity.

The analysis is based on ABCD matrix.

[ABCD]T = [ABCD]TL1 [ABCD]DMS [ABCD]TL2 (1)

DMS resonator

Figure 1: DMS modeling by as simple LC resonator. Figure 2: Typical microstrip defect.
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From Equation (1) we have

cos (’ylll) Zysin (1) 1 7 cos ('yllg) Zy sin (vyla)

[ABCD]y = smgy ) cos (vl1) [ 0 1 ] bmgy 2) cos (7l2) @)
0 0

where Z = (jwL) || ﬁ and L, C are respectively the inductance and the capacitance caused by

DMS.
The scattering parameters are achieved by [1].

A+Z%—OZO—D 2

SHZ 521:
A+Z +CZ+D A+Z +CZ+D

(3)

which Zj is characteristic impedance. Simple transmission line is a low pass filter which its cutoff
frequency is limited by higher order modes. One LC series resonator cause bandstop feature to TL.
This modeling means each defect traps energy in itself at a certain frequency.

The idea was developed from this concept which cascading high pass filter and bandstop filter
can lead to bandpass filter.

A novel coupled line band pass filter was presented using DMS concept. The designed filter is
shown in Fig. 3.

This novel structure was analyzed by 3D full wave Ansoft HFSS v13 and also by Momentum
module of ADS.

The scattering parameters of this band pass filters are

Figure 5 shows a good agreement between Momentum and HFSS full wave simulation. Filter is
bandpass in Neighborhood of center frequency at 6 GHz.

Considering 3 dB signal transition index, the filter bandwidth is approximately 700 MHz which
provide 11% relative band width.

10.8 mm 91 mm
‘ H Hlmm
\ |
1.9mm ‘ I ‘ ‘ I |
10.6 mm 1.9mm 4.5 mm
4mm 83 mm
Figure 3: Coupled line DMS filter layout.
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Figure 4: Coupled line DMS filter layout details.
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3. MODELLING

847

Figure 8: S1; comparison between full wave simula-
tion and circuit modeling.

Circuit modeling can be used for desired structure using LC resonator concept of DMS. Each defect
was modeled by lossless resonator and each gap represents capacitor as a simple way for circuit
modeling. Coupling between each coupled line was modeled by coupling capacitor.
The our circuit representation is in Fig. 6.
The circuit elements were calculated via optimization process which two results have maximum
agreement over desired frequency band.
Table 1 shows circuit elements values after optimization process.
It was obvious which coupling capacitors and coupled line branch inductances should have less

value against main capacitors and Inductances. This expectation was confirmed after optimization
process as shown in Table 1.
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Table 1: Circuit modeling elements values after optimization process.
Circuit
e Co Cs Cy Cs Ci | Co | Cs | Cn
element
value | 0.183665 | 14.1471 | 19.6922 | 19.9285 | 15.0342 | 0.50938 | 2.60473 | 9.86308 | 1.50868
unit pF pF pF pF pF pF pF pF fF
Circuit element Cyo Ca Cs2 L1 Lo L3 Ly Lo
value 4.34636 | 2.60084 | 14.6314 | 0.950167 | 0.58837 | 9.98867 | 9.95165 | 3.13976
unit fF pF pF nH nH nH pH pH

4. CONCLUSIONS

Bandpass coupled line filter based on DMS method was analyzed in full wave simulation. Circuit
model based on resonator concept of DMS confirmed full wave simulation results. Extracted circuit
elements values showed farther defects from main line have less values in comparison to main defects.
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Optimized Rat-race Coupler with Different Shapes of Defected
Ground Structure

M. Shirazi, R. Sarraf Shirazi, and Gh. R. Moradi
School of Electrical Engineering, Amirkabir University of Technology, Iran

Abstract— In this paper, a new type of Rat-Race ring coupler with different shapes of DGS is
presented. Three shapes of defect on ground plane have been investigated and after optimization
with Genetic Algorithm (GA) the best one is presented. Changing the shapes and dimensions
of the defect on ground will lead to better performance of a rat-race coupler such as less return
loss, smaller size or wider bandwidth than conventional rat-race coupler with DGS. All designs
are validated by using the full-wave electromagnetic simulator. At first a circular DGS have
been designed and investigated. After optimization we can see the advantages of this type
to the conventional one. The next type is triangular DGS; the optimum case of this type is
presented. Based on the triangular DGS results and distribution of electromagnetic current on
the ground plane, a fractal DGS have been designed and simulated. After optimization with
Genetic Algorithm the optimum shape and dimension of the defect on ground plane is proposed.
Simulations are carried out using HFSS 13, a commercial electromagnetic simulator based on a
finite element method.

1. INTRODUCTION

Microstrip rat-race ring couplers are important structures in microwave. They are widely used
in power amplifiers, mixers, and antenna systems due to their simplicity and wide bandwidth in
power dividing distribution [2,3]. Hybrid ring couplers are also used in isolated power dividers
where a high level of isolation between the ports is required. However, this isolation is generally
limited in bandwidth by the phase balance performance of the hybrid. The conventional 180 hybrid
ring coupler has several shortcomings. It is inherently narrow-band, large in size, and it requires
impractically high-impedance line sections for large power-split ratios.

Recently, there has been an increasing interest in microwave and millimeter-wave applications
of the PBG [4,5] and the DGS [1,6]. In [1] a dumbbell shape DGS have been proposed which
has both size reduction and 3rd harmonic suppression in comparison with conventional Rat-Race
coupler. The proposed structure in [1] is not optimum neither in shape nor in size and dimensions.
Fig. 1 shows the conventional Rat-Race coupler with dumbbell shape (rectangular) DGS and new
proposed structures.

In this paper, we propose three other shapes of defect on ground plane and find the optimum
case based on GA. Each of the proposed rat-races is verified by full wave HFSS simulator and is
compared with the conventional rat-race.

2. CONVENTIONAL RAT-RACE WITH/WITHOUT DGS

In this section we examine the S-parameters of Rat-Race coupler with and without DGS. Substrate
with dielectric constant of 2.5 and thickness of 25 mil has been used. Fig. 2(a) shows return loss,

F— —

(@) (b)

Figure 1: Four different shapes of DGS. (a) Conventional, (b) Rat-Race with Circular DGS, (c) Rat-Race
with triangular DGS and (d) Rat-Race with fractal DGS.
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insertion loss and isolation for the conventional Rat-Race coupler. In this paper, we follow three
criteria to compute the coupler bandwidth.

1. Return loss and isolation better than 20 dB.
2. Magnitude difference between output ports should not exceed 1dB.
3. Phase difference between output ports should not exceed 5 degree.

With these qualifications the bandwidth of conventional Rat-race coupler is about 15% with the
central frequency of 2.36 GHz. Utilizing a rectangular DGS will result in 3rd harmonic suppression
and size reduction as reported in [1], but the dimensions of DGS section proposed in [1] is not
optimum. After optimization with GA the length width and gap distance of rectangular DGS
sections were ¢ = 7mm, b = 5.2mm and g = 0.2 mm, respectively. The S-parameters of this type
of DGS has been shown in Fig. 2(b).

The central frequency of Rat-Race coupler with rectangular DGS is 1.59 GHz and the bandwidth
of this type of DGS is about 13.5%, as you can see the bandwidth is 1.5% less than the bandwidth
of conventional Rat-Race.

3. RAT-RACE WITH CIRCULAR DGS

A new shape that can be used as defect on ground plane is circular DGS. As shown in Fig. 1(b)
six similar circular parts have been etched from ground plane. After optimization the radial of
each circle and the width of strip became 3.5 mm and 2.6 mm, respectively. Fig. 3 shows the S-
parameters of this kind of defect. Central frequency and bandwidth of this type has not been
changed in comparison with the previous type, but much better return loos and isolation between
output ports have been achieved.

4. RAT-RACE WITH TRIANGULAR DGS

The next type of DGS that will be investigated is triangular DGS. In this type six triangular sections
with optimized base and height have been etched from ground plane. Fig. 4(a) shows S-parameters
of coupler with triangular DGS and Fig. 4(b) illustrates the phase difference between output ports.
The limiting condition for bandwidth of coupler is almost its phase imbalance between output
ports. Therefore, Fig. 2(b) has been depicted to determine the bandwidth of Rat-Race coupler
with triangular DGS.
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Figure 2: S-Parameters of conventional Rat-Race coupler. (a) Coupler without DGS, (b) coupler with DGS.
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The central frequency of this type of DGS is around 1.54 GHz and its bandwidth is almost 14%.
It can be seen that the 3rd harmonic suppression of the coupler has not been affected by changing
the DGS shapes and dimensions.

5. RAT-RACE WITH FRACTAL DGS

With a careful examination of current distribution of coupler with triangular DGS and the S-
parameters of previous DGS types, we examined and simulated a Rat-Race coupler with fractal
DGS, the shape of this kind of DGS has been depicted in Fig. 1(d). Fig. 5(a) shows the S-parameters
of new proposed structure. As can be seen the central frequency is 1.51 GHz which is 90 MHz less
than conventional Rat-Race with rectangular DGS. It means that the proposed hybrid ring reduce
the size of coupler. The occupied area of coupler with fractal DGS is 40% of conventional Rat-Race
coupler. Also with the change in the dimension of fractal section we can achieve much better return
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Figure 4: Rat-Race with triangular DGS. (a) S-parameters, (b) phase difference between output ports.
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loss or isolation, but near 1.6 GHz. Fig. 5(b) and Fig. 5(c) show magnitude difference and phase
difference of output ports, respectively. It can be seen that the limitative factor to determine the
bandwidth is phase imbalance between output ports.

6. CONCLUSIONS

Presented is a new hybrid ring Rat-Race coupler with different types of DGS. Photography of
the presented structures is shown in Fig. 1. All slots and gaps are 0.2 mm or wider and easy for
fabrication. It has demonstrated that lower central frequency, as well as very good performance
at the designed frequency, has been achieved in these types of a rat-race coupler with DGS. All
proposed structures have been optimized with Genetic Algorithm. It is well suited to compact
low-cost active circuit applications for microwave and millimeter-wave integrated-circuits.
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Abstract— The conventional single uniform transmission line can be equivalent to the dual
and the T-shaped transmission lines, which have been proposed in the previous works. This
paper proposes two new compact Wilkinson power dividers. The first power divider uses dual
and T-shaped transmission lines to replace the two quarter-wavelength (\/4) transmission lines
in the conventional equal-split Wilkinson power divider. The second divider utilizes new dual
transmission line section, which is composed of one single uniform and one T-shaped transmis-
sion lines, to replace each A/4 transmission line in the conventional equal-split Wilkinson power
divider. The result of each proposed new Wilkinson power divider can demonstrate a compact
size and similar frequency responses as the conventional Wilkinson power divider around the
operating band.

1. INTRODUCTION

Recently, Wilkinson power divider is an important component in wireless communication system
due to its good performance for power division and isolation. For the practical purpose, several
types of Wilkinson power dividers have been studied in [1-5]. Conventional Wilkinson power
divider [1] has two essential quarter-wavelength (A/4) transmission lines for transforming required
impedance matching at each port. However, the A/4 transformer is occupied a large circuit size.
Therefore, some studies discuss how to reduce the A/4 transmission for achieving compact circuit
size. For example, the miniaturized dual-frequency power divider [2] utilized the DGS structure
to realize a small circuit area. Similarly, the compact dual-band power divider [3] used slow-wave
structure to reduce its size. Besides, the miniaturized power dividers [4] and [5] utilized dual and
T-shaped transmission lines to replace the \/4 transmission lines in conventional Wilkinson power
divider, respectively. In this paper, two new types of Wilkinson power dividers using mixed dual
and T-shaped transmission lines are presented for realizing compact circuit size.

2. THE PROPOSED WILKINSON POWER DIVIDERS

In this paper, two new Wilkinson power dividers using dual and T-shaped transmission lines are
presented. Figure 1 shows the equivalent circuit of the conventional equal-split Wilkinson power
divider composed of a A/4 transformer in each transmission path. The first proposed divider, as
shown in Figure 2, uses dual transmission line [4] and T-shaped transmission line [5] to replace
the two A/4 transformers of the conventional equal-split Wilkinson power divider (Figure 1). The
dual transmission-line section can be easily folded for the purpose of reducing circuit size since the
characteristic impedance of each line is high. Besides, the length of T-shaped transmission line
can achieve an effective reduction compared with the A\/4 transformer while the T-shaped line is
properly designed.

The equal-split power divider as shown in Figure 1 can be designed by following design pa-
rameters. Z; and R are equal to v/2Zy and 27, respectively, where the Z; is the characteristic

M4 (output)
Port 2
V27, Zy 0
Zy Port 1 >
o— 27, (input) :
Zz,ﬂzl o)
\/_ZZ“ Zy Port 3
(output)
M4
Figure 1: Conventional Wilkinson power divider. Figure 2: The proposed first power divider with T-

shaped and dual transmission lines.
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impedances of the A\/4 transformers, the load impedance at each port is set to be Zp (system
impedance), and R is a resistor for isolation.

Based on the replacement of the T-shaped and dual transmission lines as suggested by [4]
and [5], the proposed first divider, as shown in Figure 2, has a compact circuit size. Figure 3 shows
the layout of Figure 2. This paper implements all of the dividers on the substrate which has a
thickness of 1.6 mm, a relative dielectric constant of 3.65, and a loss tangent of 0.0065. The center
frequency of the power divider is approximately 1 GHz. The design parameters of the proposed
first divider are Z1 = 1309, Zy = Z3 = 141.49Q, Z, = 30Q, 61 = 28.54°, 05 = 91°, O3 = 89°,
0, = 16.64°, and R = 1002, where Z; or Z, and 6; or 0, are the characteristic impedances and
electrical lengths of T-shaped transformer, respectively; Zs or Z3 and 62 or 03 are the characteristic
impedances and electrical lengths of dual-transmission line transformer, respectively. Figure 4
shows the simulated and measured results of Figure 3. The experimental results are in good
agreement with the simulated results. The measured results of center frequency and minimal
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3 .4mm
7mm
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Figure 3: Layout of the proposed first power divider.
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insertion loss are approximately 0.93 GHz and 3.4dB (—|S21]), respectively. The measured isolation
is greater than 20dB around the desired band.

In general, dual transmission lines can effectively reduce the circuit size because it is composed of
two uniform high characteristic impedance transmission lines which can be easily folded. However,
it is not suit for power divider system due to one of the high impedance lines is longer than the other
line, in other words, it usually needs meander path for achieving a compact size. Therefore, the
second power divider is proposed to relax this problem, as shown in Figure 5. The proposed second
power divider utilizes new dual transmission line section, which is composed of one uniform and one
T-shaped transmission lines, to replace each \/4 transmission line in the conventional equal-split
Wilkinson power divider. Figure 6 shows the layout of Figure 5, and it demonstrates an obvious
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reduction. The center frequency of the second power divider is approximately 1 GHz. The design
parameters of the proposed second divider are Z1 = Zo = Z, = Z, = 1709, Z3 = Z, = 141.4Q,
01, =0, = 39.8°, 3 =04 = 89°, 0, = 0, = 20.33°, and Ry = 1002, where Z1, Zs, Zs, Zy, Z,, or Zy
and 03, 04, 0,, or 6 are the characteristic impedances and electrical lengths of the proposed new
dual transmission line section, respectively. Figure 7 shows the simulated and measured results of
Figure 6. The measured results of center frequency and minimal insertion loss are approximately
0.96 GHz and 3.2dB (—|S21]), respectively. The measured isolation is greater than 16 dB around
the desired band.

3. CONCLUSIONS

In this study, two new types of Wilkinson power dividers using mixed dual and T-shaped trans-
mission lines are presented for compact circuits. The first proposed power divider utilizes dual
and T-shaped transmission lines to replace each of the A/4 transmission line in the conventional
Wilkinson power divider, and the result indicates the dual and T-shaped transmission lines has
similar levels of power division and isolation. The second proposed power divider uses a new dual
transmission line section composed of one uniform and one T-shaped transmission lines to replace
each \/4 transmission line in the conventional equal-split Wilkinson power divider. It successfully
demonstrates a simple circuit design and an effective size reduction.
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Abstract— In this article, a novel bandpass filter using symmetrical composite right/left-
handed transmission lines (CRLH TL) ZOR and U-shaped resonator with three transmission
zeros (TZs) is proposed. The design concept of the proposed filter is based on the zeroth-
order resonator (ZOR) and half-wavelength open-ended resonator with opposite phase response
around the resonant frequency and, therefore, one TZ can be achieved by using a ZOR parallel-
coupled with a conventional resonant circuit. To improve the selectivity, two L-shaped coupling
arms connected to feed lines are introduced to provide additional two TZs. Both simulated and
measured results have been presented to demonstrate the presence of one TZ on high side of the
stopband and two TZs on low side of stopband.

1. INTRODUCTION

Recently, more and more devices are designed using the metamaterial concept. Especially, CRLH
metamaterial transmission lines have been studied for the microwave applications [1-3]. Among
these applications, the ZOR have been proposed based on CRLH TL [4]. The resonant frequency of
ZOR is independent of the physical length so that the resonator has much smaller size compared to
conventional resonator [5]. Thus, the ZOR is very attractive for design of compact bandpass filter.
Since then, the various novel ZORs such as CRLH coplanar waveguide (CPW) ZOR [6], simplified
composite right/left-handed (SCRLH) ZOR [7], and complementary split ring resonator (CSRR)
ZOR [8] have been designed to synthesize bandpass filters with compact size.

In this paper, a new instructive method of filter design based on ZOR and half-wavelength
open-ended resonator is discussed. The method starts from the phase shift of ZOR and traditional
resonator. By adding the signal of ZOR into the traditional resonator signal path, TZs can be
obtained. However, it is hard to get two TZs by the method of combine ZOR with traditional
resonator since the phase shift are not opposite at every frequency around resonance frequency
for the reality two resonators. Then, two L-shaped coupling arms are introduced to improve the
selectivity. To validate the proposed method, the bandpass filter (centre frequency 2.20 GHz)
composed of symmetrical CRLH TL ZOR and U-shaped resonator (half-wavelength open-ended
resonator) is presented, providing a pair of TZs at 2.07 (provided by U-shaped resonant circuit)
and 2.25 GHz, thus featuring steep roll-off at both edges of the passband.

2. ANALYSES OF ZOR AND CONVENTIONAL RESONATOR

2.1. Phase Shift of Lossy ZOR and Half-wavelength Open-ended Resonator

Figures 1(a) and (b) show the unit cell of lossy CRLH TL model and equivalent circuit of open-ended
ZOR. Figure 1(b) also can be the model of conventional resonator, and the transfer impedance Zp 4

6,16,

20 0 ' ay ﬂl

o T 0 a B2

(@) (b) 0510,

Figure 1: (a) Equivalent circuit of a unit cell of lossy CRLH TL.  Figure 2: Coupling scheme of creating
(b) Two-port network lossy model of ZOR and conventional transmission zeros.
resonator.
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form A toward B (see Figure 1(b)) is given as

1 _ W?L*G + jwL(1 — w?LC)
ijL +jwC+G (1 —w?LC)? + w22G?

(1)

ZBa =

For the case the equivalent circuit shown in Figure 1(b) is ZOR, according to Eq. (1), the phase
shift is 0° when w = wp, 01 (0° < 1 < 90°) when w < wp and 62 (—90° < #2 < 0°) when w > wy
because of Re(Z4p) # 0. For the case the equivalent circuit shown in Figure 1(b) is half-wavelength
open-ended resonator, the phase shift is 180° when w = wy, 03 (—180° < §; < —90°) when w < wy
and 64 (90° < 62 < 180°) when w > wp because the resonator frequency of conventional resonator
is at positive first order mode.

2.2. Transmission Zeros

Based on the above discussion, the TZs can be obtained by the coupling scheme as shown in
Figure 2, where S and L denote the input and output ports respectively; node 1 denote the ZOR
and node 2 for the conventional half-wavelength open-ended resonator. Since there is no coupling
between the two resonators, the signal from form S to L has two separately parallel-coupling paths.
The TZs can be obtained when the total phase shift of the upper and lower paths is 0°.

{a1+91+ﬁ1+a2+93+52—00 when w < wy (2&)
a1+ 0o+ 01 +ag+604+ P2 =0° when w > wy (2b)

Therefore, a TZ on the lower stopband is get if the Eq. (2a) is met. Similarly, a TZ on the higher
stopband is get if the Eq. (2b) is met. When Eq. (2a) and Eq. (2b) are both satisfied, two TZs are
obtained, and the Eq. (3) is deduced:

01403 = 02 4 0,4 (3)

The Eq. (3) is met only when the phase shift is §; = —f3 = 90° when w < wp and 6 = —04 = —90°
when w > wg, which means only the ZOR and conventional resonator is lossless, or it can not be
got two TZs.

3. BANDPASS FILTERS APPLICATION

To demonstrate the usefulness of the proposed method, a symmetrical CRLH TL ZOR and U-
shaped resonator is designed shown in Figure 3. It is designed on a substrate with a relative
dielectric constant of 3.48 and thickness of 0.5 mm, and a loss tangent of 0.003. The ZOR consist
of three parts, which are interdigital capacitors, a shunt stub inductors and interdigital capacitors.
To improve the strength of coupling between input port and ZOR, the coupling line I of ZOR
is extended to 8 mm, and has the same length with the coupling line between input port and
U-shaped resonator as shown Figure 3. Basic coupling structures can be seen in Figure 2 where
no coupling between two resonators. To excite the two resonators simultaneously, two ports with
simple coupling lines are coupled to the resonators. The simulated results are plotted in Figure 6
for three different value of W. As can be seen, for W = 0.4mm, two resonators exhibit the same

19

Short stub

= |w
6.3
l=8A0w

Figure 3: Layout of the two resonators on a 0.5-mm-thick dielectric substrate with a relative dielectric
constant of 3.48 (All dimensions are in millimeters).
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resonant frequency. When W is decreased or increased from this value, the two resonant frequencies
split. This is shown in Figure 4 for W = 0.2mm and W = 0.8 mm. The smaller W results in the
ZOR being shifted to a lower frequency, while the lager W shifts the ZOR to a higher frequency,
because the value of W is affect the shunt inductor Ly,.

It is also interesting to notice from Figure 4 that there is a TZ when the two resonant frequencies
split. The TZ is allocated on the high side of two resonant frequencies when the frequency of ZOR.
is higher than U-shaped resonator. On the other hand, the TZ is on the lower of the two resonant
frequencies when the frequency of ZOR is lower than U-shaped resonator. Thus, the TZ appears
to be closely associated with the frequency of ZOR.

To improve the passband characteristics proposed in Figure 4, L-shaped coupling arms are
introduced to two ports shown in Figure 3. The L-shaped coupling arms not only enhance the
strength of coupling, but also create additional two TZs on the lower stopband.

The proposed filter is simulation and fabricated on the Rogers 4350B substrate with a relative
dielectric constant of 3.48 and a thickness of 0.5 mm. The photograph of fabricated filter is shown
in Figure 5 and the physical dimensions are described in Figure 3. The size of the filter is about
18 mm x 28 mm x 0.5 mm. The measured results, obtained using Aglient 5071C network analyzer,
and the full EM simulated results are both plotted in Figure 6. The simulated/measured the
center frequency at 2.18 GHz/2.20 GHz. Three TZs are successfully acquired in both the simulation
and measurement, and there are allocated at 1.58 GHz, 2.07 GHz and 2.25 GHz. Some differences
between the simulation and measured data may be attributed to the short stub and the fabrication
tolerances.

4. CONCLUSIONS

In this paper, a novel bandpass filter with three TZs based on the ZOR and U-shaped resonator
has been presented. The lossy models of the ZOR and conventional resonator are provided to
analyze the phase shift below and above the resonant frequency. By introducing L-shaped coupling
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arms to two ports, a high selectivity filter using CRLH TL ZOR and U-shape resonator is designed,
fabricated, and measured. In comparison with the cross-coupled filter, the filter using two resonators
can provide a sharp cut-off frequency response. The filter circuit size has been significantly reduced.
As a result, the compact-size filter is suitable for use in wireless communication system.
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Substrate Integrated Waveguide (SIW) Filters and Its Application
to Switchable Filters

Q.-Y. Xiang, Q.-Y. Feng, X.-G. Huang, and D.-H. Jia
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Southwest Jiaotong University, Chengdu, Sichuan 610031, China

Abstract— In this paper, novel substrate integrated waveguide (SIW) and half mode substrate
integrated waveguide (HMSIW) structures for bandpass filter and switchable bandpass filter
applications are proposed. The SIW resonators are realized by etching the electrical coupled
complementary resonators on the surface of waveguide, and the resonances are generated below
the characteristic waveguide cut-off frequency. Lumped equivalent circuit analysis models are
developed. The half mode configuration of the proposed SIW bandpass filter is open structure,
and this kind of HMSIW filter is easy to load with the control elements. By using a floating
capacitor with mechanical switches loaded on the HMSIW resonators, a 1-bit HMSIW switchable
bandpass filter is demonstrated. The simulated and measured results for the filter are provided.
The prototype with compact core size of 16 mm x 12mm was designed and fabricated so as to
validate the new structure. The measured central frequency is 2.1 GHz and 2.6 GHz, the fractional
bandwidth is 7.3% and 7.6%, and the insertion loss is 2.5dB and 1.5dB, at switch-on state and
switch-off state, respectively.

1. INTRODUCTION

Recently, new guided wave structures called substrate integrated waveguide (SIW) and the half-
mode substrate integrated waveguide (HMSIW) which can be synthesized on a planar substrate
have been used for implementing planar resonator and filter applications with the features of good
power capability, high @ factor, low cost and compact volume size comparable to that of the
bulky waveguide based implementations [1-4]. The concept of HMSIW is attractive for filter
design since it has been proposed aiming at a further reduction of the size of the SIW, and more
importantly, it is very convenient to etch the tunable elements on the waveguide surface of HMSIW.
Complementary split ring resonators (CSRRs) are sub-wavelength planar structure introduced by
Falcone as new metamaterial resonators, and it can be viewed as electric dipole. According to the
theory of evanescent mode propagation or a waveguide loaded by electric dipoles, a passband below
the waveguide cutoff frequency can be obtained by loading the CSRRs. Both SIW and HMSIW
are suitable for loading the CSRRs on the waveguide surface, therefore, the SIW/HMSIW loaded
complementary resonators such as CSRRs will be suitable for bandpass filter design [5].

With the rapid development of broadband, multi-protocol, and cognitive radios, the wireless
transceivers need to break through the traditional communication standard of the fixed pattern,
such as central frequency and bandwidth, and build multi-mode wireless links to improve anti-
interference ability, increase spectrum utilization, expand the communication capacity and quality
of service (QoS) [6]. As microwave components including microwave filters are the key to con-
stitute the radio interface of wireless equipment, reconfigurable microwave filter will have special
significances in future wireless systems [7, 8]. In this paper, SIW and HMSIW loaded with CSRRs
achieve forward electromagnetic wave transmission below the waveguide cutoff frequency due to
evanescent wave amplification, and novel mechanical reconfigurable BPF was proposed. The filters
were designed, fabricated and measured, and the attractive performances are validated theoretically
and experimentally.

2. SIW/HMSIW BANDPASS FILTERS

Figure 1 shows the layout and photograph of the proposed BPF based on SIW/HMSIW loaded by
coupled CSRRs. A pair of CSRRs is etched in the center of the top metal plane. The coupling
effects of the two CSRRs are dominated by the electric coupling, and resonant frequency splitting
can be occurred due to electric coupling of the two resonators, which is determined by the gap of
the two CSRRs in Figure 1. To analyze the performances of the proposed BPF, Rogers RT /Duroid
5880 substrate with a thickness of 0.508 mm and a relative permittivity of 2.2 is used in our design.

The transmission responses for the filter are simulated and investigated by full-wave Electro-
magnetics (EM) Software, as shown in Figure 2. The measurement is accomplished with Agilent
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Figure 1: Layout and the geometry parameters of the STW/HMSIW bandpass filter: (a) SIW, (b) HMSIW,
(¢) lumped equivalent circuit model.
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Figure 2: S-parameters of the proposed BPF with different gaps: (a) SIW, (b) HMSIW.
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Figure 3: Layout and the frequency responses of the HMSIW mechanical reconfigurable bandpass filter: (a)
layout and photograph, (b) frequency responses.

E5071C network analyzer. The SIW filter has a measured central frequency of 2.8 GHz and a —3dB
bandwidth of 165 MHz. The insertion loss is approximately 2.98 dB, which includes the extra loss
caused by the subminiature A (SMA) connectors. Its return loss at center frequency is better than
—15dB, and the high-side stop-band rejection is better than —40dB. The HMSIW filter has a
measured central frequency of 2.76 GHz and a —3 dB bandwidth of 235 MHz. The insertion loss is
approximately 1.32dB, and the high-side stop-band rejection is better than —40dB. By using the
curve-fitting technology we have extracted the parameters Ly = 5nH, Cs = 0.45pF, L,; = 1.1 pF,
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Cy = 1.31pF, L. = 15nH, C, = 0.095pF, L, = 0.5nH, and L,» = 0.82nH respectively from the
equivalent circuit model network in Figure 1(c). It shows that the circuit model, EM simulated
results and measured results match each other very well, therefore the equivalent circuit model is
basically correct and is fully capable of explaining the frequency responses of the structure.

3. ONE-BIT MECHANICAL RECONFIGURABLE BANDPASS FILTER

By studying the equivalent circuit model in Figure 1(c), the passband can be adjusted by tuning
the resonator capacitor Cy. To confirm and demonstrate the reconfigurable characteristics of the
stop-band, two 3.8 mm x 4 mm metal planes are used as the reconfigurable floating capacitors, as
shown in Figure 3(a). The mechanical reconfigurable HMSIW BPF prototype with compact core
size of 16 mm x 12 mm was designed and fabricated. Figure 3(b) shows the measured s-parameters
of the mechanical reconfigurable HMSIW BPF. The measured central frequencies were 2.1 GHz
and 2.6 GHz, the fractional bandwidth were 7.3% and 7.6%, and the insertion loss were 2.5dB and
1.5dB, in switch on and off states, respectively.

4. CONCLUSIONS

Novel substrate integrated waveguide (SIW) and half mode substrate integrated waveguide (HM-
SIW) structures for bandpass filter and mechanical switchable bandpass filter applications are
proposed in this paper. The SIW resonators are realized by etching the electrical coupled com-
plementary resonators on the surface of waveguide, and the resonances are generated below the
characteristic waveguide cut-off frequency. Lumped equivalent circuit analysis models are devel-
oped. The half mode configuration of the proposed SIW bandpass filter is open structure, and this
kind of HMSIW filter is easy to load with the control elements. By using a floating capacitor with
mechanical switches loaded on the HMSIW resonators, a 1-bit HMSIW switchable bandpass filter is
demonstrated. The measured central frequency is 2.1 GHz and 2.6 GHz, the fractional bandwidth
is 7.3% and 7.6%, and the insertion loss is 2.5dB and 1.5dB, at switch-on state and switch-off
state, respectively.
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High Power Autonomous Pulse-train UWB Source

V. E. Fortov, Yu. I. Isaenkov, V. M. Mikhailov, E. V. Nesterov, V. E. Ostashev,
Yu. V. Semenov, and V. A. Stroganov
Joint Institute for High Temperatures of RAS (JIHT RAS), Russia

Abstract— The design and characteristics of powerful nanosecond UWB pulse source intended
for study of particular electromagnetic compatibility problems are given. For excitation of UWB
source we use high voltage drive-pulse generator based on resonance transformer. Power supply is
a set of nickel metal hydride rechargeable batteries. Designed source of radiation is characterized
by the following parameters: voltage output of the generator is approximately Ug ~ 550kV, field
range product (FFRP = E x R) equals to 300kV (with reflector 670 kV approx.), effective radiated
power (ERP) is approximately 3 GW (15 GW). Peak energy spectrum at the frequency of 0.3 GHz
is 17mJ/MHz. Pulse-repetition frequency is adjusted within 0 to 1 kHz range. Parabolic reflector
is about 1.2 x 1.2 x 0.6 m overall. The source as a whole is combined into monoblock of 1 m high
and 0.24m in diameter. Total weight of the source is 65 kg approximately.

1. INTRODUCTION

Nowadays, electronic devices have a deep impact upon human life; they monitor the sophisticated
engineering procedures and lie at the heart of modern communications and management. Therefore,
such system and devices must be very stable in operation, even under occasional or intentional
electromagnetic interferences which can result in different system malfunctions.

Stability of operation of electronic systems is a subject of proper design and fabrication [1].
However, for its practical confirmation the verification nature test is necessary, which requires
design of powerful electromagnetic interference systems.

There are some publications concerning existing and prospective generators of powerful electro-
magnetic pulses with FRP above 100kV, in that number the works [2,3]. In the paper [4], where
a phased array was used as an emitting antenna, FRP value achieved 0.69 MV. In the report, we
present results of design of compact autonomous mobile device including antenna made up of two
dipoles working in synchronism with each other.

2. DEVICE DESCRIPTION

Power supply of all components of the generator is a set of 12 (twelve) LiFePo4 38120p, 3.2V,
8 A -h rechargeable batteries. For excitation of antenna system made up of two Hertz dipoles a
high-pressure hydrogen spark-gap switch with discharge voltage of ~ 550kV is used. This voltage
is generated by two-stage voltage converter.

The first stage is a classical push-pull DC-DC voltage converter 40 V/10kV based on a pulse
transformer with ferrite core. It is used for charging of two capacitive storages at the second stage
of voltage conversion 10kV/550kV.

Every capacitive storage of the second stage of conversion is loaded into corresponding primary

winding of two Tesla transformers with magnetic coupling coefficient equal k& = \/i\/[T = 0.6. The
142

load for Tesla transformers is stray capacitance of dipoles.

For exact phasing of Tesla transformers operation the capacitive storages are switched by a
single cell-type tube with operating voltage of 10kV. Typical waveform of voltage on the capacitive
storages of Tesla transformers in working conditions is shown in Fig. 1. Voltage pulse repetition
rate is adjusted by variation of current-free interval set by controller of DC-DC converter.

Figure 2 shows waveforms of output voltages of Tesla transformers (curves 1 and 2) and dif-
ferential voltage on the antenna section (curve 3). Secondary windings of the transformers are
connected in opposition, so for output voltage equal 275kV on the every winding the differential
voltage is 550 kV.

Capacitive divider formed naturally by stray capacitances is responsible for steady voltage dis-
tribution over components of antenna part. Electric strength of emitting antenna is available by
sulfur hexafluoride (SFg gas) at the pressure of 6 atm in the main section of the generator.

For pulse repetition frequency equal 400 Hz the emitter consumes power of 2.9 kW, that is about
7.2 J for one pulse. Energy delivered to the antenna is 2.7 J approximately, so the energy efficiency
of pulsed excitation system is about ~ 38%.
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Figure 3: UWB source at the stand for diagnostics of radiated pulsed power.

The general view of the generator under the measurement of parameters of radiated pulses is
shown in Fig. 3.

3. MEASUREMENTS OF RADIATION PARAMETERS

Radiation parameters were measured in the shielded room 4.5 m high and 15 x 6 m in the base.

Pulsed electric field sensor was placed 10 m apart from the UWB source at the radiation axis.
The source was properly positioned in the room to make possible recording of the direct radiated
pulse during 5 ns.

Pulsed electric field sensor was made on the basis of strip line matched to the impedance of the
sensor voltage recording path. Sensitivity of the probe is 0.7V /(kV/m) approximately, rise-time
of its transient response — 60 ps and allowable record time — about 5ns. Pulsed voltage on the
sensor was recorded by the digital oscilloscope TDS6604B (sampling 20 Gs/s).

Characteristic waveform of the radiated pulse given as a field range product is shown in Fig. 4.

Frontal zone of radiated pulse follows direct radiation of the dipole. Peak value of this part of
the waveform is FFRP ~ 0.3 MV, its length is about 0.8 ns at the half of the local peak voltage.

FRP parameter is determined by the maximum driving voltage on antenna. Indeed, if electric
pulse excites long dipole then the electric field wave propagates through this dipole with speed ¢
and induced current I. The length of the graded region of current wave is ¢r and the current rate
— I/7. Under such conditions

. 1

FRP ~2 5 10CT) j _ 1oler) I oo 60U,/ Rorp, (1)
47 27 T

that is, FRP of emitting dipole in the traveling wave mode is determined only by the amplitude

of this wave (here ¢ - py = 120m — characteristic impedance of free space, U,y — dipole driving

voltage amplitude, Rp;p — dipole impedance).
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Figure 4: Waveform of electric field and effective  Figure 5: Energy spectrum of radiated pulse (effec-
energy of radiated pulse. tive value).

Since the emitting dipole driving voltage is U, ~ 550kV, then for direct radiation of dipoles
we have FRP/U¢z. =~ 0.55. Therefore, the effective impedance of dipole antenna of the described
UWRB source is 110 Ohm approximately.

Amplitude of the signal reflected from the parabolic speculum is FRP =~ 0.67 MV and its length
(=~ 0.5ns) is shorter than that for direct pulse. Radiated pulse of such amplitude is characterized
by effective power equal 15 GW.

Corresponding effective energy of radiated pulse is also shown in Fig. 4. Its maximum value
is 7.5 J approximately. Excitation energy is about 2.7 J, consequently, antenna power gain equals
7.5/2.7 ~ 2.7.

Energy spectrum of this radiated pulse is given in Fig. 5.

In its pattern the spectrum is a continuous ultra wideband (UWB) one [5]. Its peak value is
equal to 17mJ/MHz approximately at the frequency about 0.3 GHz. Spectrum distribution is a
nonmonotonic function due to time shift of main components of the pulse.

4. CONCLUSIONS

Compact UWB source with the following parameters of radiated pulse is developed: FRP =~
0.67 MV, effective radiated pulse power 15 GW, effective amplitude of pulse spectral density 17 mJ/MGHz.
UWRB source works in a pulse-repetitive mode of operation.
Self-sufficient operation of the source makes it an efficient tool for simulation of powerful elec-
tromagnetic interference in electromagnetic compatibility problems.
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Dependence of Avalanche Response Time on Photon Flux Incident
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Abstract— Effect of photo-irradiation on the avalanche response time of Millimeter-wave Dou-
ble Drift Region (DDR) Silicon Impact Avalanche Transit Time (IMPATT) devices is investigated
in this paper. A model to study the photo-irradiation effect on the DC and high-frequency prop-
erties of the mm-wave IMPATTs is developed by the authors based on which the simulation is
carried out to calculate the avalanche response time of 94 GHz, 140 GHz, 220 GHz and 300 GHz
DDR Silicon IMPATTSs under two different optical illumination configurations (Top Mount (TM)
and Flip Chip (FC)). It is interesting to observe that the DC and high-frequency parameters of
the device are more sensitive to electron dominated photo current (TM structure) compared to
the hole dominated photo current (FC structure). Results show that the avalanche response time
of the device decreases due to optical illumination on both TM and FC structures and percent-
age of decrease in avalanche response time in TM structure is higher compared to FC structure.
For example 7.57% and 3.14% decrease in avalanche response time is observed in TM and FC
structure of 94 GHz IMPATT respectively for the incident photon flux density of 1026 m=2 sec™!
at 1000 nm wavelength near band gap absorption of Silicon.

1. INTRODUCTION

The photo irradiation on IMPATT devices leads to optical control of the high frequency properties
of these devices. The optical control provides additional control over normal electronic control of the
device and is of considerable research interest in view of its application in optoelectronic integrated
circuits and phased array antennas for space based communication and imaging. Several optical
control functions of the photo-irradiated device such as modulation of RF power, frequency tuning,
injection locking have already been experimentally demonstrated [1-3]. The physical mechanism
underlying these control functions is generation of photocurrent and consequent enhancement of
leakage current in reverse biased device. The avalanche response time [4] of the charge carriers
(electrons and holes) is related to the avalanche multiplication process and plays an important
role in determining the high frequency performance of the IMPATT device. In this paper, the
authors have made an attempt to investigate the effect of optical illumination on the avalanche
response time of the charge carriers (electrons and holes) in millimeter-wave DDR Silicon IMPATT
devices. A model to study the photo-irradiation effect on the DC and high-frequency properties of
the mm-wave IMPATTs is developed based on which the simulation is carried out to calculate the
avalanche response time of 94 GHz, 140 GHz, 220 GHz and 300 GHz IMPATTs under two different
optical illumination configurations (Top Mount (TM) and Flip Chip (FC)). If 74,, and 74, be the
avalanche response times initiated by electrons and holes respectively, then these are expressed
as [4],

J?Az T xA2
1
TAp = ———— / exp |— / (an —ap)da’|dz & Tap = Tanexp / (an —ap)dz| (1)
(Vsn+vsp)
—TaA, —TA, —TAy

where, —xa1 & x40 are the n-side and p-side avalanche layer edges. When avalanche process is
initiated by a mixture of electrons and holes then the corresponding response time 74 is given by [4],

-1
T Ay

TA=Tan{ (L —k)+k-exp |— / (o — ) d (2)

where o, and «, are the ionization rates of electrons and holes respectively and k = J,/Js and
(1 — k) = Jns/Js; where Jg = Jps + Jps is the reverse saturation current of the device. Avalanche
response times (74) of the DDR IMPATTSs based on Silicon can be calculated from Equation (2).
Spatial variations of ionization rates of electrons (o) and holes () for each device are obtained
from the output of the DC simulation program [5] and used to solve Equations (1) and (2).
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2. PROPOSED MODEL FOR ANALYSIS OF IMPATT DEVICES UNDER OPTICAL
ILLUMINATION

The optical energy can be fed to the conventional vertical structure of DDR IMPATTSs by shining
light on either p*-side (Top Mounted (TM)) or n*-side (Flip Chip (FC)) of the ring contact of
mesa device through a controlled optical window [1-3] as shown in Figure 1. In this section, a
relationship between incident photo flux density and the normalized difference of electron and
hole current density at the depletion layer edges is established. This relation is incorporated in
the simulation program to study the effect of optical illumination for different incident photo flux
density on the DC and small-signal properties of vertically oriented DDR, Silicon IMPATT devices
for operation at different millimeter-wave frequencies. If P;, watts of optical power is incident on
the device having effective device illumination area of A, then the photon flux density ®q is given
by,

(I-R(Q)A

Ahc
The electron-hole pair generation rate due to optical illumination is given by,

a(A)(I=R(A\)A
Ahc

GL(z) = o (A) exp (—a(A)z) = Pin exp (—a (A) z) (4)
where, a()\) and R(\) are the absorption coefficient (m~!) and reflectance [R = (nz —n1)/(n2+n1);
ny = refractive index of the semiconductor, n; = refractive index of air] of the semiconductor
material respectively at a wavelength of A. The electron and hole multiplication factors at the n-
& p-depletion layer edges are given by,
J, J
M= D g =N (5)
Jns(Total) Jps(Total)

where, Jp,s/ps(Totar) 18 the total electron/hole reverse saturation current under optical illumination.

Electron and hole reverse saturation currents can have two components. (a) Thermally generated
saturation currents. (b) Optically generated saturation currents. Thus,

Jns(Total) = Jns(Th) + Jns(Opt) & Jps(Total) = Jps(Th) + Jps(Opt) (6)
The expression for thermally generated electron and hole reverse saturation currents are given by,

annZ2 qunl2
Jns(Th) = |:LnNA:| & Jps(Th) = |:LpND

(7)
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Figure 1: Schematic diagram of (a) Top Mounted (TM) and (b) Flip Chip (FC) vertical DDR IMPATT
structures under optical-illumination.
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Under dark condition (i.e., when Jy,40pt) = Jps
~ 10° [3].

The drift component of the photocurrent density through the reverse-biased depletion layer is
given by,

(opt) = 0) both M,, and M), remain in the order of

(1-RM)

Topariso =1 [ Gu(@)do = aPu =L fexp (@ () ~ exp(-a ()} (8)

x1

Due to very high conductivity, electric fields at the p™- and n™-layers are zero. Diffusion
components of the photo current are generated within these undepleted p*- and n™"-layers. Diffusion
components of the photo current in both n"- and p*-layers separately can be determined by solving
the one-dimensional diffusion equation with proper boundary conditions [6]. The electron and hole
diffusion components of the photo current density in both p*- and n*-layers are given by,

I-RA))A [ a(}) Ly,
Jns,ps(Opt,diff) = qjjln Ahe I+ ()\) Lpn’p exp (_06 (A) 1'2,1) (9)

Total photocurrent density is the combination of drift and diffusion components; i.e.,

Jns,ps(Opt) = J(Opt,drift) + Jns,ps(Opt,diff) (10)

2.1. Top Mounted (TM) Structure

In Top Mounted (TM) structure the light is shined on the p*-side of the DDR IMPATT device.
Thus the photocurrent density will be electron dominated in an illuminated TM structure. So
the electron and hole multiplication factors at the n- & p-depletion layer edges in illuminated TM
structure are given by,

M), = l & M=
" Jns(Th) + Jns(Opt) P

(11)

Jps(Th)

In this case the value of M/, is considerably reduced (< 10°) while M,, remains unchanged (~ 106).
Thus the normalized current density boundary conditions at the depletion layer edges are modified
to,
2

where M), is very large (~ 10%) and M}, is much smaller than M,. The Equation (12) is used as one
of the boundary conditions in the proposed model for simulating the DC and small-signal properties
of the illuminated TM structure of DDR IMPATT device. For the illuminated TM structure of
DDR IMPATT device the value of k£ in Equation (2) can be written as,

Ips(Th)
J

k =
ps(Th) + Jns(Th) + Jns(Opt)

(13)

2.2. Flip Chip (FC) Structure

In Flip Chip (FC) structure the light is shined on the n*-side of the DDR IMPATT device. Thus
the photocurrent density will be hole dominated in an illuminated FC structure. So the electron
and hole multiplication factors at the n- & p-depletion layer edges in illuminated FC structure are

given by,

M, = o g M) = Jo
Jns(Th) Jps(Th) + Jps(Opt)

(14)

In this case the value of M), is considerably reduced (< 10%) while M,, remains unchanged (~ 10%).
Thus the normalized current density boundary conditions at the depletion layer edges are modified
to,

P(—a1) = <;le7 - 1> & Plwa) =1 (15)
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Table 1: Structural and doping parameters.

BASE SERIAL fa w., W, Np N4 Nsw
MATERIAL NUMBER (GHz) (um) (pm) (x10¥m™3) (x10¥m™3) (x10*°m™3)
1 94 0.4000 0.3800 1.200 1.250 1.0
S 2 140 0.2800 0.2450 1.800 2.100 1.0
3 220 0.1800 0.1600 3.950 4.590 1.0
4 300 0.1320 0.1120 6.000 7.300 1.0

where M, is very large (~ 10°) and M) is much smaller than M,,. The Equation (15) is used as one
of the boundary conditions in the proposed model for simulating the DC and small-signal properties
of the illuminated FC structure of DDR IMPATT device. For the illuminated FC structure of DDR,
IMPATT device the value of k in Equation (2) can be written as,

o —  Jsrm) + Jps(opn)

16
Jps(Th) + Jps(Opt) + Jns(Th) ( )

3. RESULTS AND DISCUSSION

The active layer widths and background doping concentrations have been designed from a simple
transit time formula given by W, ;, = 0.37vgy, op/ fa; where Wy, ,, vsp sp and fg are the total depletion
layer width (n or p-side), saturation velocity of electrons/holes and design frequency respectively, so
that the operating frequency of the devices remain nearly 94 GHz, 140 GHz, 220 GHz and 300 GHz.
The design parameters of Double Drift Region (DDR) Silicon IMPATT devices are given in Table 1.
Using a generalized computer method [5, 7] based on Gummel-Blue approach [8], the DC and small-
signal properties of the devices are obtained.

Figure 2 shows the Variation of Breakdown Voltage and DC to RF Conversion Efficiency with
Peak Optimum Frequency of mm-wave DDR Si IMPATTs under Dark (®y = 0) and two Optical
Hlumination Configurations (TM & FC) for incident photon flux density of ®; = 102m~=2 sec™!
of 1000 nm wavelength. It can be observed from Figure 2 that both the breakdown voltage and
efficiency of the device decreases due to the effect of optical illumination. Percentage of reduction
in both these parameters is higher at higher frequencies for same incident photon flux density. It is
interesting to observe that the reduction in breakdown voltage and efficiency of the device due to
same degree of optical illumination (i.e., ®y = 102 m~2sec™! of 1000 nm wavelength) is higher in
TM structure compared to the FC structure. The same nature can be observed from the Figure 3
in which the peak negative conductances and the RF power output densities (Prp/A;) are plotted
against peak operating frequencies of DDR Si IMPATTSs. Photon flux density of 1026 m~2 sec™! of
1000 nm wavelength causes a decrease of the magnitude of peak negative conductance and the RF
power output density by 8.6% and 9.6% respectively for 94 GHz FC Structured DDR IMPATT and
a decrease by 13.1% and 18.5% for 94 GHz TM Structured DDR IMPATT respectively. Similarly
the same photon flux density leads to a decrease of the magnitude of peak negative conductance
and the RF power output density by 20.4% and 29.9% for 300 GHz FC Structured DDR IMPATT
and a decrease by 30.5% and 45.0% for 300 GHz TM Structured DDR IMPATT respectively. Thus
both the DC and small-signal parameters are more sensitive in electron dominated photo current
(TM) compare to hole dominated photo current (FC). The cause of greater electron photo current
sensitivity of Si IMPATTs is already explained in earlier paper [3].

Avalanche response time of DDR IMPATT's operating at 94 GHz, 140 GHz, 220 GHz and 300 GHz
are calculated by using Equation (2) under dark and two different optical illumination configurations
(TM and FC). Variation of avalanche response time with peak operating frequency of DDR Si IM-
PATTs is plotted in Figure 4. Avalanche response time of the device decreases significantly due to
the effect of optical illumination. It can be noted from Figure 4 that the effect of electron dominated
photo current (TM) on the avalanche response time of the device is more pronounced compared to
hole dominated photo current (FC). For example 7.57% and 3.14% decrease in avalanche response
time is observed in TM (electron dominated photo current) and FC (hole dominated photo current)
structure of 94 GHz IMPATT respectively for the incident photon flux density of 10?6 m=2 sec™! at
1000 nm wavelength. Figure 5 shows the variation of avalanche response time of illuminated 94 GHz
DDR Si IMPATT device with incident photon flux density (A = 1000nm) under two Optical Il-
lumination Configurations (TM & FC). So it can be concluded that the avalanche response time
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of the device decreases as more number of photons are incident of the active layer of the device.
Figure 5 clearly shows that the reduction of avalanche response time greater when light is shined
on the pT-side of the device (i.e., in TM structure) compared to when the light is shined on the
n't-side of the device (i.e., in FC structure).

4. CONCLUSION

In this paper, the authors have made an attempt to investigate the effect of photo-irradiation on the
avalanche response time of Millimeter-wave Double Drift Region (DDR) Silicon IMPATT devices. A
model to analyze the effect of photo-irradiation on the DC and high-frequency properties of the mm-
wave IMPATTs is developed based on which the simulation is carried out to calculate the avalanche
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response time of 94 GHz, 140 GHz, 220 GHz and 300 GHz IMPATTs under two different optical
illumination configurations (Top Mount (TM) and Flip Chip (FC)). It is interesting to observe
that the DC and high-frequency parameters of the device are more sensitive to electron dominated
photo current (TM structure) compared to the hole dominated photo current (FC structure).
Results show that the avalanche response time of the device decreases due to optical illumination
on both TM and FC structures. The percentage of decrease in avalanche response time in TM
structure is higher compared to FC structure. For example 7.57% decrease in avalanche response
time is observed in TM structure of 94 GHz IMPATT, whereas the same is only 3.14% in FC
structure for the incident photon flux density of 1026 m~2sec™! at 1000 nm wavelength near band
gap absorption of Silicon. Larger decrement of avalanche response time due to optical illumination
in TM structure causes larger deviation of phase shift between RF voltage and terminal current of
the device from 180° which is the ideal phase difference between current and voltage for maximum
RF power output; this is the main cause of greater reduction in RF power output in TM structure
compared to FC structure due to optical illumination which is clearly reflected in the simulation
results.
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Universal Filters for Processing of NMR Signals
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Abstract— An analysis of the parameters and usage of universal filters in NMR area can be very
interesting. In certain cases, there are situations when it is not possible to use standard filters,
mainly because of requirements for tuning complete filter or using higher amount of transfer
functions, which can be LP, HP, BP, BR but also LPN or HPN and AP. For this purpose, there
can be used the universal filters which usually contain three and more OAs. One of these filter
types are Akerberg-Mossberg or Kerwin-Huelsman-Newcomb circuits.

To be able to use their universality, it is necessary to realize suitable digital processing of their
basic parameters of the set filter. These parameters are mainly resonant frequency, quality factor
and transfer factor. For processing or tunning of filters it is possible to use digital potentiometers,
digitally controlled switchers or other modern active blocks.

This article deals with the usage of these filters by control of their parameters with the help of
microprocessor.

1. INTRODUCTION

There are many kinds of universal ARC filters and in most cases these filters can realize transfer
function H(s) in biquad form below:

H(s) :KN(S) :Kbgsz—i—bls—i—bo _ 82 + 5w, /Q, + w?
D (s) azs? + a1s + ag $2 + swo/Qo + wi |

(1)

One of the most used universal circuits in practice is Akerberg-Mossberg, Kerwin-Huelsman-
Newcomb. The first two listed filters enable current realization of filters of type low-pass, high-
pass, band-reject, band-pass, but also other transfer functions as low-pass or high-pass notch and
all-pass. From transfer function (1), with the help of the software SNAP it is possible to derive
the formulas for fy, fn, @, Ko for both filters as we can see in next chapter. The tuning for these
filters is realized by parallel change of elements R; and Rs for tuning inside frequency decade and
capacitors Cy and Cbs for tuning between decades. Both filters are characterized by an independent
setting of individual parameters and by usage of the band up to 10 MHz. Below stated filters
and their qualities will be mainly compared with these filters, which already found their usage in
practice.

2. PROPERTIES OF THESE FILTERS

Reported filters are showed in Fig. 1 and Fig. 2. With the help of special program it is possible to
derive next formulas for both filters.

Rs? °Upp+a Rs
UPZ+
U R U hp-
UDPN+ "‘V3 U dp-
HPN+ Rko R4 Upp+
Ur¢ Ulao—m W
ouT
L
=, 0z1
U dpn+
Rq U hpn+
U pz+
Ut Rko U fc+
L—ww—ollb
Upp-a (Upz-b) ™

075 =o

Figure 1: A-M modification block. Figure 2: K-H-N universal block.
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First, we will define the denominator D(s) for both filters with 50 As

R 1
D (s) = §* = . 2
(s)=s +SRQRC+C'2R2 (2)
In case of use K-H-N filter in variant without OA5 then we must define next formula with
influence @ on Kj

RQ1 (R3R4 + R3Rko + R4RK0) 1
R1R3Rko (RQI + RQQ) & C?2R?

In the case of optimized A-M circuits are circuit elements chosen according equations (the same
procedure is for K-H-N circuit)

Cy=Cy=C, Ri=Ry=R, R3=R,=Rs;=Rs=R,. (4)

Then we can determine Q-factor for both filters see Formula (5). For K-H-N filter with 40As
is Formula (6).

D(s)=s*+s (3)

R
QA-M(K-H-N) = 7RQ- (5)
_ RqiRge
QK-H-N = R+ 2R (6)

The numerators N(s) from (1) are given different types of filter transfer functions of K-H-N
circuit as well as A-M circuits then can be given by the same Formulas (7)—(11)

NHP(S) )
Npp(s) = swo, 9)
2 R Ryw,
Npr(s) = R <8 + : (10)
Rsl Rs3
2
9 1 wo Wy
Nap(s) = Ry <s -8 + . (11)
Rsl RSQ R53
A-M filter K-H-N filter
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Figure 3: Comparison of A-M and K-H-N filters, low-pass @ = 20 and K = 1.

40
— .
o/ AN A'M fllter
0 - a 7
e il h
e =
] o .
50 - K-H-N filter
1
- ot ol
100 . - Rkol=.500 ko-=-5D0-
i il - R3-=|Ré4-=-} R3="R4FR5=RE=1k
RE=|R2="1 RIERYEIK
150 RGL¥ 186 RG2= 5385 o= 20k
1.0Hz 10 Hz 100 Hz 1.0 KHz 10KHz 100KHz 1.0 MHz 10 MHz 100 MHz
QQQQQ DB(V(Uhp)) ~ » v + = » DB(V(Uhp-a))
Frequency

Figure 4: Comparison of A-M and K-H-N filters, high-pass Q = 10, K = 6.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19-23, 2012 875

When we look at the comparison of Q-factor in the Formulas (5), (6), we can say that the filter
A-M enables much easier setting of Q-factor than the filter H-K-N (with only 40As). The second
advantage of above presented modification of A-M circuit is in wider and more accurate usable
frequency range than K-H-N filter. See the Figures 3 and 4.

Figures 5 and 6 present comparison of both filters with ¢) = 10 and using of ideal OA and real
OA of type CLC420. It is obvious that the filter A-M has smaller relative deviation then K-H-N
filter.

If we want to make use of digital tuning for this filter, we have to replace resistors R; and
Ry by the digital potentiometer, and capacitors C1 and Cs by the multiplexers. The multiplexers,

Comparison of both filters Comparison of both filters
0,00% - 00,00%
—--—-KHN - ideal OA - Q=10 —--—-KHN - CLC440 OA - Q=10 .
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Figure 5: Comparison of both filters for ideal O A. Figure 6: Comparison of both filters for real OA.
LCD display Switches of capacitors -
MC1604B - SYL selection of bands
i . i i i Cla 1
T Fipukha Multiplexor — Multiplexor = Multiplexor : bl
T2 |42 | T —2 '
o1 .\ i 20 i 14 ] u 14 1 i 14 H— C3a 3
4 A ki I 51 & Caa 4
- THe =] o8 =S Fo10 2 o1z
s Band 1 ¥ i il C58 5
i o7 _E = _{ o1 1
[ T B2 v I t % 4 I! % 3 I 1 % o Cga 6
Reset | 7K input B ]
LJ cib 7
g T = S czb 8
AN
Band 3 G3b 9
Band 4 Cab 10
Band®  pands | osb 11
o O
o F - CEb 12
zl i C
. g |
B EC
—fHo T l_[:ﬁ: f© - I é Ty
T ] - B2 o0——r % |——0 g
I_QB:T C autpat % [ o output
T 1 a
(el Sy P 3 | e L
|—W—r -I—B”-T'—l Digital potentiometer-frequency
Frequency adjustment - selection of band tunning
and values of digil. potentiometers
Figure 7: Main part of microprocessor control of the universal adaptive filter.
I [
TRIME TRIAE

1 D0z 1 e 003 104 10006 e bl att

100084002 100es003 1.0008-4004 10004005 100024006
Hz iiHz

Figure 8: LP — Bessel 10. order, OPA656U. Figure 9: LP — 100kHz, Q = 1, OPA656U.



876 PIERS Proceedings, Moscow, Russia, August 19-23, 2012

[ [
TRI/E 4 TRI/IE o

w4 ry

100es003 iomec0s  tmges  teoewos | imoeas  tGedss  L00ede  (00e0s  La0edos

Figure 10: LP — 100kHz, Q@ = 20, OPA656U. Figure 11: BP — 100kHz, @ =1, OPA656U.

digital potentiometer and other electronical elements are tuned by the microprocessor ATMEGA32.
Individual requirements from the user are set with the help of a keyboard and these commands are
displayed on LCD display. The complex tuning can be seen on the Figure 7.

This universal biquad block is enable to fulfil many special requirements on tuning of filter
parameters or adaptive switch able filter options. The filter has a lot of output transfer function
which can be used in wide band from 10 Hz to 10 MHz with digital tuning of parameters Q-factor,
transmission constant Ky, frequency fy. The example of measurement of the low-pass of the A-M
can be seen on the Figures 8-11.

3. CONCLUSIONS

This article presents some basic information about properties of modified A-M filter and K-H-N
filter. These properties could be gained by the software SNA P which helped me with the creating of
basic formulas of both filters. Other part compares these two types of filters in terms of individual
simulations. By the help of these simulations, it was possible to create graphs which show relative
deviation of the filters for resonant frequency fo and Q-factor. At the end, it can be said that A-M
filter has better properties for both resonant frequency fy and Q-factor than K-H-N. A-M filter
has much easier tuning @)-factor only with the help of resistor R,. The whole design of filter was
created for the frequency band from 10Hz do 10 MHz using digital potentiometer. Switching of
capacitors C7, Cs and also choice of frequency decade was realized with the help of multiplexer. For
the realization of the filter, OAs CLC420 were used, it enables working on the resonant frequency
around 1 MHz. Next increasing of the frequency leads to the deformation of the transfer functions.
The following step will be creating of the filter enabling realization up to 10th orders with the use
of D/A convertor.

ACKNOWLEDGMENT

The research described in the paper was financially supported by grant of Czech ministry of industry
and trade No. FR-TI1/001, GACR 102/09/0314 and project of the BUT Grant Agency FEKT-S-
11-15.

REFERENCES
1. Sedlacek, J., K. Hajek, Kmitoctové Filtry, 1, vydani, Praha: BEN — Technickd Literatura,
535, 2002, ISBN 80-7300-023-7.
Dostal, T., “Elektrické filtry,” Skripta FEI VUT, Brno, 1999.
Ghausi, M. S. and K. R. Laker, Modern Filter Design, Practice Hall, New Persey, 1981.
Chen, W. K., The Circuits and Filters Handbook, CRC Press, Florida, 2000.
Galiamichev, I. P., A. A. Lanne, V. Z. Lundin, and V. A. Petrakov, “The synthesis of active
RC network,” 296, Izdatel’stvo Sviaz’, Moscow, Russia, 1975.
6. Frohlich, L., “Properties and comparison of akerberg-mossberg and kerwin-huelsman-newcomb
filters,” Student EEICT 2010, 1-5, 2010, ISBN: 978-80-214-3870-5.

U



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19-23, 2012 877

Design of an Effective Architecture for the Envelope Tracking Power
Amplifier for LTE Applications

S. H. Kam', O. S. Kwon!, and Y. H. Jeong'?

!'Department of Electrical Engineering
Pohang University of Science and Technology, Pohang, Gyeongbuk 790-784, Republic of Korea
2Department of Creative IT Excellence Engineering
Pohang University of Science and Technology, Pohang, Gyeongbuk 790-784, Republic of Korea

Abstract—This paper reports an effective architecture for the envelope tracking (ET) trans-
mitter using an emitter follower. To achieve the stable circuit and high efficiency, an emitter
follower which can sub for the role of the tantalum capacitor is used at the drain network. For
verification, the proposed ET power amplifier (PA) is implemented with a 25 W class-AB PA and
tested using continuous wave (CW) and LTE signals at 2.6 GHz. From the measured results for
the LTE signal, the drain efficiency of 38.3% is achieved at an output power of 34 dBm, which
is a 10dB back-off region. After the digital predistortion (DPD) linearization, the proposed ET
PA also shows the significant linearity improvement.

1. INTRODUCTION

As devices such as smart phones and tablet PCs come into wide use, modern wireless commu-
nication system requires high linearity and efficiency to use complex modulated signals such as
worldwide interoperability for microwave access (WiMAX) and long term evolution (LTE) signals.
For high linearity, recently, digital predistortion (DPD) technique has been widely investigated
because of several merits of simple circuitry and excellent linearity improvement [1-4]. For high ef-
ficiency, various efficiency-boosting methods such as Doherty power amplifiers (PAs), switching PAs
and envelope tracking (ET)/envelope elimination and restoration (EER) transmitter have received
attention and developed [2-9].

Among them, ET transmitter is regarded as the promising solution because of its potential for
high efficiency, which results from the fact that the PA can be operated under compression at nearly
all power levels [7-9]. In the ET transmitter design process, however, the bias fluctuation effect at
the drain network needs to be considered. Because nonlinear characteristics are not controlled by
removing the tantalum capacitor at the drain.

In this paper, we propose an effective architecture for the ET transmitter using an emitter
follower. By inserting an emitter follower which can sub for the role of the tantalum capacitor at
the drain, the ET transmitter can be stable as well as achieves high efficiency performance. For
experimental verification, the proposed ET PA has been implemented with a 25 W class-AB PA and
tested using the LTE signal at 2.6 GHz. The measured results show clearly that the proposed ET
PA has high efficiency performance and good digital predistortion (DPD) linearization performance.

2. ENVELOPE SIGNAL INJECTION CONSIDERATION

Figure 1(a) shows the drain network of the conventional PA. The tantalum capacitor is in charge
of controlling the second harmonic and prevents that the PA has a severe memory effect creating

Fixed Bias Envelope Signal
Voo
————————— > | |
% | \1 = ! Bias
L ‘ i
n v - l A | Modulator
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Figure 1: Drain network of (a) the conventional PA and (b) the ET transmitter.
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Figure 2: Schematic of the ET PA using an emitter follower.
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Figure 3: The bias fluctuation effect at drain network without tantalum capacitor and with emitter follower.

bias fluctuation. In the ET transmitter operation as shown in Fig. 1(b), the tantalum capacitor
should be removed when the envelope signal from the bias modulator injected to the drain of the
PA. Because the envelope signal should be amplified linearly and is related to linearity of the ET
transmitter. But this operation causes the severe bias fluctuation so that whole ET system can
be unstable. Therefore, we propose an effective architecture for the ET transmitter as shown in
Fig. 2, to compensate above defect. By inserting an emitter follower which can sub for the role of
the tantalum capacitor at the drain, a proper output impedance (Royr) can be generated according
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Table 1: Measured results summary of the main PA with and without proposed ET transmitter for a 3.5 GHz
LTE signal at an average output power of 34 dBm (10 dB back-off).

Contents Drain Efficiency [%] | PAE [%] | ACLR [dBc| —/+5MHz
Class-AB 31.1 28.0 —38.7/ — 38.3
Class-AB with ET 38.3 32.2 —25.7/ — 26.0
§ gBidiy Ref -15.80 dBm

|Output Power = 34 dBm |

! M Before DPD
+ 4 L ‘ L
After DPD t

Center 2.60000 GHz Span 40.00 MHz
#Res BW 100 kHz #VEW 1.0 kHz Sweep 312 ms (1001 pts)

Figure 6: Measured PSDs of the class-AB PA with ET before and after DPD linearization.

to the envelope current, providing low Royr for an instantaneous envelope signal. Fig. 3 shows
the bias fluctuation effect at the drain network. In the case of without tantalum capacitor, the
drain bias (Vpp) is fluctuated, reaching to about 100V which is the GaN’s breakdown voltage.
On the other hand, the case of with emitter follower shows that the drain bias fluctuation has
suppressed effectively. Therefore, the stable circuit can be expected even if the tantalum capacitor
is eliminated.

3. IMPLEMENTATION AND EXPERIMENTAL RESULTS

The ET transmitter has been built using the bias modulator and class-AB PA and tested using
LTE signal with 10 MHz signal bandwidth and 9.4 dB PAPR. The PA has been implemented using
Nitronex NPTB00025 GaN HEMT 25 W PEP at a Vpp of 28 V and a gate bias (Vgg) of —1.61V
(Ipg = 220mA) at 2.6 GHz. For interlock experiment, two E4438Cs of the Agilent have been used
as master and slave units, respectively, for the modulation signal and envelope signal generators.
The envelope shaping function is applied as shown in Fig. 4. To prevent gain compression and phase
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distortion, we have added offset 5V at low Vpp region. Except for low Vpp region, the shaping
function is in accord with EER shaping for the linear AM-AM and AM-PM characteristics.

First, characteristics of the main PA were only measured to observe its own characteristics. Fig. 5
shows measured output power levels, power gain, drain efficiency, and power-added efficiency (PAE)
according to input power levels for LTE signal. The measured results show a drain efficiency of
31.1% and a PAE of 28.0% with a power gain of 13.8dB at an output power of 34 dBm, which is a
10dB back-off region.

After using ET transmitter with emitter follower, the measured results are summarized in Ta-
ble 1. At an output power of 34 dBm, a drain efficiency of 38.3% and a PAE of 32.2% are achieved.
There are improvement of the drain efficiency of 7.2% and the PAE of 4.2% over the transmitter.
For the linearity requirement, we have been employed the digital predistortion (DPD) technique.
The AM-AM and AM-PM nonlinearities are characterized by the split augmented Hammerstein
model [2]. The PD signal is generated by the Wiener predistorter of the direct learning architec-
ture. Fig. 6 shows the measured power spectrum densities (PSDs) of the ET PA. This result shows
that the ET PA after DPD linearization has excellent ACLR performance. Also, the linearity is
improved without significantly decreasing efficiency.

4. CONCLUSIONS

We have proposed the effective architecture for the ET transmitter. By inserting an emitter follower
which can sub for the role of the tantalum capacitor at the drain network, the memory effect,
creating the bias fluctuation, can be significantly suppressed and whole circuit can be stable. To
verify the proposed method, the class-AB PA is implemented with Nitronex NPTB00025 GaN
HEMT 25W PEP at 2.6 GHz. At an output power of 34 dBm which is a 10 dB back-off region, an
efficiency of 38.3% is achieved using LTE signal with 10 MHz signal bandwidth and 9.4 dB PAPR.
After the DPD linearization, an improved ACLR performance of over 11.6 dBc at +5MHz offsets
is obtained without decreasing efficiency.
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Abstract— In this paper, an UWB Wilkinson power divider using tapered transmission lines is
proposed. Using tapered transmission lines in microwave components results in reduction of the
element length and therefore the overall component size while providing wider operational band-
widths. This power divider has superior performance in the UWB band (3.1 GHz-10.6 GHz) and
is smaller in size as compared to traditional power dividers. The simulation and experimental
results show good insertion loss which is approximately —3 dB, good return loss that is less than
11dB for the input port over the entire UWB band and less than 16 dB for the other two ports.
The power is divided equally between the output two ports and the isolation between the output
ports is better than 11 dB.

1. INTRODUCTION

Power dividers are commonly used in microwave circuits such as in balanced mixers, phase shifters,
amplifiers and antenna array feed networks. The Wilkinson power divider (WPD) is one of the
most common components in microwave systems. The WPDcan be matched at all three ports. It is
lossless if the output ports are matched, reciprocal, and the output ports are largely isolated. Many
designs and modifications were proposed to increase the bandwidth of the conventional Wilkinson
power divider. The bandwidth of Wilkinson power divider can be increased using multisections [1],
using open circuited stubs [2] or using tapered transmission lines [3]. Recently, ultra-wideband
(UWB) communication systems have been introduced, and they require their own components
that can operates over the UWB range (3.1-10.6 GHz). Many works had proposed to design UWB
power dividers. A modified two-section UWB WPD with open circuited stub on each branch was
proposed in [4]. Other UWB WPD was proposed in [5, 6] using open circuited radial stub on each
branch. Also, an open circuited delta stub was proposed in [7]. In [8] a two section UWB WPD was
designed using without stubs. UWB power dividers using tapered transmission lines were proposed
in [9-11].

In this paper, an UWB Wilkinson power divider based on tapered transmission lines is proposed.
The tapered transmission line is used to decrease the overall size and enhance the bandwidth of
the power divider. This power divider is designed with only one isolation resistor for output ports.
The simulation and measured results show good performance over the UWB range. Roger RT5880
substrate with relative permittivity of 2.2 and thickness of 0.508 mm has been used in the simulation
and fabrication of this power divider.

2. DESIGN

Figure 1 shows the structure of the proposed UWB Wilkinson power divider. This power divider is
based on the tapered transmission lines. To increase the bandwidth of the Wilkinson power divider
a tapered transmission line has been integrated with another uniform transmission line section as
shown in Figure 1.

The impedance of the tapered transmission line Z(x) varies linearly from Z(0) = Zy; = 2Z to
Z(L) = Zpa, where L is the length of the tapered transmission line section as shown in Figure 2. The
length of the tapered transmission line is less than quarter wavelength of the center frequency of the
UWB spectrum which is 6.85 GHz. The second section is uniform transmission with characteristic
impedance Z greater than Zys. The even-odd mode analysis can be used to analyze the proposed
power divider because it is symmetric in structure. The output ports are isolated and the isolation
resistor is equal to 27j.

The characteristic impedance Zj is chosen to be 50 €2, the all other parameters can be determined
and optimized with corresponding to this value and to the center frequency which is equal to
6.85 GHz. The line impedances Zp; = 1002, Zyps = 65 and Z = 75€2. The length of the tapered
transmission line L = A\/8 and the electrical length of the uniform section is equal to 33°. The
isolation resistor R is 100 (2.
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Figure 1: The structure of the proposed UWP power divider.
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Figure 2: Linearly tapered transmission line section.
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3. SIMULATION AND MEASUREMENT RESULTS

The designed power divider has been simulated using full-wave electromagnetic simulator software.
Rogers RT5880 with a thickness of 0.508 mm, and a relative permittivity of 2.2 is used in this design.
Table 1 contains the values of all optimized parameters of the designed UWB power divider. The
overall size of the proposed UWB power divider is 15.51 x 15.47 mm?.

The performance of the designed circuit is shown in Figure 3. The simulation results show good
insertion loss which is approximately —3 dB, good return loss that is less than 11dB for the input
port over the entire UWB band and less than 16 dB for the other two ports. The power is divided
equally between the output two ports and the isolation between the output ports is better than
11dB.

The measured results are shown in Figure 4. A good agreement with the simulated results is
assumed. The measured results show good insertion loss which is approximately —3.6dB, good
return loss that is less than 11dB for the input port over the entire UWB band and less than
15dB for the other two ports. The power is divided equally between the output two ports and the
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Table 1: Optimized parameters of the proposed UWB power divider.

Parameter | Wi | I1 | Wy | W3 | 1o | Wy | I3
Value 1.54 | 6 | 0.43 1 4 1078 | 3

isolation between the output ports is better than 15dB. The group delay of the proposed UWB
power divider is approximately flat and is less than 100 ps as shown in Figure 5.

4. CONCLUSIONS

A modified Wilkinson power divider using tapered transmission lines has been proposed for UWB
applications. The designed power divider is compact and easy to fabricate. Quality better perfor-
mance is obtained without using stubs and with only one isolation resistor. Good power dividing,
matching, and isolations over the entire UWB spectrum range are obtained as demonstrated by
simulation and experimental results.
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Abstract— One of perspective directions of a solid-state electronic engineering is producing new
devices on the basis of magnetoelectric materials. Design and application of new nonreciprocal
microstrip microwave attenuator are considered. Experimental results showed 38 dB attenuation
at frequency range 5-10 GHz with applied electric field F = 0-7kV/cm. The data obtained are
in good agreement with theory. This technology can significantly reduce the cost of devices, and
enhance speed of operation.

1. INTRODUCTION

The combination of magnetic and electrical properties, and properties caused by magnetoelectric
(ME) interaction in composite layered materials offers great features for the design of new microwave
devices [1]. Microwave devices are designed on the basis of the various manifestations of the ME
effect. Most strongly this effect is manifested in the form of microwave ME effect, which consists
in a shift of the resonance line of FMR under the control of the electric field [2]. ME microwave
attenuator is designed and researched. ME composite in this case acts as a resonator, which is a
three-layer structure, based on single-crystal yttrium iron garnet (YIG) on a substrate of gadolinium
gallium garnet (GGG) and a thin disk of magnesium niobate titanate (PMN-PT) [3].

2. DESIGN OF MICROWAVE MAGNETOELECTRIC ATTENUATOR

The base of the nonreciprocal magnetoelectric microwave attenuator (Fig. 1) is a microstrip trans-
mission line on alumina substrate (¢ = 9.8, thickness = 1mm) and layered ferrite-piezoelectric
resonator consisting of epitaxial single crystal (111) YIG films on GGG substrates and 0.44 mm
thick (001) PMN-PT. Metal electrodes (200nm in thickness of gold and 30nm in thickness of
chromium) were deposited on PMN-PT for electrical contacts and the crystal was initially poled
in F =2kV/cm. A thin layer (< 0.02mm) of an fast epoxy, ethylcyanoacrylate, was used to bond
YIG to PMN-PT. Circular polarization of the magnetic field in volume of the ferrite-piezoelectric
resonator results from using the microstrip stubs of A/8 and 3A/8. Since the power absorption
in ferromagnetic resonance occurs in a variable magnetic field with circular polarization and right
direction of rotation relative to the direction of permanent magnetization My, then the variable
magnetic field in the ME cavity has a circular polarization with different directions of rotation of
the polarization for different directions of propagation. Therefore, the energy losses are small at
resonance for direct direction of electromagnetic wave propagation and large for converse one.

A bias field corresponding to FMR is applied to the resonator. Electrical tuning is realized with
the application of a control voltage to electrodes leading to a shift of FMR line.

Electromagnet

N v 0
- PMN-PT
(- — C
- GGG

Electromagnet

Figure 1: ME microwave attenuator.
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3. THEORY AND EXPERIMENT

The ME resonator [3] is included as an absorbing inhomogeneity in a microstrip transmission line.
Module coefficient of transmission is calculated by equation:

VI -2+ E2)2+ (2k€)%

| = 1)
L:10-1g|T1‘2, (2)

where k is coefficient of coupling; & is normalized detuning of a magnetic field from resonant
magnitude.

For the analysis of work of the phase shifter expression for coupling coefficient of the ME
resonator with a microstrip line is used. Coefficient of coupling of ME resonator with microstrip
line is calculated by equation:

2V X/ 20 7Z 1 37 \?

E= 1 t t
TINZ < arctg——-—= P + garc gzo\[> (3)
8w My

where V' is volume of ME material; x/ is an imaginary part of magnetic susceptibility tensor; zg is
wave resistance of microstrip line; € is relative dielectric permittivity; h is thickness of a substrate;
A, is wave length; Z is free space wave resistance. Normalized detuning of a magnetic field from
resonant magnitude is calculated by equation:

_ H,— Hy+ AHg

where H,. is value of a resonant field for the given frequency; Hy is constant biased magnetic field;
AH is half-width of magnetic resonance; AHpg is increment of magnetic field under the action of
an external electric field.

Microwave measurements were carried out using a vector network analyzer. A standard cali-
bration procedure was performed before measurements. An input signal at 6500 MHz and power
Py = 0.1mW was applied to the microstrip transducer. Low input power was chosen to prevent
heating of the sample due to power absorption at FMR. Fig. 2 shows the attenuation dependence
at the working frequency of the electric field E and an in-plane magnetic field Hy for the forward
direction of wave propagation.

Attenuation in the opposite direction due to the non-reciprocity device is about 40dB, and
remains virtually unchanged. Comparisons of the experimental data with theoretical calculations
are made.

The insertion loss of attenuator is the sum of losses in the magnetoelectric resonator (Lg), metal
conductors (Lys), dielectric substrate (Lp), and due to nonideal coupling between the resonator
and transmission lines (L¢):

L=Lr+Lp+ Ly + Lc.
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Figure 2: Comparison of experimental and theoretical data. Central frequency is 6500 MHz.
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The estimated loss is compared with data in Fig. 2 and there is excellent agreement between the
theory and experiment. The off-resonance insertion loss of the attenuator is the sum of losses in
YIG and PMN-PT of about 1dB, metal striplines (0.3 dB), dielectric ground plane (0.2dB), and
due to nonideal coupling between the resonator and transmission lines (0.5dB) for a total of 2dB.

4. CONCLUSION

We designed, fabricated and tested nonreciprocal microwave attenuator in a standard thin film
passive technology. Experimental results showed 38 dB attenuation in the forward direction at
frequency range 5-10 GHz with electric field F = 0-7kV/cm. This technology can significantly
reduce the cost of devices, and enhance speed of operation.
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Abstract— Peano fractal geometries are characterized by their high space filling properties.
In this paper, a new compact dual-mode microstrip filter design, based on this fractal geometry,
is presented as a candidate for use in modern wireless communication systems. A bandpass filter
with a quasi-elliptic response has been designed based on the 2nd iteration Peano fractal curve at
2.45 GHz using a substrate of a relative dielectric constant of 9.6 and thickness of 0.508 mm. The
resulting filter structure based on the second iteration Peano geometry leads to compact size dual-
mode resonator with a side length of about 0.1)\,. This represents better miniaturization level
compared with the other microstrip bandpass filters with structures based on other space-filling
geometries and designed at the same frequency using the same substrate material specifications.
Simulation and theoretical performance of the resulting filter structures have been carried out
using method of moments (MoM) based electromagnetic simulator IE3D, from Zeland Software
Inc.. The results also show that the proposed filter structure possesses good return loss and
transmission responses besides the size reduction gained, making it suitable for use in a wide
variety of wireless communication applications. Furthermore, the out-of-band response indicates
that the proposed filter has less tendency to support higher harmonics.

1. INTRODUCTION

A wide variety of applications for fractal has been found in many areas of science and engineering,
since the pioneer work of Mandelbrot [1]. An example of such area is fractal electrodynamics [2] in
which fractal geometry is combined with electromagnetic theory for the purpose of investigating a
new class of radiation, propagation, and scattering problems. One of the most promising areas of
fractal electrodynamics research is its application to the antenna and microwave circuits design.

The application of fractal geometries in antenna and passive microwave circuit design has found
continuing interest to meet the recent development in wireless communication systems that impose
new challenges to design and produce high quality miniaturized components. These geometries have
two common properties; space-filling and self-similarity. According to this property, fractal curves
are characterized by a unique behavior that, after an infinite number of iterations, their length
becomes infinite although the entire curve fits into the finite area. Space-filling property of fractal
shapes has been successfully applied to the design of multi-band fractal antennas, while the space-
filling property has been utilized to reduce the antenna size. This property can be exploited for the
miniaturization of microstrip antennas, resonators, and filters. Due to the technology limitations,
fractal curves are not physically realizable. Pre-fractals, fractal curves with finite order, are used
instead [3].

However, most of the research efforts have been devoted to the antenna applications. Among the
earliest predictions of the use of fractals in the design and fabrication of filters is that of Yordanov
etal. [4]. Their predictions are based on their investigation of Cantor fractal geometry. Hilbert
fractal curve has been used as a defected ground structure in the design of a microstrip lowpass
filter operating at the L-band microwave frequency. Based on this fractal curve, compact high
temperature superconductor microstrip bandpass resonator filters have been designed for wireless
communication applications [5]. Sierpinski fractal geometry has been used in the implementation
of a complementary split ring resonator [6]. Split ring geometry based on square Sierpinski frac-
tal curves has been proposed to reduce resonant frequency of the structure and achieve improved
frequency selectivity in the resonator performance. Koch fractal shape is applied to mm-wave
microstrip bandpass filters integrated on a high-resistivity substrate [7]. Minkowski-like fractal
geometries have been applied to the square ring resonator to design miniaturized dual-mode mi-
crostrip bandpass filters [8,9]. The application of Hilbert fractal geometries to produce single-mode
multi-resonator microstrip bandpass filters has been reported in [10]. Peano fractal geometry has
been successfully used to design single-mode multi-resonator microstrip bandpass filters and open
resonators with 2nd harmonic reduction [11-13]. Up to authors’ knowledge, this fractal geometry
has not been yet applied to design a dual-mode bandpass filter.
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In this paper, dual-mode microstrip bandpass filter designs and has been presented for use in
the modern compact communication systems. Based on the second iteration Peano fractal curve
geometry, a microstrip bandpass filter has been designed at a frequency of 2.45 GHz. The resulting
filter is expected to possess a considerable miniaturization owing to its remarkable space-filling
property together with good transmission and return loss responses.

2. THE PEANO FRACTAL FILTER STRUCTURE

The Peano curve, proposed by Peano in 1890, was, in fact, the first set of space-filling curve [14].
One interesting feature of the Peano-curve algorithm is its relatively higher compression rate than
the Hilbert-curve algorithm in filling a 2-D region, which suggests that the Peano resonator may
resonate at a lower fundamental resonant frequency than a comparable Hilbert resonator of the
same iteration order k. The Peano fractal curve, as shown in Figure 1, consists in a continuous line
which connects the centers of a uniform background grid.

The fractal curve is fit in a square section of S as external side. By increasing the iteration level
k of the curve, one reduces the elemental grid size as S/(3* — 1); the space between lines diminishes
in the same proportion. For a Peano resonator, made of a thin conducting strip in the form of the
Peano curve with side dimension S and order k, the length of each line segment d and the sum of
all the line segments L(k) are given by [11,12]

L(k) = (3k + 1) S (1)

The main idea here is to increase the iteration of the Peano curve as much as possible in order to fit
the resonator in the smallest area. However, it has been found that, when dealing with space-filling
fractal shaped microstrip resonators, there is a tradeoff between miniaturization (curves with high
k) and quality factor of the resonator. For a microstrip resonator, the width of the strip w and the
spacing between the strips ¢g are the parameters which actually define this tradeoff [11,12]. Both
dimensions (w and g) are connected with the external side S and iteration level k (k > 2) by:

S=3"w+g)—yg (2)

From this equation, it is clear that trying to obtain higher levels of fractal iterations; this will lead
to lower values of the microstrip width, thus increasing the dissipative losses with a corresponding
degradation of the resonator quality factor. Hence, for these structures, the compromise between
miniaturization and quality factor is simply defined by an adequate fractal iteration level. How-
ever, it has been concluded, in practice, that the number of generating iterations required to reap
the benefits of miniaturization is only few before the additional complexities become indistinguish-
able [3].

The dimension of a fractal provides a description of how much a space it fills [14]. It is a
measure of the prominence of the irregularities when viewed at very small scales. A dimension
contains much information about the geometrical properties of a fractal. Because the total length
of the conducting strip is larger than that of the same order Hilbert resonator, which is (2¥ + 1),
it would be expected that the Peano resonator resonates at a lower fundamental frequency than
the same order Hilbert resonator [10].

k=1 k=12 k=23

Figure 1: The first three iteration levels of the Peano fractal curve generation process.
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3. THE PROPOSED FILTER MODELING

It is intended, in this work, to present a dual-mode microstrip bandpass filter with its resonator
structure based on Peano fractal geometry after applying it on the conventional square ring res-
onator. In this context, the Peano fractal geometry has been successfully used to design single-mode
microstrip bandpass filters [11,12]. Up to authors’ knowledge, this fractal geometry has not been
yet applied to design a dual-mode bandpass filter. The application of the Peano fractal geometry
on the square ring is shown in Figure 2.

At first, the square ring perimeter has been divided into four quarters, Figure 2(a), then re-
placing each of the four parts with the second iteration Peano structure. The resulting resonator,
Figure 2(b), is composed of four Peano based structures. This resonator has been used to model a
dual-mode microstrip bandpass filter. Owing to the space-filling property, the structure possesses,
it is expected to gain a high miniaturization percent as compared with the conventional square ring
resonator based bandpass filter. Figure 3 shows the layout of the resulting microstrip bandpass
filter.

The filter is to be etched using a substrate with a relative dielectric constant of 9.6 and a thickness
of 0.508 mm. The input/output feeds are with 502 characteristic impedance with a transmission
line width of about 0.5mm. A small perturbation has been placed at a location midway of the
resonator electrical length with respect of the feeds, to couple the two degenerate modes. The
resonator is coupled to the input/output ports via two couplers. The coupler width is of about
0.2mm, and the coupling gap between the resonator and the couplers is of about 0.5 mm. The
resonator structure has an overall side length of 4.851 mm, 0.1\,, and a conductor trace width of

Fort 1

Port 2 Init: mm

(a) (b)

Figure 2: (a) The conventional square ring resonator with its Figure 3: The layout of the proposed frac-
perimeter divide into four quarters, and (b) the resulting res- tal based dual-mode microstrip bandpass
onator structure after each quarter in (a) being replaced with filter designed at 2.45 GHz.

a Peano based second iteration structure shown in Figure 1(b).
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Figure 4: The return loss S7; and the transmis-
sion Sy responses of the Peano based dual-mode
microstrip bandpass filter shown in Figure 3.

Figure 5: The out-of-band transmission So; response
of the Peano based resonator dual-mode bandpass
filter shown in Figure 3.
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Figure 6: The surface current distribution on the Peano based resonator filter shown in Figure 3, at 2.45 GHz
and two other frequencies below and beyond the design frequency.

0.15mm to resonate at a design frequency of 2.45 GHz. This corresponds to a size reduction of
about 84% as compared with the conventional dual-mode square ring resonator, since the resonant
side length of the square ring dual-mode microstrip resonator is 0.5\, [15]; where A, is the guided
wavelength, and it is given by:
A
Ay = —2 (3)
VEeff

where e is the effective dielectric constant, and can be calculated by empirical expressions reported
in the literature [16].

However, most of the commercially available EM simulators can perform direct calculation of
both Ay and e.p, provided that substrate parameters and the operating frequency are known. For
the present case, Ay has been found to be 48.366 mm. The resulting side length of the modeled
filter which is 4.85 mm is in very good agreement with what is predicted by Egs. (1) and (3).

4. PERFORMANCE EVALUATION

The resulting dual-mode microstrip bandpass filter, with the layout shown in Figure 3, has been
modeled at 2.45 GHz. The modeling and performance evaluation of the proposed filter struc-
ture have carried out using the commercially available IE3D EM simulator, from Zeland Software
Inc. [17]. A suitable grid, in the EM solver, has to be chosen to make a good compromise between
geometrical resolution and solution time. Figures 4 and 5 demonstrate the resulting performance
curves after a slight tuning. Filter responses shown in Figure 4 imply symmetrical characteristics
with sharper lower and higher cut-off passband, centered at a frequency of about 2.456 GHz. The
resulting fractional bandwidth is of about 1.22%, as indicated in the in-band response shown in
Figure 4.

Figure 5 shows the out-of-band responses of this filter throughout a swept frequency ranges from
1 to 6 GHz. The 3rd harmonic response appearing here is of little importance, since it is with a
very narrow-band and with low value of transmission loss, while the 2nd harmonic response has
considerably diminished.

Figure 6 shows the electric current density distribution on the surface of the modeled filter at
three distinct frequencies; the design frequency, 2.45 GHz, and two other frequencies +100 MHz of
the design frequency. It is clear that there are no currents flowing on the surface of the filter at
2.35 and 2.55 GHz, since these frequencies are out-of-band.

However, the current density on the surface of the filter at 2.45 GHz implies that the current with
density will flow in the passband. On other hand, the degree of symmetry of the current densities
throughout the entire filter surface is a measure of the filter response as depicted in Figure 4.

5. CONCLUSIONS

A new dual-mode microstrip bandpass filter design for use in modern compact wireless commu-
nication systems has been presented in this paper. The proposed filter structure has dual-mode
microstrip resonator in the form of 2nd iteration Peano fractal curve. The space-filling property
of the proposed fractal structure, results in a high degree of miniaturization of the dual-mode res-
onator. The fractal based resonator has been found to occupy an area of about (0.1 x 0.1) Ay which
represents a miniaturization percentage of about 84% as compared with conventional square ring
resonator designed at the same frequency and using a substrate having the same parameters. The
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resulting filter has reasonable passband performance besides the size reduction gained making it
suitable for a wide variety of wireless communication applications. Furthermore, the out-of-band
performance responses have shown that the proposed filter does not support the 2nd harmonic
which conventionally accompanies the bandpass filter performance.
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Piezoelectric Multilayer Transformer

A. N. Soloviev, M. I. Bichuri, and D. V. Kovalenko
Novgorod State University, Russia

Abstract— In the article the theoretical modeling of the Rozen piezoelectric transformer is
described. The method of the operating frequency range and gain increasing is offered. The
method is the configuration change of the exciter. It means that the exciter is fabricated as a
multilayer structure with layers of different lengths. Correctness of the method is confirmed by
obtained the gain frequency dependence.

1. INTRODUCTION

The implementations of piezoelectric transformers (PET) face some difficulties such as the narrow
operating frequencies range, the varying transformation coefficient and efficiency in the range.

The operating frequencies range is the main parameter to increase the transformer efficiency. The
transformation coefficient has a maximum value in the resonance region. Therefore it needs to find
ways to expand the operating frequencies range. The purpose of this paper is to study the multilayer
transformers that allow to increase the transformation coefficient and the operating frequency
range of PET. The method considers the multilayer structure with layers of different lengths. For
effectively increase of operating frequency range the several steps should be made such as analysis
of the PET design, draft of the electrical equivalent circuit, definition and subsequent analysis of
the expressions, mathematical modeling and computer simulating of the PET parameters. The
transformation coefficient frequency dependences of the multilayer PETSs with different numbers of
layers have been obtained.

2. THEORETICAL MODELING

We consider the design of the Rosen transformer [2]. The main output parameters are the resonance
frequency, the operating frequency range, the transformation coefficient, the efficiency and the
power output.

Figure 1 shows the transformer design that is a cascade of two resonators. The first resonator is a
multilayer structure with different lengths and thicknesses of the layers. The frequencies range and
the resonant frequency strongly depend on the length of the piezoelectric element. The multilayer
structure allows expanding the operating frequencies range. In this paper, we investigate the single-
layer, three-layer and five-layer structures of the input section. The layers are connected parallel
to the first resonator. It results to sum mechanical deformations of each layer. To perform the
condition it is necessary that these vibrations must be in phase. The second resonator is a converter
of these vibrations into an electrical signal due to the direct piezoelectric effect.

The PET electrical equivalent circuit was composed by electro-associations method [1]. After an-
alyzing the circuit the calculated expressions of the equivalent circuit parameters were obtained [1].

The input (C31) and output (Cs2) capacitance are given by:

efs (1—k3) bl

= 1
Cy - (1)
el (1—k%)-b-a

C, — =33 33 9
) 3 , (2)
|

A NN N

U,, NN

7 AN — U,

L |

Figure 1: Design of the transformer with connection diagram of the circuit.
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where b and a are the transformer width and the transformer thickness, {1 and [y are the first
resonator and the second resonator lengths, respectively, 853 is the dielectric permittivity of the

material, k33 is the electromechanical coupling coefficient of longitudinal modes, k31 is the elec-
tromechanical coupling coefficient of transverse modes.

The mechanical part inductance (L) and the transfer ratio (/V) have the form:
L=4-a-b-1-p,

3)
N = 2b-ds; - Y, (4)

where p is the material density, ds; is the piezoelectric coefficient, Vi is the elastic constant.
The mechanical part capacitance (C') is expressed by the equation:

Iy
C= aa sy (5)

The wave impedance (zp) and the mechanical resistance (R) calculated as:

a-boy/p-YE,

(6)
21 - 2o
Qnv @)

20

R

where Qs is the mechanical quality factor.

The longitudinal wave’s resonance frequencies (f,) have form:

o [vE
fp_z.ll p? (8)

where n is a integer of 1, 2, 3, ....
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Table 1: Parameters of piezoelectric material.

dsq ‘ dss3 T T
m € € k k
% (10'2) C/N ? A R I

7.6 145‘ 315 1200 | 1400 | 1100 | 0.33 | 0.68

p. (x10%) kg /m?

Table 2: The calculation results of electrical equivalent circuit parameters.

zo (Ohm) | C3; (nF) | Cs5 (pF) | N | C (nF) | L (pH) | R (Ohm)
17.8 2.2 0.53 38 19 243 0.093

Table 3: The calculation results of transformer parameters.

Transformer parameters

Number of layers

fo. (kHz) | Af, (kHz) | K7, (Uin =1V) | Ugut, (kV) | 7, %
150 0.7 4880 5 90
3 150 2.2 7200 7 90
5 150 3.6 8500 8.5 90

The operating frequencies range of the longitudinal modes is expressed by the equation [1]:

4 k3,
A= 1o
31

fv- (9)
Transformation coefficient (K7) and the efficiency (n) are calculated by the expressions:

VmA - Qur ks - dar -y

K = 10

T 71'2'(1—]{7%3)-(133'(1 ( )
2G'33

m = —————, 11

" 2G'33 + 72 (11)

where m is the number of layers, dss is the piezoelectric constant.

The piezoelectric transformer material was chosen as lead zirconate titanate with appropriate
parameters shown in Table 1. The calculated results of the electrical equivalent circuit parameters
are shown in Table 2, and the transformer parameters are shown in Table 3.

The samples have the dimensions such as the length of 10 mm, the width of 5mm, and the
thickness of 1 mm. The study showed that the parameters of the proposed transformer are 80%
higher than the traditional piezoelectric transformer. In analyzing the dependences it was found
that the transformation coefficient and the operating frequencies range increase with increasing
number of layers. The operating frequencies range and the transformation coefficient for the single-
layer structure were 0.7kHz and 4800, respectively. The operating frequencies range and the
transformation coefficient for the three-layer structure were 2.2kHz and 7200, respectively. The
operating frequencies range and the transformation coefficient for the five-layer structure were
3.6 kHz and 8500, respectively.

3. CONCLUSIONS

The results show the possibility of increasing the operating frequency range of more than 5 times,
and the transformation coefficient of more than 80%. It was determined that the transformer
efficiency of 90% didn’t depend on the number of layers and had a constant value in the whole
operating frequencies range. The use of a piezoelectric multilayer transformer allows to expand the
frequency range and increase the transformation coefficient.
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EMC Pre-compliance Test of RFIC and RF Systems Using a
Laboratory GTEM Chamber

H. X. Araujo and L. C. Kretly
University of Campinas, Brazil

Abstract— In this work, the EMC — Electromagnetic Compatibility of RF systems is deal
with the use of techniques for low emission and susceptibility. In general, as the electronic device
the major responsible of unintentional emissions and coupling, some specific pre-compliance setup
tests were employed to analyze these detrimental effects to the system as a whole. A GTEM
— Gigahertz Transverse Electromagnetic cell operating from 500 MHz-18 GHz was designed and
built. Additional techniques were done to improve this chamber in terms of frequency range
and cost effect. Simulated and experimental results are compared to validate the proposed EMC
setup.

1. INTRODUCTION

Nowadays, the necessity to control the electromagnetic emissions and interference between circuits
and electronic devices becomes a crucial point to assure its correct operation inside an electro-
magnetic environment [1]. Some approaches were designed to support the pre-compliance tests
(EMC/EMI/EMS) setups, which are not designed to replace the well-known compliance equipments
(anechoic chamber, stirring chamber, blue test chamber, etc.) but give a previously information
about the device behavior. All of them have consolidated standards and regulations.

Based on the advantages in terms of frequency range, cost effect, and its versatility to realize both
EMI/EMS a GTEM to operate from 500 MHz—18 GHz, with a test area of 10cm x 10cm x 10 cm,
was designed and built [2]. Basically, the GTEM cell has an internal conductor called septum to
carry the radiation over the DUT — device under test, in case of immunity test, or couple the
interferences from the DUT, EMI test. Similar to a rectangular coaxial transmission line with
outer conductors closed and joined together, the GTEM cell has tapered ends acting as transitions
to adapt it to standard 502 coaxial connectors [3]. The central conductor of the cell provides
electromagnetic propagation in TEM mode. Therefore, the electromagnetic field is uniform only
within a certain region of the chamber, normally in its middle, where the DUT should be located.

EMC problems associated to ICs are basically classified as intra-chip or externally-coupled [4].
When a circuit is interfered by the noise from another circuit on the same chip, an intra-chip
problem is related. On the other hand, when the noise from an IC interferes with circuits or
devices off the chip, it is called externally-coupled. Particularly, both of them can be analyzed with
a GTEM cell.

2. GTEM PRE-COMPLIANCE TEST

The origin of the Gigahertz Transverse Electromagnetic chamber (GTEM) was based on the trans-
verse electromagnetic chamber (TEM) which is basically a planar expanded transmission line op-
erating in the TEM mode to simulate a free space planar wave [3]. This expanded waveguide with
a flat and wide center conductor and coated by hybrid termination, which involves 502 current
termination and RF absorbers, is commonly used in analyses of devices that are physically small
and compacts, especially electronic components, including antennas and mobile phones.

At low frequencies only the TEM mode propagates on the chamber. However, with the increase
of the operational frequency, the TE and TM modes can be excited inside the chamber. The
maximum frequency is calculated from the first lower resonant of the higher modes, which depends
on the size and shape of the chamber.

The excitation section — APEX is the transition from the 50 2 coaxial cable to the rectangular
transmission line. It takes about 10% of the overall length of the cell with a front panel large
enough to mount a N connector. To avoid reflections, the match between the connector and the
center conductor should be carefully projected and implemented.

There are some known ways to build the APEX, such as casting the metal sheet or through the
solder of two or more folded metallic sheet. Thus, the adopted strategy was split the APEX in two
equal parts, and then weld them making it one, so RF shielding tests were exhaustively done, as
can be seen in Fig. 1.
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For a RF signal incident on one port, some fraction of the signal bounces back out of that port,
some of it scatters and exits other ports (and is perhaps even amplified), and some of it disappears
as heat or even electromagnetic radiation [5]. Therefore, to avoid reflections, the match between
the connector and the center conductor should be carefully projected.

The measurements of electric and magnetic field inside and outside the chamber was done with
near field probes, EE-6992 Electro-Metrics ball and loop respectively.

The ball probes are capable to realize cable and circuit measurements with a good accuracy in
frequencies above 1 GHz. These probes can be easily implemented with coaxial cables and BNC
connectors.

In the other hand, the magnetic loop has wide application, since fall of tension and current
flux measurements in conductors and plans. Normally, these probes are shielded, otherwise they
become sensitive for both magnetic and electric fields.

Another crucial point is the hybrid termination at the end of the chamber. To ensure the best
accuracy of the chamber, the correct 502 current termination and the RF absorbers should be
carefully designed and implemented. The numerical simulation of a GTEM cell is an important
tool to study and optimize such chamber. Simulation results in both frequency and time domain
may be compared with values measured in real GTEM cells. As the chamber was designed to
operate from 500 MHz to 18 GHz, the return loss for this range was simulated, as can be seen in
Fig. 2(a). Comparing the results for the APEX/GTEM with and without septum, it can be observed
the clear importance of the septum. Without septum (dash line) the return loss is almost zero along
all the frequency range. Experimental measurements were also done to verify the real necessity to
design correctly and carefully the APEX/GTEM. The measurements were done through the HP
8714ET RF Network Analyzer. Due to frequency range limitation, the return loss calculation was
done from 0.5 GHz—3 GHz, and is shown in Fig. 2(b). As the implemented chamber is working
correctly, EMI and EMS can be feasibly.

-4
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% 124
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Figure 2: (a) Sjj-parameter comparison between the APEX with and without septum; (b) Si;-parameter
of the full GTEM.
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Figure 3: Setup configuration with GTEM chamber for EMI compliance test.
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Figure 4: (a) EMI test — pulse identification at 2.29 GHz; (b) EMI test — pulse identification at 2.45 GHz.

3. EMI AND EMS TEST

The use of GTEM cells for emission test consists in the evaluation of the power magnitude that
propagates on the TEM mode from the DUT, although the correct position of this power is un-
known. Because it is a qualitative analysis, the study is done from the signal level along the
frequency range. In this analysis, a spectrum analyzer is connected to the APEX of the chamber,
so all the radiated signal emitted from the DUT can be monitored, Fig. 3. The device under test can
be wireless or not, so that the power supply and control cables are connected to the DUT through
a special shielded via with high frequency filters. As the GTEM works as a transmitter and a
sensor, the use of antennas is not needed to measure the field strength from the DUT, which are
captured by the septum. Therefore, the good accuracy is guarantee when the physical dimensions
of the DUT are in accordance with the dimensions of the GTEM’s test area.

The results of EMI obtained from the GTEM chamber can be easily correlated to the others
pre-compliance setup tests. The correlation with a TEM cell, with the same test area, can be done
trough the following expression:

‘/out,Q(f) o hl

Voura ()~ iz )

where Voy1.1(f) is the voltage spectrum measured at the GTEM cell, with height h; from the bottom
to the septum, and Vi 2(f) the voltage spectrum measured at the TEM cell, with height hy from
the bottom to the septum. The emission level shift between these two setups is given by:

0=

VO’LLt,Q(f)’dB}lV = ‘/out,l(f)‘dBuV + 20 IOg <Zl) . (2)
The correlation with the other setups like OATS — Open Area Test Site, Stirring Chamber e
Anechoic is not straightforward, which demands the use of specific software.

The susceptibility tests are basically measurements that identify the DUT propensity to be
interfered by radiation from other devices at the same environment, thus verifying the immunity
of the device under test.

By definition, immunity is a relative measurement of a device capability to operate in the
presence of interfering electromagnetic fields [6].

The EMS test is accomplished with a pulse generator coupled to the APEX of the GTEM, and
the DUT allocated at the test area, where it will be exposed to a spherical electromagnetic field.
Therefore, the performance of the DUT is monitored in function of the input power.
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Figure 5: (a) EMS test — pulse identification at 1 GHz; (b) EMS test — pulse identification at 2 GHz.
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Figure 6: EMI/EMS tests with the laboratory grade GTEM chamber.

Due the aperture angle around 20°, the incident waves are slightly spherical, exposing the DUT
to an almost planar wave. Thus, the comparison between the results for EMS tests obtained by
the GTEM chamber with other compliance setups can be feasibly.

The EMI and EMS test were done with a HP 8714ET Network Analyzer. For the interference
test, a quasi-yagi antenna was connected to the NA and then allocated inside the test area. The
signal was monitored by a HP 8593E Spectrum Analyzer, connected to the APEX, and the tests
were performed at the frequencies 0.5 GHz to 3 GHz. In Fig. 5 is shown the pulse identification at
the frequencies 2.29 GHz and 2.45 GHz. On the other hand, for the EMS test the NA was connected
to the APEX and an electric probe was placed at the test area. The pulses were also generated
from 0.5 GHz to 3 GHz. In Fig. 6 is shown the pulse identification at the frequencies 1 GHz and
2 GHz. The EMI/EMS measurements are synthesized by Fig. 6.

4. CONCLUSIONS

Studies and researches around the electromagnetic compatibility have been a strongly grown during
the last years. Therefore, some methodologies have been used and developed in prevention and for
solving the problems related to interference and immunity.

Thus, in this work, it was shown the use of a laboratory grade GTEM chamber to perform
EMI and EMS compliance tests of integrated circuits and electronic systems. The EMI/EMS
test performed with a quasi-yagi antenna showed a good sensitivity of the implemented structure.
Based on the obtained results and considering the power level, with the proposed GTEM chamber is
possible to realize interference and immunity test of a wide variety of small and compact electronic
devices.
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Abstract— According to Canadian Cancer Society, breast cancer is the most frequently di-
agnosed cancer in women. Our ability to potentially detect breast cancer in an early stage has
potential of significantly decreasing mortality and hence is a very important issue in healthcare.
Currently, mammography has been used widely for screening women over 50 who are statistically
more vulnerable. However it suffers from some limitations such as false negative and positive
results, using ionizing radiation and patient’s discomfort. Microwave imaging has been intro-
duced recently to overcome drawbacks of this method. In breast microwave imaging the imaging
system consists of an array of antennas which can serve both as transmitting and receiving an-
tennas. Therefore it is possible to illuminate object of interest (breast) from multiple directions
thus obtaining a full three dimensional scan whose resolution depends only on the number of
antennas. One of the most difficult parts when detecting potential tumours in breasts is presence
of modelling noise due to large amount of scattering, which severely deteriorates performance of
estimation and detection algorithms. In this paper, we propose a parametric 3D model of breast
microwave propagation, i.e., signal measured on antennas with respect to tumours’ and breast
parameters including electromagnetic properties and geometry (our model includes multiple tu-
mours with arbitrary shapes.) We illustrate the applicability of our results through numerical
examples.

1. INTRODUCTION

According to Canadian Cancer Society, breast cancer is the most frequently diagnosed cancer
in women with over 23,400 new cases expected in 2011 [1]. Due to the progressive nature of
the disease early detection is extremely important and can significantly improve survival rates.
Currently all of the clinical procedures are based on mammography which is routinely prescribed
for older women who tend to be more susceptible to the disease [2]. Although mammography is
extremely important diagnostic technique, it suffers from some limitations such as false negative
and positive results, using ionizing radiation and patient’s discomfort [2,3]. The number of false
positives is rather significant in the case of so called dense breasts in which healthy tissue may be
mistaken for malignant and as a consequence unnecessary biopsies are prescribed. Furthermore,
complicating the matter is the fact that mammography is a two-dimensional technique in which
three-dimensional images are obtained through image reconstruction from 2D projections which
can also lead to false positives.

Microwave imaging has been recently proposed as an additional medical imaging technique
which can potentially overcome some of the shortcomings of the mammography. Essentially the
technique is based on illuminating breast with electromagnetic-wave(s) in microwave range. From
the physical point of view this can be represented as a wave propagation in medium (breast) that
contains scatterers (both healthy and malignant tissue). Due to the fact that malignant tissue has
larger conductivity the measurements obtained by receiving array of antennas will be different if the
scatterers are present. Therefore once the wave propagates through the breast the received signal
is analyzed in order to obtain permittivity map using appropriately selected image reconstruction
technique [4]. Most of the image reconstruction techniques minimize a particular cost function (e.g.,
mean-square error). In most cases the number of unknowns (e.g., number of pixels in the map) is
much larger than the number of available measurements which requires an additional constraint.

In this paper, we propose a simplified parametric inverse 3D model which enables us detection
of tumour presence and estimation of its size and/or position. Most of the existing solutions [7]
employ non-parametric image reconstruction techniques. We believe that accuracy can potentially
be improved by considering parametric models. In general parametric models can increase modelling
noise. However we believe that appropriately defined parametric model can be useful as long
as an appropriate clinical decision can be made based on reduced number of parameters. To
this purpose we first develop a three-dimensional finite element model of electromagnetic wave
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propagation through the breast tissue. We define our model with respect to tumour size and
location and assume that the permittivity of tumour can be modelled by Gaussian probability
density function (pdf). We then derive probability density function of the measured data (power
received by receiving antennas) and the corresponding likelihood function. We then maximize the
likelihood with respect to the unknown parameters. The outline of the paper is as follows. In
Section 2, we present computational models of electromagnetic wave propagation in breast when
tumours are absent and present. In Section 3, we discuss how the aforementioned models were
implemented using COMSOL. In Section 4, we present the statical models and present estimation
algorithm. In Section 5, we present simulation results and discuss their potential use for inverse
problems. Finally, Section 6 concludes the paper.

2. PHYSICAL MODEL

In this section, we develop mathematical model describing the measured signals. The imaging
system consists of several antennas which can both serve as transmitting and receiving antennas.
These antennas in principle can be distributed over the breast surface thus allowing for a three-
dimensional scan whose resolution depends only on number of antennas. Obviously the number of
antennas is determined by their size which may be constrained by technical requirements such as
antenna-to-antenna noise (interference). Once the microwave is generated it propagates through
the volume of the breast according to Maxwell’s equations which in this particular case can be
reduced to the phasor form since microwave antennas operate in a single-frequency mode.

It should be observed that any non-homogeneity in the object can be modelled as a scatterer
and thus in the presence of multiple scatterers the resulting electromagnetic field becomes very
complex superposition of reflected and refracted waves. Since malignant tissue has significantly
larger permittivity than healthy tissue it can also be modelled as a scatterer (see Figure 1). The
reflection /refraction from scatterers can then be modelled as described in Figure 2.

In the remainder of the paper we will assume that in the absence of cancer the scattering in
the breast is due only to small non-homogeneities which will be included as the modelling noise.
Of course if a particular patient is submitted to continuous monitoring in a regular intervals the
previous images can be used a reference signal and thus “healthy scattering” can be properly
recorded and modelled.

In the absence of scatterers the propagation can be described as:

V2E + K2E =0 (1)
V2H + k2H = 0 (2)

where we implicitly assume that the medium (breast) is source-free, E and H are intensities of
electric and magnetic fields respectively, k = w,/u€ where w is frequency, p magnetic permittivity,
and e complex electric permittivity.

In this paper, we assume that the tumours can be modelled as spheres and therefore are uniquely
defined by location vector and radius. In general, arbitrarily shaped tumours can be represented
by spatial Fourier transform and corresponding spatial frequency amplitudes and phases. As we

Eustbn @y
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Figure 1: Medium with multiple scatterers. Figure 2: Boundary conditions.
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stated before, the electromagnetic properties of the malignant tissue is significantly different than
breast tissue and thus proper boundary conditions must be considered in order to ensure continuity
(see Figure 2):

iix (B, — Ey) =0 (3)

itx (H —Hy) =0 (4)

i x (1 E) — e2Fs) = 0 (5)
it x (g Hy — poHp) = 0 (6)

3. FINITE-ELEMENT MODEL

In order to solve the above equations we utilize finite-element method by developing three-
dimensional model using RF module in COMSOL Multiphysics software. In this paper, we model
the breast as a sphere with radius of 100 mm as shown in Figure 3. One antenna which acts as
a transmitter is located on one side and nine receiving antennas are distributed on the other side
of the sphere. These antennas are modelled as slim cubes which are centred on the surface of
the sphere. Three boundary conditions are used to send waves in the medium. Electric field is
applied to transmitter antenna. Perfect electric conductor boundary condition is applied to sides
of antennas in order to guide wave through them, and scattering boundary condition is applied to
the rest of surfaces to let waves propagate freely. Afterward, for different studies one or multiple
tumours with arbitrary shapes can be modelled. In this study tumour is considered as a sphere
inside the breast with an arbitrary size and in arbitrary position. Three different studies are done
using this model: effect of tumour location, tumour size and tumour permittivity. As an example
of wave propagation in simulation, in Figure 4, y-component of electric field is shown for the case of
eccentric tumour. In this figure tumour is located between second and third plates, and scattering
electric field is clearly seen around the tumour, and higher intensity of electric field immediately
after the source is obvious.

4. STATISTICAL MODEL

We assume that the measured signal is given by average power and normalized to the transmitting
antenna power. The measured signal when the tumour is absent ¥ is then given by

j=fo+é (7)

where f_é is model predicted vector of measurements (power) calculated using finite-element model
and € is the measurement/modelling noise.
In the presence of tumour the measured signal becomes

7= f(Ri,R,o,6,)+¢ (8)
,/‘[ 4 Q é @ s

Qe

Figure 3: Geometry of the breast. Figure 4: Antenna positions.
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where R; is the radius of tumour, R is the position of tumour, ¢ and €, are conductivity and electric
permittivities respectively. Note that in the above model we assumed a single tumour (scatterer)
in order to simplify the computational cost but can be extended to account for multiple scatterers
at the expense of computational time.

We assume that the conductivity and permittivity are given by Gaussian random variables
with 0 = 4S/m and €, = 50 means respectively and standard deviations of 10% of their nominal
values [4]. The corresponding probability density function of the measured signal in the absence of
tumours is multivariate Gaussian with mean ¢y and covariance matrix 021 where we assumed that
the measurement noise is uncorrelated in space and time. Note that the multiple measurements
can be obtained in order to remove the measurement noise in statistically optimal way.

In presence of scattering the probability density function is given by

Po(0) - pe,(er) - p (dlo. . F) (9)

Note that for a particular patient conductivity and permittivity can be treated as deterministic
variables. In this paper, we assume that sufficient set of previously measured properties is available
and hence certain a priori knowledge on physiological values is available. The parameters can then
be obtained by minimizing the cost function

¢ (B B.or.6) =10g po, (07) - pe, () - Pl . F) (10)

which is commonly know as maximum a posteriori estimate of unknown parameters. Note that
because of nonlinear dependence of measured signals on physical parameters the above estimations
hast to be performed using numerical optimization methods and Monte-Carlo simulations (in order
to obtain posterior distribution).

5. NUMERICAL RESULTS

In order to evaluate the performance of our inverse model we simulate the measurement data using
COMSOL and then add Gaussian noise in order to simulate measurement noise. In this preliminary
approach we ignore several issues such as: skin reflection, calibration problems, antenna-to-antenna
crosstalk, etc.

Although these issues are important our preliminary goal in this paper is to demonstrate ability
of the model to accurately estimate tumour parameters using simulated data. The results of this
analysis can then be useful in properly designing antennas for realistic measurements. We simu-
late measurement data for 100 patients for which the conductivity and permittivity are generated
using aforementioned Gaussian distributions. For each of the patients we then generate posterior
distribution p(#]o, €, R, R;) in order to calculate the parameter estimates. In Figures 5 and 6, we
illustrate posterior distribution for arbitrarily chosen antenna for two different tumour sizes.

In Figure 7, we show the y-component of the electric field in the presence of scatterer. As we
can see the presence of tumour causes irregular patterns in the electric field which can be used for
inverse modelling and consequently detection and estimation. In Figure 8, we show the mean-square
error (MSE) for tumour size estimate as a function of tumour size. However, note that in reality
the larger tumours have irregular (star-like patterns) and the effect of that was not included in this
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Figure 5: Posterior distribution for tumour in center ~ Figure 6: Posterior distribution for tumour in center
size 1 cm. size 2 cm.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19-23, 2012 905

Slicet Electric Field, y companent [ Max: 0.6

0.6 0.3
025}
w 02
Ll
%)
=
015}
01}
. 0.05 ‘ ‘
05 1 15 2
Radius
Figure 7: Electric field. Figure 8: MSE of radius estimate as a function of
tumour size.
0.4 S — 03
0.35!
0.25}
0.3}
w 0.25| 02t
W o.25
2
02 0.15}
0.15
01t
0.1
0.05 T — 0.05 T —
10 15 20 25 30 35 40 45 50 10 15 20 25 30 35 40 45 50
SNR
Figure 9: MSE of radius estimate. Figure 10: MSE of location estimate.

work. Consequently the actual estimation error may not decrease as rapidly as in our simulation
results.

In Figures 9 and 10, we illustrate mean-square-error (MSE) estimates of tumour size and location
as a function of signal-to-noise ratio (SNR).

6. CONCLUSION

In this paper, we proposed frequency domain parametric three-dimensional model of microwave
propagation in breasts. The results presented in this paper suggest that it may be possible to
obtain accurate estimates of tumour position and size using parametric model. Of course certain
issues (e.g., skin reflection) have been disregarded and will be addressed in future work. Furthermore
these results can be useful when designing antennas since these models can be used to determine the
necessary power of the transmitted signal that is necessary in order to achieve certain estimation
accuracy.
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Design of High Isolation Electronically Switchable Bandpass Filter
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Abstract—In this paper, a simple method to design a high isolation electronically switchable
bandpass filter is proposed. The circuit integrates a microwave switch and a microwave bandpass
filter into a single circuit component. The uniform impedance resonator is loaded with a pin
diode to change its resonant frequencies under different bias voltages. By loading the pin diode
at different positions of the constituted resonators, the resonant frequencies can be misaligned
over the band of interest to achieve a wideband isolation in the isolated state. In the thru
state, the circuit shows a bandpass response with a measured insertion loss of 3dB at the center
frequency of 1 GHz, and the 3 dB fractional bandwidth is 8%. In the isolated state, the measured
isolation is 51 dB at the center frequency and is higher than 30 dB from dc to 5 GHz. The paper
proposed a simple and effective method to realized an electronically switchable bandpass filter
with high isolation, and the circuit successfully increases the level of integration of the RF front
end.

1. INTRODUCTION

A microwave switch is a essential component to control RF signal flow in the modern communication
systems. Several literatures using passive FETs or pin diodes have been reported [1,2]. However,
these switches are wideband designs, implying that they can not provide adequate band selectivity
for a system application. Therefore, a bandpass filter will be needed to cascade with a switch to
reject out-of-band signals.

Recently, several methods were proposed to integrated the building blocks of the RF front into
a multi-function circuit [3-6]. In [3], an SPDT bandpass filter-integrated switch that integrate
an SPDT switch and a bandpass filter was proposed. Switchable dual-band bandpass filters that
achieve independent switching control of band selection was proposed in [4,5]. In [6], a balun-
integrated bandpass switchplexer that integrates an SPDT switch, a diplexer, and a balun was
demonstrated.

In this paper, a new method to design a high-isolation switchable bandpass filter is proposed.
The pin diode loaded uniform resonator is used to realized the circuit instead of using stepped-
impedance resonators. By connecting the pin diode at different locations of the uniform resonator,
the resonant frequencies of the resonator can be controlled. Therefore, a high isolation can be
obtained by interlacing the resonant frequencies over the band of interest in the isolated state.

2. CIRCUIT DESIGN

Figure 1 shows the structure of the diode-loaded uniform resonator and its equivalent circuit under
different bias conditions. The 6, is the electrical length from the loading location to the open end,
and 6 is the electrical length from the loading location to the other open end. When the diode is
reversed biased (off-state), the resonator is loaded with a small capacitor. If the diode is forward
biased (on-state), the resonator will be connected to ground via a small resistor R. Since the R is
small, the diode could be considered as a short circuit to ground. Thus, the resonant frequencies
are determined by two quarter-wavelength resonator with one end short to ground.

Figure 2 shows the circuit schematic of the proposed switchable bandpass filter. The circuit
is composed by three diode-loaded hairpin resonators. In the thru state, the diodes are reversed
biased, the first resonant frequency of each resonator is 1 GHz. The circuit was designed to have

diode off 0, | 0,

— I —

1

«—0, : 0, |

diode on

«—6, | 0,

Figure 1: Photograph of the DPDT filter-integrated switch A.
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Figure 2: Circuit schematic of the proposed switchable bandpass filter.
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Figure 4: Simulation and measured results of the switchable bandpass filter in thru state. (a) Narrow band
response. (b) Wideband response.

a 3rd-order Butterworth bandpass response at 1 GHz, and 3-dB fractional bandwidth Asgg of 8%.
The coupling coeflicients and the external quality factor Q,; can be obtained as

AszqB
My = —— = M3 =0.059
V9192
Qei = Kogl = Qeco = 10.9 (1)
3dB

where M;; represents the coupling coefficient between resonators i and j, g, is the low-pass pro-
totype parameter, and Q.; and Q.. are the external quality factors associated with the input and
output couplings, respectively [7]. In the isolated state, the diodes are forward biased. By loading
the diodes at different locations of the resonators, the resonant frequencies can be scattered over
the band of interest. Thus, a high isolation could be obtained between the input and the output
ports.

3. MEASUREMENT

The circuit is fabricated on the RO4003C substrate with ¢, = 3.58, h = 0.8 mm, and tand = 0.0015.
Fig. 3 is the photograph of the switchable bandpass filter. Fig. 4 shows the measured results when



908 PIERS Proceedings, Moscow, Russia, August 19-23, 2012

=1

~ v VT o~ —_—
e —— 7T

ok ISl ---- EM simulation _10F |Su] <52 i — EM simulation

— Measurement 1) — Measurement
2 -20F 2 201 H
g S i\
=-30F = -30 H H
“a a H
< 40 = a0k
50 -50f
AN
60 f ooF MM /51
=
L Il Il Il Il I Il Al Il Il Il Il Il Il Il
00 . 0 1 2 3 4 5 6 7 8 85
Frequency (GHz) Frequency (GHz)

(@ (b)

Figure 5: Simulation and measured results of the switchable bandpass filter in isolated state. (a) Narrow
band response. (b) Wideband response.

the circuit is at thru state. It can be observed that a bandpass response with a passband insertion
loss of 3.0dB at center frequency of 1 GHz was measured, and the 3-dB bandwidth is 8.5%. The
measured isolations of the circuit is shown if Fig. 5. The isolation is about 60dB at the center
frequency of 1 GHz and is better than 32 dB from dc to 5 GHz.

4. CONCLUSION

In this paper, a high isolation electronically switchable bandpass filter is designed and implemented.
By loading the pin diode at different positions of the constituted resonators, the resonant frequencies
can be misaligned to obtain an isolation in the isolated state. In the thru state, the circuit shows
a bandpass response with a measured insertion loss of 3dB at the center frequency of 1 GHz. In
the isolated state, the measured isolation is 51 dB at the center frequency. The circuit successfully
integrates a microwave switch and a bandpass filter into a single circuit and thus increases the level
of integration of the RF front end.
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Abstract— Generation of high repetition rate, short an optical pulse is an important topic
of research at the present time. This is because in order to realize a high capacity optical
communication system we need a combination of wavelength division multiplexing (WDM) and
optical time division multiplexing (OTDM) techniques. In this paper, we propose a novel scheme
of high repetition rate, femtoseconds optical pulse generation by using bi-stable optical micro
ring resonator where it is possible to achieve a repetition rate of more than few hundred GHz.

1. INTRODUCTION

A combination of WDM and OTDM can result in a high capacity optical communication system
within existing limitations. At present the electro-optic modulators can be operated at a rate of
40 Gb/s. To utilize this modulation rate, we must generate optical pulses having a repetition rate
much greater than 40 GHz. Thus, to realize a high speed OTDM system, we need a high repetition
rate, and short optical pulses. Various methods of optical pulse generation exist in the literature [1—
3]. Some of the methods of optical pulse generation are mode locking of semiconductor lasers,
harmonically mode locked fiber laser, soliton-assisted time lens compression, short pulse generation
by interferometers, and repetition rate multiplication of a low rate pulse source. In this paper our
attempts are to generate optical pulses having very high repetition rates.

2. PICOSECONDS PULSE GENERATION SCHEME

A schematic circuit diagram of the picoseconds optical pulse generator is shown in Fig. 1(a). Here,
the output of a laser (LD) is phase modulated in an overdriven optical phase modulator (ODPM).
The phase modulator can be fabricated on a LiNbOg substrate. There are five laser diodes. These
five light-waves are combined in a (5 x 1) optical power combiner and at the output we get an
optical pulse as shown in Fig. 1(b). This picoseconds pulse generation schemes may be found in
greater detailed in Ref. [1]. It is apparent from Fig. 1(b) that higher the modulator drive frequency,
the sharper is the pulse generated. It is shown in this paper that the pulse width decreases with the
increase in drive frequency (f,,) and a pulse width of 1ps can be obtained at a drive frequency of
40 GHz. For the case as shown in Fig. 1(a) one can get a value of repetition frequency of the pulse
equal to nf,, = 200 GHz where f,,, = 40 GHz. The frequency bandwidth of the pulse is equal to
4dn fy,. In this section, we have discussed one of the established schemes to generate the picoseconds
pulse. In next section we will ride this high repetition picoseconds pulse on to the various types of
the ring resonator to generate the femtosecond pulse.

3. BASIC INTEGRATED OPTICAL RING RESONATOR

In this section, we will apply the picoseconds optical pulse generated in Section 2 into a micro ring
resonator as shown in Fig. 2(a). Let us start with the steady state input output relation of this
micro ring-resonator [4, 5],
A=(1- 7)%1 [Ag cos(kl) — j By sin(kl)] B
B = (1 —7)2[—jApsin(kl) + By cos(kl)]

where &, [, v denotes the mode-coupling coefficient of the directional coupler, the coupling length,
and the intensity insertion loss coefficient, respectively. When we denote the intensity attenuation
coefficient of the waveguide as p, By is expressed by By = Bexp(—5L — j8L). Where we also
assumed that input/output and resonator waveguide has the same propagation constant 3. Then
we introduced new parameter z, y, and ¢, defined by z = (1 — fy)% exp(—5L), y = cos(kt) and
¢ = BL respectively, where o = Bexp(—5L — jL). Then after some manipulation of Eq. (1), the



910 PIERS Proceedings, Moscow, Russia, August 19-23, 2012

feronom
0 LD
P 0
T P
IC fe+ nom }.
c
A m A
L il L
0DPM g f v
w 100 w
E
E g r | opmcal
R PULSES
. fe- noom c
MICROWAVE D °
SOURCE 1 s M
) v > B
1
N
D fe- 2n0m E
E R
! %
(@) (b)

Figure 1: (a) Schematic optical circuit diagram of the Pulse generation LD laser diode, OPDM: overdriven
optical phase modulator [1]. (b) Plot of the normalized intensity of the output light pulses as a function of
time (t) using the modulator drive frequency (f,,) as a parameter for n = 5.
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Figure 2: (a) Optical ring resonator. (b) Transmission characteristics of the optical Micro-ring resonator.

intensity transmittance of the optical micro ring resonator is obtained as

A l? 1—22)(1 -2
10)=| 5| = 1o | =D )
0 (1 — 2y)? + 4zy sin? (5)
It is apparent that minimum and maximum values of T(¢) are T'(¢ = 0) = (1 — ) ((lx__xyy); and
To=7%)=(1-9) ((li:;yy); respectively. Fig. 2(b) shows the transmission characteristics of the

optical ring resonator as a function of ¢. It is seen from these equation that z = y = 1 should be
satisfied in order to maximize Ti,ax or minimizing of the T, as much as possible. Fig. 3 shows the
output waveform computed from Eq. (2), when the input signal A is assumed to be a picoseconds
pulse generated by circuit shown in Fig. 1 at a drive frequency of 10, 20 and 40 GHz respectively.
It is apparent from the Fig. 3, that there is pulse distortion at the peak of the input signal. In
this case it seems that there is no further pulse compression effect whatsoever. However the pulse
distortion is symmetric in this case.
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Figure 3: The output waveform for general micro ring resonator when laser signals of different frequencies
are allowed to pass through the resonator.
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Figure 4: (a) Bi-stable ring resonator (D = 0). (b) The transmission characteristics curve for Bi-stable ring
resonator.

4. INTEGRATED OPTICAL BI-STABLE MICRO RING RESONATOR

In this section, we change slightly in our micro ring resonator discussed previously into a bi-
stable micro ring resonator structure as shown in Fig. 4(a). It proofs to be a good technique to
compress the optical pulse further. Apparently the steady state input output relation of this case
are expressed by [4],
A= (1—~)Y2[Agcos(kl) — jB,sin(kl)]
B = (1 —~)/2[—jAgsin(kl) + B, cos(kl)] 3
Do = (1 — )2 [D cos(kl) — jCsin(kl)] 3)
Co = (1 —)'/2 [=jDsin(kl) + C cos(kl)]

where C = Be(~1L798%) and By = Coel=1L-38 2). After some algebraic manipulation for above
Eq. (3) we get, where z = /(1 — 7)e ?%, y = cos(kl) and ¢ = SL,

22(1 — y2)?

(1 — 2292)2 + 42292 sin?(¢/2) @
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Figure 5: The output wave-form for Bi-stable micro-ring resonator when laser signals of different frequencies
are allowed to pass through the resonator.

Fig. 4(b) shows the transmission characteristics curve of the optical bi-stable micro ring resonator
as a function of angle ¢. Fig. 5 shows the output waveform calculated from Eq. (4), when the input
signal Ag is assumed to be a picoseconds pulse generated by the circuit shown in Fig. 1(b) at a
drive frequency of 10, 20 and 40 GHz respectively. Apparently in this case the pulse shape remains
persevered in entire range of input signal. From the Fig. 5, it is also apparent that input signal
(Ap) pulse width which is 1 ps at 40 GHz can be further compressed up to femtoseconds pulse width
while it passing through Bi-stable micro ring resonator. The results may be further improved while
replacing bi-stable micro-ring resonator discussed in this section with highly asymmetric mach-
zehnder interferometer coupled micro-ring resonator [6].

5. CONCLUSION

In this paper, we have demonstrated a novel scheme of femtosecond optical pulse generation by
using optical micro ring resonator. The repetition rate of the pulse can be tuned over a wide
range. Two examples have been considered in the paper and shown that the pulse width decreases
substantially without getting distortion when pulse passed through into our proposed bi-stable
micro ring resonator.
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Abstract— This work develops a 2.3 ~ 3.5 GHz wideband voltage-controlled oscillator (VCO)
using the impedance locus for both 802.11g and LTE-A applications. In this work, the operation
bandwidth is expanded by using capacitor array. The phase noise performance is optimized
by applying impedance locus design methodology. The analysis indicates that as the included
angle approaches 90°, the VCO exhibits a better phase noise performance. To confirm the
performance, a 2.3 ~ 3.5 GHz wideband VCO is designed and implemented with TSMC 0.18 pm
CMOS technology. Measurements demonstrate that the wideband VCO design with phase noise
optimization has a favorable phase noise and operation bandwidth performance. The phase noise
is lower than —114dBc/Hz at the 1 MHz offset frequencies over the 2.3 ~ 3.5 GHz operation
range.

1. INTRODUCTION

The latest smart phones are required to support both LTE-A and IEEE 802.11g systems for in-
creasing internet throughput. To cover the frequency bands of both LTE-A and TEEE 802.11g
systems, the voltage-controlled oscillator (VCO) requires a fractional bandwidth of 42% to cover
2.3 ~ 3.5 GHz, where the lower frequency bands are achieved by using additional prescaler. The
phase noise of the VCO should also be minimized since the LTE-A and IEEE 802.11g systems apply
orthogonal frequency-division multiplexing (OFDM) technique to provide high spectral efficiency.
Although the use of a phase-locked loop (PLL) can suppress the VCO phase noise inside the PLL
bandwidth, which is usually under 100 kHz, the VCO phase noise outside the PLL bandwidth still
considerably degrades the wireless system performance [1]. In particular, today’s wideband wire-
less systems generally have a modulation bandwidth that exceeds several MHz and requires a much
lower VCO phase noise. According to the well-known Leeson’s model, the simplest way to improve
the VCO phase noise is to increase the carrier output power. However, the overall power con-
sumption increases with the carrier output power, and hence does not meet the need for low power
consumption to maximize longer battery life [2,3]. Another way to reduce the VCO phase noise is
to increase the quality factor of the resonator. However, the VCO quality factor is typically below
20 under a standard CMOS process. To increase the VCO quality factor, special processes must be
adopted, such as the use of bond-wires as inductors, micro electro mechanical systems (MEMS) or
integrated passive devices (IPD) [4]. However, these special processes markedly increase the cost
and die area. To solve these problems, this work develops a 2.3 ~ 3.5 GHz wideband VCO based
on impedance locus theory.

2. IMPEDANCE LOCUS THEORY

Figure 1 shows the VCO equivalent model that was developed by Kurokawa [5]. The current, which
flow into the active circuit, is given by

ip=Acos(wt+ ¢), (1)
Since the impedance of the active circuit varies with the amplitude of the current Ip, it is given by
—Zp(A) = Rp(A) +jXp(A). (2)

The voltage drop across the active circuit can then be derived as
Vb (A) = —IpZp (A) = ARp (A) cos (wt+ ¢) + JAXp (A) cos (wt + ¢). (3)

The impedance of the resonator can be derived as
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According to the Kirchhoff’s voltage law (KVL), the equivalent model in Figure 1 should satisfy
Z1(w) = Zp (A)] ip =0. (7
Kurokawa proved that, under this condition, the VCO oscillates stably at a frequency of wg with
an amplitude Ay if only if
dRp(A)
dA

dXL (w)
A dw

_ dXp(4)
dA

dR L (w)
A dw

> 0. (8)

Wo

Wo

To determine the physical meaning of Equation (8), Figure 2 depicts the impedance loci of Zp(A)
and Zr(w) in the Z-plane. The arrowheads of the two loci indicate the increment of frequency
w and amplitude A, respectively. Two loci intersect at a frequency wg with an amplitude Ag.
Equation (8) can then be re-derived as

dRp(A) dXp(w) B dXp(A) dRp(w)
dA |, dw |, dA a4, dw |,
~ dZp(A) dRp(w)|  |dZp(A) dRp(w) )
= — N X — . A | |, sinf > 0, 9)

where 6 represents the included angle where the two impedance loci cross each other. Equation (9)
indicates that the VCO oscillation is stable if only if sind>0 and therefore 0 < 6 < 180°. To
evaluate the VCO phase noise performance, Equation (7) is modified as

[Z (w) — Zp (A)] ip=e, (10)

where e denotes the magnitude of the intrinsic white noise. The phase noise of the VCO can then
be derived as

2 2
W 1Z/() + | Aof? [(d%’é“) +(P5Y) }
e (11)
‘ sin? 0

2 2|€’2
¢ (w)] :w2|A0‘2' 5 4 9 dZD(A)2 ARy ()
w2121+ Aol [ Z50| |2




Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19-23, 2012 915

200

Vigne E 150
S
T 3
=)
Vout N : Vout_p v 100 |
}_ ‘]tl-tS _{ g
e
<
e Y £
LYY YL é
0 F f .
}—: :—| 0 50 100 150 200
E L_:I:- Real part of Z (Ohm)
(a) (b)
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3. CIRCUIT DESIGN

Generally, complementary cross-coupled VCOs exhibit a better balance between low phase noise and
wide operating bandwidth than NMOS and PMOS cross-coupled VCOs. Therefore, the wideband
VCO is designed with the complementary cross-coupled architecture that is presented in Figure 3(a).
The wideband design considerations for the VCO tank demand the use of body-biased MOSFETs as
varactors to provide a larger variation in capacitance than the one of conventional varactors. Hence,
the operating bandwidth of the VCO is substantially increased. The phase noise performance of
the VCO is optimized by applying impedance locus design methodology stated above Figure 3(b)
presents the simulated impedance loci of the wideband VCO, which are designed to have an included
angle of approximately 90°, to optimize phase noise performance.

4. EXPERIMENTAL RESULTS

Figure 4 shows the implemented wideband VCO, which is fabricated using TSMC 0.18 um CMOS
technology and occupies an area of about 0.5 x 0.8 mm?. Figure 5 shows the measured output
spectrum of the CMOS wideband VCO. The output power is about —7dBm. The suppression of
second harmonic and of third harmonic is approximately 35 dBc and 30 dBc, respectively Figure 6(a)
shows the measured operating range of CMOS wideband VCO. The implemented CMOS VCO can
achieve a very wide operating range of 2.3 ~ 3.5 GHz, which is approximately 42% in fractional
bandwidth Figure 6(a) also shows that the variation of the output power is lower than 2 dB over the
2.3 ~ 3.5 GHz operating range. Figure 6(b) shows the measured phase noise of the CMOS wideband
VCO. The phase noise of the implemented VCO is measured as —96 dBc/Hz and —114 dBc/Hz at
offset frequencies of 100kHz and 1 MHz, respectively. To further evaluate the performance of the
VCO, the figure of merit (FOM) and the figure of merit with the tuning range (FOMT) are used.
The FOM is defined as

FOM = L (Aw) — 20log (%) +10log (f&w) , (13)

where Aw denotes the offset frequency at which phase noise is evaluated, wy denotes the fundamental
frequency of the VCO, and Pjy;,ss denotes the power consumption. The FOMT is defined as
FTR>

FOMT = FOM — 20log (

10 (14)

where FTR denotes the frequency tuning range as a percentage. These equations show that the
FOM and FOMT of the CMOS wideband VCO are as low as —166dBc/Hz and —178 dBc/Hz,
respectively. Table 1 summarizes the performance of the CMOS wideband VCO. It can be found
that the measured results are very consistent with the simulated results.
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Table 1: Performance summary of the CMOS wideband VCO.

Simulated Measured
Supply voltage (V) 1.8 1.8
Power consumption (mW) 43 37
Operating range (MHz) 2365 ~ 3642 | 2306 ~ 3502
Sensitivity (MHz/V) 113 177
Output power (dBm) 3 7
Phase noise @ 1 MHz (dBc/Hz) —113 —114
FoM (dBc/Hz) —167 —166
FoMT (dBc/Hz) —174 —178
0 F
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Figure 4: Implemented CMOS wideband VCO. Figure 5: Measured output spectrum of the wide-
band VCO.
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Figure 6: Measured (a) operating range and (b) phase noise of the CMOS wideband VCO.

5. CONCLUSIONS

This work presents a CMOS wideband VCO using the impedance locus for both 802.11g and LTE-
A applications. The operating range and phase noise are optimized by applying capacitor array
and impedance locus design methodology, respectively Measurements demonstrate that the CMOS
wideband VCO design with phase noise optimization has a favorable phase noise and operating
bandwidth performance. The phase noise is lower than —114 dBc/Hz at the 1 MHz offset frequencies
over the 2.3 ~ 3.5 GHz operating range. The FoM and the FoMT are lower than —166 dBc/Hz and
—178dBc/Hz at the 1 MHz offset frequencies, respectively.
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New Measuring Instrument for the Characteristics of the Two-phase
Flow of the Particulate Material Based on the Microwaves and
Digital Processing of the Signals. Constructional Design Issues

V. F. Novikov
Novosibirsk State Technical University, Russia

Abstract— The discussion of the specific issues appeared for the first time while designing new
measuring instrument for the characteristics of the two-phase flow of the particulate material
moving inside the metal pipe line, started in [1], is continued. The measuring instrument is
based on microwave (SHF) application and digital processing of the signals. A lot of attention is
paid to the peculiarities of the design of the device for the input of the microwave energy to the
pipe line by the connected waveguides with different cross sections.

1. INTRODUCTION

In [2] a scheme of the new measuring instrument for the characteristics of the two-phase flow of the
particulate material moving inside the metal pipe line is described. The quantity of material in the
flow, the range of velocities of the separate flow components, the discharge rate of the flow during
any period like one minute, one hour, one working day, one month are simultaneously measured
on-line. In [3,4] are solved the problems of creating the theory of the measuring instrument. In [1]
the discussion of the issues coming on for the first time when construction of such measuring
instrument was started. It could be applied in transporting the milled coal — pulverized coal
in metallurgy and power engineering. This problem in the sphere of pneumatic conveying of the
particulate materials is the most complex and actual, especially when the conveying material is
mordant (causing corrosion, like acids) and appeared in large quantities. The further discussion of
these problems is suggested underneath.

2. THE INPUT OF THE MICROWAVE ENERGY TO THE PIPE LINE

2.1. The Peculiarities of the Input of Microwave Energy to the Metal Pipe Line

Figure 1 shows the simplified flow-diagram of the measuring instrument [2]. Microwave energy
from the microwave generator (oscillator) is coming into the pipe line with the help of input device
and is headed towards the output device. So the measured section of the pipe line is constantly
examined with microwaves and this section serves not only for transporting the material, but also
for transporting the microwave energy functioning as circular waveguide. The set of the microwaves
could be either in phase with the flow set or oncoming.

The input and output devices for microwave energy into/out of pipe line are absolutely identical
and represent the system of two wave guides connected on the narrow wall. The narrow wall in
the connection area is fully taken out [3]. All the microwave generator energy is put in the pipe
line through the system of connected wave guides and passing through the transporting material
is output through the identical pipe line system.

Rectangular waveguide of the same sections are usually used in wave guide bridges. A significant
part of the sources is devoted to the analyses and valuation of such schemes. In respect to the given
issue bridges have some peculiarities. One of peculiar features is that for the effective launching of
the circular guide it is technically reasonable to use rectangular waveguide as primary launching
wave guide as shown in [3]. Therefore, the problem of transporting particulate material through
the metal pipe line could be efficiently solved when applying the bridges based on connected wave
guides with different sections.

Another characteristic property of the microwave energy input/output devices (into/out of pipe
line) based on two interconnected wave guides is that it is necessary to introduce in their configu-
ration the so-called “dielectric window”.

The movement of the material through the pipe line is provided by the excess air pressure. This
is prerequisite for the introduction of “dielectric window” (Fig. 1) for the acoustical uncoupling of
two wave guides. The isolator (dielectric) in “dielectric window” should be durable and must not
contribute to friction electrification (static-charge accumulation of dielectric due to transporting
material moving particles friction or encounter with it). Such properties are possessed by isolators
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Figure 1. Scheme of the primary sensor.

from metal oxides, however they are marked by the high magnitude of the dielectric constant. That
is why they influence significantly and variously the velocity Hmn mode waves, passing through
the “dielectric window”, destroying the primary bridge setting-up.

Besides, the savor for the assessment of the possibilities for further reduction of the inner losses
and directional selectivity building-up appears while designing the wave slot bridge hybrid for
measuring instrument for the flow characteristics. The reduction of the inner losses is necessary for
more effective adoption of the microwave generator capability. Directional selectivity building-up
is essential for powering down the effect of the reflections (objectively existing inside the pipe line)
from different material transporting duct elements (the duct transports microwave energy at the
same time). In usual application, for example in antenna assemblies or transmitting equipment,
the bridge is in such conditions when from its both sides the duct is almost coordinated. These
issues are quite new and need additional study.

The work of the bridge on connected wave guides with equal or different sections is described
using the picture of the connection area as a multimode waveguide. The width of each connected
wave guide is chosen for the distribution of the wave Hig only in all the four bridge legs. The space
in the connection area — slot creates an extended wave guide where waves Hyj,, H3,, H3, and
waves of higher types could appear. The slot width ds is chosen so that the first two waves could
be distributed along the extended wave guide farther and all the rest die out quickly, creating the
reluctance fields near the fringes.

Boundary data at the slot fringes are found by adding the waves Hj,, H5, and H3, (waves
of higher types are usually not considered). Adding the waves of different types in the slot port
supports the separation of the input bridge legs. The separation of the output bridge legs is provided
in the same way when the bridge transfers the power from one of input branches to one from the
output branches.

It can be supposed that the calculation technique for the bridges on connected wave guides with
the equal or different sections generally remains the same, because it is based on the multimode
waveguide model.

The calculation task is to choose the slot width ds and slot length [,.

2.2. The Bridge on Connected Wave Guides with Equal Sections

The slot width. So that the wave H3, will not be distributed along the slot and die out quickly,
the critical length A2 for the given type of the waves should be a bit less than the working length
A w and the critical length of the wave A2 should be more than \g. That conditions is met if:

Mo < N\g < Moo \Hao — (9/3)d,, AH2 = (, (1)

cr )
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From (1) follows that the slot width ds should meet the condition:
Ay <ds < 1.5 (2)

For example, it is recommended to judge by the condition ds ~ (1.32 = 1.38) - \.

The slot length. The waves H{, and H35, move along the slot with different speeds: the distri-
bution speed of the wave H7j, is less than H3, distribution speed. That results in phase difference
Aq) fields of the H{, and H5, waves by the end of the slot:

s — — 1, (3)

where Aj,, A5, — waves lengths in the wave guide in the slot area for Hj, and Hj, oscillations.

So the extended multimode waveguide stands for the device where the phase difference of the
different types of waves is formed. Changing A we can send the energy from branch 1 to branchs 3
or 4. If we take Ay = m the generator power from the branch [; will go to the branch 4 — pipe
line. The necessary slot length could be calculated from (3), taking Ay = 7

A 1
l$:70. (4)

2 3 2
- (28) =1 (%)

2.3. The Bridge on the Wave Guides with Different Sections. Methods of Analysis

The above used results of the analysis of the multimode wave guide for the scheme of the bridge
from two connected wave guides with the same sections can’t be used in case when the bridge has
wave guides with different sections. At the same time the strict analysis of the bridge on connected
wave guides with different sections according to analytical methods is complicated by the fact that
it is hard to design such solution of Maxwell equations, which will satisfy the boundary conditions
on the inner side of both wave guides and will be continuous in all the interspace points including
the points of the connection area. Approximate analytical method of solving the task for the system
of connected wave guides with different sections is presented.

The method includes the solution of the Maxwell equations satisfying the boundary conditions on
the inner sides of both wave guides and remaining continuous in all the interspace points excluding
the points of the connection area.

The continuity of the field in the connection area, i.e., the requirement for the equal tangential
components of phasors £ and H on both sides of the connection panel, is replaced by the require-
ment of the equation of tangential components of only one field density phasor F or H and by the
requirement of the both wave guides field interaction power (energy) will be equal to zero.

Then one should define the structure of the field separately for each wave guide excluding the
connection area.

The constant of the two connected wave guides with different sections is presented as the constant
in some equivalent wave guide with the rectangular cross-section, which width is an — where n-wave
type index.

After defining the field structure on the inner side of each wave guide (excluding the connection
area) the field for the formula tangential components in connection area is created. Here we must
consider the fact that the connection area lines where the components of the field phasors £ and
H tangential to the connection area are extremely close to each other. This comes from the small
size of the connection line in comparison with the circular waveguide diameter.

Using set of taken conditions the three formulas for calculation of waves H7,, Hs,, H3, are made
and the width of the three equivalent rectangular wave guides a1, as and agz is found.

2.4. Consideration of the “Dielectric Window” Impact

“Dielectric window” is designed to be situated at the joint of the inner pipe line and rectangular
wave guide surfaces along the whole slot length (Fig. 2). As the electric field component at the
joint of two wave guides for the wave H5, equals to zero, so the “dielectric window” influences the
interphasing of the waves Hj, and HS5, through the deceleration of the wave H7,.

Making allowance that the speed of the wave H3, is higher than the speed of the wave HY it
should be supposed that the introduction of the “dielectric window” into the slot will lead to some
reduction of the slot length /.
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Figure 2.

Dielectric plate with the width dg. takes the relative volume ky in the slot:

_ Vae _ dae

kv == (5)

where Vye, dge — the volume and the thickness of the dielectric plate, Vs — the volume of the
bridge slot, a; — the width of the equivalent wave guide for the wave H{; in the slot.

Then the relative dielectric transmissivity of the place occupied by the connecting device as the
dielectric transmissivity of the mixture (¢m) of the dielectric material €.y, (dielectric plate plus air)
will be equal to:

Eem = €de kv + (L —Fky) - €0 (6)

where €9 — the relative dielectric air transmissivity equals to one.
Taking into account (6) formula (4) for slot with “dielectric window” length %¢ calculation will
be:

de:&_ 1

() -

Then it is necessary to constrict the wave guide complementarily as the incorporation of the
dielectric “reams out” the wave guide. So the infeasibility condition of the wave H3, appearance
in the slot will be as follows:

(7)

Ao
a3 <15 — 8
s<15- 22 (%)
With the caliber of ceramic plate ¢t = 1 mm and its relevant dielectric transmissivity €4, = 10 the
dielectric transmissivity of the mixture ey, according to (6) will be 1.08. Inserting the obtained
magnitude .y, into (7), (8), we realize that the ceramic plate mostly influences the choice of the
slot length Is.

2.5. Experiment

In the bridge on connected wave guides with different sections the circular waveguide is an industrial
steel pipe line with the inner diameter 7 64 mm and with the caliper 6 mm, which was generated by
the rectangular wave guide 61 x 10 mm?. The caliper of the metal part of the “dielectric window”
is 9mm. The operating frequency is f = 3000 MHz.

At first teflon was used as dielectric material. The thickness of the teflon insert was (9 + 6) =
15mm. The insert was placed in the middle of the slot between two wave guides (Fig. 2(a)).
The bridge had quite satisfactory characteristics: direct losses (connectivity) ~ 1dB, crosscoupling
isolation 2, 3 ~ 18dB. However, during the tests at CHP-plant it was found out that the flying
past dust particles electrify teflon (friction electrification), sedimenting then on its surface or simply
cutting into it.

Dielectric characteristics of the window “reel” during the running, the same is happening with
the measurement inaccuracy of the quantity of the substance in the output flow.
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Then the thick teflon insert was replaced by the thin’ plate of superhard ceramics of the SHF
range: ¢ = 8.2, tg = 2-107%. The thin plate should be faced towards the flow (Fig. 2(b)). In
such case the plate turns out to be shifted against the middle of the slot. Phasing adjustment of
the bridge is broken: the direct losses are increasing, crosscoupling isolations are derating. These
disadvantages, connected to the previous design of the “dielectric window”, are smoothed, if the
capacitance post tuners are introduced in the start and in the end of the slot. It is possible to
improve the direct losses up to ~ 1.5dB and the isolation ¢ to ~ 26 dB.

3. CONCLUSIONS

1. When we design new measuring instrument based on microwave application and digital pro-
cessing of the signals for the characteristics of the flow of the particulate material, we deal with
the task of the most effective input of the microwave energy to the metal pipeline — circular wave
guide. In such case the wave guide bridges on connected wave guides with equal sections are usually
used. But in this case it is more appropriate to use bridges on connected wave guides with different
sections.

2. The results of the analysis, which is based on the multimode wave guide model application,
for the bridges on connected wave guides with different sections can’t be directly applied for the
bridges on connected wave guides with different sections. It is due to the specific structure of
the field in the connection area at the boundary of two wave guides with different sections, where
boundary condition (equitation of tangential components of fields on each side of the boundary
line) is not achieved. If this fact is not taken into account, that could result in some mistakes, for
example, when estimating the slot length.

3. The computer electrodynamic modeling and full-scale test show that the Modal A. I. method,
presented in [5], can be used for calculating the main slot characteristics (Is and dg) for the bridge
on connected wave guides with different sections.

4. The computer electrodynamic modeling shows and full-scale test sustains the opportunity
for improvement of directivity of the bridge on connected wave guides with different sections using
the capacitance element. It is particularly important for designing new measuring instrument for
the characteristics of the flow of the particulate material.
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Abstract— A voltage-controlled oscillator (VCO) for fourth generation (4G) long term evolu-
tion (LTE) applications is designed and implemented using a standard 0.35-pum SiGe BiCMOS
foundry process in this paper. A crucial goal for the design is to achieve low phase noise re-
quired in 4G LTE systems under a low supply voltage. The presented VCO design is based on
a NMOS-only cross-coupled pair with an integrated LC tank. An on-chip inductance is used
in place of a tail current transistor in a conventional NMOS-only cross-coupled oscillator, which
can reduce the supply voltage of the VCO. A phase noise is inversely proportional to the ratio of
Q factor to inductance in a tank. Therefore, the tank with high ratio of @ factor to inductance
is adopted for low phase noise. A supply voltage of 1V is used with a power consumption of
5mW. Measurements of the VCO are made, revealing that the frequency tuning range is 5.4%;
the output power is —0.9 dBm; the second harmonic suppression is —29 dBc, and the phase noise
is =116 dBc/Hz at a 1 MHz offset.

1. INTRODUCTION

Long term evolution (LTE) systems with orthogonal frequency division multiplexing (OFDM) tech-
niques are growing into one solution to fourth generation (4G) wireless systems due to the advan-
tages of high spectrum efficient and low susceptibility to the multipath fading. A voltage-controlled
oscillator (VCO) that is an essential component in a phase-locked loop (PLL) is required low phase
noise for 4G LTE systems when a low supply voltage is applied. Proposed techniques to design a
low phase noise VCO with a low supply voltage include: 1) using an inductor instead of the tail
current source [1, 2], 2) removing the tail current source [3], 3) use of a resonant tunneling diode [4],
4) use of a switched resonator [5], 5) subthreshold scheme [6], 6) transformer feedback scheme [7],
and 7) body bias scheme [8].

In this paper, a low phase noise cross-coupled VCO is designed under a low supply voltage.
The VCO adopts an inductor to replace the tail current source in conventional cross-coupled os-
cillators [1,2]. The transistor in a tail current source is absent so the supply voltage of the VCO
can be reduced. It can be particularly noticed that high ratio of Q) factor to inductance in a tank
network is used to improve the phase noise of the VCO [3]. The VCO is implemented using the
TSMC 0.35-um SiGe BiCMOS foundry process.

2. CIRCUIT DESIGN

Figure 1 shows the circuit schematic of the VCO for 4G LTE applications [2]. The VCO design is
based on a NMOS-only cross-coupled pair with an integrated LC tank. The NMOS transistor M
is used as an active component for providing the power of oscillation. The passive tank network
that is composed of the inductance L;, the capacitance C7, and the capacitance of a varactor Co
is employed to select the frequency of oscillation. By referring to the derivation with half-circuit
model of the VCO in [2], the oscillation frequency fy can be expressed as

1 1 1 2
== (=+=). 1
fo=o\ I <01 - 02) )
As a matter of fact, the most important parameter to evaluate the performance of a VCO is a
phase noise. The single sideband noise spectral density can be expressed in terms of the average

power dissipated in the resistance and the @ factor in a tank [9]. From the derivation with the
definition of @ factor in [3], the single sideband noise spectral density .Z{Aw} of the VCO can be

approximated as
3 2
FkTw L,0 wo
A2 QAw

Z{Aw} ~10log

al0log <1>
Q/L1
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RFIC.

where F is the device excess noise number; k = 1.380 x 10723 J/K is the Boltzmann’s constant; T
is the absolute temperature; w is the angular frequency; A is the oscillation amplitude; wy is the
angular frequency of oscillation, Aw is the angular frequency offset from the carrier. Notice that (2)
clearly indicates that the phase noise of a VCO is inversely proportional to the @Q/L;. The phase
noise, then, can be reduced by increasing the QQ/L; value. Figure 2 shows the simulated Q/L;
within range of L; values from 163 to 1.75nH. The simulation results are generated by Agilent
Advanced Design System (ADS). As shown in Figure 2, the Q/L; has a maximum of 5.27 x 10°
when the L is 1.67 nH. Therefore, the L1 value in this design is set to 1.67 nH to obtain the lowest
phase noise for the VCO.

In order to maintain the oscillation of a VCO, the transconductance of cross-coupled transistors
plays an important role in a VCO design. The transconductance of cross-coupled transistors is
denoted by gm. According to the small-signal analysis in [2], the gm can be formulated in terms of
the parasitic resistance Ry of the on-chip inductor and the C1/C5 in a tank. That is

i 4(01/02)2 (3)
Ry 1+2(C1/C) ]

gm =

Since the gm is directly proportional to the power consumption of a VCO, the small ratio of C'; to
C3 enables a VCO to save its power consumption. However, reducing the C/Cy value causes the
degradation of the phase noise [2]. This clearly shows that the power consumption and phase noise
is a trade-off in the VCO design. The ratio of C; to Cs is from 0.37 to 0.46 in this design.

3. IMPLEMENTATION AND MEASUREMENT

The VCO for 4G LTE applications is designed and implemented using TSMC 0.35-pm SiGe
BiCMOS foundry process. The chip, shown in a microphotograph in Figure 3 has an area of
1.037mm x 1.38 mm including the pads. The NMOS transistor, octagonal spiral inductor, metal-
insulator-mental (MIM) capacitor and junction varactor with specific value are used in the 0.35-pum



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19-23, 2012 925

0 -60
-10 -70
-20 |- -80
-30 £ -90
-40 - -100

-50 F -110

-60 -120
-70 -130

-80 T -140 el

Output Power (dBm)
Phase Noise (dBc/Hz)

1

1.805 1.81 1.815 1.82 1.825 10 100 1000 10000

Frequency (GHz) Offset Frequency (kHz)
Figure 5: Measured output spectrum of the VCO. Figure 6: Measured phase noise of the VCO.

SiGe BiCMOS standard process. The VCO RFIC was mounted and bounded on an FR4 printed
circuit board for testing. An R&S FSV signal analyzer is used to test all of the RF parameters of
the VCO. A supply voltage of 1V is used with a power consumption of 5 mW.

Figure 4 plots the measured tuning frequency for the VCO within the tuning voltage from 0 to
0.8 V. This clearly shows that the operating range of the VCO is from 1.814 to 1.912 GHz, revealing
that the frequency tuning range is 5.4%. Note that within this frequency range the tuning curve
is linear. According to the measurements in Figure 4, the applied range of the VCO includes the
LTE Band 35 that covers from 185 to 191 GHz. Figure 4 also indicates that the tuning sensitivity
of the VCO is 122.5 MHz/V. Figure 5 shows that the measured output spectrum of the VCO when
a controlled voltage is 0 V. Figure 5 indicates that the output power of the VCO is —0.9 dBm. The
second harmonic suppression is —29 dBc. Figure 6 presents the measured phase noise of the VCO.
One can see that the phase noise of the VCO is —116 dBc/Hz at a 1 MHz offset.

4. CONCLUSIONS

A low phase noise VCO with low supply voltage for 4G LTE applications has been designed and
implemented by use of the TSMC 0.35-um SiGe BiCMOS process. The measured results demon-
strate that the VCO achieves the phase noise of —116 dBc/Hz at a 1 MHz offset when the supply
voltage of 1V is applied.
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Abstract— Search for new concepts of detection of electromagnetic radiation in the terahertz
frequencies motivates one to approach to this spectrum range from both the microwaves and the
infrared. In this paper, we present the results of investigation of the detection of microwave and
infrared radiation when the diode is biased by DC voltage, expecting more explicit clarification
of the nature of detected voltage of the diode. First experimental results of investigation of
both MW and IR radiation detection using planar GaAs/Al,Ga;_, As small area heterojunction
structure of the same planar design having various values of AlAs mole fraction x are presented
in this paper as well.

1. INTRODUCTION

Search for new concepts of detection of electromagnetic radiation in the terahertz frequencies moti-
vates one to approach to this spectrum range from both the microwaves and the infrared. Previous
experimental results have shown possibility to detect microwave (MW) [1] and infrared (IR) [2] ra-
diation with GaAs/AlGaAs heterojunctions. Detectors of different design were used to detect the
both types of radiation: the point contact diodes for microwaves and square mesas of GaAs/AlGaAs
heterojunction for infrared radiation. Highest sensitivity of the MW and IR detectors was achieved
for different values of AlAs mole fraction x in the Al,Gaj_,As compound semiconductor: x = 0.3
was optimal for the MWs, and « = 0.2 was most favourable for the IR. The point contact design
of the microwave diode is inadequate for high frequency application. Therefore, planar diodes with
small area GaAs/Aly 3Gag 7As heterojunction were investigated both in microwaves and infrared [3].
High voltage sensitivity in microwaves and high operational speed in infrared were appropriate fea-
tures of the planar diodes. However, origination of the detected voltage over the contacts of the
planar heterojunction diode under microwave and infrared radiation is revealed insufficiently up to
now. Therefore, in this paper we present the results of investigation of the detection of microwave
and infrared radiation when the diode is biased by DC voltage, expecting more explicit clarifica-
tion of the nature of detected voltage of the diode. First experimental results of investigation of
both MW and IR radiation detection using planar GaAs/Al,Gaj;_,As small area heterojunction
structure of the same planar design having various values of AIAs mole fraction = are presented in
this paper as well.

2. SAMPLES AND EXPERIMENTAL TECHNIQUE

Molecular beam epitaxy grown structures were used for the planar diodes fabrication. The i-GaAs
buffer layer was grown onto semiinsulating GaAs substrate. Then the series of semiconductor
layers were grown having following thickness t: n*-GaAs, t = 300nm, n-GaAs, t = 300 nm, n-
Al,Gaj_,As, t = 300 nm, and upper contact layer that consists of n*t-Al,Ga;_,As and nT-GaAs
layers, each of ¢ = 100nm thickness. The single photon counting photoluminescence method was
used to control AlAs mole fraction z in the MBE grown semiconductor layers. The fabrication
procedure of the planar diode is described in [3]. Clystron generator operating in K, frequency
range and traveling-wave tube generator operating in W frequency range were used as the sources
of MW radiation. As a source of IR radiation, a passively @-switched COq laser producing smooth
200 ns pulses at 9.29 pym wavelength in a single transverse mode was used.

3. RESULTS AND DISCUSSION

Polarity of the detected voltage of the planar heterojunction diode corresponded to the sign of
asymmetry of I-V characteristic of the diode both in microwaves and infrared. Moreover, the value of
voltage sensitivity of the diodes correlated with the quantity of the asymmetry of I-V characteristics.
In case of MW diodes that operation is based on carrier heating phenomena by electric field in
Ohmic junctions the voltage sensitivity of the diode can be expressed as: S = AR/2U, where
AR is electrical resistance difference of the diode at negative and positive polarity of the applied



928 PIERS Proceedings, Moscow, Russia, August 19-23, 2012

voltage U [4]. Detection properties as well as I-V characteristics of MW diodes with different
electrical resistance were investigated. The dependences of their asymmetry of I-V characteristics
and voltage sensitivity in K, frequency range on power are presented in Fig. 1. It is worth to
note that voltage sensitivity dependence is on MW power in a waveguide, while the asymmetry
of I-V characteristics dependence on electrical power absorbed by the diode. However qualitative
agreement between both these dependences is obvious. Therefore, we can conclude that microwave
current rectification is responsible for the MW signals detection in the planar heterojunction diode.

In case of asymmetry of I-V charatcteristic the detected voltage of the MW diode should depend
on external voltage bias. Fig. 2 depicts the dependence of detected voltage on the bias measured
in the Ka frequency range. This dependence also can be explained on the basis of the dependence
of asymmetry of I-V characteristics on the working point position in the I-V characteristic. Fig. 3
shows the dependence of asymmetry of an I-V characteristic on applied voltage, when the diode
is based negatively, positively, and unbiased. The presented results coincide with the dependence
presented in Fig. 2, however qualitatively only. Therefore, additional mechanism should be involved
in explanation of the detected voltage in the heterojunction diode. In case of hot carrier diode
the dependence of detected voltage on external electrical bias was explained through the field
dependence of electron mobility [5].

Hot carrier phenomena are employed for the detection of IR radiation. That is why the planar
heterojunction diodes were used in infrared experiments. Photoresponse of the diode was observed
under COs laser radiation, and the polarity of the detected voltage was the same as in case of
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microwaves. Temporal profiles of the laser pulse and photoresponse signal are shown in Fig. 4.
The photoresponse signals for various electrical bias voltages are presented in Fig. 4 as well. The
photoresponse of the diode cannot be explained by current rectification in this case. The voltage
over the ends of the diode under IR radiation arises due to charge carrier heating by laser radiation.
The details of the influence of external electrical bias voltage on the photoresponse can be seen
in Fig. 5, where the dependence of photovoltage on the bias voltage is presented. When the
forward bias voltage is applied to the diode the photovoltage increases. The photoresponse of
the biased diode consists of two parts: fast and slow. The fast part of the photovoltage is due
to the charge carrier heating, while the slow one is related with crystal lattice heating by laser
radiation. When the bias voltage is applied in backward direction the photovoltage decreases, then
changes its polarity. The same as in case of the forward bias voltage, the photoresponse consists
of fast and slow parts. The dependence of the photosiganal on bias voltage can be explained
by energy barrier change in the heterojunction under influence of the external voltage bias. The
value of the photoresponse of the planar heterojunction diode is lower than the photodetector on
the basis of compensated germanium that operates at liquid nitrogen temperature (see Fig. 4), the
heterojunction diode operates at room temperature. The presence of slow part in the photoresponse
of the biased heterojunction diode does not require fast indication technique for the detection of
short laser pulses.

Finally, we present experimental results of microwave detection using planar GaAs/Al, Ga;_,As
small area heterojunction structure having various values of AlAs mole fraction z. Frequency
dependence of voltage sensitivity S = Uy/P (Uy is the detected voltage, P denotes microwave
power in a waveguide) of the planar diode in W frequency range is presented in Fig. 6. Maximum
sensitivity is achieved for the heterojunction diodes with z = 0.2, while the diodes with z = 0.25
exhibit flatter frequency dependence. Further increase of x causes drastic decrease of the sensitivity.

4. CONCLUSIONS

Planar diode with small area GaAs/AlGaAs heterojunction may be used for the detection of both
microwave and infrared radiation and MW current rectification and carrier heating phenomena are
responsible for arising of voltage response under microwave radiation. The photoresponse of the
diode under IR radiation is due to carrier and crystal lattice heating by the IR laser.
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Plasma Relativistic Microwave Amplifier

P. S. Strelkov, E. I. Ivanov, and D. V. Shumeiko
Prohorov General Physics Institute, Vavilova 38, Moscow, Russia

Abstract— The use of plasma in microwave electronics to create microwave devices with a
wide band of frequencies. We created the plasma relativistic microwave amplifier with the band
of changing frequency from 2.4 to 3.1 GHz, with output power of 6090 MW, effective microwave
pulse duration of the 300 ns, efficiency 6-10%, with amplifying coefficient more than 30 dB, with
signal-noise ratio at 22-25dB.

1. INTRODUCTION

The mechanism of amplifying of the microwave signal in the plasma relativistic microwave amplifier
is similar to the mechanism of amplifying of the electromagnetic wave in the ordinary microwave
traveling-wave tube. The amplifying comes when the electrons beam velocity is nearly equal to the
phase velocity of the electromagnetic wave. In order to slow down the wave, in vacuum microwave
electronics they put a spiral in cylindrical waveguide or use metal ripple waveguide. The dispersion
of this slowing structure determines the frequency band in which the effective amplifying is possible.
To amplify the entering signal in some other frequency band, one should work out another amplifier
with a new slowing structure. The dispersion of waves in plasma waveguide is determined by the
diameters of smooth metal waveguide, electron beam, plasma and plasma density [1]. During the
experiment, the plasma density may change very fast in usual time of 100 mcs. That’s why plasma
relativistic microwave amplifier affords to change one frequency band of the amplified signal to
another without changing the construction of the device.

The main difficulty of creating a powerful microwave amplifier (with an amplifying coefficient
of 30dB) is the drop-out of the self-excitation. The vacuum relativistic microwave electronics uses
here the several sections managed to excite in them different modes with the frequency fixed. That’s
why these amplifiers have very narrow amplifying frequency band. To extract the self excitation,
the plasma relativistic microwave amplifier uses microwave absorbent [2] similarly to the non-
relativistic microwave amplifiers, because the frequency band of absorption of such absorbents is
high. Still, this method is not sufficient. To reduce the positive feedback we use the mechanism
of the resonance of the fast cyclotron wave of the electron beam and plasma wave reflected from
the output radiating device [3,4]. The experiments brought another way of reducing of generation.
It turned out that, having the high input signal, which makes the output signal near to nonlinear
regime the level of the generation near the main frequency reduces dramatically [5]. Previously, we
examined the amplification process at two frequencies, and suggested that the enhancement occurs
at any frequency within this frequency range. The purpose of this paper is the experimental proof
of this assumption.

2. EXPERIMENTAL SETUP

The experiments were carried out at the setup that was described in detail in [2, 5]. The schematic
of the plasma relativistic amplifier is shown in Fig. 1.

Circular metal waveguide 1 is placed in a uniform magnetic field of 4.5 kG. Annular plasma 2
is produced by ionizing xenon at a pressure of 1.5 x 10™* Torr with an auxiliary electron beam
over a time of 100 mcs, and then annular REB 3 is injected into the plasma. The plasma density

|_I/5 . 1 6)/

Figure 1: Schematic of the plasma relativistic microwave amplifier: (1) circular metal waveguide, (2) annular
plasma, (3) REB, (4) collector, (5) amplifier input, (6) horn, and (7) microwave absorbent.
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Figure 2: (a) Waveforms of the beam current and the voltage at the accelerator cathode and (b) time
dependence of the output microwave electric field.

can be varied by varying the current of the auxiliary beam at a constant Xe pressure. The REB
parameters are as follows: the electron energy is 450 keV, the beam current is 2 kA, and the current
pulse duration is 500ns. The REB electrons fall onto collector 4. This collector also serves to
convert the plasma wave mode into the TEM mode of the coaxial vacuum waveguide and then into
the Hi; mode of the cylindrical vacuum waveguide [2]. The input signal is supplied to the plasma
waveguide from one of the four magnetrons by using rod antenna 5. Each magnetron operates at its
own frequency: 2.4, 2.71, 2.83, or 3.1 GHz. The power of the input signal is about 50 kW, and the
duration of the microwave pulse is 5 mcs. The REB accelerator is switched on 200-500 ns after the
start of the magnetron. The input radiation passes through the plasma waveguide and is amplified
in the plasma-beam system. After the plasma wave is converted into the vacuum mode Hi; in mode
transformer 4, the amplified radiation is emitted from horn 6 into free space, the electric field at the
axis of the output microwave beam being directed vertically. Microwave generation is suppressed
due to the normal Doppler effect [3, 4], as well as by placing microwave absorbent 7 in the plasma
waveguide. The output radiation is received by a 2cm long rod antenna placed vertically on the
axis of the microwave beam at a distance of 70 cm from the horn. The antenna signal is transmitted
through a 60 dB attenuator to a Tektronix TDS7404 oscilloscope with a bandwidth of up to 4 GHz.
The total energy of the output microwave pulse is recorded by a 50 cm diameter calorimeter placed
at a distance of 35 cm from the horn. Fig. 2 shows the waveform of the accelerator cathode voltage,
which determines the electron energy, as well as the time dependences of the REB current and
output microwave electric field.

Note that the electron energy and current of the REB in the time interval 50-250ns (390 keV
and 1.5kA, respectively) differ from those in the time interval 250-450ns (450keV and 2kA). This
is why the amplitude of the microwave signal in the first half of the pulse differs from that in the
second half. When the REB is injected into a low density plasma, the amplitude of the microwave
signal in the first half of the pulse is higher than that in the second half. However, after optimizing
the parameters of the system (the plasma density and plasma length), the maximum microwave
power is achieved in the second half of the REB current pulse, because the REB power is maximum
at the end of the pulse. A specific feature of the present experiments is that we could perform them
at four different frequencies of the input signal during the same working day. This allowed us to
study the amplifier operation at different frequencies under the same external conditions.

3. PARAMETERS OF MICROWAVE PULSES AT FOUR FIXED FREQUENCIES OF 2.4,
2.7, 2.83, AND 3.1 GHz

For the above REB parameters, plasma waveguide length of 94 cm, and magnetic field of 4.5 kG,
60 to 90 MW microwave pulses were obtained at frequencies of 2.4, 2.71, 2.83, and 3.1 GHz. The
output microwave pulse for the frequency 2.83 GHz and results of its analysis are presented in
Fig. 3.

The input microwave power is about 50kW. The maximum amplification at each particular
frequency can be achieved by varying only one parameter, namely, the plasma density. Panel (a) in
Figs. 3 shows the time dependence of the electric field E(t) of the output microwave radiation. The
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Figure 3: (a) Time dependence of the microwave electric field, (b) spectrum of the electric field E(t) in
the time interval of 500ns, (c) time dependence of the microwave power P(t) (the upper curve) and time
dependence of the microwave power at the input signal frequency (the lower curve), and (d) spectrum of
E(t) in the time interval 240-440ns, plotted on a logarithmic scale. The input frequency is 2.83 GHz, and
the plasma density is equal to 10'? cm ™2 approximately.
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Figure 4: The spectra of output radiation at four frequencies of the input signals.

other plots in Fig. 3 were obtained by processing the waveforms presented in Panel (a). Panel (b)
in this figure shows the spectrum of the output signal recorded over the time interval of 500 ns.
The spectrum consists of a line at the frequency of the input signal and the noise spectrum (mainly
at frequencies exceeding the input frequency). The spectral amplitude S at the input frequency
is proportional to the electric field of the output microwave radiation at this frequency, averaged
over the time interval of 500 ns. This spectrum allows us to estimate the ratio of the noise energy
to the total microwave energy in the time interval 0-500ns. This ratio is shown in Panel (b). The
squared electric field dependence on time is shown in Panel (¢) — the upper curve. The squared
electric field is averaged over the time interval of 10 ns. The calorimetric measurement of the total
microwave energy made it possible to plot the time dependence of the microwave power P(t) in
absolute units instead of the dependence in arbitrary units. The maximum power was equal 95 MW.
Here, we assumed that the directional pattern of the output microwave radiation was constant and
the square of the electric field at the axis of the microwave beam was proportional to the total
microwave power. Earlier [2], it was shown that the distribution of the electric field across the
microwave beam was close to that of the Hi; mode at frequencies of 2 and 3.2 GHz. The lower
curve in Fig. 3(c), shows the time dependence P(t) in the frequency range of 15 MHz with respect
to the input signal frequency. It can be seen that the maximum power at the frequency of the
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input signal is 90 MW. In Panel (d) of Fig. 3, the spectrum is plotted on a logarithmic scale, which
makes it possible to estimate the signal to noise ratio, which is more than 20 dB.

The similar microwave pulses were obtained for another three frequencies. The output microwave
spectra for the input frequencies of 2.4, 2.71, 2.83, and 3.1 GHz are presented in Fig. 4. Selection of
the optimal values of the plasma density for each frequency yielded the value of the total microwave
pulse energy of 15-17J at all frequencies and maximum output power 60-90 MW. Indirect methods
proved that the amplifier operates with the same efficiency at any frequency in the range of 2.4 to
3.1 GHz.
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SOI CMOS Miniaturized Tunable Bandpass Filter with Two
Transmission Zeros for High Power Applications

Do-Kyung Im, Donggu Im, and Kwyro Lee
Department of EE; Korea Advanced Institute of Science and Technology, Daejeon, Korea

Abstract—This paper presents a capacitor loaded tunable bandpass chip filter using planar
multiple split ring resonators (MSRRs) with two transmission zeros. To obtain high selectivity
and minimize the chip size, asymmetric feed lines are adopted to make a pair of transmission
zeros located on each side of passband. Compared with conventional filters using cross-coupling
or source-load coupling techniques, the proposed filter uses only two resonators to achieve high
selectivity through a pair of transmission zeros. This saves chip area by removing an additional
resonator for transmission zeros. In order to optimize selectivity and sensitivity (insertion loss)
of the filter, the effect of the position of asymmetric feed line on transmission zeros and insertion
loss is analyzed. The digitally programmable 1 bit capacitor composed of metal-insulator-metal
(MIM) capacitor and stacked-FETs is loaded at outer rings of MSRRs to tune passband frequency
and handle high power signal up to +30dBm. By turning on or off the gate of the transistors,
the passband frequency can be shifted from 4 GH to 5GHz. The proposed on-chip filter is
implemented in 0.18-pm SOI CMOS technology that makes it possible to integrate high-Q passive
devices and stacked-FETs. The designed filter shows miniaturized size of only 4 mm x 2 mm (i.e.,
0.177\g x 0.088\g), where \g denotes the guided wave length of the 50 2 microstrip line at center
frequency. The measured insertion loss (S21) is about 5.1dB and 6.9dB at 5.4 GHz and 4.5 GHz,
respectively. The designed filter shows out-of-band rejection greater than 20 dB at 500 MHz offset
from center frequency.

1. INTRODUCTION

Various radio access technologies (RATSs) have been developed to meet different needs, ranging from
personal area networks (PANs, like Bluetooth), wireless local area network (WLANSs, like IEEE
802.11b/g), wireless metropolitan area networks (WMANS, like Mobile WiMAX/IEEE 802.16e) to
well-known cellular services like GSM/EDGE, W-CDMA, or CDMA2K. As a result, there is great
interest in the implementation of multi-mode (MM), multi-band (MB), and multi-standard (MS)
radio to cover any communication channels. This has resulted in the efforts towards software-defined
radios (SDRs).

Although RF transceiver and baseband integrated circuits (ICs) are towards SDRs because
their reconfigurability and software programmability drastically decrease the hardware complexity
for MM /MB/MS radio, many external front-end modules (FEMs) such as power amplifiers (PAs),
RF switches, and SAW filters/duplexer filters are still used at corresponding frequency bands. Es-
pecially, in case of SAW filter or FBAR filter, although they provide excellent out-of-band rejection
characteristic and low insertion loss, very small tuning range with a few percent limits their use
for SDRs. In order to achieve wide tuning range, most of published works use of transmission
line (TL) filters [1,2]. There are two major design challenges in designing tunable TL filters for
high power applications. One is the miniaturization of the required filter size, the other is the
implementation of highly linear electronically tunable device handling high power signal from PA.
Traditionally, to vary the center frequency of the filter, ferro-electrical varactors, diode varactors,
and micro-electro-mechanical system (MEMS) switched capacitors are used. Although these spe-
cial technologies satisfy the requirement of power handling capability and linearity, they are not
compatible with silicon-based process technologies. In addition, these require the tuning/switching
voltage in the range of 25V, which of course is unsuitable for battery-driven handsets.

In this paper, highly miniaturized planar bandpass filter adopting multiple split ring resonators
(MSRRs) and asymmetric feed line technique is designed with high frequency selectivity. By
integrating miniaturized MSRRs and highly linear SOI-CMOS switched capacitors on the same
die, fully integrated planar on-chip tunable filter is firstly proposed for high power applications.

2. DESIGN OF PLANAR TUNABLE FILTER

Figure 1 shows proposed highly miniaturized planar bandpass filter using two MSRRs with asym-
metric feed lines. The input and output feed lines divide input and output MSRRs into two sections
of 1 and ls, respectively, where the total length I; + l2 is equal to Ago (the guided wavelength at
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fundamental-mode frequency). The coupling capacitance between two MSRRs is expressed by the
Cs and the C}, denotes loading capacitance. The signals at the input and output feed points are in
phase when the structure is resonant at its fundamental-mode frequency. As well known, the cou-
pled resonators with asymmetric feeding points create two more transmission zeros [3]. In Fig. 1,
the first zero occurs at the frequency when the length of arm (/1) of the input resonator approaches
a quarter-wavelength and the other occurs at the frequency when the length of arm (l2) is near a
quarter-wavelength.

To find the frequency of two transmission zeros, the equation for the insertion loss of proposed
structure at these frequencies are derived by establishing the ABCD matrices for the upper and
the lower signal paths when the length of I; and I is a quarter-wavelength. The ABCD matrices
for the upper and lower signal paths are expressed as

<é“p gw’> = M; x My x M3 and <é§ow giow) = M3 x My x My (1)
up up ow ow
ﬁ cos 01 — Zysin by . ﬁZg sin 61
M - ﬁ — Zysin 6 ﬁ — Zgsinth
= w(le Y) sin 64 ﬁ cos By — Zysin by
wé’L — Z() sin 91 ﬁ — Z() sin 91
1
1 -
My = ( ]wCs>
0 1
ﬁ COS 92 — Zo sin 92 . ﬁZO sin 92
M - ﬁ — Zpsinfy ﬁ — Zpsin b
3= ﬁYO sin @ ﬁ cos 01 — Zysin 69
ﬁ — Z() sin 92 ﬁ — ZO sin 92

where M; is the ABCD matrix of transmission line (6; = (1l;) with loading capacitance (Cr,), My
is the ABCD matrix of coupling capacitance between two MSRRs, and M3 is the ABCD matrix
of transmission line (62 = (2l3) with loading capacitance (Cf), w is the angular frequency, and Zy
(Yp) is the characteristic impedance (admittance). From (1), the ABCD matrices for the upper

Upper signal path
!

Lower signal path

Figure 1: Proposed planar tunable bandpass filter adopting miniaturized split ring resonators (MSRRs)
and asymmetric feed line technique. The SOI-CMOS switched capacitor composed of metal-insulator-metal
(MIM) capacitor and stacked-FETs is loaded at outer rings of MSRRs to tune passband frequency.
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Figure 2: 1-bit digitally programmable capacitor inside of proposed tunable filter to tune passband frequency
while handling high power signal from PA.
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where 6 is the sum of 0; and 3. The insertion loss (S21) of proposed filter be calculated using
parameter conversion from ABCD parameters and is expressed as

4BlowYO .
Y2 + 2-Blow(Alow + Dlow)Yb + (Alow + Dlow)2 - 4(Blowclow - Aloleow)

" o
Since the S5; becomes close to zero at frequencies of transmission zeros, the position of two trans-
mission zeros can be found by setting the numerator of (3) (i.e., Bjyy) equal to zero. In addition,
we know that the position of two transmission zeros can be moved by changing the position of feed
points, because this changes the #; and 65 in the Bjy,.

It is important to find optimum point where the tunable capacitor is loaded to minimize the
degradation of insertion loss and out-of-band rejection performances in the MSRR. The experimen-
tal results of [4] show that the highest size reduction of split ring resonator (SRR) is achieved when
capacitors are loaded at the outer ring’s split region. Therefore, in this design, 1-bit SOI-CMOS
digitally programmable capacitor of Fig. 2 is loaded at outer rings of MSRRs to tune passband
frequency. To handle high power signal up to +30 dBm from PA, stacked-FETSs, where a very high
voltage swing is evenly distributed across each transistor in a chain through a capacitive voltage
divider, is adopted. In addition, in order to increase power handling capability of off-state FETs,
the gate is reverse-biased by applying the positive (+VDD) voltage to the drain and the source
with respect to the gate and the body with ground potential.

3. EXPERIMENT RESULTS

The proposed planar tunable bandpass filter has been implemented in a 0.18 um PDSOI-CMOS
process technology. Fig. 3 shows the chip photograph of the filter. To tune passband frequencies
from 5.4 GHz to 4 GHz, the [y, ls, and [ are set equal to 2.8 mm, 4.8 mm, and 5 um, respectively, in
Fig. 1. The designed filter shows miniaturized size of only 4mm x 2mm (i.e., 0.177Ag x 0.088)\g),
where Ag denotes the guided wave length of the 50 2 microstrip line at center frequency.
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Figure 5: Measured third-order input-referred intercept point (ITP3) of proposed tunable planar filter.

The measured frequency tuning range of the planar tunable filter is from 5.4 GHz to 4.5 GHz
as shown in Fig. 4. The measured insertion loss (S21) is about 5.1dB and 6.9dB at 5.4 GHz and
4.5 GHz, respectively, and the measured input reflection coefficient (S11) is less than —10dB. As
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predicted, the proposed planar tunable filter shows a pair of transmission zeros located on each
side of passband. Despite using only two resonators, high frequency selectivity is achieved owing to
a pair of transmission zeros. The designed filter shows out-of-band rejection greater than 20 dB at
500 MHz offset from center frequency. Two tone measurements for intermodulation distortion are
performed over 5.4 GHz passband frequency. In case of power handling capability and harmonic
distortions, this passband frequency is the worst case due to off-state MOSFETSs. Tone spacing
used in the linearity measurement is 50 MHz. As shown in Fig. 5, the third-order input-referred
intercept point (IIP3) of 444 dBm is obtained. As a result, the proposed planar tunable filter is
expected to work as a passive component introducing no extra non-linearity.

4. CONCLUSIONS

In this paper, highly miniaturized planar bandpass filter adopting multiple split ring resonators
(MSRRs) and asymmetric feed line technique is designed with high frequency selectivity. By
integrating miniaturized MSRRs and highly linear SOI-CMOS switched capacitors on the same
die, fully integrated planar on-chip tunable filter is firstly proposed for high power applications.
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Variability of GPS-derived Zenith Tropospheric Delay and Some
Result of Its Assimilation into Numeric Atmosphere Model
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Kazan Federal University, Russia

Abstract— The total zenith tropospheric delay (ZTD) is an important parameter of the atmo-
sphere and directly or indirectly reflects the weather processes and variations. This paper presents
a hardware and software complex for continuous measurements and prediction of atmospheric
thermodynamics and radiowaves refraction index. The main part is a network of ground-based
spatially separated GPS-GLONASS receivers, which allows the remote sensing zenith tropo-
spheric delay. GPS-Derived Zenith Tropospheric Delay shows the day to day variation and
mesoscale spatial and temporal variability. Comparison with the numerical weather reanalysis
fields and solar photometer measurements showed agreement with the relative deviation of less
than 10%. Hardware-software complex includes the numerical model of the atmosphere on a
computational cluster. A variational assimilation system was used to examine the comparative
impact of including satellite derived total zenith tropospheric delay from GPS and GLONASS
ground observations. Preliminary results show that the initial field of radiowaves refraction index
was improved by assimilating the satellite derived ZTD.

1. INTRODUCTION

Numerical weather prediction is an initial and boundary value problem; the more accurate initial
conditions could result in the improvement of forecast skill. Over the past decades, considerable
progress has been made in satellite navigation systems monitoring technology, which is significantly
increasing the atmospheric information. In the ionospheric investigation the method may be con-
sidered as a global tool for radiosounding [1-3]. It is shown that a network of ground receivers GPS
— a tool for studying the troposphere with high temporal resolution [3,4]. Due to the strong spatial
inhomogeneity and temporal variability of atmospheric density, especially for water vapor, accurate
modeling of path delay in GPS signals is necessary in high-accuracy positioning and meteorological
applications (climatology and weather forecasting).

2. RADIOWAVES ZENITH TROPOSPHERIC DELAY AND ITS MONITORING

This paper presents hardware-software complex for continuous measurements and prediction of
atmospheric thermodynamics. The main part of the hardware-software complex is a network of
ground-based spatially separated GPS-GLONASS receivers. The network of seven GPS-GLONASS
receivers arranged to distance from 3 to 35kilometers in Kazan city (56°N, 49°E) gives a good
possibility of the atmosphere remote sensing [7, 8].

All existing theories accept the refraction index as key parameter determining features of distri-
bution of radiowaves in the atmosphere. GPS signals are significantly influenced by the atmosphere,
especially the ionosphere and troposphere, along their path from the satellite to the GPS antenna.
Dependence of the refraction index of air on height above a terrestrial surface causes a curvature
of the radiowaves trajectory. Fluctuations of parameters of the electromagnetic waves extending in
an atmosphere are connected to various atmospheric processes. The equation for a parameter of
refraction looks like [1, 3]

Py e 5 €
N=7716—++72—-+375-1 . 1
776T+7T+375 OT2 (1)

Here, T is the absolute air temperature, p is the dry-air pressure, and [ is the water-vapor pressure.
The resulted factor of refraction of radiowaves in plasma for high frequencies is defined as [1]:

N:_'Y'Ne'f_2 (2)

Here v = 40.4 if electronic concentration N, is expressed in m™2, and frequency f — in Hz. An
additional way of radio waves from the satellite to the antenna associated with refraction in the
atmosphere [1, 5]:

=1 +AL = 10_6/N(3)ds (3)
S
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The integral is taken along the line radio paths from the satellite to the antenna.

The atmosphere is illuminated with 1.6 and 1.2GHz (L; and L) signals transmitted by the
GNSS satellites. Phases of signals from a ten or so of these satellites can be simultaneously observed
with mm precision during all weather conditions, using several receivers. Ground-based receivers
measure the received radio signal parameters (group and phase path from the satellite to the
receiver, the Doppler shift of carrier frequency, etc.). Observing from sea level, the lower and upper
atmosphere induce GPS signal phase path delays of several meters or more. The distance to the
satellite receiver can be measured as follows:

Ll =pl +I] + AL +¢] (4)

where the indices ¢ and j — number and the satellite receiver, respectively, p — the true distance
between the satellite and the receiver (calculated from the known coordinates of the antenna and
satellite ephemeris data [1], we use final precise satellite orbits [6] to calculate satellite-antenna
distance.); I and AL — ionospheric and tropospheric delays the signal; € — measurement errors,
including errors due to receiver and satellite clock bias.

At use of the multifrequency equipment, probably to compensate errors of measurement of the
pseudo distance, caused by an ionosphere I, using the dependence of these errors on frequency
bearing. The geometrical distance differs from the actual ray path in troposphere is called slant
tropospheric delay. Tropospheric delay consists of a hydrostatic component depending on air pres-
sure and temperature, and a wet delay depending on water vapor pressure and temperature. The
tropospheric delay in zenith direction called zenith tropospheric delay (ZTD) The total zenith
tropospheric delay (ZTD) is an important parameter of the atmosphere and directly or indirectly
reflects the weather processes and variations.

Carrier phases are the primary and most important type of observation for high-precision param-
eter estimation. The original carrier phases are not used for filtering because these measurements
are corrupted by receiver and satellite clock errors. Instead, double differences are used. Ionospheric
refraction causes range delays that may be corrected for by receiving two carrier frequencies simul-
taneously to correct for the dispersive characteristics of the ionosphere. The system of equations
constructed based on measurements collected at each interval of fifteen minutes from all the satel-
lites simultaneously, solved by the method of least squares. Phase ambiguities are estimated as
unknown. For the residual variance of the differences we have are these fifteen-minute estimates.
The resulting estimates of ZTD, we smoothed them using a Kalman filter.

GNSS-derived ZTD have been validated against NCEP-NCAR NCEP /NCAR reanalysis data [5].
Comparing the results with remote sensing data of weather stations, radiosonde and reanalysis
showed good agreement (Table 1).

GNSS-derived zenith tropospheric delay shows the day to day variation and mesoscale spatial
and temporal variability [7]. The most changeable part of the ZTD is zenith wet delay, caused
by the integral water vapor (IWV) [3]. We estimate IWV using GNSS-derived ZTD and ground
measurement air pressure and temperature. The Saastamoinen model is used when computing
the zenith hydrostatic delay [3]. The consistency between GNSS-derived IWV and NCEP-NCAR
reanalysis data shows and a standard deviation of about 2 kg-m =2 IWV. The example of comparison
is shown in Figure 1.

It is noted that when comparing the integral water vapor of satellite navigation system with
numerical weather fields, differences arise relating to model overestimations for hydrostatic delay.
The average bias of ZTD estimates increase with the growth of cloudiness. ZTD bias reaches about
7mm, which causes the overestimation of integral water vapor from 0.98 to 1.18 kg/m?. So, it is
appropriate to assimilate into numerical weather model field evaluation of the initial tropospheric
delay, and not integral water vapor content.

Table 1: Verification of GNSS-derived ZTD versus reanalysis-derived ZTD.

season  mean residual (m) standard deviation (M) correlation coefficient

winter 0.006 0.011 0.82 +0.09
spring 0.013 0.009 0.94 +£0.03
summer —0.022 0.027 0.73+0.13

fall —0.014 0.013 0.86 £0.07
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Figure 2: Comparison of radiowaves (a) refraction index time and (b) vertical structure. (red — prediction
without ZTD assimilation, green — control, blue — prediction with ZTD assimilation).

3. NUMERICAL SIMULATION RESULTS

Hardware-software complex includes the numerical model of the atmosphere on a computational
cluster. WRF-model is used for prediction of 3d structure of troposphere meteoparameters and
radio waves refraction index [8]. The Advanced Research WRF model version 3.1 and its three-
dimensional variational data assimilation system (3D-Var) were used [10]. The domain configura-
tion included a domain of 5 km horizontal resolutions. The grids extended vertically to 50 hPa and
were resolved by 31 unevenly spaced levels with the nest resolution in the boundary layer. The
initial and boundary conditions and surface temperature data were from the National Centers for
Environmental Prediction Global Forecast System (GFS) with spatial and temporal resolutions of
1° x 1° and 6 h, respectively. A variational assimilation system was used to examine the compara-
tive impact of including satellite derived total zenith tropospheric delay from GPS and GLONASS
ground observations.

Preliminary results show that the initial field of wind and temperature was improved by as-
similating the satellite derived ZTD. Figure 2 shows the time and vertical structure of radiowave
refraction index forecast for August 1-4, 2010.

It indicates that the all has been well predicted with ZTD assimilation against without.The
standard deviation with assimilation tropospheric delay is decreased up to 6times. For vertical
structure prediction is very similar to control data with and without assimilation too.

4. CONCLUSION

We have presented some experimental results of zenith tropospheric delay and integral water vapour
variations measurement. A variational assimilation system was used to examine the comparative
impact of including satellite derived total zenith tropospheric delay from GPS and GLONASS
ground observations. Preliminary results show that the initial field of wind, temperature and
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radiowaves refraction index was improved by assimilating the satellite derived ZTD.

ACKNOWLEDGMENT

This work was supported by the Russian Federal Program “Research and scientific-pedagogical
cadres of Innovative Russia”.

REFERENCES

1. Yakovlev, O. 1., Space Radio Science, Taylor and Francis, London, 2003.

2. Kunitsyn, V. E. and E. D. Tereshchenko, Ionospheric Tomography, Springer-Verlag, Berlin,
2003.

3. Hofmann-Wellenhof, B., H. Lichtenegger, and J. Collins, Global Positioning System. Theory
and Practice, Springer-Verlag, Wien, New York, 1994.

4. Davies, O. T. and C. N. Mitchell, “Application of GPS phase delay measurements in radio
science and atmospheric studies,” IEEE Proc. Microw. Antennas Propag., Vol. 151, No. 1, 1-6,
2004.

5. NCEP/NCAR Reanalysis, Model Description, http://dss.ucar.edu/pub/reanalysis/rean_mode-
L.html.

6. The International GNSS Service, http//igscb.jpl.nasa.gov/.

7. Khutorova, O. G., G. M. Teptin, A. A. Vasil’ev, V. E. Khutorov, and A. P. Shlychkov, “Passive
sounding of the radiowaves refraction index structure in the troposphere by the set of satellite
navigation system receivers in Kazan city,” Radiophysics and Quantum FElectronics, Vol. 54,
No. 1, 1-8, 2011.

8. Teptin, G. M., O. G. Khutorova, D. P. Zinin, and V. E. Khutorov, “Study of mesoscale
irregularities of the refraction coefficient of radiowaves in the troposphere by the methods of
numerical simulation,” Radiophysics and Quantum FElectronics, Vol. 53, No. 1, 1-12, 2010.

9. Khutorova, O. G., A. A. Vasil’ev, and V. E. Khutorov, “On prospects of investigation of
the inhomogeneous troposphere structure using the set of GPS-GLONASS receivers,” Atmos.
Ocean. Opt., Vol. 23, No. 6, 510-514, 2010.

10. Huang, X. Y., Q. Xiao, D. M. Barker, et al., “Four-dimensional variational data assimilation

for WRF: Formulation and preliminary results,” Mon. Wea. Rev., Vol. 137, 299-314, 2009.



944 PIERS Proceedings, Moscow, Russia, August 19-23, 2012
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Abstract— In this paper we show results of troposphere fluctuation analysis and its influence
on radiowaves refractive index variations. For comparison of inhomogeneous impurities structure
we used electromagnetic waves refraction index data which don’t depend on impurity but depend
on atmospheric parameters only. Our main object of investigation is a mesoscale process in tropo-
sphere. We can estimate space structure of atmospheric parameters, using the data from network
based on Global Navigation Satellite System receivers. We used structure function to estimate
characteristics of impurities and refraction index fluctuation. Function shows the contribution of
the processes of the defined scale in the total variance of the fluctuations. The received structure
functions demonstrate increasing with distance between stations. The results show a significant
effect on electromagnetic wave refraction index caused by the mesoscale troposphere process.

1. INTRODUCTION

Investigation of inhomogeneities and their connection with the movement of air masses in the
atmosphere is one of the most difficult modern scientific problems. So far is slightly investigated
their influence, in the radar measurements and satellite navigation. Our main object of investigation
is a mesoscale process in troposphere ant their influence on radio waves. These processes have size
from 1km up to 1000 km and time scale about few hours. Mesoscale processes are less investigated
than smaller or larger processes. One of main reason is that, this task requires system with good
temporal and spatial resolution. At present, with the modern development Global Navigation
Satellite System (GNSSS) there is opportunuity to use their signals for remote sensing of the
troposphere. Using the data from network based on Global Navigation System receivers, we can
estimate space structure of atmospheric parameters, and calculate influence of mesoscale processes
and other irregularities on the propagation of radio waves in the troposphere.

In this paper we show results of troposphere fluctuation analysis and its influence on radio waves
refractive index variations. For comparison of inhomogeneous impurities structure we used electro-
magnetic waves refraction index data which don’t depend on impurity but depend on atmospheric
parameters only.

2. MEASUREMENT METHODS

Since the route between the satellite and receiver radio waves are affected by the atmosphere, the
radio signal comes on the receiver with delay. If we calculated its spatial and temporal variations,
we can estimate the quantitative characteristics of the atmospheric processes [1,2].

The distance between satellite and receiver measured by carrier phase can be represented as
the sum of the true distance between satellite and receiver, ionosphere and troposphere delays of
the signal, measured errors, including errors due receiver and satellite clock drift. Atmospheric
correction, which characterizes the delay of radio waves as compared to propagation in vacuum, is
defined as the integral of the refractive index of the path passed by radio wave in the atmosphere [1—
3].

Main parameter in remote sensing of troposphere is zenith troposphere delay (ZTD), equal to
the difference of the optical and geometric path signals of satellite navigation systems in a neutral
atmosphere in the zenith direction. ZTD is measured in units of length.

Investigation of the effect of inhomogeneities on radio waves propagation of are most commonly
used two methods — the method of spectral and structural features. When measuring the spectra
should be borne in mind that the measured signal is a superposition of the inhomogeneities influence
in absolutely all sizes, and the use of structural features in the measured signal is not taken into
account the influence of inhomogeneities in less than a certain size. For satellite radio paths —
most suitable ground-based receiver is the second method — the structure functions. Structure
function is a basic characteristic of process with random increments. Physically, structure function
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Figure 1: Structure functions of radio signals zenith tropospheric delay measured by August 23, 2009, by a
network of GNSS receivers in the range of scales 0.85-35 km, for different times of day and it’s approximated
by a power function.

is a square of fluctuation of the investigated parameter. Function shows the contribution of the
processes of the defined scale in the total variance of the fluctuations [4].

We calculate the structure function of zenith troposphere delay GNSS signal and refractive index
of the decimeter radio waves, depending on the horizontal distance r between the station of the
network GPS-GLONASS.

Dy(r) = ((N(0) = N(r))?) 1)
Dy(r) = ((ZTD(0) — ZTD(r))?)

The first term in parentheses corresponds to the reference point with the conventional receiver
coordinate (0), and the second — to a point at distance r from the reference point. The angle
brackets denote averaging over time. The physical meaning of the structure function is the mean
square fluctuation in the value of the study of the spatial scales of processes with stationary incre-
ments. As indicator of mesoscale processes influence, structure function should have a power-law
behavior [3]. For calculation structure functions were used estimates of the difference zenith tropo-
sphere delay and the refractive index of radio waves on two spaced points received for 10 seconds,
which are averaged over a period of at least 1 hour.

For estimation value of error technique, described above is a specific experiment. We evaluated
the estimation variance of the difference in the ZTD horizontal receiving antenna spacing of 12m
to 26 m. This approach allowed us to estimate the accuracy of our method. After measuring the
structure function of troposphere delay for a low base, we have determined that the accuracy of
the structure function is equal to 0.002 m?.

3. EXPERIMENT WITH NETWORK OF GNSS RECEIVERS

For analysis two independent networks of stations were used. The first network of automated
stations measure main meteorological parameters. They are located in various sites within urban
territory and spaced on distance from 0.9 up to 5.3km from each other. The second network of
GPS-GLONASS collects the data about spatial structure of electromagnetic waves refraction index.
They are also located in various sites of city and spaced on distance from 0.83 up to 35km from
each other. Using data from each network we calculated spatial structure of refractivity index.

To assess the influence of the daily dynamics of mesoscale inhomogeneities on of GNSS radio
signals troposphere delay, an experiment was performed with a network of GNSS receivers separated
by distances of 1 to 35km. In Figure 2 shows example plots of structure functions calculated from
experimental data.

As expected, the structure functions increase with increasing distance between the points of
measurement. That is, contribution of inhomogeneities in troposphere delay increases with the
size of the inhomogeneities. It is seen that in a 35km scale structure function shows a significant
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Figure 2: Structural functions of radio waves refraction index measured by the network of GNSS receivers
on the range of scales 0.85-35km at different altitudes and its approximatied by a power function.

variation depending on time of day. For the base in 21-35km in the daytime its value reaches
values 0.06-0.07m? in the morning and evening, 0.007 m?. This behavior of the structure function
means, that during the day increases the variance of the index of refraction of radio waves in the
horizontal direction of the scale of the order of tens of kilometers.

For comprising with data from monitoring station, calculation of structure function of the re-
fraction index was made. Evaluation was performed on the surface of the Earth (at the height of
the antenna) and at altitudes of 160 m, 450 m, 800 m, 1400 m, 3km, 5km, 8 km and 10 km relative
to the surface of the Earth. In Figure 2 shows example plots of structure functions and their
approximations for the study of several heights. Based on these results we can note a number of
general laws.

First, there is a substantial increase in the horizontal structure function of the index of refraction
of radio waves with an increase in the scale of the inhomogeneities,, with increasing distance between
the receiving points of radio signals. That is, inhomogeneities contribute to the dispersion of the
refractive index increases with the size of the inhomogeneities at all levels of high-rise [5, 6].

Secondly, the. value of the structure functions were approximated by power functions with
an exponent equal to 0.69-0.82 and structural constant 1.2-1.7, largest structural feature of the
structure constant level of 0.82 and 1.72 was obtained for the surface layer. The received structure
functions demonstrate increasing with distance between stations.

4. CONCLUSIONS

It is shown that remote sensing signals, of GLONASS and GPS satellites passed though tropo-
sphere, measured by a network of receivers, allows us to study the quantitative characteristics of
inhomogeneities of the refractive index dm radio waves at different heights of the troposphere, in
particular, the horizontal structure functions of the index of refraction and troposphere delay of sig-
nals, including their diurnal variations. Comparison of results obtained in the data of independent
ground-based measurements of the structural function of the refraction index and high-altitude
radiosonde measurements showed good agreement. The results obtained in this paper do not con-
tradict the previously known publications [4-7].
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Abstract— Planning and strategies of government subsidized programs for agriculture require
accurate information about extents and classification of arable land for crop production. In Mex-
ico 20% of arable land is on slopes and ravines, and cultivated extents vary from one agricultural
cycle to the next one due to local practices and other factors. There is a problem posed for
government decision makers to obtain accurate estimations of cultivated extents and arable land
on a yearly basis. Surface values provided by photographic interpretations or by the producers
themselves are inaccurate estimations. To increase accuracy a topographical survey of each par-
cel and current field data would be required for each agricultural cycle, a practical impossibility.
Remote sensing (RS) technologies offer an alternative to timely estimate surfaces for decision
making at different scales — local, regional or higher — to support planning and management
of government programs. In some places RS based methodologies already provide information
about seeded crops, advance estimated yields and accurate arable surfaces. These methodologies
are well adapted to relatively flat and large areas. Sloped surface estimation directly from an
optical satellite image introduces inaccuracies since the calculated values correspond to a planar
view of the terrain. An adjustment method to control slope effects based on regression estimates
and adjustment factors according to a slope classification is proposed. This work reports on a
pilot study realized on an area located in Central Mexico which covers approximately 25km?.
Plots with slope intervals of 0-9%; 9.1-19%; 19.1-29%; 29.1-39% and > 39%, which were classi-
fied as simple or complex were considered. The plot areas were calculated by triangulation from
polar coordinates using one or several points within each polygon on the images. The accuracy
of the measurements was verified with topographical instruments on the field. Comparisons were
made between remote sensing results and from field surveying data. The study concludes on the
advantages and applicability of the method using images from SPOT and Ikonos sensors.

1. INTRODUCTION

Planning and implementation of government subsidized programs for agriculture require accurate
information about extents and classification of land for crop production. In Mexico information
about the extent of agricultural land is routinely collected. According to the latest official statistics
approximately a total of 29 million hectares are cultivated, of which an estimated 20% is arable and
is located on slopes and ravines [1]. Accurate data about arable areas is required by government for
different purposes, a main one being annual funding programs for farmers in order to improve yield
or for the recent initiatives towards the sustainable modernization of traditional agriculture [2].
The official estimates of arable extents are not close to reality because on the one hand, they are
often based on farmer survey reports on the size of their plot, and on the other hand, when the
estimates rely on photographic or satellite image interpretations flat surfaces are being assumed.
Besides there is a notorious yearly land use change from agricultural to urban coverage and from
ejidos to private property that is not totally quantified. Fjido is a communal agricultural and farm
land of a village, which is usually assigned to its inhabitants in small parcels, which are used under
the federally supported system of communal land tenure, programs and incentives. In recent years
the ejido type of land has been given private property status which makes estimation of surfaces
occupied by agricultural crops more difficult since owners are not required to provide information
on cultivated surfaces.

A substantial accuracy increase of estimated arable extents would require topographical surveys
of parcels, a prohibitively expensive solution. The use of optical remote sensing — the current avail-
able know-how and technology in this country — seems to be an intermediate alternative solution.
Remote sensing based methodologies are already in use for obtaining detailed information about
crop surfaces, types of seeded crops as well as estimated yields at different geographic scales [3]. A
methodology is needed which provides accurate results with acceptable cost/benefit characteristics
and which takes into account the non-planar characteristics of the terrain. Such a methodology is
presented in the following section.
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2. METHODOLOGY FOR ESTIMATING CULTIVATED AND ARABLE LAND AREAS
ON SLOPES

Remote sensing techniques using optical satellite images may be used for estimations of parceled
extents used for agricultural cultivation over relatively flat areas. However the direct estimation of
surfaces from a satellite image will introduce inaccuracies for sloped surfaces, especially those with
small and irregular plots. The calculated values would correspond to a planar view if information
is extracted from each pixel without consideration terrain slope. Therefore in order to obtain more
accurate values an adjustment technique to control these effects is needed and its applicability needs
to be evaluated. This work applied and evaluated a methodology for estimation of cultivated /arable
plot areas through a calculation technique based on triangulation from polar coordinates, using one
or several points within each polygon on the images. The remote sensing area estimations were
obtained from high and medium resolution satellite images: multispectral Ikonos and panchromatic
and multispectral Spot 5 respectively, and from a digital orthophoto. The satellite images were
selected because they are readily available within research and government institutions where this
approach could be used.

The methodology applied two levels of geometric correction. In the first level the images were
rectified without considering the elevation of the terrain. In the second level the images were
orthorectified using data from a digital elevation model. 29 cuts of parcels with five levels of slope
degree intervals were made and the surfaces were estimated through supervised classification of
panchromatic and multispectral Spot and multispectral Ikonos imaging. The accuracy of these
estimates was compared against measurements taken from field surveys in the pilot parcels. The
pilot assay was carried out over the study area and the results were compared with those obtained
on the field through topographical surveying methods.

The study area covers approximately 25 km? and is located in the Santa Maria Jajalpa ejido, in
the Tenango municipality in the State of Mexico, within central Mexico. The zone where the study
area lies is characterized by generally practicing non irrigated agriculture and by small and irregular
parcel plots. There is also a spatio-temporal variation in the seeded crops for any agricultural cycle.
In the methodology, shown schematically in Figure 1, pilot plots with slope intervals of 0-9%; 9.1
19%; 19.1-29%; 29.1-39% and > 39% were selected, their characteristics verified with topographical
instruments. Then plot areas were calculated by triangulation from polar coordinates using one or

“l

Figure 1: Methodological scheme for estimating cultivated surfaces on sloped terrain from satellite images.
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Figure 2: Regression models for data analyses of parcels with complex slope: (a) rectified Tkonos; (b) ortho-
rectified Ikonos; (c) rectified Spot 5 and (d) ortho-rectified Spot 5.

several points within each polygon. Plot parcels were further classified as simple or complex, these
last ones showing an undulated relief pattern. The technique for the estimation of plot surface
involved regression estimates and adjustment factors.

Comparisons were made between remote sensing results and from field surveying data, namely,
from test values and treatment values; these showed that 87% of the calculated surfaces using
Tkonos images and 37% of those calculated from Spot 5 images were underestimated. In some cases
there were overestimations. In a global analysis the estimated surfaces from remote sensing proce-
dures were correlated with the surfaces resulting from the topological survey, a better adjustment
was obtained with a quadratic model with correlation coefficients of 0.9481 for the ortho rectified
Ikonos case, while the quadratic model adjustment for the multispectral Spot 5 image presented a
correlation coefficient of 0.752 in Figure 2. More details about the field work and verifications are
reported in [4].

3. CONCLUSIONS

This study showed that terrain slope hampers obtaining accurate values for cultivated surfaces
from remote sensed images, especially if medium or low resolution images are used. The lower
spatial resolution of the multispectral Spot 5 image did not support reliable results for the rela-
tively small sized parcels which dominate the study area. The largest inaccuracies corresponded to
parcels grouped according to the complexity criterion, showing that higher slope values together
with pronounced roughness or undulation of the terrain will induce errors if surface estimations
are obtained solely from satellite image processing. The results show that starting at 9% slope
values important errors appear. The highest accuracy was obtained using elevation data in the
orthorectification of the images, which clearly depends on the digital elevation model used. The
surface estimates from the higher resolution Ikonos image are closer to the ones obtained through
topographic surveying.
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Data
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Abstract— In this study, we examine the techniques of extracting laver cultivation area using
various parameters that can be calculated by synthetic aperture radar (SAR) dual polarization
data, in order to detect the target area more effectively and decide suitable methods within
the limitation of available polarization. Eigenvalue analysis and coherence analysis are one of
the methods that can effectively utilize dual polarization data. Comparison was made using
parameters derived from those methods, and experimental results showed that the parameters
utilizing dual polarization data showed better performance than single polarization data.

1. INTRODUCTION

In Japan and other Asian countries, laver cultivation has been an important marine industry in
coastal areas as well as fishery because laver (Porphyra) is nutrient-rich food and has been used in
many Asian cuisines. However, laver cultivation is vulnerable to natural disasters such as typhoons
and tsunamis. If those disasters hit laver cultivation area, laver cultivation structures would be
devastated and scattered around the coast. This will affect not only owners of the laver cultivation
structures but also the free passage of ships around the area. Therefore, monitoring laver cultivation
area is important.

Synthetic aperture radar (SAR) has been proven to be one of the most useful sensors and there-
fore used in a variety of areas because of its all-weather and day-and-night observation capabilities
with high resolution. While most of the traditional SAR systems were operated on single polar-
ization mode, recent technological advancements allowed us to develop and operate SAR systems
with multi polarization observation capability. Multi polarization data have shown the potential to
increase further the ability of extracting physical quantities of the scattering targets. While quad
polarization data have several advantages, they are relatively few compared with single or dual
polarization data because of the operational costs and system constraints of full polarization SAR.
systems. Although there are many platforms that can be operated on quad polarization mode, they
are more often to be operated on single or dual polarization mode instead, because of those reasons.
There is a certain trade-off between data availability and multi polarization. Therefore, we focused
on HH-VV dual polarization data as a good compromise between single and quad polarization
data.

2. LAVER CULTIVATION AND SAR RESPONSE

In our test site of laver cultivation in Tokyo Bay, every year starting from October, cultivation nets
are placed at approximately 10-20 cm below the sea surface with supporting floats with laver spores
attached to the nets, grow during winter, and the grown laver is harvested in next April. Through
this process, the nets are sometimes placed above the sea surface to promote photosynthesis. When
the nets are placed underwater, the areas become effectively shallow water, and small-scale waves,
that are the principal scatterers, are damped, resulting in reduced radar backscatter. Therefore, the
cultivation area should have smoother sea surface compared with the area without laver cultivation
nets (background area), and this difference in roughness can appear in acquired SAR data. For
example, if the surface of cultivation area is smooth enough, the surface looks as specular surface
for SAR, and backscattering from such surface is very small and close to the system noise level.
Polarimetric entropy derived from eigenvalue analysis [1] should be high and coherence [2, 3] between
HH and V'V should be low in such area because the backscattering is close to the system noise.

3. ANALYTICAL METHOD

Entropy/alpha decomposition [1] was originally proposed for quad-polarization data, but modi-
fied and applied to dual-polarization data later [4,5]. The entropy/alpha decomposition for dual-



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19-23, 2012 953

polarization data can be expressed as follows:

([Ceon]) = [U] [ )(\)1 /\02 ] U] = Muui? + dAugus? (1)
vl = g ] =t ®
u = [ COS (v; sinaiej‘s"' ]T (3)

where ([C,op]) is averaged coherency matrix, Ay > Ao are eigenvalues, and [U] is orthogonal unitary
matrix. * and 7 denote complex conjugate and transpose respectively. Entropy H and scattering
angle @ and can be expressed as

H = —P110g2P1—P210g2P2 (4)
a =P COS_1(|U11|) + P COS_1(|U12D (5)
where
P = A (6)
AN A
The coherence between HH and V'V polarization is described as follows:
[(SHuSVV)]

Yeoh = \/(SHHS;IH><SVVS?/V> (7)

where S and Sy are complex scattering components of the corresponding polarization combina-
tion. In coherence analysis, the phase difference between the two components is also an important
factor.

Range <————

yInwizy <———

(d) (e)

Figure 1: TerraSAR-X images of Futtsu Horn laver cultivation area in Tokyo Bay, Japan. The data were
acquired on October 20, 2011 (upper row (a), (b), and (¢)) and December 26, 2008 (lower row (d), (e), and
(), respectively. (a) (d): HH polarization image, (b) (e): V'V polarization image, (c): coherence image,
(f): dual entropy image.
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In order to assess contrast between the areas with and without cultivation nets, the following
criterion, mean contrast, was defined. The mean contrast is expressed as

<Acultivation> - <Abackground> (8)
<Acultivation> + <Abackground>

Cmean =

where (Acuitivation) Tepresents a mean value of pixels in laver cultivation area, (Apackground) stands
for a mean value of pixels in background area.

The process of extracting the cultivation area is as follows. First, median filtering is applied
to image data of cultivation area to reduce the noise effect. Then, a binary image is created by
applying thresholding and morphological filtering to the filtered image. Based on the binary image,
cultivation area is extracted, and the criterion is applied to the extracted cultivation area and
background area in each parameter image.

4. EXPERIMENTAL RESULTS AND DISCUSSIONS

Figure 1 shows images of Futtsu Horn laver cultivation area (139°48'F,35°17'N) in Tokyo Bay,
Japan. The data were acquired on October 20, 2011 and December 26, 2008 respectively by
TerraSAR-X dual-polarization mode (HH and VV). The net and background areas used in the
comparison are marked as rectangles in Fig. 1. In Figs. 1(a) and (b), the amplitude of the net
areas are higher than background area. Thus, it can be assumed that the nets were above the sea
surface. On the other hand, in Figs. 1(d) and (e), the amplitudes of the net areas are lower than
the background area. Thus, the nets seem to have been placed underwater. Table 1 shows contrast
between laver cultivation area and background area. In 2011 data, coherence showed highest
contrast compared with other parameters, and that was dual entropy in 2008 data. Increased
contrast can be seen by comparing the right images (coherence and dual entropy images) with the
corresponding left and middle images in Fig. 1. These results could be comparable to previously
suggested polarimetric entropy based methods which require full polarization data [6,7].

In order to assess the usefulness of dual polarization data further, additional experiments were
performed using ALOS-PALSAR quad polarization data. The quad polarization data used here
were acquired on November 24, 2008 (ALPSRP150972900-P1.1). Table 2 shows contrast comparison
between cultivation area and background area in ALOS-PALSAR data. Dual polarizatioin analyses

Table 1: Contrast between laver cultivation area Table 2: Contrast comparison between laver culti-

and background area in Fig. 1. vation area and background area in ALOS-PALSAR
data.

Parameter Mean contrast ’ Polarization \ Parameter \ Mean contrast ‘
2011/10/20 | 2008/12/26 HH 0.1582
HH 0.1414 0.2587 Single Vv 0.1470
Vv 0.0529 0.2412 HV 0.0025
HH+VV 0.0013 0.2536 HH+VV 0.1629
HH-VV 0.3273 0.2439 HH-VV 0.0043
Entropy 0.2531 0.4645 Entropy (dual) 0.2323
Scattaring angle 0.3479 0.0081 Dual Alpha angle (dual) 0.2101
Coherence 0.6740 0.0311 Coherence 0.0477
Phase Difference 0.2257 0.0078 Phase difference 0.1581
Entropy 0.2164
Alpha angle 0.2087
Anisotropy 0.0059
Py 0.3178
Py 0.0815
Quad P, 0.0018
P. 0.0100
P, (rotation) 0.3098
P, (rotation) 0.0585
P, (rotation) 0.0026
P, (rotation) 0.0131
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Figure 2: Contrast comparison between laver cultivation area and background area in ALOS-PALSAR
data (only selected parameters are shown). (a) HH + VV image Chean = 0.1629. (b) HH — VV image
Cinean = 0.0043. (c) Entropy image (dual) Cpeqn = 0.2323. (d) Alpha angle image (dual) Cpeqn = 0.2101.
(e) Coherence image Cyeqn = 0.0477. (f) Phase difference image Cypean = 0.1581. (g) Entropy image (quad)
Crean = 0.2164. (h) Alpha angle image (quad) Cieqn = 0.2087. (i) Anisotropy image Cineqn = 0.0059.
(j) Ps image Chpean = 0.3178. (k) Py image Chuean = 0.0815. (1) P, image Cyyeqn = 0.0018.
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were made using only HH and V'V polarization data among quad polarization data. Fig. 2 shows
selected parameter images made from ALOS-PALSAR dual (HH and V'V only) and quad (HH,
HV /VH, and VV) polarization data. The net and background areas used in the comparison
are marked as rectangles in Fig. 2. Among the parameters derived from dual polarization data,
entropy showed highest contrast, which is higher than using each individual polarization amplitude.
It also should be emphasized that entropy from dual polarization data showed as high contrast as
entropy from quad polarization data. Among all the parameters analyzed in this comparison, P
(surface scattering) from the four-component scattering power decomposition (4-CSPD) using quad
polarization data showed highest contrast. Results from 4-CSPD with rotation were also analyzed
but the difference was not significant.

5. CONCLUSION

In this study, we extracted laver cultivation area and evaluated contrasts between laver cultivation
area and background area using various parameters derived from multi polarization data, for the
purpose of extracting the target area more effectively and deciding suitable methods within the
limitation of available polarization. We showed that parameters from dual polarization data per-
forms better than single polarization data. This study could also be applied to detect polluted area
caused by tanker accident or offshore-oil disaster since spilled oil on the sea has similar physical
characteristics to laver cultivation area.
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Abstract— This paper proposes an ultra-wideband half loop antenna for aircraft. The basic
structure of the proposed antenna is a loop antenna applied self-complementary structure to
obtain ultra-wide band. The ultra-wide band loop antenna is changed into a half loop structure
on the ground plane by using image effect. This change reduces the size of the loop antenna
in half and the half loop antenna can be installed on metallic surface of aircraft. To minimize
wind load for the half loop antenna on aircraft, the height of the antenna is reduced from 0.155\
to 0.11\ where X\ is free space wavelength at 0.3 GHz. The overall size of the designed antenna
is 315 mm x 295mm x 110mm (0.315\ x 0.295X x 0.11X). The measured —10dB bandwidth is
100:1 (0.3-30 GHz). It shows extremely ultra-wide bandwidth. The radiation pattern in zy-
plane shows monopolelike radiation pattern and the gain is higher than 0dBi in the measured
frequency 0.3—18 GHz. The proposed half loop antenna was simulated with an unmanned aerial
vehicle (UAV) to verify the radiation pattern. The antenna was installed on the fuselage of UAV.
As a result of the simulation, the radiation pattern on UAV was similar to that of the half loop
antenna.

1. INTRODUCTION

Recently, broadband antennas are required for Ultra-WideBand (UWB) communications systems
and broadband radar systems. In addition, an Unmanned Aerial Vehicles (UAV) are being equipped
with several communications systems, a lots of antennas are required. However, it is difficult to
install a large number of antennas in the limited space on small UAV and the ability of the flight
is influenced by many antennas mounted on an UAV. Therefore, one ultra-wide band antenna is
desirable for combine a lot of antennas and low-profile antenna is suitable for reduced the wind
load.

Ultra-wideband antennas have been reported. The inverted-hat antenna [1] with 40:1 band-
width has been proposed. It is not, however, matched with 50 €2 in the entire operating band. If this
antenna matched with 50 ohm, the —10dB bandwidth would be reduced. The tactical broadband
omnidirectional antenna [2] with 9.1:1 (100 MHz-915 MHz) bandwidth has been proposed. It has
a low-frequency and high frequency mode. The low-frequency mode operates at 100 MHz—500 MHz
and the high-frequency mode operates at 415-915 MHz. This antenna should be chosen for only
one mode of use. Moreover, it’s difficult to make antennas of a low-frequency mode.

Previously we reported ultra-wideband loop antenna [3] and half loop antenna [4]. The half loop
antenna had the height of 165 mm. In this paper, we design a low-profile half loop antenna. The
structure of the half loop antenna is changed to reduce the antenna height for mounting on UAV.
The low-profile antenna on UAV is simulated to verify radiation patterns.

2. LOW-PROFILE HALF LOOP ANTENNA

The ultra-wideband loop antenna applied self-complementary structure [3] is not appropriate to
install on UAVs because it has 3-dimentinal structure. Also if the antenna is close to the UAV’s
metal surface, the performance of the antenna is degraded. Therefore, the ultra-wideband loop
antenna was changed to the half loop antenna [4].

Figure 1 shows the geometry and return loss of the half loop antenna. As shown in Figure 1(a),
the antenna is designed on ground plane of 1000 mm x 1000 mm (1X x 1X). The size of the antenna
is 183 mm x 160 mm x 165 mm (0.183\ x 0.16A x 0.165X). This antenna has high height (165 mm)
for UAV antenna applications. The —10 bandwidth of the antenna was measured as 49.3:1 (0.3—
14.8 GHz) as shown in Figure 1(b). The designed antenna has ultra-wide bandwidth and monopole-
like radiation pattern in the zy-plane but the height of the antenna should be reduced for aircraft
antennas. Therefore, we designed a low-profile half loop antenna as depicted in Figure 2.

The designed half loop antenna with low-profile characteristics has the size of 315 mm x 295 mm x
110 mm (0.315A%0.295Ax0.11X). The height of the antenna was reduced from 165 mm (Figure 1(a))
to 55 mm. However, the width and length of the antenna was lengthened for the lowest frequency
(0.3 GHz) impedance matching. Simulated and measured return loss is represented in Figure 2(b).
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Figure 2: Geometry and return loss of low-profile loop antenna. (a) Geometry. (b) Return loss.
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Figure 3: Radiation pattern in zy-plane of low-profile half-loop antenna (measurement).
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Measured —10dB bandwidth is 100:1 (0.3-30 GHz). The bandwidth is wider than that of the half
loop antenna. This is because the low-profile half loop antenna has wider width. It is possible to
make tapered curve for high frequency (16-30 GHz) impedance matching.

Figure 3 shows radiation pattern of the low-profile half loop antenna in the xy-plane. The
radiation pattern was measured for several frequencies. All radiation patterns showed monopole-
like pattern. This pattern would be useful for communication link between an UAV and a ground
station.

3. LOW-PROFILE HALF LOOP MOUNTED ON ANTENNA

To verify radiation characteristics of the low-profile half loop antenna mounted on UAV, the antenna
was installed on UAV and was simulated. The simulation was performed with CST Microwave stu-
dio. Figure 3 shows geometry of the low-profile half loop antenna installed on UAV. For simulation

Figure 4: Geometry of the low-profile half loop antenna installed on UAV.
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Figure 5: Radiation pattern of low-profile half loop antenna installed on UAV (Simulation).
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speed, 1/7 scaled UAV model was used. Therefore the size of the antenna was reduced. Frequency
was increased by 7 times.

In Figure 4, the xy-plane radiation pattern of low-profile antenna is showed in several frequencies
The radiation pattern shows monopole-like radiation pattern in xy-plane, and the radiation char-
acteristics of the antenna were maintained in installation for an UAV. Accordingly, the low-profile
half loop antenna is confirmed to be suitable for an UAV.

4. CONCLUSIONS

In this paper, the low-profile half loop antenna was proposed for mounted on an UAV. The proposed
antenna is a combination of a wavelength loop antenna and the self-complementary principle. In
addition, because the low-profile is a favorable condition for mounting on the UAV, the structure of
the antenna changed from a half loop antenna form to low-profile half loop antenna with decreasing
its height up to 55 mm. The measured —10dB bandwidth is 100:1 (0.3-31 GHz) and the xy-plane
radiation pattern shows monopole-like radiation pattern. Also, the simulation results are the same
characteristics of it. Therefore, it is suitable to be mounted on an UAV.
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Abstract— Many types of linear antennas are widely used in the mobile communication, be-
cause they have a simple and light structures. Sleeve antennas, which are one of linear antennas,
have a possibility of wider bandwidth. In this paper, a new type of sleeve antennas is proposed
and its characteristic are analyzed.

1. INTRODUCTION

It has already been analyzed that the broadband characteristic can be acquired by loading the
X-shaped liner parasitic element on the outside surface of semi-rigid coaxial cable. Moreover, it
has been analyzed that a wider bandwidth is obtained by changing the X-shaped liner parasitic
element into the H-shaped plate parasitic element, and miniaturization of the parasitic element is
also realized by bending H-shaped plate. In this paper, the antenna characteristics are analyzed,
when a plate element is loaded at the tip of the straight liner radiating element of the antenna with
the H-shaped parasitic element.

2. ANTENNA AND SUBSTRATE STRUCTURE

The model of the X-shaped antenna is shown in Fig. 1. The model of the H-shaped antenna is
shown in Fig. 2. The model of H-shaped bending antenna, which miniaturization is realized by
bending H-shaped plate, is shown in Fig. 3. The model of the proposal antenna is shown in Fig. 4.
In Figs. 3 and 4, the above figures are seen from the top and the following figures are seen from
the front. Then, in Fig. 4, the width of the plate element loaded at the tip of the straight liner
radiating element is set to the parameter a, and length is set to the parameter b. The thickness of
all elements is 0.1 mm.
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Figure 1: X-shaped antenna. Figure 2: H-shaped antenna.
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Figure 3: H-shaped bending antenna. Figure 4: Proposal antenna.
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3. ANALYTICAL RESULT

At first, the VSWR characteristics of X-shaped antenna are shown in Fig. 5. The bandwidth
(VSWR is less than 3) is from 3.3 GHz to 6.3 GHz and the relative bandwidth is approximately
62.5%. The radiation patterns are almost the same as those of dipole antennas. The VSWR
characteristics of H-shaped antenna are shown in Fig. 6. The bandwidth (VSWR is less than 3)
is from 2.7 GHz to 6.4 GHz and the relative bandwidth is approximately 78%. The characteristics
of H-shaped antenna and H-shaped bending antenna are almost the same. Next, the VSWR
characteristics of the proposal antenna are shown in Fig. 7, when the parameter b is fixed to 1 mm
and the parameter a is changed from 1mm to 10 mm. It is found that it is possible to lower the
minimum resonant frequency, where the VSWR is less than 3 by the parameter a. The lowest
resonant frequency is obtained when the parameter a is 6 mm. Next, the VSWR characteristics
are shown in Fig. 8 when the parameter a is fixed to 6 mm and the parameter b is changed from
5mm to 16 mm. It is considered that the parameter b decides the highest resonant frequency of
the bandwidth and it is also found that the wider bandwidth can be obtained. The optimal value
of the parameter b is set to 14.5mm. The model of the parameter ¢« = 6 mm and the parameter
b = 14.5mm, is used as the proposal antenna, and the comparison of the VSWR between the
proposal antenna and the H-shaped bending antenna is shown in Fig. 9. The H-shaped bending
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Figure 6: H-shaped antenna.
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Figure 7: The VSWR characteristic for length a. Figure 8: The VSWR characteristic for length b.
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Figure 10: Radiation pattern.

antenna covers the bandwidth from 2.7 GHz to 6.4 GHz, where the VSWR is less than 3, and the
relative bandwidth is approximately 78%. On the other hand, the proposal antenna can cover the
bandwidth from 3.0 GHz to 9.6 GHz, where the VSWR is less than 3. It is confirmed that that the
relative bandwidth becomes wider up to about 105%. Finally, the simulation result of the radiation
pattern of the proposal antenna is shown in Fig. 10. The radiation patterns at 1.6 GHz, 3.7 GHz
and 6.0 GHz are shown. The radiation pattern of xy-plane can be regarded as an omnidirectional
pattern, yz-plane and zz-plane can be regarded as the character 8, respectively, the gain is 2.0 dBi.

4. CONCLUSIONS

This paper has examined the fundamental characteristics of the proposal antenna, which loads the
plate element at the tip of the straight line radiating element of the H-shaped bending antenna.
It has been confirmed that these loaded elements, width a and length b, determine the operation
bandwidth and the wider bandwidth is achieved by adding these elements to the conventional
H-shaped bending antenna. Moreover, about radiation pattern, there are respectively sufficient
antenna gains. As a next study, we will analyze the operating principle in detail.
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Abstract— This paper presents a circularly polarized broadband waveguide antenna with low
cross polarization. The center frequency is chosen to be close to the middle value of the cutoff
frequency between that of the dominant mode (TE;o/TEg;) and the second higher-order mode
(TE3p/TEo2). The cross polarization gets worse at a higher frequency which is close to the cutoff
frequency of the TEqy/TEgs. For avoiding this effect, four thin metal poles (2 mm x 2 mm x 52 mm)
are installed at the inside corners of the waveguide. The cross polarization becomes lower in the
wide azimuth rang. As a result, circular polarization with low cross polarization over a wide
azimuth range is also achieved even in the higher frequency.

1. INTRODUCTION

Recently, circular polarization have been extensively studied and received much advantage such as
reduction of multipath fading, avoidance of the clutter effect in RADAR and no need of antenna
alignment [1-3]. And, it received attention due to alluring applications in satellite, RADARs, GPS
and Wireless LAN.

Broadband circularly polarized antenna using a waveguide of square aperture and an L-shaped
probe is presented in [4]. Numerous wideband circularly polarized antennas using an L-shaped
probe are proposed [5-7]. Inserting the poles (8 mm X 8 mm X 5mm) at the inside corners of the
waveguide weaken the effect of the higher order mode of TM1; which prevent the good broadband
axial ratio (AR) characteristics [4]. The antenna has a simple waveguide structure and has a 3-dB
bandwidth in AR of approximately 50%.

In this paper, the center frequency is changed to be close to the middle value of the cutoff
frequency between that of the dominant mode (TE;o/TE¢1) and the second higher-order mode
(TEgp/TEq2) for bandwidth enhancement. In addition, four thin poles (2mm x 2 mm X 52 mm) are
inserted at the inside corner of the waveguide to reduce cross polarization. These effects in proposed
antenna are verified through simulation. The simulation results of this paper were obtained using
Ansoft HFSS 10.1 which employs finite element method.

2. ANTENNA STRUCTURE

Figure 1 shows the proposed circularly polarized antenna which has a waveguide structure with
the L-shaped probe. The cross section of the waveguide is chosen as 25 mm x 25mm in order to
set the cutoff frequency at 6.0 GHz. The L-probe is placed perpendicular to the direction of the
propagation wave and at a distance of an effective quarter wavelength from the closed back side
wall. The waveguide has a square cross section to degenerate TE;g and TEg; components of circular
polarization. To generate circular polarization, a phase difference of 90 degree is given through the
length of vertical probe is chosen about A/4mm. The L-probe has two arms with diameter of
0.8 mm and 2.0 mm for vertical and horizontal part. The variation in diameter of the horizontal
part is possible to control the amplitude ratio characteristics. Therefore the characteristics are
optimized by choosing the diameter as 2.0 mm.

The antenna is redesigned with a modified center frequency at 8.6 GHz for considering frequency
at the center between the cutoff frequency of the TE;o/TEg; and the TEgy/TEpe. Therefore, the
distance between the probe and the closed backside wall is chosen as 12 mm corresponding to Ay /4 at
8.6 GHz. Note that the electric field of TM1; mode directs propagation direction. It deteriorates the
AR characteristics beyond the cutoff frequency of TMj; because of the asymmetrical distribution.
However, the large degradation is improved by choosing the optimized waveguide length from
[ = 48mm (A\y) to I = 52mm due to electric field of the mode has constant cycle length at each
frequency. In addition, four thin poles (2mm x 2mm x 52mm) are inserted at the inside corners
of the waveguide. It decreases of the cross polarization over the wide azimuth range because the
poles reduce a concentration of electric field at the corners.
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3. RESULTS

Simulation results are discussed in this section. In the first place, the good AR characteristics are
obtained over higher frequency by changing the cutoff frequency from 7.8 GHz (A\; = 60mm) to
8.6 GHz (A\y = 48 mm) shown in Fig. 2. Secondly, extension of waveguide length improves the AR
characteristics around 9.4 GHz which higher order mode (TM;;) generates strongly. Variation in
AR characteristics with waveguide length [ is presented in Fig. 3. Next, the effectiveness of thin
poles (2mm x 2mm x 48 mm) on AR characteristics is shown in Fig. 4. Notable improvement of
AR characteristics is achieved about 9.4 GHz.

Characteristics of the proposed antenna is compared with previous antenna [4] shown in Fig. 5.
The 3-dB AR bandwidth is expanded to 54.0% (6.66-11.59 GHz) from 49.4% in the 4z direction,
while the antenna gain maintains around 7dBic high gain up to higher frequency than previous
antenna. Radiation patterns in the z-y and the z-z plane at high frequency (9.0, 10 and 11 GHz)
are presented in Fig. 6. It is found that cross polarization (LHCP) is reduced over the wide azimuth
range by the inserted thin poles.

4. CONCLUSIONS

A broadband circularly polarized waveguide antenna with an L-shaped probe showing lower cross
polarization has been presented in this paper. It is realized that reconfiguration of the center
frequency causes lower AR characteristics over higher frequency. In addition, it is demonstrated
that the extension of waveguide length [ causes the effect to generate good circular polarization.
And, reduction of cross polarization is achieved by inserting the thin poles at the inside corners of
the waveguide. The proposed antenna could attain a simulated 10-dB S1; bandwidth of 51.6% and
3-dB AR bandwidth of 54.0%.

This antenna could be used in high speed communication such as UWB hand-band (from 7.25—
10.25 GHz) for large information handling capacity in a broadband characteristic. Also, application
as RADARs with high resolution is expected.
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Abstract— This paper presents an ultra-wideband MIMO antenna covering WCDMA, WLAN,
WiMax and UWB bands for mobile handset applications. The designed ultra-wideband antenna
is consisted of a folded monopole antenna coupled with inverted-L element and meander lines.
An open stub is inserted in the folded monopole to block 5 GHz WLAN band which interferes to
UWB band. The proposed antennas are symmetrically placed on top part of the mobile handset
ground for MIMO antenna technology. Meander lines are positioned between two antennas
for improving the isolation in operation bands. The size of the designed MIMO antenna is
55mm x 13.5mm. The —10dB bandwidth was measured as 1.85-11.9 GHz without the rejected
band (5.15-5.85 GHz). The isolation between two antennas is higher than 17.2dB. Average gain
and total efficiency are 4.96 dBi and 91.4% respectively. Due to the compact size and ultra-wide
bandwidth, the proposed antenna is a good candidate for a mobile handset antenna that has a
limited space available.

1. INTRODUCTION

Recently, multiple-input multiple-output (MIMO) antenna technology is becoming very popular in
wireless communication systems because this technology can significantly improve data transmission
speed and channel capacity [1]. The technology has been adopted in several wireless communication
systems and a compact wideband MIMO antenna is needed for mobile device applications. Various
multi-band MIMO antennas have been proposed for mobile device applications. A quad-band
MIMO antenna with a three-dimensional structure has been reported [2]. This antenna covers the
WLAN and WiMAX bands A modified monopole antenna with a parasitic element was developed
for dual-band MIMO antenna applications [3]. This antenna covers various communication bands
except the UWB band A UWB-MIMO antenna presented in [4] has large size. It is difficult to
apply to modern mobile handsets This antenna covers only the UWB band and does not block the
WLAN (5.15-5.85 GHz) band.

This paper presents a compact MIMO antenna for mobile device applications. The proposed an-
tenna covers several communication system such as WCDMA (1.92-2.17 GHz), WiMAX (2.3 GHz,
2.5GHz), WLAN (2.4 GHz), and UWB (3.1-10.6 GHz) bands. The designed antenna consists of
a printed folded monopole antenna coupled with a parasitic inverted-L element [5]. To block the
WLAN (5.15-5.85 GHz) band that interferes with the UWB band a open stub is inserted in the
folded monopole antenna. The size of the antenna is changed to cover the WCDMA band. In the
proposed antenna system, antennas are symmetrically arrayed on the top part of the mobile phone
substrate to obtain good isolation performance. In addition, parasitic meander lines are printed
between the arrayed antennas to improve the isolation. The next section describes the proposed
antenna in detail.

2. ULTRA-WIDEBAND ANTENNA WITH BAND-REJECTED OPERATION

Figure 1 shows the structure of the wideband folded monopole antenna coupled with a parasitic
inverted-L element [6] FR-4 (&, = 4.4) with a thickness of 0.8 mm is used as the substrate.

The ground plane size is determined to be 120mm (0.9)) x 40mm (0.3X). The antenna is fed
by a semi-rigid coaxial cable. The frequency range of the UWB system (3.1 ~ 10.6 GHz) causes
interference to the WLAN (5.15 ~ 5.85 GHz) band. To obtain characteristics of band-rejected
effect, the open stub is inserted in the printed folded monopole. The rejected band is controlled by
parameters that are the width and length (L) of the open stub. The optimized values for width
and length of open stub are chosen as 0.6 mm and 7.9 mm which are, respectively 0.14\ of 5.5 GHz.
The size of the antenna is 12.75mm (1A/10) x 12mm (1\/11).

Figure 2(a) shows the simulated and measured return losses of the band-rejected antenna com-
pared to a return loss of the no band-rejected antenna Good agreement was observed between
the simulation and the measurement. The measured —10dB bandwidth is 2.27-10.6 GHz (4.7:1)
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Figure 2: Return loss and maximum gain. (a) Return loss. (b) Gain.

including rejected band and the bandwidth of the band-reject is 700 MHz (5.15-5.85 GHz). It is
observed that the antenna has band-rejection characteristic at WLAN frequency band compared
with the measured result of nonopen stub antenna. Except for WLAN (5.15-5.85 GHz) system, it
covers WiMAX, Bluetooth, and UWB system bandwidths. Figure 2(b) shows the simulated and
measured maximum gain in the operating band. In the band-rejected band of 5.6 GHz, antenna
gain is —1.65dBi. This antenna can reject the WLAN band. The maximum gain increases with
the frequency except for the rejection band because the electrical size of the antenna increases.

3. ULTRA-WIDEBAND MIMO ANTENNA

For a good diversity performance, MIMO antenna should have high isolation characteristics between
antennas in a mobile handset. Several antenna placements were simulated for a high isolation
performance. Figure 3 shows S3; by antenna placement on mobile handset ground plane. The
proposed MIMO antenna is printed on the top part of a mobile phone ground plane. The size of
the ground plane is 55 mm x 86.5mm, and FR-4 (¢, = 4.4, thickness = 0.8 mm) is used as the
substrate. The size of the antenna (Figure 1) is changed from 12.75 x 12mm? to 16.5 x 13.5 mm?
to cover WCDMA band (1.92-2.17 GHz). Two antenna placements are compared. The designed
antennas are symmetrically placed on the top part of the ground plane in antenna placement 1
whereas the antennas are asymmetrically positioned in antenna placement 2. As shown in Figure 3,
S91 of antenna placement 2 is lower than that of antenna placement 1. This is because the end
of the inverted-L element has strong electric field. Therefore, to achieve further high isolation
performance, the antennas are symmetrically placed as shown in Figure 4(a).

As shown in Figure 4(a), the ends of arrayed inverted-L elements have opposite direction for
improving isolation. Figure 4(b) is simulated S-parameter. The —10dB bandwidth is 1.969—
11.66 GHz (5.92:1) except rejected band which is 5.07-5.88 GHz. This MIMO antenna can cover
WiMAX (2.3 GHz, 2.5 GHz), WLAN (2.4 GHz), and UWB (3.1-10.6 GHz) bands. Also WCDMA
(1.92-2.17 GHz) band is partly covered. The So; is simulated below —11.56 dB in 1.965-10.4 GHz.
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The S; was improved when compared with antenna placement 2 for around 2 GHz from —9.5dB
to —11.56dB. The left and right side antennas in Figure 4(a) have same radiation characteristics
because of symmetrical position.

Thus, Figure 5 shows simulated maximum gain and radiation patterns in several frequencies
(1.92, 4, 5.6, 7, 10 GHz) for the left side antenna. The maximum gain is higher than 3.8 dBi except
for 5.6 GHz. The maximum gain of rejected band at 5.6 GHz is —4.53 dBi. The radiation level of
5.6 GHz is low due to rejected band operation. The radiation pattern at 10 GHz showed harmonic
pattern. The other radiation patterns are nearly omni-directional. The simulated antenna did not
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cover WCDMA band perfectly and the isolation performance is not enough for MIMO antenna.

To improve the isolation in operation bands and to broaden the —10dB bandwidth meander
lines are positioned between two antennas. The —10dB bandwidth was measured as 1.85-11.9 GHz
without the rejected band (5.15 ~ 5.85 GHz). The isolation between two antennas is higher than
17.2dB. The average gain and total efficiency are 4.96 dBi and 91.4% respectively.

4. CONCLUSIONS

This paper designed an ultra-wideband MIMO antenna with WLAN band rejected operation for
1.92-10.6 GHz band. The size of the ultra-wideband antenna with band-rejected operation was
changed to cover WCDMA band and two designed antennas were placed on top part of the mobile
handset ground plane for MIMO antenna system. For good isolation characteristics, several antenna
placements were simulated and symmetrically antenna placement was determined. To improve the
isolation in operation bands and to broaden the —10dB bandwidth, meander lines are positioned
between two antennas. The designed ultra-wideband MIMO antenna showed good radiation and
isolation performance. Due to the compact size and ultra-wide bandwidth, the proposed antenna
would be useful for MIMO antenna in mobile handset applications.
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Abstract— This paper demonstrates the generation of circular polarization (CP) from the
composite right/left handed transmission line (CRLH-TL). The CP generation is obtained by
selecting a suitable position of the CRLH-TL between both edges of the ground. As a result,
a CP with a measured bandwidth of 21.8% for an axial ratio (AR) of < 3dB in the boresight
direction is obtained. Using the behavior in both the left-handed and right-handed frequency
regions, a scanning angle of the main beam of approximately 30° can be obtained by varying the
frequency between 2.58 GHz and 2.99 GHz.

1. INTRODUCTION

The leaky wave antenna (LWA) that uses a composite right/left-handed transmission line (CRLH-
TL) has been investigated by numerous researchers [1-4]. The radiation in the right-handed fre-
quency with parallel phase and group velocities is directed in the forward propagating direction.
However, the radiation in the left-handed frequency with anti-parallel phase and group velocities is
directed in the backward propagating direction. Therefore, backward-to-endfire frequency scanning
(BEFS) is available by sweeping the frequency between the left- and right-handed frequencies. Al-
though BEF'S behavior can be applied to radars and sensors, most of the conventional LWAs with a
CRLH-TL are linearly polarized. An LWA that can generate CP has recently been presented in [5].
This structure has two LWAs and a phase shifter for generating two orthogonal polarizations that
are 90° out of phase.

Based on the above considerations, we herein present a single-element circularly polarized LWA
having a CRLH-TL structure. One key to generating CP is the L-shaped structure of a stub and
the inter-digit structure of a unit cell, both of which should be designed considering the dispersion
characteristics around the frequency and the 90° phase difference between E, and E,. Another
key is to control the ratio of |E,| and |E,| by choosing a suitable position of the LWA element
transmission line between the two edges of the ground plane so as to effectively take advantage
of the effect of radiation from the edges. As such, in the present study, the axial ratio (AR)
characteristics are presented, a brief explanation of the physical behavior is presented, and the
dependence of the radiation pattern on frequency is discussed.

2. ANTENNA STRUCTURE

The structure of a unit cell of the proposed antenna is shown in Fig. 1(a). The unit cell is composed
of a ground plane, a dielectric, a feeding microstrip line, fingers (a coupled inter-digit structure),
and an inductive parallel stub with a shorted termination though a via (¢ = 0.5mm) to the
ground plane. Fig. 1(b) shows the comb-shaped LWA of eight unit cells used in this study. A

w,  Fingers

Center of
the stub  Stub

(b)

Figure 1: (a) Structure of the unit cell. (b) Basic structure of the comb-shaped LWA using a CRLH-TL.
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Taconic substrate of TLY-5 CH/CH with a dielectric constant of 2.2, a loss tangent of 0.001, and
a thickness of 1.6 mm was used for the present structure, which had a ground with dimension of
97.4mm x 50mm X 0.035mm. And the unit cell has finger length lc and stub length [s, both of
which have been optimized as 9mm and 10.1mm, respectively, considering both the 90° phase
difference. The gap g between the stub and the fingers is also optimized as 0.8 mm, where the
width w of a finger has been chosen as 0.35 mm. Furthermore, the intervals between the fingers are
0.3 mm.

The TL element of the LWA is initially placed on the ground plane so that the center position
of the stub is located at the center of the ground plane in the x direction.

3. DESIGN AND SIMULATION RESULTS

To understand the dispersion characteristics and also for parametric studies, the simulations were
conducted by HFSS 13.0. In this section, the dispersion characteristics for a unit cell are first
discussed. The effect of the position on the ground plane is discussed.

3.1. Dispersion Characteristics

The dispersion characteristics of the unit cell which have narrow bandwidth is shown in Fig. 2.
Considering that Bp should be lower than that of the free space for a leaky wave to occur, the
frequency for left-handed behavior is from 2.18 GHz to 2.71 GHz. Similarly, the frequency fro right-
handed behavior is from 2.76 GHz to 4.24 GHz. Therefore, a band gap from 2.71 to 2.76 GHz is
allowed to exist for generating CP.

3.2. Parametoric Study on the Position on the Ground Plane

The length of the fingers and stubs are 9 mm and 10.1 mm, respectively. The AR characteristics of
the proposed LWA are observed when the element position is shifted by 8 mm in the +z direction.
As shown in Fig. 4, a bandwidth of 32.7% for an AR of < 3dB is obtained when the LWA element
is shifted. The bandwidth of the AR is widened by changing the shift distance. This is because
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of the electric field changes in both = and y directions, E, and E,. The radiation from the edge
of the ground plane affects F;, when the ground plane is shifted by 8mm. As a result, the shift
to 4+ results in nearly equal values of E, and E,, which results in the generation of CP. In order
to generate CP, a phase difference of 90° is also required. In this structure, the phase difference
is caused by the current on the fingers and stub. Therefore, such an L-shaped structure generates
a phase difference by traveling-wave-like excitation. A CP antenna based on a similar principle is
discussed in [6].

4. EXPERIMENTAL RESULTS

The proposed antenna design with [s = 10.1 mm, lc = 9mm, and a shift of element by 8 mm
was fabricated and measured. The fabricated antenna is shown in Fig. 4. Fig. 5 shows both the
simulated and measured S7; characteristics. The slight disagreement in the characteristics is due to
fabrication errors around the fingers and the stubs. However, right /left handed regions are covered
with the enough Sj;. In this structure, S1; (< —10dB) was obtained since the number of unit cell
is 8, which is very much lesser than infinite, and calculated process of bloch impedance doesn’t
consider the amplitude of the circuit. Fig. 6 shows the AR characteristics in the +z direction. A 3-
dB AR band is observed for bore-sight direction (+z) around the band gap frequency. These figures
reveal the good agreement between simulated and measured result with sufficient cross-polarization
discrimination (XPD) of more than 15dB for an AR of 3dB.

21

I = =
8] wn [++]
|

Axial Ratio [dB]
w

Freq[GHz]

Figure 6: AR for the simulation and the measurement.
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Figures 7 and 8 show the radiation pattern on the z-z and y-z planes, respectively, at (a) 2.58 GHz
(left-handed region), (b) 2.74 GHz (band gap region), and (c) 2.99 GHz (right-handed region). How-
ever, no scanning in the z-x plane is observed. As a result, a CP scanning of 30° is obtained by
varying the frequency between 2.58 GHz and 2.99 GHz. The antenna gain is approximately 1dBic.
However, the antenna gain improves as the number of unit cell increases.

5. CONCLUSION

We have presented a circularly polarized LWA with a CRLH-TL structure. The CP radiation was
obtained by the 90° of phase difference caused by the L-shaped structure consisted of the stub and
the fingers and by the nearly equal amplitude occurred in E, and E,. The proposed LWA covers
right /left handed frequency bands which are needed for scanning. Therefore, it is applicable to
radars and sensors using CP.
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Dielectric Rod Antenna Array with SIW Feed Network for Radar
Imaging System

Robab Kazemi and Ramezan Ali Sadeghzadeh
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Abstract— An array is designed to be used in UWB imaging systems. The antenna is an
eight-element dielectric rod array covering 8-12 GHz frequency range and has the ability to send
short electromagnetic pulses in a directional manner with low distortion and low loss. The
array antenna performance is further improved by the inclusion of a low-loss SIW feed network
and wide-band input matching through optimized GCPW transition. The array is optimized to
have a compact size and almost constant radiation pattern with frequency. Measured results
are successfully confirmed with simulation; it has a broadband performance at 8-12 GHz, with
14.54+2dB gain, —14 dB SLL, and better than 27 dB front-to-back ratio. Meanwhile, the antenna
provides a symmetric radiation pattern with relatively low cross polarization of better than
—19dB and occupies 10cm x 9 cm.

The antenna is geared towards imaging with high resolution. Reflections of a target are measured
for the developed array and compared to the previously-fabricated antenna. Strong reflected
pulse and high resolution image are recorded by new antenna, demonstrating the potential of
this feature for microwave imaging systems.

1. INTRODUCTION

Ultra wideband imaging approaches are a topic of growing interest. It is of particular interest to the
military, law enforcement, and rescue/search departments [1]. One approach to microwave imaging
is radar-based, which operates by sending a short-term pulse towards the object of interest using
one or many antennas. The reflections are measured and used to create an image related to the
differences in dielectric properties of the structure. In order to reliably sense the reflections from
the object located in an area, a high quality antennas are required to send and receive UWB pulses
with low distortion and high efficiency [2]. Additionally, the transmitting and receiving antennas
have to be compact and lightweight for portability and to be compatible with prototype imaging
systems.

The antenna radiation pattern needs to be accounted for — since significant image distortion
might be seen due to the radiation pattern angle dependence. Numerous antenna designs for radar-
based ultra wideband (UWB) imaging have been reported [2—4]. Vivaldi antennas are used because
of their favorable characteristics for imaging, and specifically they have relatively simple structure,
light weight, small lateral dimensions, wide band, and high efficiency. However, the directivity of
Vivaldi antenna is relatively low. Recently, some improvement methods have been proposed, such
as array technique, but high loss of the feeding system is a big problem in array configuration [5, 6].

In this paper, we have developed a dielectric rod antenna array using low-loss SIW power divider
and relatively thick substrate to increase imaging efficiency. The configuration of the array was
optimized to work at 8-12 GHz with small size and low loss, while providing reasonable imaging ca-
pabilities with an acceptable number of measurement locations. This paper is organized as follows:
Section 2 introduces the single element Vivaldi antenna design and its feeding structure. Section 3
will focus on the implementation of the array and its radiation characteristics. In Section 4, the
experimental results of our developed array in an imaging system will be presented with emphasis
on the image resolution, and compared with a previously-fabricated antenna. The conclusion will
be given in Section 5.

2. SINGLE ELEMENT VIVALDI ANTENNA DESIGN

An antipodal Vivaldi antenna to use in array configuration was designed to operate over 8-12 GHz
frequency range. It is fed by a grounded coplanar waveguide (GCPW) line through a SIW structure
as shown in Fig. 1. The top and bottom layers show the exponential taper profile which is defined
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Table 1: Parameters of Vivaldi antenna.

Parameter | W, (mm) | Wi (mm) | Lant (mm) | Ltap (mm) | dy, (mm) | 7
Value 11.65 2.185 15.5 4.5 1 0.4

Transition SIW Vivaldi

Lant

Figure 1: Sketch of antipodal Vivaldi antenna.

in (1).

y=Ae* + B
Ws + Wy
2
WS + Wler.Lant
2

A= . (€T~Lant _ 1)_1

B =

. (er-Lant . 1)_1

where r is the taper rate and other parameters are indicated in Fig. 1.

In this design, we used a relatively thick substrate to lower the conductor loss of the SIW
structure. However, for this thick substrate, 50 2 microstrip feed line will be very wide and would
excite higher order modes with the potential to radiate [5]. The antenna is fed through GCPW
line followed by a gradual transition from GCPW to SIW. Along this wideband transition, the
slot width increases linearly (triangular shape) to convert the arbitrary impedance of SIW to 50 2
input impedance. In our implementation, Vivaldi antenna and SIW feed are realized on RO4003c
substrate with a thickness of ¢ = 1.524 mm. For a compact size and wide band operation with low
return loss, the antenna parameters are optimized and summarized in Table 1.

3. ARRAY CONFIGURATION

In an array design, typical requirements include low return loss and minimum structure insertion
loss to achieve high radiation efficiency. The array gain and radiation pattern are functions of the
elements’ spacing and differential phase between its elements. Using element spacing beyond one
wavelength would generate grating lobes in addition to increasing the antenna size. Meanwhile,
the directivity is a function of element spacing and it has a maximum around 0.9X. Dielectric Rod
Antennas (DRAs), however, could be designed with even relatively close spacing for a compact
overall size due to their high decoupling efficiency without significant gain drop.

One problem, however, in implementing DRA arrays is the difficulty of designing an efficient
feed network with a high packing density. Another requirement for array design is the antenna
to be as much as simple, and small as possible. We utilize a low loss eight-way splitter that was
thoroughly optimized using CST Microwave Studio. This splitter was designed using SIW guides
that has 0.4\ (12.1mm) width for single mode operation at X-band, and provided over 4 GHz
operating band with less than 1.1dB insertion loss. The structure of the feed network and its
measured characteristics are presented in Fig. 2. As can be seen, this feed network covers over
40% bandwidth, and has better than 10dB return loss and a good power division at the desired
frequency range, with less than +4° and £0.9dB phase and amplitude imbalance, respectively.

Requirements for imaging antenna include wide band operation, minimal dispersion, frequency
independent radiation pattern, compact size and low loss. A prototype eight-element DRA was
built by inserting a concentric two-layer rod at the end of each Vivaldi antenna element as shown
in Fig. 3(a). By adding the rods, the mutual coupling effects are significantly reduced, especially
around the lower end of the frequency band. The measured radiation characteristics of the array
are shown in Figs. 3(b)—(d). Well-formed beams are generally obtained and the patterns are very
similar across the band. The 3-dB beamwidth in the E-plane is 13°, SLL is less than —14dB and
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front-to-back ratio is better than 27 dB. The gain of 14.5 + 2dB is obtained across the frequency
band. Meanwhile, the antenna provides a symmetric radiation pattern with relatively low cross
polarization of better than —19dB, as shown in Fig. 3(e). The array antenna is extremely compact
and its whole size is 10cm x 9 cm including the rods.

0
& 5
=
3
%0\ ~
o ~
g /\/
2 ™
e \/'
=20
7 8 9 10 11 12 13 14
freq (GHz)
5 200 . . ;
\ )

3
k2

—s21 3

—831 H

—841 <

—851 |

—861

S71 ]
—S81
i 1 — 200, L L L
9 10 1 2 13 14 7 8 9 10 1
freq (GHz) freq (GHz)
(©) (d)

Figure 2: (a) Manufactured wideband STW 1 x 8 power divider; (b) Measured input reflection coefficient;
(¢) Amplitude and (d) phase of output signals at X-band.
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Figure 3: (a) Fabricated array structure; (b) Measured and simulated return loss; (¢) Measured Gain;

(d) Measured radiation patterns; (e) E-plane and cross-polarization radiation patterns.
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Figure 4: Transmission coefficient (S21) obtained Figure 5: Received signal for two antennas.
with two antennas facing each other with 150 mm
separation.

4. EVALUATION METHODS

From a detection perspective, an antenna with higher So; will receive more reflected energy from
a target placed in front of the antenna. Fig. 4 presents the measured transmission coefficient
(S21) for our developed antenna and a previously-fabricated antenna [3] facing an UWB horn and
separated 150 mm. It is observed that for the new proposed antenna Se; magnitude is improved,
especially at the high frequency range. This improvement is due to the use of a relatively thick
substrate for lowering conductor loss and low-loss SIW feed network. The old array was fabricated
using Wilkinson divider which is lossy. Similar behavior has been observed at separation distance
between 50 to 300 mm and therefore it is concluded that there is no direct dependence on the
separation distance.

Next, reflections from a target placed at 1.5m in front of the antenna’s aperture are measured
and compared to the old antenna. The array received signal is down-converted through 1/Q de-
modulation, and then routed to the oscilloscope. Fig. 5 presents the measured received pulses for
both antennas. The strong pulse of new antenna confirms the performance improvement due to
low-loss feed network.

Since the ultimate purpose of this antenna is for imaging, its performance is evaluated as a re-
ceiver antenna in an imaging system and compared with old antenna. An experiment was conducted
to test the developed antenna performance. An UWB standard horn with 1-18 GHz range is used
as a transmitting antenna and the developed array is for receiving. The antennas are aligned with
the target. The antenna scans the target each 3 cm. The reference location is defined 40 cm between
the transmitter and receiver. The target responses at 8 locations are received. The reflections are
used to create an image related to the differences in dielectric properties of the structure.

Figure 6(a) shows the image of the target for our antenna and Fig. 6(b) shows the image for the
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Figure 6: (a) New developed antenna’s image; (b) Old antenna’s image.

old antenna for comparison. The strongest response spot at the middle bottom of the image is a
result of the direct reflection of the target. There is no side image for new antenna.

5. CONCLUSION

In this paper, the directivity of a dielectric rod antenna array is improved by using a low-loss
SIW feed network. Moreover, for this application, the efficiency is improved since conductor loss
is lower due to using relatively thick substrate. The array produces a high gain while keeping
S11 below —10dB at 8-12 GHz frequency band. The effect of this low-loss feed is also noticed in
So1 since the transmitted energy between two antennas is significantly higher. Additionally, it is
demonstrated that the antenna increases the reflected energy from an object placed in front of the
antenna, consequently a high-resolution image is obtained when used in an imaging system. From
a detection point of view, this is an advantage.
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Abstract— This paper presents coordinate transformation techniques for solving low-frequency
electromagnetic boundary value problems involving electrically-small geometrical features. The
major motivation is to eliminate the need for fine mesh and to allow uniform and easy-to-generate
meshes by placing transformation media into the computational domain. A salutary feature of
the proposed methods is the capability to handle arbitrarily-shaped geometries by using a ‘single’
mesh and by changing only the constitutive parameters inside the matematerial layer. Several
numerical simulations are illustrated in the context of finite element solution of electromagnetic
scattering problems.

1. INTRODUCTION

Electromagnetic wave scattering from electrically-small (i.e., dimensions are small compared to
the wavelength) objects or features has always been of interest in various fields of science and
engineering for more than a century. However, in such problems, numerical solution techniques
suffer from some difficulties due to the necessity to capture the small scale effects on the large
scale with adequate numerical precision. For instance, if an electrically-small object is located
in a medium together with other large scale objects, the mesh must be refined over the object,
leading in turn to a large number of unknowns. Practical applications may include the modeling
of a small antenna mounted on a large platform, or simulating thin interconnect structures in
integrated circuits. Such problems also complicate the process of mesh generation because of the
mesh refinement, and often introduce ill-conditioned matrix systems because of poor mesh quality.
This, in turn, makes it difficult to extract an accurate solution of such problems in a numerically
efficient manner.

In this paper, efficient numerical modeling of electromagnetic low-frequency problems is achieved
by means of specially-designed transformation-based metamaterials in the context of finite methods
(such as finite element or finite difference methods). The transformation-based metamaterials, in
general, depend on the duality relationship between the coordinate transformation and the material
parameters, in conjunction with the form invariance property of Maxwell’s equations under coordi-
nate transformations [1-7]. That is, Maxwell’s equations keep their form the same in the modified
coordinate system, but the original material parameters are replaced by anisotropic parameters to
mimic the field behavior resulting from the coordinate transformation. The principal idea in the
proposed techniques is to modify the computational domain and to suitably place transformation-
based metamaterial structures within the modified domain, and hence, to devise efficient simulation
tools employing uniform and easy-to-generate meshes and less number of unknowns. The proposed
techniques are illustrated via several finite element simulations.

2. DUALITY BETWEEN COORDINATE TRANSFORMATION AND MATERIAL
PARAMETERS

Let 7 — = T(7) be a general coordinate transformation, where 7 and 7 are the coordinates in the
original and transformed domain, respectively. Instead of dealing with the field formulations within
the modified domain, the original medium is replaced by an anisotropic medium so that transformed
fields satisfy the original forms of Maxwell’s equations. This property is known as the form-
invariance property of Maxwell’s equations under coordinate transformations. The constitutive
tensors of the anisotropic medium are obtained by [2]

and Ji=pA, where A= (det j) (JT : j>_1 (1)

[QI]]
Il
[0
=i
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Here, € and p are the permittivity and permeability of the original medium, respectively, and Jis
the Jacobian tensor that is J = 9(X,7,2)/9(x,y,z) in Cartesian coordinates.

Original fields in transformed coordinates, E (7), and transformed fields in original coordinates,

E(F), are interdependent. Namely, that the original fields within the transformed space can be
recovered by using the fields within the anisotropic material by using the following relation [2]:

E(ﬁ—»ﬁ(?):jT-EG) and ﬁ(F)eﬁ(F):jT-ﬁ(@ 2)

3. SCATTERING FROM ELECTRICALLY-SMALL OBJECTS

We consider a scattering problem where four electrically-small objects are illuminated by a plane-
wave (see Fig. 1). Numerical solution of this problem is challenging, because a large number
of unknowns must be introduced within the computational domain that is not occupied by the
object. The reason of this requirement is twofold: (i) The mesh must be refined around the
object to accurately estimate field variation with adequate numerical precision; (ii) Mesh truncation
boundaries (such as perfectly matched layer) must be located sufficiently far away from the object
to reduce spurious reflections. The equivalent problem transforms the original problem into a
relatively high-frequency problem, and employs a more convenient and uniform mesh generation
scheme with less number of unknowns. The “equivalence” here means that both problems result in
identical field values in their common free-space regions, and the fields inside the anisotropic layer
are related to the original near-fields at the close vicinity of the object through the field equivalence
in (2). A salutary feature of the equivalent problem is that the same mesh can be used for any
arbitrarily-shaped object by simply changing the constitutive parameters of the anisotropic layer
with respect to the geometry of the object. 5

In designing the metamaterial region, each point P inside £\ is mapped to P inside the trans-
formed region 2 = Q U, by using the following coordinate transformation T: (Qy — €

For=T(F) =K ([F—@)+7 where K =|fy—7|/||Fa—7 (3)

Here, 7, ™, and 7, are the position vectors of the corresponding points. The unit vector a is
emanated from a point inside the innermost domain (such as the center-of-mass point) in the
direction of the point P.

The technique is simulated by the finite element method, and illustrated in Fig. 2. In this
example, assuming TM, case, a plane wave whose angle of incidence is 90° with respect to the
x-axis is incident to four circular conducting objects, each of which has a radius of A/20 (A = 1m).

4. SCATTERING FROM OBJECTS COATED BY ELECTRICALLY-THIN DIELECTRIC
LAYERS

This section considers the scattering problem involving an object coated by electrically-thin dielec-
tric layers. It is evident that smaller-sized elements must be chosen inside the dielectric layers for

% f: ine

(©

Figure 1: Scattering from four electrically-small objects: (a) Original problem with refined mesh. (b) Zoom-
in of mesh refinement. (c¢) Equivalent problem with anisotropic metamaterial layers and uniform mesh [Q:
metamaterial layer, Qpyp,: perfectly matched layer].
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Figure 2: Finite element simulation of scattering from four electrically-small objects: (a) Scattered electric
field map in original problem. (b) Scattered electric field map in equivalent problem. (c) Bistatic RCS
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Figure 4: Finite element simulation of scattering from an object coated by an electrically-thin dielectric
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good numerical precision. However, by means of the proposed coordinate transformation technique,
it is possible to employ an easy-to-generate mesh without mesh refinement (see Fig. 3). In the de-
sign of the metamaterial, the region Qy = Q U Qq is mapped to the region Q = Qq, by using (3).
This transformation expands the fields inside the thin dielectric layer to the metamaterial region.
The finite element simulations are demonstrated in Fig. 4, where a circular object of diameter 2
is coated by a thin dielectric layer of thickness \/20 and dielectric constant 4.

5. CONCLUSIONS

We have proposed new techniques for numerical solution of low-frequency electromagnetic boundary
value problems by placing anisotropic metamaterial regions, whose parameters are obtained by
the coordinate transformation, within the computational domain to alleviate certain numerical
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difficulties. We have observed, through numerical results, that theoretical predictions are in good
agreement with the numerical simulations.
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Abstract— The Genetic Algorithm (GA) is a popular global optimizer. But in many appli-
cations, an optimization process of the GA is very computational cost due to the large quantity
of the fitness function evaluations. This paper explores reducing the GA’s computation burden
by using approximate function with the Support Vector Machine (SVM) to replace some exact
fitness function evaluations and the Dynamic Parameter Encoding (DPE) to compress the solu-
tion space adaptively. Numerical results are presented on a series of benchmark functions, and
show that in comparison with the traditional GA, the proposed GA enhanced by SVM and DPE
is able to reduce the quantity of exact fitness function evaluations more than 55%, or even more
than 80% while retains the basic robust search capability.

1. INTRODUCTION

The Genetic Algorithm has achieved great successes in many applications as a global optimizer. But
the GA optimization process is usually time-consuming because the fitness function evaluation is a
heavy burden, such as the computation of full-wave simulation [1] in antenna design optimization,
and it is common that the fitness function evaluations are invoked hundreds or even thousands
times before an acceptable solution is found. A promising approach to solve this problem is the
application of the approximate function evaluation based on learning machine, such as the Artificial
Neural Network [2], the Support Vector Machine [3] and so on, where the computational time of
the approximate function evaluation can be considered negligible in comparison with that of exact
function evaluation.

In these years the application of approximate function evaluation has been extensively exploited
in literatures [4-7]. Duo to the limited number and poor distribution of training data, the high
dimensionality of input space and the complication of the object function, it is very difficult for
learning machine to obtain a well global approximation of the exact fitness function which means one
can get a false optimum (false optimum for exact fitness function but real optimum for approximate
function). Many methods have been proposed to tackle this problem, but few of them are directly
connected with the accuracy of the approximation function which is the basic cause leading to this
problem.

In this work, a method which has a close connection with the accuracy of the approximate func-
tion is proposed with SVM as learning machine to replace some exact fitness function evaluations.
And in order to improve the efficiency further, DPE [8] is used to compress the solution space
adaptively.

2. A BRIEF INTRODUCTION OF SVM AND DPE

2.1. SVM

The SVM algorithm is a nonlinear generalization of the Generalized Portrait algorithm developed
in Russia in the 1960s. It is firmly grounded in the framework of statistical learning theory which
characterizes it the properties to generalize to unseen data [3].

Loosely speaking, like other learning machines, SVM can “learn” the relationship between the
independent and dependent variables of the training data generated by an unknown function and
construct an approximate function to describe the relationship.

2.2. DPE

The DPE can alter the mapping from gene to real value adaptively by using convergence statistics
derived from the GA population [8]. As shown in Figure 1, each generation the DPE algorithm
counts the population over the three overlapping target intervals. If the population counts for any
one of them exceeds a given trigger threshold then the search interval is changed from current
search interval to the corresponding target interval

DPE works as follows, shorter code length and smaller population size lead to a fast convergence,
then the mapping from genes to real values is changed, and another convergence comes, one time
after another until a satisfying result got.
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3. THE PROPOSED GA

As mentioned above, in order to avoid a false optimum, the approximate function evaluations are
usually used together with the exact function evaluations. There are generally two approaches.
One is individual-based which means in a population whose size is M, N (N < M) individuals
are reevaluated by exact function evaluation (all individuals are firstly evaluated by approximate
function evaluation). The other is generation-based which means in every M generations, all
individuals in N (N < M) generations are reevaluated by exact function evaluation.
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As we have known, the super results play an important role in the GA optimization process while
other individuals have little effect on the convergence. So it will works well that only the individual
which is considered as a super result (fitness ranking by approximate function evaluation) will be
reevaluated by exact function evaluation. We can see it is essentially an individual-based method.

The individual whose fitness A evaluated by approximate function satisfies the inequality (1)
will be considered as a super result

A+a-error > B (1)

where B is the fitness value of the individual who is the top a% of the last generation ranking by
the fitness, error is the average of the prediction error in last generation. Notice that the prediction
error can be evaluated only when it is considered as a super result so one can know its exact fitness
value and « is a coefficient.

We can see from inequality (1) that the proposed method is closely associated with the accuracy
of the approximate model. If the performance of model is unsatisfying, then error is large, so more
individuals will be regarded as super results to avoid that the real super result is missed. It coincides
with the situation that when approximate model performs bad, more exact function evaluations
are needed to avoid a false optimum. If the approximate model works well, error is small, then
less individuals are need to be reevaluated using exact function to reduce the computationally cost
as much as possible.

The DPE algorithm here is a little different from its original format but the basic method is
not changed. The normal length of gene and size of population is adopt to avoid the constraint of
gene so the method can be applied on other algorithms without the gene. And the following results
shows the changed form can still work well.

The main procedure of proposed GA is shown in Figure 2. At the beginning of the GA opti-
mization, the individuals evaluated using exact fitness function are kept as data samples to train
the SVM. During the whole process, the individuals evaluated using exact fitness function are kept
and every time the SVM is re-trained by newest data so the constructed approximate function can
perform better.

4. EMPIRICAL RESULTS

Some benchmark functions are utilized to verify the performance of the proposed GA. In this work
we set @ = 10 and o = 1.2. And the parameters of GA are set as follow: population size 100,
crossover probability 0.8, mutation probability 0.05 and using the test function as the objective
function. The convergence curves of best fitness are showed below. Every result is averaged over
20 time runs.

We can see from Figure 3 to Figure 6 that the proposed GA enhanced by SVM and DPE can
find better solutions with less quantity of exact function evaluations. And the GA enhanced by
either DPE or SVM also works better than the traditional GA. The further comparison is list in
Table 1. To get the results which have nearly the same fitness with each other, the computation
cost saved by the proposed GA is about 55% for 10D Griewangk’s function and 88%, 86% and 83%
for 10D Sphere function, 10D Ackley function and 10D Rastrigin function respectively.
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" * GA 2 1% GA with DPE
140 4% GA with DPE GA with SVM
. GA with SVM s 4 GA with SVM and DPE
A 4+ GA with SVM and DPE 64
120 4 < -
- s
1004 < 4
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Figure 3: 10D Sphere test function: Fitness of best  Figure 4: 10D Ackley test function: Fitness of best
individual for different methods. individual for different methods.
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Table 1: The comparison of the proposed GA and the traditional GA.

Traditional GA Proposed GA
Test function Average Number of exact Average best Number of exact
best fitness function evaluations fitness function evaluations
10D Sphere 274 5000 23.3 600
10D Ackley 4.0 5000 3.9 700
10D Griewangk’s 0.5 5000 0.5 2250
10D Rastrigin 64.2 5000 64.0 850

5. CONCLUSION

In this article, a GA with SVM to reduce the computational burden and DPE to compress the
solution space for greater efficiency is presented. The method used in this work is close related with
the accuracy of the approximate function. Results shows, it can save more than 55% computational

time.
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Image Restoration of the Objects with Superresolution on the Basis
of Spline — Interpolation

B. A. Lagovsky
Moscow State Institute of Radio Engineering and Automation (Technical University), Russia

Abstract— A new method of digital signal processing, which allows to obtain an image of the
object with superresolution presented and validated. The method is based on an approximate
numerical solution of Fredholm integral equation of convolution type. Solution is found in the
form of a set of discrete points with different amplitudes of the emitted signal, combined into
one image using spline interpolation. The maximum effective angular resolution found during
the numerical experiments on the mathematical model for different objects.

1. INTRODUCTION

The most important modern trend to improve surveillance and goniometric systems is obtaining
images of objects with the highest possible angular superresolution.

The inverse problem of reconstruction the angular distribution of the amplitude of the signal
source is investigated. A new method of digital processing of measuring data, which allows to
restore the image of objects with superresolution substantiated.

The method is based on the representation of the source in the form of sample values in a number
of equally spaced points and carrying-out the spline interpolation. The proposed signal process-
ing allows, increasing the required angular resolution, to approach to the limit of superresolution
for each problem. Use of the method is effective in reconstruction images of objects in different
ranges of electromagnetic waves, when the identification of objects, in the hydro- and radiolocation,
navigation.

2. PROBLEM STATEMENT

Denote the angular distribution of the amplitude of the emitted source (or reflected by) the signal
— I(a), the angular dependence of the signal envelope — U(«), radiation pattern — f(«). Then:

Ua) = / f(a - ) I(8)do, (1)
Q

where {2 — the angular location of the source region.

The problem is to reconstruct the distribution of the amplitude I(«) with the greatest possible
accuracy and the highest possible angular resolution, based on the analysis of U(«) and f(«).
The problem under consideration belongs to a class of inverse problems. Attempts to increase the
angular resolution compared to the classical value of

56 2 \/D, (2)

where D — the size of the aperture, A — wavelength of the radiation, by solving the Equation (1)
lead to the appearance instabilities in the solutions [1, 2].

It is well known that a significant improvement in stability and quality of the solutions can be
achieved by using a priori information about the source I(a).

Let a priori or from the analysis of measuring data is known that the zone of the location of
the source signal is limited by a certain angular region — ). The approximate solution will be
constructed by selecting initially values of I(c) in a number of discrete points o; € , j =1... M,
covering the whole area ).

Next, we represent the solution in the form of spline interpolation on these points:

M
I(a) = Zsj(J7 a)? (3)

where S; — polynomial describing the solution on the interval [o; a;11] and S; = 0 outside it,
J — vector of values of the amplitudes of the signal source at selected points with coordinates
Jj = I(Ozj).
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The problem thus reduces to choosing M — the number of restore points, searching the values
of I(a;) at these points and the coefficients of the splines on each interval [a;; a;41]. The number
of points M determines the required resolution.

We introduce the notation: B; — vectors of coefficients of polynomials S;. Vectors B; form
a rectangular matrix B. Posed problem of reconstructing the distribution of the amplitude I(«),
thus reduced to search the optimum in a certain sense the coefficients of the matrix B.

3. MAIN RESULTS

In a typical problem of constructing the interpolation functions the values of the function itself in
a number of discrete points are given. Is rrequired to find the coefficients of the splines. The values
I(aj) in the present problem of finding an approximate solution (1) are not given and worked out
together with the values the coefficients of splines.

Using (1, 3): Ny Ny
U(e) =Y / fla— )85, 0)do = 3 85, 0), (4)
=13 =1

where S; — integral transformations of splines.

To construct a solution based on (4) values « are chosen, belonging to a certain angular region
W, where the signal to noise ratio greater than the minimum acceptable. Usually, ¥ exceeds the
location of the source region 2. It is easy to show that the stability of the solutions of the inverse
problem increases with the increasing W.

Functions S; are defined in ¥ and form nonorthogonal system in it. Since the functions S}, and,

consequently S;, are completely determined by the matrix B, the inverse problem is parameterized.

Thus, for a given M the approximate solution of the inverse problem reduces to searching the
matrix of coefficients B on the basis of the analysis (4).

To construct the solution initially selected the desired resolution, which sets the required number
of points M. Further, the solution (4) can be realized in two ways.

First, the traditional way for the problems of this kind is to find a splines coefficients that
minimize the standard deviation of the right-hand side of (4) and the values of the received signal
U(«) in the sector .

The second way — replacing the continuous distribution U(«) by a set of discrete values of the
signal V;,, = U(ap,), m = 1,2,..., M in points covering the whole angular region ¥. Further in
this way, the matrix of coefficients B is calculated, providing the fulfillment strict Equality (4) at
these points.

The second way does not guarantee a minimum standard deviation, but it is more stable with
respect to the random components in the investigated signal. In addition, the processing of signal
in this case is much higher.

Both ways of solving the inverse problem leads to finding solutions of systems of linear algebraic
equations.

In the first way, the first M equations of the system are obtained by differentiation:

/(U(a) _ 5,0, a))aimsju, a)da =0, mj=1,2.. . M (5)
\

In the second way, the first M equations are a sampling signal values:

M
Ulan) =Y [ Han = 6)Si(0.0)d0. mj=1.2....M (©)

j=1 o)

Most widespread type of spline interpolation is to construct cubic function on each interval [ay,,
ant1), n=1,2... M. On the whole interval, it is piecewise continuous with their first and second
derivatives. The coefficients of splines are evaluated from the spline conditions join of solutions of
adjacent splines of the nodal points.

These conditions allow us to make 3M equations. As a result, we obtain a system of 4M
equations. The resulting system is a complete system of equations for the values of the function
I(«) at the points a; and the coefficients of all splines.
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When using other types of splines conditions of joining of solutions of adjacent splines also allow
to get together with (5), (6) a complete system of equations for the coefficients of splines.

Systems of linear equations that need to be solved to determine the coefficients of the splines
at given values of J, a well-conditioned. It allows to obtain the coefficients of polynomials with
high accuracy. As a result, even with a large number of equations, calculation scheme does not lose
stability. Stability of the solutions in these cases completely determined by stability of systems of
equations for J; based on (4).

In an iterative search for the approximate solution of (1) the number of points M consistently
increased until it is still possible to obtain stable adequate solutions.

Thus, the proposed method and algorithms based on it make allow to approach to the limit
effective angular resolution for each problem to be solved.

4. SIMULATION RESULTS

Quantitative characteristics of superresolution were investigated on a mathematical model. Con-
sidered radiation pattern formed by the antenna array with uniform current distribution on the
radiators. Dimensions of the antenna array are equal to 30\ x 30A. First, the characteristics of the
object were specified in the form of distribution I(«). Next, the received signal measurement system
U(a) was calculated. In the next stage of modeling the inverse problem is solved, i.e., the restora-
tion of the distribution of I(«) by solving the resulting system of linear algebraic Equations (5),
(6).

The inverse problem was solved with ever higher resolution, ie sequential increase in the number
of points M in (4).

The effectiveness of different types of interpolation was investigated on the model. There are
many ways interpolation of functions. Here are some of them.

The easiest and quickest way of interpolation is linear spline. The accuracy of interpolation with
linear splines is not very high; in addition, they do not provide the continuity of the derivatives.
They should be used for initial estimates of the angular distribution of the amplitude of the signal
source.

Their use also is effective in finding the location of discrete sources. In addition, in some cases,
a piecewise linear approximation of the function may be preferable to the approximation of higher
order. For example, a linear spline preserves the monotonicity given set of points.

Other types of splines interpolation is carried out a bit slower then linear, but the quality of signal
restoration is much higher. Using various methods of splines interpolation, for example, Bessel for
a smooth signal restoration, or Akima splines to minimize false oscillations we can qualitatively
and quickly restore the amplitude distribution I(«) of different types [3,4].

Figure 1 shows the results of reconstruction of source of signals in the form of two sharp peaks
with different amplitudes. Showing: dashed curve — analyzed the received signal U(«), fat dashed
curve — the signal source I(«), broken line — reconstructed source on the basis of linear inter-
polation, fat curve — reconstructed source on the basis of the cubic of interpolation, 6y 5 — the
beamwidth.

The quality of source reconstruction of signals should be regarded as a good. The angular
resolution exceeds the Rayleigh criterion in 4-5 times. Source positions of the two maxima are
found exactly, almost without moving from their true position.

VAR N (@)
I(a) |

0 0
-6()‘5/2 0 90'5/2, a 'H0y5/2 0 90.5/2, (24
Figure 1: The results of reconstruction of the source Figure 2: The example of reconstruction.

image.
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The results confirm the well-known lack of cubic splines. They begin to oscillate around the
point, significantly different from their neighbors. On the segments adjacent to the ejection, the
splines deviates noticeably from the interpolated function due to the influence of the ejection. In
such a cases, preferable to use Akima spline — a special type of cubic spline that minimizes false
oscillations and resistant to outliers. Only data from the next neighbor points is used to determine
the coefficients of the interpolation polynomial. There is no need to solve large equation systems
and therefore this interpolation method is computationally very efficient [3]. The monotonicity
of the specified data points is not necessarily retained by the resulting interpolation function. By
additional constraints on the estimated derivatives a monotonicity preserving interpolation function
can be constructed [4].

Figure 2 shows the results of source reconstruction of signals in the form of a smooth curve with
two maxima. The dashed curve — U(«), thick dashed line — the source of the signal I(«), solid
curve — the reconstructed source based on parabolic interpolation, fat curve — source reconstructed
by Akima spline.

The distribution of the amplitude of the source of the main peak using a parabolic interpolation
was found with high accuracy. The position of the second peak was found with a little mistake. In
the area bordering with splashes of functions false oscillations arose.

Using Akima splines allowed almost perfectly restore the image of the object.

5. CONCLUSIONS

Investigation results show that the proposed method of digital signal processing allows to recon-
struct images of objects with superresolution with little distortion. The main advantages of spline
interpolation are the stability of the obtained solutions and the low labour-intensiveness. Using the
suggested algorithms in the design of new systems allows to simplify the technical solutions and to
reduce their cost.

The achieved resolution exceeded the Rayleigh criterion in 4-7 times, which coincides with the
results obtained by other algebraic methods [5, 6].

REFERENCES

1. Engl, H. W., M. Hanke, and A. Neubauer, Regularization of Inverse Problems, Kluwer Aca-
demic Publishing, Dordrecht, 2000.

2. Quinquis, A., E. Radoi, and F.-C. Totir, “Some radar imagery results using superresolution
techniques,” IFEE Trans. Antennas and Propagation, Vol. 52. No. 5, 1230-1244, 2004.

3. Akima, H., “A new method of interpolation and smooth curve fitting based on local proce-
dures,” J. ACM, Vol. 17, No. 4, 589-602, 1970.

4. Hyman, J., “Accurate monotonicity preserving cubic interpolation,” SIAM J. Sci. Stat. Com-
put., Vol. 4, No. 4, 645-654, 1983.

5. Lagovsky, B. A., “High performance angular resolution algorithm for radar systems,” PIERS
Proceedings, 1637-1641, Moscow, Russia, Aug. 18-21, 2009.

6. Lagovsky, B. A., “Algorithm for the determination of targets coordinates in structure of
the multiple targets with the increased effective resolution,” PIERS Proceedings, 1642—1645,
Moscow, Russia, Aug. 18-21, 2009.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19-23, 2012 993

Superresolution: Simultaneous Orthogonalization of Function
Systems Describing the Received Signal and its Source

B. A. Lagovsky
Moscow State Institute of Radio Engineering and Automation (Technical University), Russia

Abstract— This paper describes how the quality of image reconstruction signal source can
be improved by increasing the stability of the inverse problem. Increased stability is ensured
by the simultaneous representation of the solution and the investigated signal in the form of
interconnected series.

1. INTRODUCTION

We investigate one of the most important ways to improve a broad class of devices and systems of
different physical nature: improving the quality of work by increasing the angular resolution on the
basis of new methods and algorithms for signal processing. Used methods and algorithms for digital
signal processing, called algebraic, allow to reconstruct the image of objects with superresolution.
Their work is based on the carrying out the parameterization of inverse problems and reducing
them to ill-conditioned systems of linear algebraic equations.

2. PROBLEM STATEMENT

Suppose that the object of investigation with finite angular size is located in a scan sector. Direc-
tional pattern f(«) and the angular dependence of the envelope of the output signal U («), obtained
by scanning the sector for one of the angular coordinates, are given.

The received signal associated with the radiation source by means of integral transform:

Ula) = / f(a - ) 1(8)do, (1)
Q

where € — the space angle in which the source is located. Based on analysis of the signal U(«) is
required to find the angular distribution of the amplitude of the reflected (or emitted) by the object
signal I(a)) with the largest possible angular resolution and accuracy. The problem reduces to an
approximate solution of (1) — the linear Fredholm integral equation of the first kind of convolution
type [1,2].

Since the required solution I(«) can always be represented as an expansion in the complete
orthonormal function system g, («) in §2:

[e.e]
I(a) = Z bmgm(a)a (2)
m=1
then the received signal can be written as a superposition of functions x,,(«), are the images of
gm(Q):
oo
Xnl@) = [ Fla = 0)gn(@)dd, Ula) = 3 buxna) (3)
Q m=1
To construct an approximate numerical solution the decomposition of a finite function system
when N functions g,,(«) is used. The expansion coefficients b, can be found by minimizing the

standard deviation §2 of the finite sum in the form (3) from the U(«a) in the scan sector ©, i.e., by
solving the system of equations:

N
JU@xi@da= Y b [sl@hn(alda j=12..N (1)

5) m=l g
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In matrix notation by typing:

v, = / Ula)xj(0)da Gy = / 13 (@) xm(@)da (5)

S} e

we obtain a system of equations for the unknown vector B:
V=GB (6)

The principal feature of the systems of Equations (5), (6) is their ill-conditioning, which is a
consequence of attempts to solve the inverse problem. Even small perturbation by the standards
of direct problems of the received signal due to the presence of noise can significantly change the
obtained solutions.

Increased stability of solutions can be achieved if the functions x,,(«) are orthogonal in the
sector ©. In this case, only the main diagonal elements of the matrix G are nonzero.

The coefficients by, are arrived directly at a solution of each of Equation (4), but not for solving
ill-conditioned systems (5), (6):

/U(a)xm(a)da :bm/xm(a)Qda m=1,2...,N (7)
© (C]

In the role of orthogonal functions x;,(«) can act eigen function (1). However, their numerical
search even in the case of a degenerate kernel is reduced to solving ill-conditioned problems, and
hence to the appearance of instabilities. Construction of an orthogonal function system in sector
© can be done on the basis of the process of Gram-Schmidt orthogonalization of (). In this
case, however, the resulting functions are the images of non-orthogonal functions in sector €2, and
hence the source I(«) is represented as a superposition of non-orthogonal functions, which reduces
the quality of the solutions.

The problem arises of choosing an orthonormal function system §,,(a) in 2, images of which
Xm () are orthogonal in ©.

3. MAIN RESULTS

To build such a system first, we introduce in Q an orthonormal function system g, («), m =
1,2,...,N. On this basis, in accordance with (3) we obtain a nonorthogonal function system
Xm(a) in ©. Next, we arrange a matrix of scalar products:

Smin = (s Xn) = / X (@)X (66 (8)

S}

and transform it to a diagonal form, for example, by transforming
S =T7ST, 9)

where the columns of the matrix T — eigenvectors of S, T7 — transposed matrix. Also in order
to reduce the matrix S to the diagonal form well-known numerical algorithms can be used.
Using the found matrix 7', we get a new function system Y, («):

N
Xm(@) = Tjmxj(a), m=1,2,...,N. (10)
j=1

The system (10) is orthogonal in the area ©, that is easily verified by direct computation of
scalar products:

N N ~
(s o) = 3, TimTin [ Xs(OX6(8)d6 = 3 TynTinSi = S (11)

3ri=1 o 3=l

where S, , — diagonal matrix elements (9).
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So we find the function system g, («) that generates the resulting orthogonal system (10):

:/f(a¢)§m(¢)d¢, m=1,2,... N. (12)
Q

From (10):

N

N
=3 T [ sla = 05016 = [ =) [ S Tsoo) | ao (13)
i=1 o) j=1

Q
Comparing (12) and (13), we obtain:

N
@) =Y Tm,jgi(@) (14)
i=1

Therefore, the desired function system is a superposition of the original functions g, (a). More-
over, it is formed by the same linear transformation (10) as the system X, («).

The obtained system (14) is orthogonal in the location of the source area 2.

Indeed, since the functions g,,(«) are orthogonal and eigenvectors of S, that form a matrix T,
are orthogonal too, we obtain:

[ (@)oo Zﬁxm“/<wmww={§;ﬁjfn, m—ij, (15)

Q 7yi=1

Thus, based on a given of N orthogonal in Q functions g,,(«) we constructed a new orthogonal
in the same range function system g,,(«). It generates an system of functions X,,(«) orthogonal
in ©. The resulting system (14) and initial system (10) allow us simultaneously to present the
required solution, and analyzed signal U(«) in the form of expansions in orthogonal functions,
which simplifies the analysis of the problem and its numerical solution.

As a result, representing the received signal in the form:

N
02 Y Crim(a) (16)
m=1
we find the coefficients of the expansion:
1
Cn=p- / U(a)fm(a)da, Pp = / Tml@)?da (17)
" (S ©

The received signal, using (1), (14), (16) also can be written as:

N
- /f(a — )I($)do = Z ConXom (@ /f a— ) (Z Cmém(¢)>d¢ (18)
5 m=1

Equating the integrands in (18), we obtain an approximate solution to the inverse problem as
an expansion in a finite function system introduced by (14) or by the original system g, ():

N N
)= Y Cugmla) I(a) =3 big;(a), =Z (19)
m=1 7=1 m=1

The open question is the choice of the initial function system g,,(a). At the same stability of
algorithms based on various g,,(«) the degree of conformity the obtained approximate solutions to
the true depends on the chosen function system.

The choice of the g,,(«) should be based on a priori, and also detected in the signal processing
new information about the solution. Such information can be, in particular, the size and location
of source localization, monotonicity, smoothness, continuity of the angular distribu