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Abstract— The recently regulated 10GHz bandwidth (71–76 GHz and 81–86 GHz) within the
E-band (60–90GHz) is of particular interest for fixed wireless systems. Since radio-over-fiber
(RoF) techniques have opened up the possibility to transmit up to 100 Gb/s in such a wide
bandwidth, it is one of the most interesting technologies for ultra-broadband wireless link.

In this work, we present E-band waveguide photodiodes (PDs) with high external quantum
efficiency, which are required for such ultra-broadband RoF links. In detail, we demonstrate
advanced partially p-doped, partially non-intentionally doped (PDPN) absorbing 1.55µm wave-
guide PDs implemented in a mushroom-type layer structure primarily approaching 71–76 GHz
operation within the E-band. Furthermore, a passive optical waveguide (POW) is monolithically
integrated in the layer structure and is used for efficient optical coupling. As a result, an ex-
tremely flat frequency response with a deviation of less than ±1 dB in the complete E-band is
experimentally achieved. Moreover, an output radio frequency (RF) power level exceeding 0 dBm
at a photocurrent in the order of ∼ 15mA is obtained, e.g., at a frequency of 72GHz. Since no
1 dB compression point is adumbrated, maximum safely working photocurrent levels of ∼ 20mA
are expected for cooled operation. For superlative devices, a DC responsivity of up to 0.5A/W
was actually found even without additional anti-reflection (AR) coating.

For hybrid integration in a wireless E-band transmitter module, the PDs comprise a grounded
coplanar waveguide (GCPW) output circuitry employing linearly tapered feeds. Thus, a matched
GCPW circuitry with a 50 Ω output impedance is realized. To ensure a return loss exceeding
20 dB for the 70 GHz band operation, additional LC resonant GCPW circuits were studied and
modeled using the method of moments (MoM). Applying the designed GCPW circuitries to
the devices, the resulting return loss was optimized about 10–20 dB in the frequency range of
70–90GHz.

1. INTRODUCTION

Photonic high-capacity wireless systems exploiting manifold millimeter wave (mmW) and RoF
techniques are taken into account as a disruptive technology, e.g., for expansion in optical access
and metro networks and in mobile backhauling [1–5]. Here, leadoff E-band (60–90 GHz) regula-
tions were constituted by the Federal Communications Commission (FCC) in the United States
allocating frequency bands within 71–76 GHz, 81–86 GHz and 92–95 GHz with the exception of the
94–94.1GHz portion. Europe and other countries such as Canada and Australia quickly adopted
these regulations [2].

In the recent past, we already demonstrated 60 GHz photonic wireless systems with record data
rates up to 27 Gb/s [3]. Due to the oxygen absorption at 60 GHz, it is more beneficial for fixed
wireless systems with spans of > 1 km to operate at even higher frequencies. For this reason,
concentrated attention is paid to the 10 GHz bandwidth within the 71–76GHz and 81–86 GHz fre-
quency bands. Additionally, these allocations enable full duplex multi-gigabit wireless transmission
with bandwidths up to 10 GHz [4].

For ultra-wideband wireless RoF system operation, photonic transmitter and receiver modules
are required. It is certain that the expensive and time-consuming realization of a module like, e.g.,
a photonic transmitter exploits discrete components such as coaxial cables or bulky rectangular
waveguides for connection between the PD and the antenna. Furthermore, additionally imple-
mented transitions and connectors are needed and result in additional losses, oversized module
dimensions and once more lead to higher costs.

Thus, a particular focus is put on an integrated photonic solution to reduce costs and device
dimensions. This means that the PD as well as the antenna would be monolithically or hybrid
integrated on one die [6] or a RF subcarrier [7]. For this purpose, wideband waveguide PDs with
high bandwidth as well as high external quantum efficiency are essential.
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In this work, wideband 1.55µm waveguide PDs featuring a monolithically integrated shallow
ridge-type POW for efficient lateral fiber-chip coupling are introduced for hybrid integration in
a wireless E-band transmitter module as part of an ultra-broadband RoF link. Thoroughly, the
active PD section takes advantage of a PDPN absorbing layer centered in a mushroom-type opti-
cal waveguide to ensure wideband operation. Besides technological achievements, we present the
experimental characterization and study resonant GCPW circuits enabling optimized impedance
matching within the E-band.

2. WIDEBAND 1.55 µm WAVEGUIDE PHOTODIODES

For ultra-broadband RoF applications, an InP-based double-waveguide PD operating at the optical
wavelengths around 1.55µm is designed primarily approaching 71–76 GHz operation and fabricated
by means of conventional photolithography, selective etching and metal evaporation. More precisely,
a monolithically integrated shallow ridge-type InGaAsP/InP POW for efficient lateral fiber-chip
coupling is introduced below the active PD section. A view on the model of the developed device
is given in Figure 1. Here, a fiber-chip coupling loss of ∼ 1 dB is determined at the facet of the
POW. Furthermore, maximum coupling efficiencies between the POW and the active waveguide
section and an absorption within a PD’s length of < 20µm are achieved in exceed of 90% and
70%, respectively [8]. Experimentally, DC responsivities up to 0.5A/W were found for superlative
devices even without additional AR coating.

The active PD section benefits from a PDPN absorbing InGaAs layer centered in a mushroom-
type optical waveguide [9]. Thoroughly, a highly p-doped InP upper cladding layer balances the
trade-off between the active optical waveguide losses and the series resistance. The absorber consists
of a graded p-doped InGaAs layer in combination with a non-intentionally doped InGaAs layer to
enhance the transit times of the photo-generated carriers. Further weakly n-doped InGaAsP layers
are introduced as spacer layers between the InGaAs layer and the weakly n-doped guiding InP
stripe layer (POW) to overcome the band discontinuity.

For RF characterization, a coplanar ground-signal-ground probe (∼ 50Ω) was applied to measure
the output power RF levels of the PD. In Figure 2, the fabricated PD and the corresponding
frequency response are presented. As can be seen from the measured response, a flatness of < 2 dB
within the 60–90 GHz frequency band is achieved. The PD was operated without additional cooling
at a photocurrent of 1 mA and a drive voltage of −8V. Moreover, an output power level exceeding
0 dBm (1 mW) at a photocurrent of approx. 15 mA is obtained, e.g., at 72 GHz. Since no 1 dB
compression point is adumbrated, maximum safely working photocurrent levels of ∼ 20mA are
expected for cooled operation.

3. PLANAR RESONANT GCPW CIRCUITS

For hybrid integration in a wireless photonic 71–76 GHz transmitter module such as presented
in [10], the PDs feature a GCPW output circuitry employing linearly tapered feeds followed by
implemented output pads (∼ 50Ω) for bonding. A detailed illustration of the fabricated PD is
given in Figure 2(a). In Figure 3(b), results of measured S22 are presented. Here, S22 of the
device integrated solely with a GCPW output circuitry decreases from about −6 dB at 60 GHz to
< −8.5 dB at 90 GHz. Maximum return loss exceeding 9 dB is identified within 71–76 GHz and
81–86GHz.

Figure 1: Schematic of the developed double-waveguide 1.55µm PD (without output GCPW circuitry).



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 405

(a) (b)

Figure 2: (b) Relative frequency response of (a) the fabricated waveguide PD for the 60–90 GHz frequency
range.

(a) (b)

Figure 3: (b) Upper red curve: measured scattering parameter S22 of a fabricated waveguide PD with a
linearly tapered GCPW circuitry and bond pads, and lower blue curve: calculated S22 of the same device
extended by the modeled GCPW matching circuitry shown in (a).

To ensure a return loss of > 20 dB at least for the 70 GHz band operation, resonant LC circuits
employing the GCPW approach were designed utilizing the analytic model presented in [11] and
simulated based upon MoM analyses. As an example, a fabricated PD combined with modeled
GCPW matching circuitry is shown in Figure 3(a). For compensation of identified capacitive
behavior dominating on S22 of the fabricated device, inductance is implemented by the narrowed
center conductor and additional cavities in the ground planes. When the PD is extended by the
matching circuitry, an overall optimization of S22 in the order of 10–20 dB is achieved within
70–90GHz as presented in Figure 3(b). Consequentially, a return loss exceeding 20 dB is realized
within the 71–76 GHz and 81–86GHz frequency bands. Moreover, a minimum S22 of −28 dB is
obtained at a frequency of 82 GHz, which results actually in an optimization of around 20 dB.

4. CONCLUSIONS

In this paper, we demonstrated wideband double-waveguide PDPN absorbing 1.55µm mushroom-
type PDs studied in conjunction with modeled GCPW matching circuitries for optimized operation
within the E-band. Experimentally, fabricated PDs comprise an extremely flat frequency response
of < ±1 dB for the entire 60–90 GHz range. Due to the high linearity measured without additional
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cooling, output RF power levels of > 0 dBm are achieved at photocurrents in the region of 15 mA
within 71–76 GHz. Furthermore, an output return loss of up to 28 dB is obtained, when the designed
planar LC matching circuit is applied to the PD resulting in an overall optimization of S22 in the
order of 10–20 dB for the 70 GHz and 80GHz bands. Details relating to the hybrid integration in
a wireless E-band transmitter module can be found in further contributions presented within the
conference [12, 13].
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4. Stöhr, A. and D. Jäger, “High data rate radio over fiber technologies,” Proceedings of IEEE
Photonics Conference (PHO 2011), 192–193, Arlington, Virginia, USA, Oct. 2011, Invited
Paper.
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10. Rymanov, V., M. Palandöken, S. Lutzmann, B. Bouhlal, T. Tekin, and A. Stöhr, “Inte-
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Abstract— Electronically controllable phase shifters exploiting thin layers (films) of BSTO
ferroelectric are elaborated. Their basic advantage over ferrite phase shifters is their convenient
control from a DC biasing voltage which can be implemented even within integrated circuits, in
contrary to bulky electromagnets required by ferrite technology. However, this convenience is
offered at the expense of much higher losses. Printed line technologies operating at a differential
(odd) transverse electromagnetic (TEM) mode like Coplanar Strips (CPS), coplanar waveguide
(CPW) and grounded CPS excited at their odd mode are found more appropriate. These lines
yield the necessary field confinement within the BSTO thin layer which maximizes its interaction
with the electromagnetic field to yield the highest possible phase shift.

1. INTRODUCTION

The trend for mobile communications is clearly moving toward increasing number of communica-
tion standards and services which occupy increasingly wide frequency ranges. In order to meet
these rapidly increasing demands, the need for directional antennas with different functionalities
arises. Such antennas could be implemented in base stations and work together with analogue
phase shifters in order to electronically control their performance without changing the geometrical
characteristics of the antenna. Herein we focus our effort on phased arrays providing radiation
pattern that is electronically controlled allowing tunable beam steering or scanning. Recent appli-
cations of phased array antennas are encountered in smart base station antennas for WLAN and
cellular communications, in traffic control and collision-avoidance radars, wireless sensor networks,
environmental monitoring and RFID tags. This work mainly aims at investigating analogue phase
shifters based on ferroelectric materials that control the excitation’s phase sequence of a phased ar-
ray with the objective of achieving wideband operation, large phase shifts and a corresponding wide
beam steering. After concluding to the suitable phase shifter, we will implement it in a 4-element
phased array operating at 2.4 GHz Wi-Fi band.

A general architecture of a phased array is presented in Fig. 1, which is comprised of power
dividers, electronically controllable (possibly analogue) phase shifters and appropriate antenna
elements. Normally phase shifters are the devices in a phased array antenna that allow the radiated
beam to be steered in direction. Depending on the manufacturing method, phase shifters can
be classified into the following categories; MEMS phase shifters, ferrite phase shifters, MMIC
phase shifters and ferroelectric phase shifters. Various types of antenna elements that include wire
antenna, microstrip patches, horn antenna and waveguide are used. Power dividers are used for
splitting microwave signals to feed the radiating elements.

Tx

Rx

Power dividers

Phase shift
Antennas

ters

Figure 1: Four element phased array based on electronically controllable phase shifters.
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(b)(a)

Figure 2: A structure of microstrip-based ferroelectric phase shifter: (a) Bulk (∼ 100 µm) BSTO substrate,
and (b) thick film (∼ 25 µm) BSTO.

2. FERROELECTRIC PHASE SHIFTER

Ferroelectric materials have the potential to overcome the limitations of MEMS, ferrite and MMIC
phase shifters but at the expense of their high insertion loss [1]. Several groups have investigated
the possibility of implementing phase shifter circuits using barium strontium titanate (BSTO),
which has an electric field tunable dielectric constant at room temperature. In these circuits the
ferroelectric material BaSrTiO3 (BSTO) either forms the entire microwave substrate (Fig. 2(a)) on
which the conductors are deposited or a fraction of the substrate with thick BSTO film sandwiched
between the substrate and the conductors (Fig. 2(b)). Bulk or thick film circuits rely on the principle
that because a large part or all of the microwave fields pass through the ferroelectric layer, the phase
velocity of waves propagating in these structures can be altered by changing the permittivity of
the ferroelectric layer, with the aid of a DC-voltage control. The voltage controllability constitutes
actually their main advantage over ferrite phase shifters which require heavy electromagnets to
create the DC biasing magnetic field.

Particularly if the DC electric field is applied perpendicular to the direction of propagation of
the electromagnetic signal, as shown in Fig. 2, the propagation constant (β = 2π/λ) of the signal
will depend upon the DC biasing electric field since (β = 2π

√
εr ,eff /λ) and (εr ,eff ∝ εr(Vbias)). The

total wave delay will become a function of the DC biasing field, and, therefore, will produce a phase
shift (∆ϕ = l ·∆β), where l is the length of the line. As a result, the associated differential phase
shift can be written in terms of effective dielectric permittivity:

∆ϕ(Vbias) =
l · 2πf

c

[√
εr ,eff (0)−

√
εr ,eff (Vbias)

]
(1)

The strong dependence of the dielectric permittivity of the ferroelectric material on the applied
bias electric field can be derived from the Vendik formula, [4]:

εr(T,E0) =
ε00[

(ξ2 + η3)1/2 + ξ
]2/3

+
[
(ξ2 + η3)1/2 − ξ

]2/3
− η

(2)

where ε00, ξ, η are parameters derived from the same Vendik analysis [4].
The above analytical expression is programmed in Matlab. For the ferroelectric material

BaxSr1−xTiO3 with barium concentration of x = 0.5 and in room temperature T = 300 K at
paraelectric state the εr shows a continuous decrease from εr(E0 = 0) = 650 to about εr(E0 =
200 kV/cm) = 268.

Because of the handling and fabrication difficulty in using a single bulk ferroelectric layer, most
of the phase shifter designs are based on multilayer microstriplines and preferably coplanar strips
(CPS) or coplanar waveguide (CPW) technologies, where a thin layer of BSTO is utilized. The
requirement for CPS or CPW geometries is satisfied by the fact that when BSTO is formed into
a very thin layer its interaction with the electromagnetic field below the microstrip line becomes
minimal, since the electric field is perpendicular to the strip conductor. Hence, a printed line where
the electromagnetic energy will be concentrated within the thin BSTO layer should be employed.
Thus CPS or CPW operating at the appropriate differential mode should be adopted.
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3. DESIGN OF CPS FERROELECTRIC PHASE SHIFTER

Coplanar-Strips (CPS) on multilayer substrates including a ferroelectric layer are considered. The
simple analytic formulas obtained by Gevorgian [1] are utilized herein. These are based on a
conformal mapping technique and assume uniform dielectric permittivity distribution in the ferro-
electric layer. So, the basic parameters of the ferroelectric transmission lines, such as capacitance,
impedance and effective dielectric constant are computed using Matlab and exploited for device
design and optimization. In coplanar-strip (CPS) lines, in contrast to microstrips, the desired
impedance may be achieved by appropriate selection of the strip width (s) and gap (2g) regardless
the thickness of the substrate (Fig. 3(a)). Besides that, the important feature of CPS is their
inherent ability to operate in the “odd” mode. Operating in the odd mode the electromagnetic
energy is concentrated between the two strips and thus within the BSTO film. Hence the interac-
tion is maximized and similarly the resulting controllable phase shift. Likewise the CPW geometry
(Fig. 3(b)) operates in a differential mode, since it can be obtained from three coplanar strips with
the signal conductor in the middle. In contrary the grounded coplanar strips or coupled microstrip
lines which could be another possibility may operate in either the desired “odd mode” as Fig. 3(c)
or at an “even” mode (Fig. 3(d)). In this case the appropriate excitation of the odd mode should
be ensured. For the three-layer CPS shown in Fig. 3, we assume that the permittivity of the layers
is decreasing going away from the strips: εr1 > εr2 so that the electric field streamlines are pre-
dominantly parallel to the dielectric/dielectric interfaces and concentrated within the BSTO layer,
thus maximizing the interaction in the odd mode.

4. NUMERICAL RESULTS

Using the analytical formulas [1], the geometrical characteristics of a multilayer ferroelectric CPS
line (Fig. 3(c)) are optimized aiming at a well matched transmission line with Z0 = 50 Ω, to yield
the parameters of Table 1.

In order to reveal the impact of the ferroelectric film on the phase shifter tunability, grounded
CPS lines loaded with different BSTO thickness h1 = 0.5, 1, 2 and 5µm for an operation frequency
at 2.45 GHz is examined. The corresponding characteristic impedance with zero bias was found
Z0 = 52.89Ω, while the resulting phase shift is presented in Fig. 4(a). The dependence of the
characteristic impedance on the biasing DC electric field (E0) is shown in Fig. 4(b). The Z0 variation
is exactly due to the corresponding changes in the BSTO dielectric constant and consequently to

(a) (b)

(c) (d)

Figure 3: Ferroelectric phase shifter based on (a) CPS line technology, (b) CPW technology and coupled
microstrip lines or grounded CPS geometry operating at (c) “odd mode” or (d) “even mode”.

Table 1: Design parameters of the grounded CPS ferroelectric phase shifter with Z0 = 50 Ω operating in its
“odd mode”.

Ba0.5Sr0.5TiO3 MgO
s 2g h1 εr1 h2 εr2

320 µm 48 µm 0.5 µm 650 500 µm 9.7
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(a) (b)

Figure 4: (a) Simulated results of CPS phase shifter showing increasing phase shift with increased BSTO
ferroelectric thickness (h1 = 0.5, 1, 2 and 5 µm), (b) the corresponding characteristic impedance Z0.

(a) (b)

Figure 5: S-parameters of the grounded CPS ferroelectric phase shifter obtained with the aid of ADS
momentum: (a) Insertion and return loss and (b) phase shift versus frequency for different DC-bias.

εr ,eff dependence on E0. This dependence is approximately of the form Z0 ≈ 1/(Up · C) where
C = the capacitance per unit length and Up the phase velocity Up = ω/β = clight/

√
εr ,eff . This Z0

variation reveals another important requirement for the impedance matching for the ferroelectric
phase shifter to the 50 Ω lines connected at its input and output ports. In general such a wideband
matching can be achieved by utilizing radial stubs.

Observing the phase shifts, one may conclude that the CPS line with a 2µm ferroelectric sub-
strate provides 3 times higher tunability compared to its 0.5µm counterpart, while 5µm substrate
gives 6 times improved phase difference. This behavior can be justified by the relatively low mi-
crowave frequency (2.45GHz) where larger dielectric (BSTO) thickness is required to confine most
of the electromagnetic energy within that layer. On the other hand, it should be noted that the
larger the thickness of the ferroelectric substrate, the more deteriorates the corresponding dissipated
power due to its high loss tangent.

The designed phase shifter is based on a grounded CPS (Fig. 4(c)) loaded with Ba0.5Sr0.5TiO3

thin film of 2µm thickness, dielectric constant ranging from εr1 = 650 at zero bias to εr1 = 268 when
applying a DC electric field of E0 = 200 kV/cm and a loss tangent of 0.05. The ferroelectric thin
film is usually grown by chemical vapor deposition (CCVD) on 0.5mm MgO [3]. The phase shifter
results are shown in Fig. 5, where both the magnitudes of S11 and S21 (Fig. 5(a)) and the phase of
S21 (Fig. 5(b)) are depicted. The phase shifter exhibits an insertion loss of |S21| ≈ −2.2 dB and a
return loss of |S11| ≈ −13.3 dB at zero DC bias state. The phase shifting ability of the ferroelectric
phase shifter can be proven from the response of the phase of S21. The maximum phase difference
can be obtained by biasing the ferroelectric film with a DC electric field of 200 kV/cm, resulting to
a phase difference of 169.1◦.

5. CONCLUSIONS

This paper demonstrates the possibility for integration of electrostatically actuated multilayer CPS
phase shifters to be exploited in a phased array antenna system. Additional phase shifter designs
based on CPW technologies will be presented at the symposium. The next step is the design of the
feed network and antenna patches based on microstrip technology in order to complete the whole
phased array and present the beam steering capability.
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Av. San Claudio y Rı́o Verde, Ciudad Universitaria, CP 72570, Puebla, Pue., México

Abstract— A new approach for the solution of direct and inverse problems of distribution of
electric field is considered here on the base of the General Ray Principle (GRP). GRP leads
to explicit analytical formulas (GR-method) for the direct boundary value problems and for
the coefficient inverse problems for the Laplace type equations. Here we develop GR-method
for some type of equations and domains. In the case of noised data we use regularization by
spline approximation method. New variants of GR-method are realized by fast algorithms and
MATLAB software, whose quality is justified by numerical experiments.

1. INTRODUCTION

We consider the Dirichlet boundary value problem for the Laplace equation written in the divergent
form, namely

∇ (ε (x, y)∇u (x, y)) = 0, (x, y) ∈ Ω; (1)
u (x, y) = f, (x, y) ∈ Γ; (2)

The problem (1) describes the distribution of the potential function u(x, y) for the electrostatic
stationary field [1]. If functions f(x, y) and permittivity function ε(x, y) > 0 are given, then we
have the Direct Problem with respect to the unknown function u(x, y). If bought functions u(x, y),
ε(x, y) in Equation (1) are unknown, function f(x, y) and some additional data on normal derivative
of u(x, y) on the boundary are given, we have the inverse coefficient problem.

A new approach for the solution of direct and inverse problems on the base of the General Ray
Principle (GRP) was proposed by the author in [1, 2] for the stationary waves field. GRP leads to
explicit analytical formulas (GR-method) and fast algorithms for solution of considering problems.
There are two versions of GR-method: τ -version [1, 2] and p-version [3]. Here we extend the
proposed approach to more general class of coefficients ε(x, y) in Equation (1) for direct problems.
We present also application of the GR-method for solution of the coefficient inverse problems for
the Laplace type equation.

2. τ -VERSION OF GR-METHOD

The GRP means to construct for considering PDE an analogue as family of ODE describing the
distribution of the function u(x, y) along of “General Rays”, which are presented by a straight
line l with the traditional Radon parameterization due a parameter τ : x = p cosϕ − τ sinϕ,
y = p sinϕ + τ cosϕ. Here |p| is a length of the perpendicular from the centre of coordinates to the
line l, ϕ ∈ [0, π] is the angle between the axis x and this perpendicular.

Using the mentioned above parameterization, we shall define functions u(x, y), ε(x, y), f(x, y)
at (x, y) ∈ l for fixed p, ϕ as functions u(τ), ε(τ), f(τ) of variable τ . We suppose that the domain Ω
is a convex one. Let us define for every fixed p and ϕ functions u0(p, ϕ) = u(τ0), u1(p, ϕ) = u(τ1),
for parameters τ0, τ1, which correspond to the points of the intersection of the line l and boundary
of the domain.

Hence, the GR-principle leads to the assemblage (depending of p, ϕ) of ordinary differential
equations:

(ε (τ)uτ (τ))τ = 0, τ ∈ [τ0, τ1] ; (3)

as the local analogy of the Equation (1). Boundary conditions lead to the corresponding local
boundary conditions for u(τ) at points τ0, τ1. We will designate the solution of the local problem (3)
with such boundary conditions as ū(τ). For standard domains such as a circle or rectangular
Ω̄ it is simple to calculate τ0, τ1 and functions u0(p, ϕ), u1(p, ϕ), using boundary function f
and then obtain the solution ū(τ) in explicit analytical or approximate form, using well known
standard formulas and numerical methods for the solution of boundary value problems for ordinary
differential equations.
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Formulation of τ -version of the GR-method: the following formula for the solution of
problem (1)–(2) is proposed

u (x, y) = R−1

[
u0(p, ϕ)(τ1 − τ0) +

u1(p, ϕ)− u0(p, ϕ)
K1(p, ϕ)

K0(p, ϕ)
]

, (4)

where R−1 is inverse Radon transform, functions

γ (τ) = 1/ε (τ) ; k0(τ) =
τ1∫
τ0

γ (ξ) dξ; K0(p, ϕ) =
τ1∫
τ0

k0(ξ)dξ; K1(p, ϕ) = k0(τ1).

3. P-VERSION OF GR-METHOD

We suppose that Ω is the simple connected star region with the centre at the coordinate origin. The
p-version of the GR-method we explain as the consequence of the next steps: 1) reduce boundary
condition to homogeneous one; 2) describe the distribution of the potential function along the
general ray (a straight line l) by its direct Radon transform u(p, ϕ); 3) construct the family of ODE
on the variable p with respect the function u(p, ϕ); 4) solution of the constructed ODE with the
zero boundary conditions; 5) calculate the inverse Radon transform of the obtained solution; 6)
regress to the initial boundary condition.

We consider the case of piecewise constant function ε(x, y): ε(x, y) = εi, (x, y) ∈ Ωi, i =
1, 2; Ω1 ∪ Ω2 = Ω. Let us define as Γ1 a boundary curve of the contact of subdomaines Ω1 and
Ω2, u1(x, y) and u2(x, y) — parts of the solution of the problem that corresponds to subdomaines
Ω1 and Ω2. These functions must satisfy to conditions of continuity and continuity of the normal
component of induction at the curve Γ1. The realization of the p-version scheme for this case leads
to consideration of additional condition for points 3) and 4). Then we get for the solution of the
direct problem under consideration the explicit final formula, which can be written in the form
similar to the case of constant function ε(x, y) [3]. Implementation of this formula as algorithm
and MATLAB programs gives possibility to make numerical solution of this class of problems. The
result of one model numerical experiment is presented below.

4. SOLUTION OF INVERSE COEFFICIENT PROBLEM BY τ -VERSION OF
GR-METHOD

The mentioned above additional boundary conditions for inverse problem with respect the function
ε(x, y) in Equation (3), can be presented by function v(p, ϕ) and J(p, ϕ) and relations for u(τ) at
points τ0, τ1: u(τ1)− u(τ0) = v(p, ϕ); ε(τ0)uτ (τ0) = J(p, ϕ). The main formula for ε(x, y):

ε (x, y) = 1
/
R−1

[
v(p, ϕ)
J(p, ϕ)

]
, (5)

Formula (5) represents the General Ray method for the inverse problem [4]. This formula can
be applied also for space structures. This is approved by numerical experiments, one of which is
presented below.

5. REGULARIZATION OF GR-MRTHOD WITH RECURSIVE SMOOTHING BY
SPLINES

Analysis of formulas for inverse Radon transformation shows that its instability for discrete noised
data is equivalent to the instability of the problem of the numerical differentiation of the noised
function v̄(p, ϕ) with respect to the variable p. The regularization of the inversion of Radon trans-
form was constructed by author in [5] on the base of the Recursive Spline Smoothing (RSS).

RSS uses the explicit formulas for two-dimensional spline on the regular uniform grid {p′i, ϕj},
pi = −1 + h(i− 1), i = −2, . . . , n + 2; ϕj = −1 + hϕ(j − 1), j = −2, . . . , n + 2; h = 2/(n− 1),
hϕ = π/(n− 1). Let si(u) be a local basic cubic spline, constructed on the units wi−2, . . . , wi+2;
i = 0, . . . , n + 1; where w is p, or w is ϕ. Mentioned formulas are the next ones:

Sk (p, ϕ) =
n∑

i=1

n∑

j=1

Sk−1 (pi, ϕi) si (p) sj (ϕ), k = 1, 2, . . . , K̄; S0 (pi, ϕj) = ν̄ (pi, ϕj) (6)

The number of smoothes K̄ is the regularization parameter, which can be chosen here in accordance
with residual (discrepancy) principle, using the discrete estimation δ of the errors. Theoretical and
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numerical justifications of the regularization properties of this type of smoothing are presented
in [6].

6. RESULTS OF NUMERICAL EXPERIMENTS

We consider the example for solution of direct problem with piecewise constant function ε(x, y) =
2, −x < y, ε(x, y) = 1, y < −x, and boundary condition function f̄(α) = r0(α) cosα + r0(α) sinα,
−π/4 < α < 3π/4, f̄(α) = 2(r0(α) cos α + r0(α) sin α), 3π/4 < α < 7π/4.

At Figure 1, it is presented the result of application τ -version of GR-method with formula (5)
for domain as unit circle, i.e., r0(α) = 1. At Figure 2, we can see the result of application p-version
of GR-method for the same example with r0(α) = 0.8 + 0.2 sin(3α). At Figure 3, we present
reconstruction of space structure by formula (5) which applied for slices at some fixed values of
coordinate z. For this problem it is better to us RSS even for exact data.

(a) (b)

Figure 1: (a) Exact solution; (b) Approximate solution, reconstructed on exact data.

(a) (b) (c) (d)

Figure 2: (a) Exact solution; (b) Approximate solution, reconstructed on exact data; (c) Approximate
solution, reconstructed on noised data without regularization; (d) Approximate solution, reconstructed on
noised data with RSS.

(a) (b) (c)

Figure 3: (a) Exact solution; (b) Approximate solution, reconstructed on exact data without RSS; (c)
Approximate solution, reconstructed on exact data with RSS.
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7. CONCLUSIONS

The approach based on the GRP is extended to direct boundary value problems for the Laplace type
equation with piecewise constant coefficients. τ -version and p-version of GR-method are adapted
to the class of such problems.

The plane τ -version of GR-method for solution of inverse problems is applied to the space
structures. The approximation properties of the constructed algorithms are illustrated by numerical
experiments.
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Inverse Problems to Determine Constant Permittivity and
Coefficient of Nonlinearity in the Problem of TE Wave

Propagation in a Layer with Kerr Nonlinearity

D. V. Valovik
Penza State University, 40 Krasnaya Street, Penza 440026, Russia

Abstract— We consider a plane one-layer waveguide structure. The layer is located between
two half-spaces with constant permittivities. The permittivity inside the layer is described by
Kerr law: ε = ε2 + α|E|2, where ε2 is a constant part of the permittivity, α is a coefficient of
nonlinearity and E = (Ex, Ey, Ez)T is the electric field. We suppose that ε2 and α are unknown
constants. The problem is to find these unknown constants. To solve this problem we can use
amplitudes I, R, and T of the incident, reflected, and transmitted waves respectively. Amplitude
I is supposed to be prescribed and amplitudes R, T are supposed to be measured.

1. INTRODUCTION

Here we consider inverse problems to determine parameters of Kerr law. We use simple geometry,
namely, isotropic dielectric layer, which is infinite in two directions and special type of electromag-
netic field (plane monochromatic polarized waves). In spite of the fact that often inverse problems
are very difficult to solve in this case we managed to find simple explicit formulae for sought for
parameters. For inverse problems to determine complex permittivity for isotropic homogeneous
diaphragm placed in a rectangular waveguide see [1] and for anisotropic nonhomogeneous body
placed in a rectangular waveguide see [2].

2. STATEMENT OF THE PROBLEM

Consider electromagnetic waves propagating through homogeneous isotropic nonmagnetic dielectric
layer. The permittivity in the layer is described by Kerr law. The layer is located between two
half-spaces x < 0 and x > h in Cartesian coordinate system Oxyz. The half-spaces are filled with
homogeneous isotropic nonmagnetic media without any sources and have constant permittivities
ε1 and ε3, respectively (ε1 and ε3 are arbitrary real values). Suppose that everywhere µ = µ0 is
the permeability of free space.

The fields depend harmonically on time

Ẽ(x, y, z, t) = E+(x, y, z) cos ωt + E−(x, y, z) sinωt,

H̃(x, y, z, t) = H+(x, y, z) cosωt + H−(x, y, z) sin ωt,

where ω is the circular frequency; Ẽ, E+, E−, H̃, H+, H− are real functions. Below the time
multipliers cosωt, sin ωt are omitted.

Form complex amplitudes E = E+ + iE−, H = H+ + iH−, where E = (Ex, Ey, Ez)T ,
H = (Hx,Hy,Hz)T ; ( · )T is the transposition operation, and

Ex = Ex(x, y, z), Ey = Ey(x, y, z), Ez = Ez(x, y, z),
Hx = Hx(x, y, z), Hy = Hy(x, y, z), Hz = Hz(x, y, z).

The electromagnetic field E, H satisfies the Maxwell equations

rotH = −iωεE,

rotE = iωµH,
(1)

the continuity condition for the tangential field components on the boundaries x = 0, x = h and
the radiation condition at infinity: the electromagnetic field exponentially decays as |x| → ∞ in
the domains x < 0 and x > h.

The permittivity inside the layer is described by Kerr law

ε = ε2 + α |E|2 ,

where ε2 is a constant part of the permittivity, α is the coefficient of nonlinearity.
We look for solutions to Maxwell’s equations in the entire space.
Geometry of the problem is shown in Fig. 1.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 417

I

0 h x

z

ε3ε1 ε

R
T

Figure 1.

3. TE WAVES

Consider TE waves E = (0, Ey, 0)T , H = (Hx, 0,Hz)T . It is easy to show that for considered
geometry the fields components do not depend on y. Waves propagating along z depend on z
harmonically. So the fields components have the form

Ey = Ey(x)eiγz, Hx = Hx(x)eiγz, Hz = Hz(x)eiγz, (2)

where γ is supposed to be known.
Substituting components (2) into (1), normalizing accordingly with the formulae x̃ = kx, d

dx =
k d

dx̃ , γ̃ = γ
k , ε̃j = εj

ε0
, j = 1, 2, 3, where k2 = ω2µ0ε0, denoting by Y (x̃) := Ey(x̃) and omitting the

tilde, we obtain the equation [3]

Y ′′(x) = γ2Y (x)− εY (x), (3)

where

ε =





ε1, x < 0
ε2 + αY 2, 0 < x < h

ε3, x > h

4. SOLUTIONS TO DIFFERENTIAL EQUATIONS IN HALF-SPACES

For x < 0 we have ε = ε1. From Equation (3), we obtain the equation

Y ′′(x) =
(
γ2 − ε1

)
Y (x).

Its general solution is
Y (x) = C1e

−√γ2−ε1x + C2e
√

γ2−ε1x.

Introduce the notation k2
1 := γ2 − ε1, I := C1, and R := C2. Then we obtain

Y (x) = Ie−k1x + Rek1x. (4)

It is supposed that γ2−ε1 > 0. Otherwise it will be impossible to satisfy the radiation condition.
For x > h we have ε = ε3. From Equation (3) we obtain the equation

Y ′′(x) =
(
γ2 − ε3

)
Y (x).

Its general solution is

Y (x) = C3e
−(x−h)

√
γ2−ε3 + C4e

(x−h)
√

γ2−ε3 .

Taking into account the radiation condition at infinity we obtain C4 = 0.
Introduce the notation k2

3 := γ2 − ε3, T := C3. Then we obtain

Y (x) = Te−(x−h)k3 (5)
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It is supposed that γ2−ε3 > 0. Otherwise it will be impossible to satisfy the radiation condition.
It follows from formulae (4), (5) that γ2 > max (ε1, ε3).
Inside the layer we obtain

Y ′′(x) = − (
ε2 − γ2 + αY 2(x)

)
Y (x). (6)

5. TRANSMISSION CONDITIONS AND FORMULATION OF THE PROBLEM

Tangential components of an electromagnetic field are known to be continuous at the interfaces.
In this case the tangential components are Ey Hz. Since ∂Ey

∂x = iωµHz; then the function ∂Ey

∂x
is also continuous at the interfaces.

The continuity conditions imply the following conditions for functions Y and Y ′

[Y ]x=0 = 0, [Y ]x=h = 0, [Y ′]x=0 = 0, [Y ′]x=h = 0, (7)

where [f ]x=x0 = lim
x→x0−0

f(x)− lim
x→x0+0

f(x).

Then we obtain

Y (0− 0) = I + R, Y (h + 0) = T, Y ′(0− 0) = (−I + R)k1, Y ′(h + 0) = −Tk3 (8)

Inverse problem IP: find (real) constant part ε2 of permittivity ε and (real) coefficient of nonlin-
earity α from the known amplitudes I, R, and T of the incident, reflected, and transmitted waves
respectively.

6. SOLUTION TO THE INVERSE PROBLEM

Assuming that the permittivity inside the layer is described by Kerr law: ε = ε2+αY 2 and consider
nonlinear Equation (6).

There are at least two ways to solve problem IP. The first way requires to carry out two mea-
surements (R and T at one frequency ω of the incident wave). In addition in this case it is necessary
to have explicit solution of Equation (6). The second way implies to carry out four measurements
(R1 and T1 at frequency ω1 and R2 and T2 at frequency ω2). In this case it is not necessary to get
explicit solution of Equation (6) as opposed to the first way. However it is necessary to have first
integral of Equation (6). In spite of the fact that Equation (6) is integrable in Weierstrass elliptic
functions we prefer to investigate the second way to solve considered problem.

The first integral of Equation (6) has the form

Y ′2(x) = −k2
2Y

2(x)− α

2
Y 4(x) + c, (9)

where k2
2 = ε2 − γ2 and C is the constant of integration.

Let γ1, k2
1, k2

2, k2
3, I1, R1, T1 correspond to ω1 and γ2, k̃2

1, k̃2
2, k̃2

3, I2, R2, T2 correspond to ω2.
Setting x = 0 and x = h in (9), from transmission conditions (7) we obtain

{
Y ′2(0− 0) = −k2

2Y
2(0− 0)− α

2 Y 4(0− 0) + c1,
Y ′2(h + 0) = −k2

2Y
2(h + 0)− α

2 Y 4(h + 0) + c1,

and {
Y ′2(0− 0) = −k̃2

2Y
2(0− 0)− α

2 Y 4(0− 0) + c2,

Y ′2(h + 0) = −k̃2
2Y

2(h + 0)− α
2 Y 4(h + 0) + c2

for ω1 and ω2 respectively.
Using formulae (8) we find from the latter systems

{
k2

1(−I1 + R1)2 = −k2
2(I1 + R1)2 − α

2 (I1 + R1)4 + c1,
k2

3T
2
1 = −k2

2T
2
1 − α

2 T 4
1 + c1,

and {
k̃2

1(−I2 + R2)2 = −k̃2
2(I2 + R2)2 − α

2 (I2 + R2)4 + c2,

k̃2
3T

2
2 = −k̃2

2T
2
2 − α

2 T 4
2 + c2.
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From this systems we obtain
{

ε2

(
T 2

1 −(I1+R1)2
)
+α1

2

(
T 4

1 −(I1+R1)4
)
=γ2

1

(
T 2

1 −(I1+R1)2
)
+k2

1(I1−R1)2−k2
3T

2
1 ,

ε2

(
T 2

2 −(I2+R2)2
)
+α1

2

(
T 4

2 −(I2+R2)4
)
=γ2

2

(
T 2

2 −(I2+R2)2
)
+k̃2

1(I2−R2)2−k̃2
3T

2
2 .

(10)

This is a linear system w.r.t to ε2, α. We rewrite it in a more convenient form
{

ε2A1 + αB1 = C1,
ε2A2 + αB2 = C2.

where A1, A2, B1, B2, C1, C2 are defined by system (10).
Solve this system we obtain

ε2 =
B2C1 −B1C2

A1B2 −A2B1
,

α =
A1C2 −A2C1

A1B2 −A2B1
.

(11)

As it is seen from formula (11) values ε2 and α are uniquely expressed through amplitudes I,
R, and T .

7. CONCLUSION

In this study, we suggest an approach to determine constant part ε2 and coefficient of nonlinearity
α in Kerr law: ε = ε2 +α|E|2. This approach allows to us uniquely determine ε2 and α by means of
two known amplitudes I1 and I2 and four measured amplitudes R1, R2, and T1, T2 at frequencies ω1

and ω2 respectively. Amplitudes I, R, and T correspond to the incident, reflected, and transmitted
waves respectively (see Fig. 1). It is well known that the nonlinear susceptibility in Kerr law can
be expressed through α. This means that if it is possible to measure R and T then it is easy to
determine the nonlinear susceptibility.

We would like to pay reader’s attention to the fact that it is possible to decrease a number of
measurement if we can find explicit solution of Equation (6). However in this case we can not find
explicit expression for ε2 and α but we can find transcendental equations for them. If we consider
a linear case only, that is ε = ε2, then this transcendental equation can be transformed into the
form, which contains amplitudes I, R only (or I, T only). You can see [3] for details of the linear
case.
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3. Schürmann, H. W., V. S. Serov, and Y. V. Shestopalov, “Reflection and transmission of a
plane TE-wave at a lossless nonlinear dielectric film,” Physica D, Vol. 158, 197–215, 2001.



420 PIERS Proceedings, Moscow, Russia, August 19–23, 2012

Reconstruction of Complex Permittivity of a Nonhomogeneous
Body of Arbitrary Shape in a Rectangular Waveguide

Yury G. Smirnov, Mikhail Yu. Medvedik, and Elena E. Grishina
Penza State University, 40 Krasnaya Street, Penza 440026, Russia

Abstract— We present statement of uniqueness and solution techniques for inverse problem of
the electromagnetic wave scattering from a dielectric inclusion in a 3D waveguide. The inverse
problem consists in reconstructing the permittivity from the reflection characteristics. The ap-
proach employs a volume singular integral equation (VSIE). The inverse problem is solved by the
method of iterations applied to VSIE. Numerical results for the determination of permittivity of
parallelepiped-shaped dielectric bodies are presented.

1. STATEMENT OF INVERSE PROBLEMS

Determination of electric and magnetic parameters of dielectric materials of complicated structure
and geometry is an urgent task finding numerous applications [1–3]. We consider the VSIE-based
method of finding permittivity of inhomogeneous dielectric samples of materials having arbitrary
geometric shape placed in a rectangular waveguide with perfectly conducting walls.

Assume that a waveguide

P = {x: 0 < x1 < a, 0 < x2 < b, −∞ < x3 < ∞}

with the perfectly conducting boundary surface ∂P is given in the Cartesian coordinate system.
A three-dimensional body Q (Q ⊂ P is a domain) with a constant magnetic permeability µ0 and
variable permittivity ε(x) is placed in the waveguide. Function ε(x) is bounded in Q̄, ε ∈ L∞(Q),
and ε−1 ∈ L∞(Q). The boundary ∂Q of domain Q is piecewise smooth. The case of variable
permeability (when the permittivity is a constant equal to ε0) is considered in a similar manner by
performing an appropriate replacement of notations.

We assume that the electromagnetic field E, H ∈ L2,loc(P ) in the waveguide is excited by
an external field with the time dependence e−iωt; the source of the external field is the electric
current j0 ∈ L2,loc(P ). In the domain P ⊂ R3 the standard differential operators grad, div, rot are
understood in the sense of distributions.

Choose the waveguide parameters so that π/a < k0 < π/b, where k0 is the free-space wave
number, k2

0 = ω2ε0µ0, and ω is the circular frequency. In this case, only one mode propagates in
the waveguide (namely, the principal H10 mode), and all other modes are evanescent (decaying).
Next, let E0(x) = e2A(+)iωµ0

π
a sin πx1

a e−iγ
(2)
1 x3 , H0 = (iωµ0)

−1 rotE0 be the given incident field (a

waveguide mode), where A(+) is the known amplitude of the incident wave, γ
(2)
1 =

√
k2

0 − π2

a2 , and
e2 is the second Cartesian ort-vector; the current j0E = rotH0 + iωε0E0.

We will seek weak (generalized) solutions to Maxwell’s system of equations

rotH = −iωεE + j0E
rotE = iωµ0H.

(1)

The tangential components of field E satisfy the boundary conditions on the waveguide walls

Eτ |∂P = 0.

Solutions to (1) satisfy the conditions at infinity: fields E and H admit for x3 > C and sufficiently
large C > 0 the representations
(

E
H

)
=

∑
p

R(+)
p eiγ

(1)
p |x3|

(
λ

(1)
p Πpe3 − iγ

(1)
p ∇2Πp

−iωε0 (∇2Πp)× e3

)
+

∑
p

Q(+)
p eiγ

(2)
p |x3|

(
iωµ0 (∇2ψp)× e3

λ
(2)
p Ψpe3 − iγ

(2)
p ∇2Ψp

)
,
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and for x3 < −C
(

E
H

)
=

(
E0

H0

)
+

∑
p

R(−)
p eiγ

(1)
p |x3|

(
λ

(1)
p Πpe3 − iγ

(1)
p ∇2Πp

−iωε0 (∇2Πp)× e3

)

+
∑

p

Q(−)
p eiγ

(2)
p |x3|

(
iωµ0 (∇2ψp)× e3

λ
(2)
p Ψpe3 − iγ

(2)
p ∇2Ψp

)
, (2)

where
γ(j)

p =
√

k2
0 − λ

(j)
p , Imγ(j)

p > 0 or Imγ(j)
p = 0, kγ(j)

p ≥ 0, (3)

λ
(1)
p , Πp(x1, x2) and λ

(2)
p , Ψp(x1, x2) are the complete system of eigenvalues and orthogonal and

normalized in L2(Π) eigenfunctions of the two-dimensional Laplace operator −∆ in the rectangle

Π: = {(x1, x2): 0 < x1 < a, 0 < x2 < b}
with the Dirichlet and the Neumann conditions, respectively; and ∇2 ≡ e1∂/∂x1 + e2∂/∂x2.

The inverse problem that we address consists in the determination of ε(x) from the given re-
flection, R = Q

(−)
1 /A(+), coefficients. The ‘given’ here means that these quantities are measured at

one or several frequencies of the incident field.
The simplest case here is when inclusion Q is an isotropic dielectric body and (effective) per-

mittivity ε(x) of the medium filling the body is an unknown constant to be determined. When the
inclusion is situated in a guide that supports only one principal guided mode, then we prove that
the data in the inverse problem that provide uniqueness of reconstructing effective permittivity can
be taken as two (known) complex numbers, the transmission and reflection coefficients, measured
at one frequency.

2. VSIE METHOD

It is shown that the considered inverse problem can be reduced to the solution of a VSIE
[
ε (x)
ε0

− 1
]−1

J (x) = E0 (x) + k2
0

∫

Q

G̃E (x, y)J (y) dy + grad div
∫

Q

G̃E (x, y)J (y) dy, x ∈ Q.

where the current J (x) =
[

ε(x)
ε0
− 1

]
E (x), and G̃E(x, y) is the diagonal Green tensor [2] with the

components

G1
E =

2
ab

∞∑

n=0

∞∑

m=1

e−γnm|x3−y3|

γnm (1 + δ0n)
cos

πn

a
x1 sin

πm

b
x2 cos

πn

a
y1 sin

πm

b
y2,

G2
E =

2
ab

∞∑

n=1

∞∑

m=0

e−γnm|x3−y3|

γnm(1 + δ0m)
sin

πn

a
x1 cos

πm

b
x2 sin

πn

a
y1 cos

πm

b
y2,

G3
E =

2
ab

∞∑

n=1

∞∑

m=1

e−γnm|x3−y3|

γnm
sin

πn

a
x1 sin

πm

b
x2 sin

πn

a
y1 sin

πm

b
y2.

In these expressions, γnm =
√(

πn
a

)2 +
(

πm
b

)2 − k2
0, where Imγnm ≥ 0 and if Imγnm = 0.

We show that a relation between the transmission coefficient and permittivity can be written,
using an asymptotic expression for the scattered field that follows from condition at infinity (2)
and (3), in the form

Q
(−)
1 =

k2
0

bγ10iπωµ0

∫

Q

sin
πy1

a
e−iγ

(2)
1 y3

[
ε (y)
ε0

− 1
]
E (y) · e2dy, (4)

where γ10 =
√

π2

a2 − k2
0. Coefficient Q

(−)
1 is assumed to be the known measured quantity. It is

necessary to determine permittivity ε(x), x ∈ Q using generally a series of measurements.
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When the inclusion is a homogeneous body and its permittivity is a constant to be determined,
then it is sufficient to perform the measurement at one frequency. Finally, the constant permittivity
can be efficiently calculated using an iteration procedure of the fixed-point method applied to (4)
which is treated as a nonlinear operator equation.

The situation becomes essentially different when an inhomogeneous obstacle is considered. As
the first natural step towards the solution technique that develops the VSIE method for this case
we propose the following approach: it is assumed that the number of unknown parameters char-
acterizing the inclusion is finite; consequently, the permittivity is given by a piecewise constant
function of coordinates so that the inclusion is a piecewise homogeneous body. Then we justify the
idea that in this case the number of measurements must be finite in order to uniquely determine
all unknown permittivity values.

In more detail: assume that body (domain) Q consists of N subdomains Qj such that Q =
⋃
j

Qj

and Qi
⋂

Qj = ∅, i 6= j. Moreover, ε(x) = ε(j) for x ∈ Qj ; that is, the permittivity is constant in
every subdomain. Then the total number of unknown parameters will be N . The measurements are
performed at several frequencies ω(1), ω(2), . . . , ω(N); the corresponding values of the wavenumber
is calculated by the formula k

(i)
0 = ω(i)√ε0µ0.

3. PARALLELEPIPED-SHAPED INCLUSIONS

Generally the full computational scheme should be applied for the numerical solution to the inverse
problem of reconstructing the permittivity. Following [2, 3] demonstrate how it works when the
body is a parallelepiped

Q = {x: a1 < x1 < a2, b1 < x2 < b2, c1 < x3 < c2} .

Choose a uniform rectangular grid in Q formed by a set of elementary parallelepipeds and
describe a two-layer iteration scheme [3] for solving the inverse problem under study according to
the formulas

ξn(x) =
[
εn(x)

ε0
− 1

]−1

, (5)

ξn(x)Jn(x)− k2
0

∫

Q

G̃(x, y)Jn(y)dy − grad div
∫

Q

G̃(x, y)Jn(y)dy = E0(x), x ∈ Q (6)

En(x) = ξn(x)Jn(x), (7)

F = k2
0

1

iabγ
(2)
1

∫

Q

sin
(πy1

a

)
e−iγ

(2)
1 y3ηn+1(x)En(y) · e2dy (8)

where

F =
iπωµ0

a
Q

(−)
1 , ηn (x) =

[
εn (x)

ε0
− 1

]
, ξn(x) = η−1

n (x) . (9)

The calculations by (5)–(9) are performed as follows. First, we choose an initial approximation
ε0(x) = εe(n = 0), where εe = εeff and εeff is the effective permittivity of the body calculated
from the solution to the inverse problem obtained in the case when the inclusion has the constant
permittivity [2]. Note that one cannot set εe = ε0 because it is not possible to find the electric field
from (7). The value of ξ0(x) is calculated by formula (3). Next, we use (6) to determine current
Jn(x) as a solution to the integro-differential equation by the collocation method. Then we find
electric field En(x) on the grid points in terms of the current using (7). We repeat this procedure
N times at different k0 = k

(1)
0 , k0 = k

(2)
0 , . . . , k0 = k

(N)
0 obtaining N values E(1)

n , E(2)
n , . . . , E(N)

n

(calculated at different k
(1)
0 , k

(2)
0 , . . . , k

(N)
0 ). This terminates the ‘first-layer’ calculation stage.

At the ‘second-layer’ calculation stage, we use the known E(i)
n (x) (i = 1, . . . , N) and calculate

the next value ηn+1(x) from formula (8). To this end, it is necessary to solve the system of
linear algebraic equations (SLAE) composed from (8) with respect to the unknown parameters.
The transmission coefficients Fi = F (k(i)

0 ) are determined as a result of measurements, and it is
assumed that A(+) = 1.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 423

We assumed that ηn(x) = η
(j)
n at x ∈ Qj . Also, let each subdomain Qj be the union of the

elementary grid parallelepipeds, Qj =
⋃
l

Πl. We also set E(i)
n (x) = E(i,l)

n at x ∈ Πl; this means that

inside the elementary parallelepipeds, the field is approximated by a constant.
Formula (8) yields a finite-dimensional SLAE. Let us form the matrices E = {e2 ·E(i,l)

n }N,N0

i=1, l=1

and H = {Hlj}N0,N
l=1,j=1 of the size, respectively, N ×N0 and N0 ×N ; here Hlj = 0 at the values of

index l such that Πl 6⊂ Qj . Finally we obtain a SLAE with the N ×N -matrix AN = EH:

ANηn+1 = B

with respect to the unknowns ηn+1 = (η(1)
n+1, . . . , η

(N)
n+1)

T . Here and below, we assume that the

piecewise constant function ηn+1 = ηn+1(x) = and vector (η(1)
n+1, . . . , η

(N)
n+1)

T are identical because
they uniquely determine each other.

Next, we verify the fulfillment of inequalities |η(i)
n+1 − η

(i)
n | < δ (i = 1, . . . , N) where δ(> 0)

is the given tolerance (accuracy of calculations). If the required accuracy is attained for every
η

(i)
n+1 (i = 1, . . . , N), the calculations are terminated. If the accuracy is not attained, then ξn+1(x) :=

η−1
n+1(x), n := n + 1, and calculations are repeated beginning from formula (6).

The sought-for quantity is the relative permittivity εn(x)
ε0

= ηn(x) + 1.
The key issue in this two-layer iteration scheme is the possibility of determination of εn+1(x)

from the known field En(x) by formula (7). If the sought-for function ε(x) is characterized by N
unknown parameters, then it is necessary to have the results of at least N different measurements.

Since the size of matrix AN is comparatively small (of the order of several thousand) one can solve
the corresponding system by relatively simple well-developed methods of numerical linear algebra,
i.e. by the Gauss method with pivoting over the entire matrix. A more detailed description of the
solution procedure can be found in [3].

Convergence of this iteration method is proved in [3]. This result gives a theoretical justification
of the two-layer iteration method for the determination of function ε(x). Note that the main
difficulty of implementing this procedure is to provide the fulfillment of the condition that the
solution to the inverse problem with “close” parameters must be known. As such a problem, one

(a) (b) (c)

Figure 1.

Figure 2.
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can choose the determination of the permittivity for η(1) = . . . = η(N) = ηe. This problem is
studied in detail in [2] (where the existence conditions are also given).

4. NUMERICAL RESULTS

The problem parameters are

a = 2.274, b = 1.004, c = 0.982, c1 = 0, c2 = c, k0 = 1.7; mesh size is 8× 8× 8.

Shape of the body is formed by layers. First, second and third layers are presented in Fig. 1(a),
forth and fifth layers are presented in Fig. 1(b), sixes, seventh and eighth layers are presented in
Fig. 1(c).

Figure 2 shows the convergence of the iteration process w.r.t number of iterations n. Exact
value of relative permittivity is ε

ε0
= 2.5.

The VSIE-based method set forth in this paper can be also applied to numerical solution of
the inverse problem of reconstructing permittivity of an inclusion of rather complicated shape.
Fig. 2 demonstrates, as a typical example, the rate of convergence of iterations according to the
computational procedure of numerical reconstruction of permittivity of the inclusion shown in
Fig. 1.
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Analysis of Electromagnetic Wave Propagation through a Layer
with Graded-index Distribution of Refraction Index

N. B. Pleshchinskii and D. N. Tumakov
Kazan Federal University, Russia

Abstract— The problem of plane electromagnetic harmonic wave diffraction on a graded-
refractive-index layer of some thickness is considered. It is assumed that refractive index of a
layer monotonically increases and then monotonically decreases. Cases of the linear, parabolic,
sinusoidal, exponential and logarithmic refractive index profiles of the layer are investigated. The
diffraction problem is reduced to an ordinary differential equation with appropriate boundary
conditions. The problem for the linear profile is solved analytically; for the other profiles it is
investigated numerically. The method of approximating an integral identity is applied to increase
accuracy of the grid solution of the boundary value problem. Emphasis is given to the cases, in
which wave energy, either reflected or transited, reaches maxima.

1. INTRODUCTION

Refractive index gradients in the direction of light propagation have been theoretically studied for
quite a long time. Physical implementation of this concept for using in antireflective applications
has also been investigated based on evaporation of very thin alternating high/low index films that
create an effective index gradient by varying the thickness ratios in these stacks [1, 2].

Applications for a thin film include dye-sensitized solar cells [3], optical waveguides [4], dis-
tributed Bragg reflectors, light-emitting diodes, and as potential replacements for SiO2 in advanced
gate stacks on metaloxide semiconductor field effect transistors. TiO2 and SiO2 have a high re-
fractive index (n ≈ 2.5) and a low refractive index (n ≈ 1.5), respectively, and both are optically
transparent in the visible and the near-IR region. Varying compositions of TiO2 and SiO2 can
help to form thin films of any refractive index between those of TiO2 and SiO2. The volume ratio
of TiO2 and SiO2 in a deposited dielectric film, defined as x in (TiO2)x(SiO2)1−x, determines
the refractive index of the composite material [5]. Deposition of thin dielectric layers of different
materials forms a stack of graded-refractive-index layers, which have been used as antireflection
coatings for applications such as solar cells [6] and optical interference filters.

In this article, the diffraction problem is reduced to an ordinary differential equation with
appropriate boundary conditions. These conditions are formed by elimination of two semi-infinite
domains from the waveguide structure. We consider the case in which refractive index (wave
number) of a layer monotonically increases and then monotonically decreases. As refractive index
varies from one layer to another unissentially, we neglected a graded structure of the layer and
adopted a continuous function for the refractive index distribution. Furthermore, we assume that
the refractive index is independent of wave frequency ω.

We studied the cases of the linear, parabolic, sinusoidal, exponential and logarithmic refractive
index profiles of the layer. The characteristic resemblance and peculiarities of influence of each of
the profiles on wave propagation through the graded-index layer are presented.

The problem of diffraction on the layer for the linear profile is solved analytically; for the other
profiles it is investigated numerically. The method of approximating a n integral identity is applied
to increase the accuracy of the grid solution of the boundary value problem.

In the case of elastic waves, the problem of wave propagation through a non-homogeneous layer
can be considered by the same method but this case is more complicated for performing calculations.

2. PROBLEM STATEMENT

Let the plane electromagnetic harmonic wave of type u0(x) = A0e
−ik1·x fall on a layer of thickness

L having refractive index n2(x) from a homogenous isotropic medium (see Fig. 1). It is necessary
to find the diffracted field or, more precisely, the reflected, transited waves and a field in a layer
u2(x).

The function u(x), which is continuous everywhere as its derivative, satisfies the equation

u′′(x) + k2(x)u(x) = 0, x ∈ R
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Figure 1: Geometry of the problem.

(a) (b)

Figure 2: The distribution of refractive index in the gradient layer: 1 — linear, 2 — exponential, 3 — log,
4 — parabolic, 5 — sine.

with a given piecewise function k(x). For regions 1 and 3 of the medium, function k(x) is constant
and the equation for these cases is solved explicitly.

Thus, the diffraction problem is reduced to an ordinary differential equation

u′′2(x) + k2
2(x)u2(x) = 0, 0 < x < L, (1)

with boundary conditions

u′2(0)− ik1u2(0) = −2ik1A0, u′2(L) + ik3u2(L) = 0, (2)

where kj = k0nj are wavenumbers of the media. We considered the case in which refractive index
(wavenumber) of a layer monotonically increases and then monotonically decreases. Cases of the
linear, parabolic, sinusoidal, exponential and logarithmic refractive index profiles are investigated.

The problem of diffraction on a layer is solved for the linear profile analytically. For the remaining
profiles we studied the problem numerically. The method of approximating an integral identity is
applied to increase accuracy of the grid solution to the obtained boundary problem.

3. TYPES OF GRADED-REFRACTIVE-INDEX LAYERS

Changes in the refractive index in the layer will be considered in the range from n0 = 1.5 to
nM = 2.1, which is a somewhat narrower range, and typical for industrial optical glasses. We
consider the refractive index distribution in the layer as monotonically increasing up to the layer
center, and then decreasing up to the end of the layer (Fig. 2). We select the five distributions
n2(x). Let us consider, first, the refractive indices with a piecewise-smooth distribution with a
break in smoothness in the middle layer: linear, exponential, logarithmic, as well as two smooth
distributions: parabolic, and sinusoidal.

3.1. Linear Distribution of the Refractive Index
First, we consider the simplest case of refractive index distribution: piecewise-linear. Thus, the
function is defined on each interval as n(x) = ax + b. Equation (1) in this case becomes the Weber
equation and can be solved in each interval explicitly:

u2(x) = A ·D− 1
2

(
−(1− i)(b + ax)

√
k0√

a

)
+ B ·D− 1

2

(
(1 + i)(b + ax)

√
k0√

a

)
,
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where A and B are arbitrary constants which vary from interval to interval, Dν(x) are parabolic
cylindrical functions. If one satisfies the conditions of continuity of the potential function, continuity
of its derivative at the point L/2 as well as boundary values, the unknown constants will be
determined.

For determining a and b, we use the condition that n(x) takes the minimum value n0 at the
ends and the maximum value nM in the middle (see Fig. 2). Once a and b are determined, n(x)
for the layer is found.
3.2. Other Distributions of the Refractive Index
Just as in the linear case, we assume that the minimum and maximum values of n(x) are n0 and
nM , respectively. Refractive index distributions for all cases are given in Table 1.

4. THE METHOD OF APPROXIMATING AN INTEGRAL IDENTITY

The Equation (1) can be written as

u′′(x) + q(x)u(x) = 0, 0 ≤ x ≤ L, (3)

with boundary conditions

u′(0)− ζ1u(0) = µ1, u′(L)− ζ2u(L) = 0. (4)

Let us introduce the following notation q(x) = k2
2(x), ζ1 = ik1, ζ2 = ik3 and µ1 = −i2k1A0.

We will consider continuous functions n2(x), which implies continuity of q(x). From the physical
point of view, namely, continuity of the tangential components of the electromagnetic field, it is
reasonable to require continuity of u(x) and u′(x). Therefore, we will assume that u(x) ∈ C1[0, L].

Table 1: Distributions of refractive index for all five considered profiles.

profile type distribution of refractive index

linear n(x) =





2(nM − n0)
L

x + n0, 0 < x <
L

2
,

−2(nM − n0)
L

x + 2nM − n0,
L

2
< x < L.

exponential n(x) =





e n0 − nM

−1 + e
− n0 − nM

−1 + e
e2x/L, 0 < x <

L

2
,

e n0 − nM

−1 + e
− e2 (n0 − nM )

−1 + e
e−2x/L,

L

2
< x < L.

logarithmic n(x) =





n0 +
nM − n0

ln 2
ln

(
1 +

2x

L

)
, 0 < x <

L

2
,

n0 +
nM − n0

ln 2
ln

(
3− 2x

L

)
,

L

2
< x < L.

parabolic n(x) = −4 (nM − n0)
L2

(
x− L

2

)2

+ nM .

sinusoidal n(x) = n0 + (nM − n0) sin x.
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(a) (b)

Figure 3: Dependence of the transited energy on wavelength: 1 — one layer, 2 — three layers, 3 — eight
layers. (a) Is for linear profile, (b) is for the parabolic profile.

(a) (b)

Figure 4: Dependence of the transited energy on wavelength: 1 — linear, 2 — parabolic. (a) Is for one layer,
(b) is for eight layers.

(Note that the fact that q(x) are continuous function and from the Equation (3), it should be
u(x) ∈ C2[0, L].)

Using the method of approximating an integral identity [7, p. 228], Equations (3), (4) for step
h = L/N can be reduced to

− ui−1 + (2− qih
2)ui − ui+1 = 0, i = 1, . . . , N − 1, (5)

(1− q0h
2/2 + ζ1h)u0 − u1 = −µ1h, −(1− qNh2/2− ζ2h)uN + uN−1 = 0. (6)

The finite-difference analog (5), (6) represents approximation of the system (3), (4) for accuracy
O(h2). The obtained system (5), (6) can be solved using the Thomas algorithm. Note that the
solution accuracy can be increased by “deterioration” of the system’s matrix (matrix will no longer
be tridiagonal).

5. RESULTS AND CONCLUSIONS

Numerical analysis was performed for the layer of glass made of mixture of oxides: TiO2 and SiO2,
in which refractive index varies from n0 = 1.5 to nM = 2.1. Thickness of one layer was taken as
L = 200 nm.

Let us consider how the amount of energy of transited field varies with an increase in the number
of layers. Fig. 3 shows plots for the magnitude of the energy for one, three and eight layers ((a) is
for the linear profile, (b) is for the parabolic profile). It can be seen that the increase in the number
of layers raises reflectivity of the stack.

It can be seen that the transited energy in the cases of the linear and parabolic profiles has
a sharp minimum in the region of 700–800 nm. The approximate expression for determining the
frequency of the n-th minimum for the linear profile is following:

ωn ≈
√

3 c

2πL
n,

where c is speed of light. The splash of reflected energy at the wavelength of 400 nm is characteristic
for the parabolic profile only.
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Note that the graphs of the values of transited energy for all considered refractive index profiles
are very similar in shape and have prominent minima at the wavelength of 700–800 nm. In the two
smooth functions, parabolic and sine, the minimum occurs near 400 nm (see Fig. 4).
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Reconstruction of Heterogeneity Parameters by Reflected Field in
the Wave Guided Structure

I. L. Aleksandrova, S. V. Baranov, and N. B. Pleshchinskii
Kazan Federal University, Russia

Abstract— Heterogeneity in plane wave guide sets a connection between traces of potential
functions of coming and of reflected waves on a section. It is possible to apply the scanning screen
method to reconstruct kernel of the reflection operator in the case when possibilities of measuring
equipment are limited. The influence of transversal screen in the wave guided structure on the
reflection operator is investigated. It is proposed to use a solution of the auxiliary transmission
problem for recalculation of data obtained by measuring characteristics of reflected field.
It is shown on simple examples how information on heterogeneity in plane waveguide can be
restored by the reflection matrix. The possibility of applying method of neural networks for
solving the inverse problem is investigated. Some results of numerical experiment are presented.

1. INTRODUCTION

As it is known, information on heterogeneity parameters in the wave guided structure can be
obtained by measuring characteristics of electromagnetic field reflected from heterogeneity. As a
rule, in practice the limited set of values characterizing the reflected field can be measured. It is
not sufficient for complete reconstruction of the reflection operator.

In the work [1] to get an additional information on the reflected field it was proposed to place
an ideally conducting infinitely thin screen (in the plane z = 0) which can move along axis z.
Such screen was called a scanning screen. If we measure the reflected field for different positions of
screen, then we can obtain the additional information on the reflection operator.

In the work [2] it was investigated how the reflection operator changes when a scanning screen is
added. This investigation is based on reducing the electromagnetic wave diffraction problem on a
conducting screen in the cross-section of the plane wave guide to integral equation of special form.

In the present work it is proposed to use solution of the auxiliary transmission problem for
recalculation of results of measuring the reflected field.

By reconstructing the heterogeneity parameters in the plane waveguide two methods are used:
minimal squares method in the case when the heterogeneity type is known beforehand and method
of neural networks which is more universal but can be applied by some additional conditions also.

2. THE PROBLEM STATEMENT

Assume the plane wave guide with metallic walls x = 0 and x = a contains in the right side z > d
heterogeneity — the conducting or dielectric inclusions. Suppose that the source of electromagnetic
waves spreading along wave guide to the right is placed in the left side of the waveguide z < 0. It
is necessary to reconstruct information on heterogeneity by the field reflected to the left.

We will consider harmonically dependent on time two-dimensional TE-polarized electromagnetic
field (eiωt). In this case field is determined in a unique fashion by potential function u(x, z) being
a solution of Helmholtz equation. Denote by −→u (x, z) and ←−u (x, z) potentials of electromagnetic
waves moving along waveguide to the right ant to the left. Let −→u 0(x) and ←−u 0(x) be traces of these
functions on a cross-section of waveguide z = 0. Heterogeneity in the right side of waveguide sets
a connection between these traces of the form

←−u 0(x) =

a∫

0

M(t, x)−→u 0(t) dt (1)

or in the operator form ←−u 0 = M−→u 0, (2)

where M is an integral reflection operator which kernel M(t, x) contains information on hetero-
geneity.

As it is known, field in wave guide can be represented as an imposition of eigen waves. Let−→u = (−→u 1,
−→u 2, . . .) and ←−u = (←−u 1,

←−u 2, . . .) be coefficients of waves decomposition into series by



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 431

eigen waves. Then it is possible to pass from Equation (1) to vector equation ←−u = M−→u , here M
is an infinite matrix, called a reflection matrix.

3. THE RECONSTRUCTION OF REFLECTION OPERATOR KERNEL

We use some results of the work [2]. Denote byM = (α, β) a metallic screen and byN a complement
of set M to a section of wave guide S. Assume that waveguide is filled by homogeneous isotropic
dielectric with dielectric constant ε− for z < 0 and ε+ for z > 0 on the left and on the right of
screen.

Denote −→u 0(x) = −→u (x, 0− 0) and −→u 1(x) = ∂−→u
∂z (x, 0− 0) traces of potential function −→u (x, z) on

a section z = 0. By analogy, denote ←−u 0(x) = ←−u (x, 0 − 0) and ←−u 1(x) = ∂←−u
∂z (x, 0 − 0); −→v 0(x) =

−→v (x, 0 + 0) and −→v 1(x) = ∂−→v
∂z (x, 0 + 0); ←−v 0(x) = ←−v (x, 0 + 0) and ←−v 1(x) = ∂←−v

∂z (x, 0 + 0).
Assume

sn(x) =

√
2
a

sin
πnx

a
, γ±n =

√
k2± −

(πn

a

)2
, n = 1, 2, . . . ,

here k2± = ω2µ0µε0ε± are wave numbers on the left and on the right of wave guide section z = 0.
Suppose that Reγ±n > 0 or Imγ±n < 0. Then potential functions of waves spreading to the right and
to the left can be represented in the form

−→u (x, z) =
+∞∑

n=1

−→u nsn(x)e−iγ±n z, ←−u (x, z) =
+∞∑

n=1

←−u nsn(x)eiγ±n z.

In the diffraction problem of electromagnetic wave on a screen M by potential functions −→u (x, z)
and ←−v (x, z) of waves, running into screen, it is necessary to seek such potential functions ←−u (x, z)
and −→v (x, z) of dissipated field that boundary conditions and conjugation conditions should fulfill
for z = 0:

←−u 0(x) +−→u 0(x) = 0, x ∈M, ←−u 0(x) +−→u 0(x) = ←−v 0(x) +−→v 0(x), x ∈ N ,

←−v 0(x) +−→v 0(x) = 0, x ∈M, ←−u 1(x) +−→u 1(x) = ←−v 1(x) +−→v 1(x), x ∈ N .
(3)

Assume

K±
0 (t, x) = −i

+∞∑

m=1

γ±msm(t)sm(x), K1(t1, x) = −i

+∞∑

m=1

2
γ−m + γ+

m
sm(t1)sm(x).

It can be shown that the electromagnetic wave diffraction problem on the cross-section screen
in the plane waveguide is equivalent to the integral equation

←−u 0(x) +−→v 0(x) = −−→u 0(x)−←−v 0(x), x ∈M,

←−u 0(x) +−→v 0(x) =

a∫

0

[←−u 0(t) +−→v 0(t)]
(∫

M

K−
0 (t, t1) + K+

0 (t, t1)
2

K1(t1, x)dt1

)
dt

+

a∫

0

(
−→u 0(t)

∫

N

3K−
0 (t, t1)−K+

0 (t, t1)
2

K1(t1, x)dt1

+←−v 0(t)
∫

N

3K+
0 (t, t1)−K−

0 (t, t1)
2

K1(t1, x)dt1

)
dt, x ∈ N . (4)

Let’s copy the Equation (4) and first three conditions from (3) in the operator form:
←−u 0 +−→v 0 = C(←−u 0 +−→v 0) + A−→u 0 + B←−v 0,

←−u 0 −−→v 0 = −−→u 0 +←−v 0, (5)

where A,B, C are integral operators which kernels are present in formulas (4). Assume

P =
1
2
(−I + (I − C)−1A), Q =

1
2
(I + (I − C)−1B),

R =
1
2
(I + (I − C)−1A), S =

1
2
(−I + (I − C)−1B).
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Let us add to a set of Equations (5) the equality ←−v 0 = M−→v 0 and obtain
←−u 0 =

[
P + QM(I − SM)−1R

]−→u 0. (6)

Kernel of the reflection operator can be found by solving the minimization problem
∑

ν

‖ [
Pν + QνM(I − SνM)−1Rν

]−→u 0 −←−u ν
0‖2 → min, (7)

here parameter ν determines position of scanning screen.
The calculating experiment has been carried out. To solve the problem (7) numerically the

method of coordinates descent was applied. The matrix which left block was determined by Equa-
tion (2) was chosen as an initial approximation in the case when scanning screen was absent. The
recent matrix elements were assumed to be equal to zero. It is proved that if we give a simple
construction as a heterogeneity for z > d with known solution of the diffraction problem and use
this solution as initial data for the minimization problem (7), then the refraction matrix is restored
with sufficient accuracy.

4. THE TRANSMISSION PROBLEM

The reflection operator kernel search by condition (7) is rather difficult problem. To simplify
algorithm it is expedient to use an auxiliary transmission problem. In this problem by field from
one side of screen — by potential functions −→u (x, z) and ←−u (x, z) — field from another side of screen
is being reconstructed-functions −→v (x, z) and ←−v (x, z) are determined. After this, when −→v (x, z)
and ←−v (x, z) are known, it is possible to seek the reflection operator by equalities of the form←−v 0 = M−→v 0.

Suppose

K+
1 (t, x) = i

+∞∑

m=1

1
γ+

m
sm(t)sm(x).

By formulas (5) and conjugation conditions (3) the integral equation follows

←−v 0(x)−−→v 0(x) =

a∫

0

[←−v 0(t)−−→v 0(t)]
(∫

M
K+

0 (t, t1)K+
1 (t1, x)dt1

)
dt

+

a∫

0

[←−u 0(t)−−→u 0(t)]
(∫

N
K−

0 (t, t1)K+
1 (t1, x)dt1

)
dt. (8)

This equation is equivalent to the transmission problem of the electromagnetic wave on a cross-
section screen in the plane wave guide.

Equation (8) can be solved by Galerkin method with decomposition of unknown function into
Fourier series by functions sn(x). The numerical experiment has shown that if we take the ap-
proximate solution of the diffraction problem as the initial data in the transmission problem, then
functions −→v 0(x) and ←−v 0(x) can be reconstructed with enough accuracy for rather small sizes of
scanning screen. The solution of the transmission problem is steady with respect to small pertur-
bations of initial data.

5. THE RECONSTRUCTION OF INFORMATION ON HETEROGENEITY BY A
REFLECTION MATRIX

Let us consider on an example of two simple problems how it is possible to reconstruct information
on heterogeneity in wave guide by a reflection matrix.

Problem 1. Let the right side z > l of a plane wave guide be filled by homogeneous isotropic
dielectric, by this let a wave number be equal to k (Fig. 2). In this case heterogeneity represents
a semi-infinite dielectric inclusion.

We will seek distance l to a heterogeneity and wave number k by a reflection matrix M .
By solving the direct diffraction problem, it is possible to calculate matrix M elements explicitly:

Mlj =
γ+

j − γj(k)

γ+
j + γj(k)

e−2i(l−d)γ+
j δlj ,
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Figure 1: Semi-infinite dielectric inclusion.
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Figure 2: Thin conducting screen.

here δlj is a Kronecker symbol.
Let M̃ be a given reflection matrix. Corresponding to it heterogeneity parameters l and k can

be found by conditions

N∑

j=1

∥∥∥∥∥M̃jj −
γ+

j − γj(k)

γ+
j + γj(k)

e−2i(l−d)γ+
j

∥∥∥∥∥
2

→ min . (9)

Problem (9) is to be solved under natural restrictions l > d, k > 0. A sequence of random
numbers from a set {(x, y): d < x < d1, 0 < y < km} is chosen as an initial approximation for l and
k. Constants d1 and km are set artificially. For every point of initial approximation the problem (9)
is being solved and the local minimum point is being found. Point in which function will have it’s
minimal value is being sought among all points of local minimum. Pair which was found in this
way is taken as a solution of problem. The relative error of the solution is approximately from 1%
to 5%.

Problem 2. Let us consider now as a heterogeneity in a plane wave guide a thin metallic screen
E = (g1, g2) placed in a plane z = l (l > d) (Fig. 2).

We will seek a distance l to a screen and screen boundaries g1 and g2 by given reflection matrix.
To find a reflection matrix describing the heterogeneity, it is necessary preliminary to solve the

auxiliary electromagnetic wave diffraction problem on a screen E : from the left on a screen E falls
down the electromagnetic wave −→v (x, z), it is necessary to find scattering field — functions ←−v (x, z)
and −→w (x, z).

We can say that electromagnetic wave diffraction problem on a screen E is equivalent to equation
of the form

D−1F←−v = GD−→v .

Here F and G are matrices depending on position of a screen E (on parameters l, g1, g2). Elements
of matrices F and G can be found analytically. Matrix D = diag{ei(l−d)γ+

n } is used to recalculate
coefficients of field decomposition from section z = l to section z = 0. By this a reflection matrix
has the form M = DF−1GD.

Let M̃ be given reflection matrix, then heterogeneity parameters l, g1 and g2 can be found by
condition ∥∥∥M̃ −DF−1GD

∥∥∥
2
→ min . (10)

This problem is a problem of a search of global minimum with linear restrictions l > d, 0 ≤ g1 ≤
a, d0 ≤ g2 ≤ a. As an initial approximation for l we take l0 = d, as an initial approximation for
screen boundaries g1, g2 a sequence of points {g0

1j}, {g0
2j} randomly distributed on an interval (0, a)

was chosen. For every point of initial approximation (l0, g0
1j , g0

2j) the problem (10) was solved and
a point of local minimum was determined. Among all points of local minimum the point was found
in which function has its minimal value.

The calculating experiment has shown that position of a screen is reconstructed rather precisely.

6. NEURAL NETWORKS METHOD

To solve the heterogeneity reconstruction problem the artificial neural network method was used
also. The inverse problem consists of the following. It is necessary to find a period and other
geometric parameters of the diffraction grating by given characteristics of the falling down and
being reflected from the grating waves. To solve this problem the neural networks method is used.
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The model of the multilayer perceptron with one hidden layer consisting of forty neurons was
developed. The error of the network response was minimized by Levenberg-Marquardt method.
The training set was constructed on the base of numerical solutions of the different variants of
diffraction problems. The trained neural network was tested on the set of examples that were not
included in the training sample. By reconstructing the grating parameters the maximal value of
error did not exceed 2.5%.
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Wave Diffraction Problems on Periodical Sets of Heterogeneities in
the Stratified Media

I. L. Aleksandrova, E. A. Osipov, N. B. Pleshchinskii, and P. A. Rogozhin
Kazan Federal University, Russia

Abstract—The universal approach to solving the diffraction problems on the periodical set of
heterogeneities in the stratified media is proposed. The infinite periodic grating consisting of thin
conducting bands embedded into a dielectric plate is considered as an example. The boundary
value problem for the quasi-periodic potential functions is equivalent to the pair summatorial
functional equation for the Floquet coefficients.
At first, it is advisable to solve the auxiliary diffraction problem for the stratified medium in the
case when the heterogeneities are moved off. The heterogeneities generate the field perturbation;
it is a solution of a similar pair equation. Secondly, we need to define new unknown variables in
such way that the pair equation should have the standard form. To get this result we propose to
use the boundary value conditions on the heterogeneities. Then the other conditions on the media
interface can be transformed to standard form. The dual equation is equivalent to regular infinite
set of linear algebraic equations for the coefficients of decomposition of the electromagnetic field
by Floquet harmonics.
In the case of elastic waves the wave diffraction problems on the periodical sets of heterogeneities
can be reduced to vector dual summatorial functional equations. The electromagnetic wave
diffraction problems on the periodical knife grating was investigated by analogous scheme.

1. INTRODUCTION

The electromagnetic and elastic wave diffraction problems on the periodical sets of heterogeneities
drew attention of many scientists. The important stage of development of methods of solving
electromagnetic wave diffraction problems on the periodical gratings, including the multilayered
ones, is connected with appearance of Riemann-Hilbert method [1]. Good results are provided by
the integral equations method but it is connected with difficult calculations generated by increasing
of number of grating elements in the strip of period. Method of regularization of pair functional
equations of the diffraction problem based on integral identities obtained by solving an auxiliary
over-determined boundary value problem in the partial domains [2, 3] is free from restrictions of
such type.

In the present work general rules are stated permitting to reduce the diffraction wave problem
on the periodical set of heterogeneities to a standard form of pair summatorial equation relative
to Floquet coefficients of field potential function. These rules are illustrated on example of several
two-dimensional problems. Such pair equation is equivalent to regular infinite set of linear algebraic
equations.

First rule. If set of heterogeneities is placed on the media interface, then it is necessary at first to
solve an auxiliary wave reflection and refraction problem at this boundary without heterogeneities.

Second rule. Let M be periodical set of heterogeneities and N be the remaining part of the
media interface. In order to get pair equation in standard form it is necessary to introduce new
variables on the basis of equalities in the boundary conditions of the diffraction problem on M.

Third rule. Second part of pair equation should be deduced by the equalities which are given
in the conjugation conditions only on N .

2. DIFFRACTION OF TE-WAVE ON A SIMPLE PERIODIC GRATING

Suppose that electromagnetic field does not depend on coordinate y of Cartesian system of coordi-
nates. Let the Floquet wave with potential function

u0(x, z) = eiαx
+∞∑

n=−∞
b0
n e−iγnz eidnx (1)

run from above on the p-periodical grating of ideally conducting infinitely thin ribbons in the plane
z = 0 (Fig. 1). Here α is some number (Floquet parameter), d = 2π/p, γn =

√
k2 − (α + dn)2, or

Reγn ≥ 0 or Imγn > 0.
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Figure 1: Periodic grating in the homogeneous space.

We will seek potential functions of outgoing from grating waves in the form

u1(x, z) = eiαx
+∞∑

n=−∞
an eiγnz eidnx, u2(x, z) = eiαx

+∞∑
n=−∞

bn e−iγnz eidnx. (2)

The meaning of α is just the same in all decompositions.
Suppose that the whole space is filled by homogeneous isotropic medium. Let the initial wave

be given both for z > 0 and for z < 0. Therefore we will seek in practice at once field perturbation
from grating (rule 1).

Boundary conditions on a metal M have the form

+∞∑
n=−∞

b0
n eidnx +

+∞∑
n=−∞

an eidnx = 0,
+∞∑

n=−∞
b0
n eidnx +

+∞∑
n=−∞

bn eidnx = 0. (3)

Conjugation conditions on N are reduced to equalities

+∞∑
n=−∞

an eidnx =
+∞∑

n=−∞
bn eidnx,

+∞∑
n=−∞

γn an eidnx =
+∞∑

n=−∞
(−γn) bn eidnx.

Consequently, the first conjugation condition is fulfilled everywhere. By this

an = bn = cn,

here cn are new unknown coefficients (rule 2).
Equalities (3) give the first half of pair summatorial equation

+∞∑
n=−∞

cn eidnx = −
+∞∑

n=−∞
b0
n eidnx M.

The second half of pair equation is deduced from the second conjugation condition (rule 3):

+∞∑
n=−∞

γn cn eidnx = 0 N . (4)

Denote

In =
∫

M
eidnt dt, Jn =

∫

N
eidnt dt.

By integral-summatorial identity

+∞∑
n=−∞

cn eidnx =
∫ p

0

( +∞∑
n=−∞

γn cn eidnt
)(1

p

+∞∑
m=−∞

1
γm

eidm(x−t)
)

dt.
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Let us pass from (4) to equation on N
+∞∑

n=−∞
cn eidnx =

∫

M

( +∞∑
n=−∞

γn cn eidnt
) (1

p

+∞∑
m=−∞

1
γm

eidm(x−t)
)

dt

=
1
p

+∞∑
n=−∞

γn cn

+∞∑
m=−∞

1
γm

eidmx In−m. (5)

Let us project (4) and (5) on functions eidkx and obtain infinite SLAE

p ck − 1
p

+∞∑
n=−∞

γn cn

+∞∑
m=−∞

1
γm

In−m Jm−k = −
+∞∑

n=−∞
b0
n In−k, k = 0,±1, . . . (6)

It can be shown that it’s approximate solution can be found by truncation method.

3. ELECTROMAGNETIC WAVE DIFFRACTION ON THE PERIODIC GRATING IN
THE LAYERED MEDIUM

What will change if media above grating and under grating are different?
It is necessary to substitute numbers γ1

n and γ2
n in decompositions (1) and (2) instead of γn. At

first we consider an auxiliary problem of reflection and refraction on the media interface without
grating (rule 1). By conjugation conditions

u0(x, 0) + u1(x, 0) = u2(x, 0),
∂u0

∂z
(x, 0) +

∂u1

∂z
(x, 0) =

∂u2

∂z
(x, 0)

It follows that for any n b0
n + an = bn, −γ1

n b0
n + γ1

n an = −γ2
n bn. Denote by an, bn solution of this

set of equations.
Now we will seek perturbation of grating. In representations (2) we write down an+an and bn+bn

instead of an and bn. Then it follows by boundary conditions on M and conjugation conditions on
N , that new unknown coefficients, as before, cn = an = bn (rule 2), and pair equation has the form

+∞∑
n=−∞

cn eidnx = −
+∞∑

n=−∞

2γ1
n

γ1
n + γ2

n

b0
n eidnx on M,

+∞∑
n=−∞

(γ1
n + γ2

n) cn eidnx = 0 on N .

So it is necessary to replace at the left γn by γ1
n + γ2

n and at the right replace b0
n by

2γ1
n

γ1
n + γ2

n

b0
n in

SLAE of the form (6) of the wave diffraction problem on a simple grating at the media interface.
In the work [4] more general case is considered when periodic grating is placed at one of media

interface in the multilayered structure. In the work [5] it is shown that periodic grating in the
multilayered dielectric can be used as a scanning screen.

4. THE DIFFRACTION OF ELASTIC WAVE ON THE PERIODIC SET OF CRACKS

The elastic wave diffraction problems on the heterogeneities in the layered media are in many
respects close to the electromagnetic waves diffraction problems. But in some cases infinite sets of
linear equations relative to Floquet coefficients of elastic field can has vector form.

In the work [6] it is shown how it is possible to reduce the elastic wave diffraction problem on
a set of cracks in the layered medium to regular set of linear algebraic equations by listed above
rules.

Consider a structure of three elastic layers lying on the hard basis. In general case quasi-periodic
complex tension amplitudes in every layer have the form

ux(x, y) =
+∞∑

n=−∞

[
dn a1neiβ1ny + β2n a2neiβ2ny − dn b1ne−iβ1ny + β2n b2ne−iβ2ny

]
eidnx,

uy(x, y) =
+∞∑

n=−∞

[
β1n a1neiβ1ny − dn a2neiβ2ny + β1n b1ne−iβ1ny + dn b2ne−iβ2ny

]
eidnx,

βin =
√

k2
i − d2

n, Reβin ≥ 0 or Imβin > 0, k2
1 =

ρω2

λ + 2µ
, k2

2 =
ρω2

µ
,
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ρ, λ, µ are medium density and Lame constants, dn = α + dn, α is Floquet parameter, d = 2π/p,
p is a set of cracks period.

In the vector-matrix form

u(x, y) =
+∞∑

n=−∞

[
An Y +

n (y) an + Bn Y −
n (y) bn

]
eidnx,

here An Bn are 42-matrices, which coefficients are contained in formulas (1), Y ±
n (y) are diagonal

22-matrices with functions e±iβ1ny, e±iβ2ny at the main (general) diagonal, u = (ux, uy, σy, τ)
and an = (an1, an2), bn = (bn1, bn2). Vectors an are coefficients at negatively oriented Floquet
harmonics, and bn are coefficients at positively oriented Floquet harmonics.

We have for running from above plane wave (one Floquet harmonic with number s)

u+(x, y) = A(0)
s Y (0)+

s (y − h1) a(0)
s eidsx,

and for for a Floquet wave leaving up in a layer 0 we have

u−(x, y) =
+∞∑

n=−∞
B(0)

n Y (0)−
n (y − h1) b(0)

n eidnx.

Set of equations for coefficients b
(0)
s , as, bs has the form

A(0)
s a(0)

s + B(0)
s b(0)

s = As Y +
s (h1) as + Bs Y −

s (h1) bs,

Ps Y +
s (−h2) as + Qs Y −

s (−h2) bs = 0.

Here Ps Qs are 22-submatrices of matrices As and Bs, composed of lines of coefficients relating to
components ux, uy. After the solution b

(0)
s , as, bs of this set is obtained, in a layer from −h2 to h1

τ(x, y) =
[
Cs Y +

s (y) as + Ds Y −
s (y) bs

]
eidsx,

where Cs Ds are 12-submatrices of matrices As and Bs, composed of lines of coefficients relating
to components τ .

Let us pass to the problem on perturbation of elastic field by set of cracks. Component τ is
continuous both on N and on M, if equalities

Cn a(1)
n + Dn b(1)

n = Cn a(2)
n + Dn b(2)

n = cn,

are fulfilled, here cn are new unknown variables. By this first part of pair equation

+∞∑
n=−∞

cn eidnx = −[
Cs as + Ds bs

]
eidsx on M.

It can be shown that second part of pair equation will have the form

+∞∑
n=−∞

χn cn eidnx = 0 on N ,

where coefficients χn should be found by some auxiliary set of equations.
Pair equation is transformed into infinite set of linear equations by the same methodic than in

the case of electromagnetic waves.

5. DIFFRACTION OF THE PLANE WAVE ON PERIODIC KNIFE GRATING

Let plane wave of unit amplitude e−ik sin θ·x−ik cos θ·z fall down on a-periodic grating of parallel strips
of width b. In three parts of wave guided structure we will seek potential functions of TE-polarized
field in the form

u−(x, z) = eiαx
+∞∑

n=−∞
u−n eiγnz eidnx, u+(x, z) = eiαx

+∞∑
n=−∞

u+
n e−iγn(z−b) eidnx,
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u(x, z) = eiαx
+∞∑

n=1

[−→u n e−iγnz +←−u n eiγn(z−b)
]

sin
πnx

a
,

here d = 2π/a, α = −k sin θ.
Denote

Im,n =
∫ a

0
e−i(α+dm)x sin

πnx

a
dx, Jm,k =

∫ a

0
ei(α+dm)x sin

πkx

a
dx.

Exclude u−n from the conjugation conditions for z = 0. Then we get

(−→u k +←−u k e−iγkb
) a

2
= 2J0,k +

1
a

+∞∑
n=−∞

(−−→u n +←−u n e−iγnb
)
γn

+∞∑
m=−∞

1
γm

Im,n Jm,k, k = 0,±1, . . .

By the conjugation conditions for z = b second group of equations follows

(−→u k e−iγkb +←−u k

) a

2
=

1
a

+∞∑
n=−∞

(−→u n e−iγnb −←−u n

)
γn

+∞∑
m=−∞

1
γm

Im,n Jm,k, k = 0,±1, . . .

Thus, the plane wave diffraction problem on knife grating is equivalent to regular infinite set of
linear algebraic equations.
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Mid-range Wireless Power Transmission System Using Real-time
Complex Impedance Control
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Abstract— A power transmission system that uses both electric and magnetic fields is pro-
posed. The equivalent circuit of a pair of transmitting and receiving antennas is expressed by the
2-port circuit, of which mutual impedance has both imaginary and real parts. Precise calculation
of the power transmission efficiency using this 2-port circuit and generating and loading circuit
with complex impedances indicates that very high efficiency can be obtained due to their special
complex values. Because their real values are very small and limited within a narrow range, the
transmitting energy must be stored in a rechargeable battery to activate active devices and the
real-time control of these values is necessary to stabilize high-efficient power transmission against
changes in propagation environment.

1. INTRODUCTION

In 2008 the MIT group proposed technology that enables efficient power transmission for a distance
of a few meters using a frequency of several tens of megahertz [1]. This technology, called “magnetic
resonance” uses not only the magnetic field as well as the conventional near-range wireless power
transmission technology but also the magnetic resonance, which is caused by the capacitance of
the RF circuit and, the transmitting and receiving antennas. This technology efficiently transmits
power when the mutual impedance between the transmitting and receiving antennas is large and
imaginary. Effective power transmission for a distance of a few meters with this technology requires
large three dimensional inductors, which are several tens of centimeters in diameter and a few
centimeters in height, and a higher operation frequency, several tens of megahertz, than that of the
conventional near-range power transmission technology [2]. The power transmission system using
magnetic resonance that uses antennas of similar size to the distance enables high transmission
efficiency, which exceeds ninety percent. When the distance between these antennas is so large
that a part of the transmitting magnetic field is dispersed, another method that uses both electric
and magnetic fields is expected to provide higher efficiency of the power transmission than that
of magnetic resonance. In this case, the mutual impedance between transmitting and receiving
antennas does not have a small enough real part to be negligible compared with its imaginary part.

I propose a power transmission system that consists of RF circuits, transmitting and receiving
antennas, the size of which is of the same order as the distance between the two antennas and allows
the provision of not that high of efficiency, e.g., a few tens of percent The electric characteristics
are calculated by the equivalent circuit which consists of RF circuits, i.e., the power generating and
loading circuits, and the transmitting and receiving antennas, which are expressed by the 2-port
circuit [3]. This equivalent circuit enables precise calculation of the power transmission efficiency.
The special values of the complex impedances in the equivalent circuit provide high power trans-
mission efficiency. The sensitivity of these values to efficiency requires an algorithm for controlling
such values to stabilize power transmission. The actual structures of the transmitting and receiving
antennas that obtain the complex impedance of the 2-port circuit can be constructed using a special
planar structure and its design algorithm. An antenna loaded by a lumped reactance enables this
sensitivity: therefore it not only improves power transmission efficiency but also determined the
transmission direction.

2. CIRCUIT ANALYSIS OF POWER TRANSMISSION

The equivalent circuit of a power transmission system consisting of a power generating circuit,
loading circuit, and 2-port circuit, which expresses the transmitting and receiving antennas is
shown in Fig. 1.

The self and mutual impedances of the 2-port circuit in Fig. 1 are the self and mutual impedances
of the two antennas. The power generating circuit is represented by the voltage source and the inner
complex impedance. Similarly, the loading circuit is expressed by the simple complex impedance.
The parameters in Fig. 1 derive power that is consumed in the loading resistance. Power transmis-
sion efficiency is defined by this consuming power normalized by the maximum supplying power as
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Figure 1: Equivalent circuit of power transmission system.
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Figure 2: Efficiency for symmetric power transmission system.

follows.

η ≡ P2

P0
=

r2r1

(
m2 + M2

)
{
m2 −M2 − (r1 + λ1) (r2 + λ2) + (X1 + L1) (X2 + L2)

}2

+ {(r1 + λ1) (X2 + L2) + (X1 + L1) (r2 + λ2)− 2mM}2

(1)

The parameters that are controllable using conventional valuable elements are r1, r2, X1, and X2.
The following derivatives of Eq. (1) with respect to these four parameters determine optimum values
for achieving maximum efficiency.

0 = (X1 + L1)
3 r2 + λ2

r1 + λ1
+ (X1 + L1)

{
m2 −M2 + (r1 + λ1) (r2 + λ2)

}− 2 (r1 + λ1) mM,

0 = (X2 + L2)
3 r1 + λ1

r2 + λ2
+ (X2 + L2)

{
m2 −M2 + (r1 + λ1) (r2 + λ2)

}− 2 (r2 + λ2) mM

(2)

Each equation is of third degree with respect to the sum of the self reactances of the antenna
and RF circuit: therefore it is solved analytically. The parameters in Eq. (1) are divided into
the two types. The first type, which consists of the self and mutual complex impedances of the
two antennas cannot be changed during power transmission. On the other hand, the second type,
which consists of the real and imaginary parts of both the power generating and loading circuits
can be controlled to achieve maximum power transmission efficiency. The optimum values of the
real parts of these circuits are numerically determined using their imaginary parts which are the
solution to the equation of third degree. Example results of the parameters of the optimum values
to achieve maximum power transmission efficiency are shown in Fig. 2. Since the symmetric circuit
can transmit maximum power from the generating circuit to the loading one, the equivalent circuit
is determined to be symmetric: therefore the suffixes of the parameters can be omitted. The
conditions for determining the parameters are summarized in Table 1. The self reactance of each
antenna is included in the reactance of each RF circuit. The first three graphs in Fig. 2 show
efficiency along the vertical axis vs. the first and second parameters along the two horizontal axes.
Each graph is related to a different solution of the equation of third degree. The fourth graph shows
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Table 1: Parameters conditions for maximum power transmission.

Mutual resistance
of Ant.: M

Mutual reactance
of Ant.: m

Self resistance
of Ant.: λ

Resistance of
RF circuit: r

1 (normalized fixed value)
0.1 ∗M −M

(first parameter)
1.2 ∗m

(example fixed value)
0.1− 10

(second parameter)

Small segment

Feeding point
Loading reactance

Figure 3: Planer antenna with loading reactance.

the determined value of the RF-circuit reactance along the vertical axis vs. the same horizontal
axes as the previous ones.

It is obvious that the lager mutual reactance between the two antennas by comparing the
mutual resistance provides higher efficiency power transmission efficiency. The optimum value of
the resistance of the RF circuit is very small and is more sensitive to efficiency than its reactance.
This fact indicates that a real-time control of the resistance of the RF circuit is important to achieve
maximum power transmission efficiency.

3. ANTENNA DESIGN FOR EFFICIENT POWER TRANSMISSION

The results discussed in the previous section suggests that an antenna system consisting of trans-
mission and receiving antenna is necessary to provide a higher ratio of mutual reactance to mutual
resistance to achieve higher efficiency. I propose a design method to develop such an antenna
system. The antennas, which are applied to the antenna system, are comprised of small square
conductive segments and loading lamped reactance manufactured by chip inductors and capacitors.
This planar-structure antenna is shown in Fig. 3.

The special structure occupying the entire area, which encompasses every available structure
of the antenna, is called the “mother structure”. All the available antenna structures were made
from the mother structure by substituting the appropriate small segments. These segments were
selected using a suitable process, for example, a random process [4].

3.1. Two-port Circuit Expression of Antenna System

The method of moments provides the 2-port circuit expression of this antenna system. The two
feeding points of the two antennas become the two ports of this 2-port circuit. In accordance
with the reciprocity between the transmission and reception of the antenna, the transmitting and
receiving antennas with the same shape achieved highest power transmission efficiency. The in-
duced currents on the small segments, of which the size is less than one-tenth of the operation
wavelength, provided the impedance matrix that represents the electromagnetic characteristics of
the antenna system. By introducing the induced currents and occurring voltages on the “n-th”
segments belonging to the transmitting antenna itn and vt

n and the similar induced currents and
occurring voltages on the “m-th” segments belonging to the transmitting antenna irm and vr

m, the
matrix equation for the antenna system is expressed as follows.

Because vt
n and vr

m are diminished on the conductive segments except both the feeding and
loading points of each antenna, Eq. (3) is rewritten in the following 4× 4 form by components of
the admittance matrix, which is the inverse of the impedance matrix [5].

Since the voltage was equal to the products of the current and loading reactance at the loading
point, Eq. (4) is transformed into the 2× 2 form: therefore the matrix of rank 2 in this 2× 2 form
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is equal to the 2-port circuit expression of the antenna system with the loading reactance.
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3.2. Design Algorithm
The design of algorithm started from Eq. (1), which represents power transmission efficiency. The
derivatives of Eq. (1) with respect to both the resistances and reactances of both the generating
and loading circuits provide the following two equations of second degree that are independent with
respects to the reactances of these circuits.

0 = − (
m2 −M2

)
(r2 + λ2)− (r1 − λ1) (r2 + λ2)

2 − (X2 + L2)
2 (r1 − λ1)− 2mM (X2 + L2) ,

0 = − (
m2 −M2

)
(r1 + λ1)− (r2 − λ2) (r1 + λ1)

2 − (X1 + L1)
2 (r2 − λ2)− 2mM (X1 + L1) .

(5)

Because the reactances are real, the discriminants of these equations are definitely positive. By
introducing a new parameter “a”, which is the ratio of the resistance of the loading circuit to that of
the generating one, these conditions lead the following new inequality expressions using the energy
conservation law λ1λ2 −m2 > 0.

B ≡ 2λ1λ2 + M2 −m2 > 0, (6)

4λ1λ2B +
(
M2 + m2

)2 − (
M2 + m2

) √
8λ1λ2B + (M2 + m2)2

4λ2
1B

< a

=
r1

r2
<

4λ1λ2B +
(
M2 + m2

)2 +
(
M2 + m2

)√
8λ1λ2B + (M2 + m2)2

4λ2
1B

|aλ1−λ2|+
√

(aλ1−λ2)
2+4a (λ1λ2−m2)

2a
<r1 <

− |aλ1 − λ2|+
√

(aλ1−λ2)
2+4a (λ1λ2+M2)

2a
. (7)

According to Eqs. (6) and (7), the ranges in r1 and r2 are finite. Hence the optimum values of
the complex impedances of both the generating and loading circuits for achieving maximum power
transmission efficiency found using a suitable numerical analysis, e.g., the bisection method.
3.3. Example Antenna Design
Maximum power transmission is possible by transmitting and receiving antennas with the same
shape. Such antennas were designed using the specifications summarized in Table 2. The same
shape of these antennas calculated values of the power transmission efficiency, and the 2-port
parameter of the antenna system consisting of these antennas with respect to the loading reactances
on these antennas are shown in Fig. 4.

Maximum efficiency was obtained when the small inducutances with the same value were loaded
at the same points on both the transmitting and receiving antennas. High power transmission
efficiency was possible within the very narrow ranges of the values of the two loading reactances.

Table 2: Specifications of antenna design.

Segment size Max. antenna size Distance between antennas Frequency Value of loading reactance
30 mm 150 mm 150mm 950 MHz −j200–j200 ohm
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Feeding point 

Structure of transmitting and receiving antennas
with loading reactances, which are not-shown

Figure 4: Antenna structure, 2-port parameters, and power transmission efficiency via antenna loading
reactances.

4. CONCLUSIONS

Under the condition of the 2-port parameters, determined by the same structure of both the trans-
mission and receiving antennas and their loading reactances, maximum power transmission effi-
ciency is possible when the reactance of both the generating and loading circuit are conjugate to
the self impedances of these antennas and the resistances both of them are very small within a
very narrow range. These characteristics indicate that the transmitting energy must be stored in a
rechargeable battery to be useful for active devices and a real-time control of this value is necessary
to stabilize power transmission against changes in propagation environments. The transmission and
receiving antennas with loaded reactances can drastically affect power transmission efficiency by
changing these reactances: therefore antenna system consisting of several antennas with valuable
loading reactances can sequentially provide high power transmitting efficiency from one adjacent
pair to the next by changing their reactances.
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Abstract— Inductive power transfer (IPT) for powering high power implantable devices, such
as total artificial hearts and heart assist devices, greatly reduces the risk of infection by elim-
inating the driveline cable which otherwise needs to puncture the skin to provide power. The
operating conditions are demanding in terms of the power level, a wide range of coupling vari-
ations, restrictions on heat generated and resultant temperature rise in the surrounding tissue.
This paper presents a wireless power transfer system which satisfies the requirements for power-
ing a high power implant. The system consists of a half-bridge energy injection circuit which is
fully soft-switched. No extra switching or power components are required to regulate the power
flow. This is achieved by injecting energy into the tank when required, and allowing the resonant
tank to free oscillate when power is sufficient. Feedback from the implanted device is provided
via a radio link completing the feedback control loop. The external and internal power transfer
coils are air-cored and have a maximum diameter of 75 mm and thickness of 7 mm including the
biocompatible encapsulation, making a light and compact transcutaneous energy transfer (TET)
system. The presented system is capable of delivering over 15 W to the implanted load over a
wide range of coupling variation (k = 0.15 to 0.3) which corresponds to 20 mm to 10mm coil
separation. The system has achieved an end to end power efficiency of 78.7% to 82.2%.

1. INTRODUCTION

This paper presents a standalone Transcutaneous Energy Transfer (TET) system for powering high
power implantable medical devices such as artificial heart pumps. Current state-of-the-art heart
pumps require a level of power consumption that ranges from 5 to 15 W [1]. Such power levels
are too demanding for implantable batteries for a heart pump which must run continuously. Thus
electric power must be externally provided either with a percutaneous cable (punctures through
the skin) or via a transcutaneous (through unbroken skin) method. Inductive power transfer (IPT)
is a well known technology and is also very promising for delivering power to implantable devices.

In this paper, a TET system based on a half-bridge energy injection resonant converter was
designed for powering an implantable heart pump. A TET system, when used by a patient, must
be able to adapt to the prevailing coupling conditions as the separation of the coils depends on the
tissue thickness of the patient and surgical placement. In addition to this the system should be
able to tolerate slight changes in coupling, due to movement from physical activity and repetitive
activity such as respiration. Size and weight of the power transfer coils is another important factor,
especially for the implanted coil which has to be thin enough in order for it to be placed just under
the skin. Finally the heat generated by the power transfer coils must not cause damage to the
surrounding tissue.

2. SYSTEM ARCHITECTURE

A high level block diagram of the TET system is shown in Figure 1. It consists of an external
primary power converter with its power delivery coil L1 and an internal secondary power receiving
coil L2 with its power conditioning circuit. Resistor R2 represents the load of the implantable
device. Power regulation is performed on the primary side with an energy injection converter
which drives the power delivery coil which is part of a series resonant tank.

2.1. Resonant System and Power Transfer Coils
The transfer of power is achieved through the use of two LC resonant circuits, where the coils are
mutually coupled together via the interaction of oscillating magnetic fields. The strength of the
coupling is determined by a coupling co-efficient k. In this particular application the coupling k
may vary quite significantly during practical usage.
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Figure 1: High level block diagram of presented TET system.
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Figure 2: (a) Primary and (b) secondary power transfer coils.

Since the energy injection converter is essentially a voltage-fed half bridge converter the primary
LC resonant tank topology must be a series tuned tank, as a parallel tuned tank has voltage source
type characteristics and must be driven by a current-fed converter [2]. The configuration of the
secondary resonant tank is also series tuned; this was chosen as this makes the secondary resonant
current the same as the load current.

The most ideal shape of the power transfer coils is as flat and small as possible. The requirement
of it being flat is because the secondary coil has to be implanted inside the body and near the surface
of the skin, a flat coil allows the coil to be implanted just under the skin secured by nearby bone
mass (such as on top of the rib cage), without creating a large extrusion. The coils used in the
system are shown in Figure 2, they were made by winding 2 mm diameter Litz wire in a two
layer pancake configuration creating a 4 mm thick coil, encapsulating the coils with biocompatible
silicon brought the thickness to 6 mm. The diameter of the implanted coil including encapsulation
is 55mm and the external coil is 65 mm. The weight of the coil is also important, as a heavy
coil would induce more discomfort, thus no ferrite core was used in our coils and the primary and
secondary coils weighed 60 g and 45 g respectively. The size of the coils were designed so a maximum
displacement of 20mm of the coils either vertical or horizontally could be tolerated without their
coupling co-efficient dropping below k = 0.15. The inductances of the primary and secondary coils
were 14.2µH and 11.45µH respectively.

The tuning capacitors of the primary and secondary capacitors were not selected to make the
individual primary and secondary tanks resonate at a nominal resonant frequency. As the coupling
variation during operation is large (k = 0.15 to 0.3) it is important to analyze how the impedance of
the system changes across all coupling conditions and select capacitor values which will minimize
loss and avoids any frequency bifurcation behavior within the operating coupling range. The
capacitor values were selected using an optimisation process previously described [3], the primary
and secondary capacitances used in this setup are 12 nF and 16 nF respectively.
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2.2. Energy Injection Converter
A half-bridge energy injection converter [4] was used in our TET system and is depicted in Figure 3.
This converter was chosen due to a low component count, ability to implement soft-switching and it
provides complete power flow control without additional power stage components. The half-bridge
energy injection converter consists of two operating states; injection state and free oscillation state.
During the injection state the high side switch is on while the low side switch is off, connecting the
resonant tank to the DC input source, thus injecting energy into the tank. During the free oscillation
state the low side switch is on while the high side switch is off, which connects the resonant tank
together allowing it to free oscillate, damped by its own or any reflected impedance. In order for
the system to be soft-switched the converter must change states during the zero crossings of the
resonant current, this is achieved using a current transformer on the primary resonant track. The
injection state can only occur during the positive phase of the resonant current as the power source
is DC and can only provide power in one direction, but free oscillation state can occur in both
phases of the resonant current.

2.3. Feedback and Control
A current limit controller was used to control power flow. The peak of the resonant current during
the negative current phase is compared against a current limit. If the peak is below the limit, then
an injection state will occur during the next positive current phase; else if the peak is above the
limit, the converter will stay in free oscillation state during the next positive current phase. This
current limit is the output of a proportional-integral controller which operates on the error of the
output voltage with the desired output voltage. The output voltage at the secondary is received
through a low power 2.4 GHz radio link. Control of the system is achieved completely onboard with
discrete analog components and no external controllers were used, hence it is a standalone system.

3. RESULTS

The performance of the TET system was characterized at a load of 10 ohms. The control system
was set to regulate the output voltage to 12.5V corresponding to an output power of 15W being
available to drive the heart pump and charge any internal battery. Power measurements were
recorded at different separations between the power transfer coils, this separation refers to the
displacement of the coils with their centers concentric and radii parallel to each other. For this set
of coils a 5 mm separation corresponds to a coupling co-efficient of k = 0.41 and a 20 mm separation
corresponds to a coupling co-efficient of k = 0.15. Note that coupling is not linearly proportional
to separation.

We have chosen 10 mm as a minimum coil separation to accommodate encapsulation, implanta-
tion, tissue, coil holder and clothing contributions. The output power vs. separation relationship is
shown in Figure 4, it can be seen that the system is only able to reach desired output voltage when
the separation is greater than 10 mm (or k < 0.3). It is unintuitive that output power decreases
at close coupling. Figure 5 plots the injection percentage (power flow percentage) of the energy
injection converter vs. vertical separation to help explain the effect of close coupling. Figure 5
shows that more energy injection is required when coupling is good than when coupling low, this
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Figure 3: States of a half-bridge energy injection converter.
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is because the reflected impedance seen by the converter is greater when coupling is good. Thus it
takes more energy injections to sustain the same resonant current. If operation at higher coupling
levels is desired, different tuning capacitors would be selected to allow the desired output voltage
to be reached at the cost of inferior efficiency at the low coupling end. A higher input voltage can
also improve operation at high coupling, however high DC voltages come with safety issues and
cause greater stress on the power components.

The end to end power efficiency vs. vertical separation is shown in Figure 6. Also a simulation
of the resonant system was performed in order to find the theoretical maximum efficiency of the
system when only the losses of the coils and resonant capacitors are taken into account; the result of
this is shown in Figure 7. In Figure 6, it can be seen that for the designed separation range of 10 mm
to 20 mm, the efficiency steadily decreases from 82.2% to 78.7%. This 3.5% decrease in efficiency
across the coupling change of k = 0.3 to 0.15, is reflective of the theoretical maximum efficiency
drop of 3.3% across the same coupling range. Thus the energy injection converter maintains almost
constant efficiency throughout its control range.

4. CONCLUSION

This standalone TET system accommodates the power conditions applicable for an implantable
heart pump. A half-bridge resonant converter was used to drive the power transfer coils, and power
flow control was performed on the external primary side via feedback through wireless communi-
cation. The system was able to provide 15 W of power across a coil separation of 10 mm to 20 mm
corresponding to a coupling change of k = 0.3 to 0.15; with a maximum end to end efficiency of
82.2% and a minimum efficiency of 78.7%. It has also been demonstrated that the energy injection
converter retains it efficiency across a control range of 100% to 25% energy injection, making it
ideal for TET systems which need to operate across a wide range of coupling. The presented power
transfer coils and circuitry are also sufficiently compact for implantation.
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Abstract— The core of the theory of L̂2(ĉ, ρ̂, n̂) numbers (ĉ, ρ̂ — real, 0 < ρ̂ < 1, n̂ — a
restricted positive integer) — the theorem for existence and for the basic characteristics of these
new real positive quantities, is formulated by means of three lemmas and proved numerically. The
first discovers the existence of the same and ascertains them, provided ĉ 6= l̂, (l̂ = 0,−1,−2, . . .),
as the common limits of definite couples of infinite sequences of real positive numbers, composed
through the real positive zeros of a special function, devised, using real Kummer Φ̂(â, ĉ; x̂) and
Φ̂(â, ĉ; ρ̂x̂) and Tricomi Ψ̂(â, ĉ; x̂) and Ψ̂(â, ĉ; ρ̂x̂) confluent hypergeometric ones of selected in an
appropriate way real parameters â and ĉ, and a variable x̂ (resp. ρ̂x̂). The second determines them
for ĉ = l̂ (when the Kummer function is not defined) with the help of the equality L̂2(ĉ, ρ̂, n̂) =
L̂2(2− l̂, ρ̂, n̂). The third lemma says that for any admissible ĉ, ρ̂ and n̂, it is fulfilled: L̂2(ĉ, ρ̂, n̂) =
L̂2(2− ĉ, ρ̂, n̂) and L̂2(1 + ĥ, ρ̂, n̂) = L̂2(1− ĥ, ρ̂, n̂), (ĥ = ±(1− ĉ)). A problem for slow guided
wave transmission is pointed out, in whose solution the outcomes obtained could be employed.

1. INTRODUCTION

The initiation of the L numbers (the common limits of certain infinite sequences of real positive
numbers with terms, constructed by some zeros of transcendental functions, involving complex or
real confluent hypergeometric [1] and eventually real cylindrical ones, too of expressly chosen par-
ameters [2–15]) is a pioneering idea which originates a new branch of the theory of numbers. Its
source are the problems for propagation of normal TE0n or slow T̂E0n̂ modes in the azimuthally
magnetized circular ferrite and ferrite-dielectric waveguides (configurations, suitable for the develop-
ment of various microwave passive components), integrated in terms of the functions mentioned [2–
15]. To distinguish the quantities and functions, connected with the second type of waves, all of
which are real, it is accepted above the characters, standing for them, to put hats “̂” [4, 8, 10].

The fundamental result of this study is the numerical proof of the existence of finite real positive
limits (named L̂2(ĉ, ρ̂, n̂) numbers) of the infinite sequences of real numbers K̂2−(ĉ, ρ̂, n̂, k̂−) =
|k̂−|χ̂(ĉ)

k̂−,n̂
(ρ̂) and M̂2−(ĉ, ρ̂, n̂, k̂−) = |â−|χ̂(ĉ)

k̂−,n̂
(ρ̂), attained at k̂− → −∞, (χ̂(ĉ)

k̂−,n̂
(ρ̂) — n̂th real posi-

tive zero of the function F̂2(â, ĉ; x̂, ρ̂) = Φ̂(â, ĉ; x̂)Ψ̂(â, ĉ; ρ̂x̂) − Φ̂(â, ĉ; ρ̂x̂)Ψ̂(â, ĉ; ρ̂x̂) in x̂, Φ̂(â, ĉ; x̂)
and Ψ̂(â, ĉ; x̂) — Kummer and Tricomi confluent hypergeometric ones, resp. [1], â, ĉ, x̂, ρ̂ — real,
â < 0, â 6= −m̂, m̂ = 1, 2, 3, . . ., â = ĉ/2 + k̂−, ĉ > 0 or ĉ < 0, ĉ 6= l̂, l̂ = 0,−1,−2, . . ., â < ĉ < 0 (in
the two instances â < ĉ), x̂ > 0, ρ̂ > 0, 0 < ρ̂ < 1, k̂− = â − ĉ/2 — real, k̂− < 0, â− ≡ â, n̂ — a
bounded positive integer, the maximum value which it might acquire depends on the parameters of
F̂2). This fact constitutes the kernel of the enunciated Theorem for the L̂2(ĉ, ρ̂, n̂) numbers, whose
object are the case ĉ = l̂ and definite relations for the quantities, as well. The possibility to harness
it in practice, is also debated.

2. THEOREM FOR EXISTENCE AND FOR THE MAIN PROPERTIES OF THE
L̂2(ĉ, ρ̂, n̂) NUMBERS

2.1. Theorem 1
The statement of the theorem is expressed by the following three Lemmas:

Lemma 1: If χ̂
(ĉ)

k̂−,n̂
(ρ̂) is the n̂th real positive zero of the function F̂2(â, ĉ; x̂, ρ̂) = Φ̂(â, ĉ; x̂)×

Ψ̂(â, ĉ; ρ̂x̂)−Φ̂(â, ĉ; ρ̂x̂)Ψ̂(â, ĉ; x̂) in x̂ in which Φ̂(â, ĉ; x̂) and Ψ̂(â, ĉ; x̂) are the Kummer and Tricomi
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confluent hypergeometric functions with â = ĉ/2+ k̂− — real, negative, (â 6= −m̂, m̂ = 1, 2, 3, . . .),
ĉ — a restricted positive or negative real number, different from zero or a negative integer (ĉ 6= l̂,
l̂ = 0,−1,−2, . . .), (in both cases â < ĉ), x̂ — real, positive, k̂− = â − ĉ/2 — real, negative,
ρ̂ — real, positive, 0 < ρ̂ < 1, n̂ = 1, 2, . . . , t̂, t̂ — a finite positive integer, whose numerical
equivalent is determined by the parameters of F̂2, and if K̂2−(ĉ, ρ̂, n̂, k̂−) = |k̂−|χ̂(ĉ)

k̂−,n̂
(ρ̂) and

M̂2−(ĉ, ρ̂, n̂, k̂−) = |â−|χ̂(ĉ)

k̂−,n̂
(ρ̂), (â− ≡ â), then the infinite sequences of real positive numbers

{χ̂(ĉ)

k̂−,n̂
(ρ̂)}, {K̂2−(ĉ, n̂, ρ̂, k̂−)} and {M̂2−(ĉ, n̂, ρ̂, k̂−)} are convergent for k̂− → −∞, (ĉ, n̂ — fixed).

The limit of the first sequence is zero and the limit of the second and third ones is the same. It
equals the finite real positive number L̂2 where L̂2 = L̂2(ĉ, ρ̂, n̂). It holds:

lim
k̂−→−∞

K̂2−
(
ĉ, ρ̂, n̂, k̂−

)
= lim

k̂−→−∞
M̂2−

(
ĉ, ρ̂, n̂, k̂−

)
= L̂2 (ĉ, ρ̂, n̂) . (1)

Lemma 2: If L̂2(l̂ − ε̂, ρ̂, n̂) and L̂2(l̂ + ε̂, ρ̂, n̂) are finite real positive numbers in the sense of
Lemma 1 in which l̂ = 0,−1,−2, . . . is zero or a negative integer, ε̂ and ρ̂ are real positive numbers,
less than unity, (0 < ε̂ < 1, 0 < ρ̂ < 1) and n̂ = 1, 2, . . . , t̂ (t̂ — a finite positive integer, set in the
Lemma in question and specified by the parameters of the function F̂2, defined in the same), then
the infinite sequences of real positive numbers {L̂2(l̂ − ε̂, ρ̂, n̂)} and {L̂2(l̂ + ε̂, ρ̂, n̂)} are convergent
for ε̂ → 0 and possess a common limit. The sequence {L̂2(l̂ − ε̂, ρ̂, n̂)} ({L̂2(l̂ + ε̂, ρ̂, n̂)}) tends to
it from the left (right). The limit mentioned is accepted as a value of L̂2(ĉ, ρ̂, n̂) in case ĉ = l̂ (ĉ —

Table 1: Real positive zeros χ̂
(ĉ)

k̂−,n̂
(ρ̂) of F̂2(â, ĉ; x̂, ρ̂) and numbers K̂2−(ĉ, ρ̂, n̂, k̂−) and M̂2−(ĉ, ρ̂, n̂, k̂−) for

large negative k̂− in case ĉ = 1, 3; n̂ = 1, 2 and ρ̂ = 0.1, 0.2.

−χ̂ −2K̂ −2M̂ −χ̂ −2K̂ −2M̂ −χ̂ −2K̂ −2M̂ −χ̂ −2K̂ −2M̂

1

=n̂ 1 =n̂ 2

ĉ

−k̂

=ρ̂ 0.1

−10 0.51445 5.14449 4.88726 2.14626 21.46259 20.38946 0.77197 7.71970 6.56174 2.45819 24 58191 20.89463

−20 0.25611 5.12225 4.99419 1.05270 21.05403 20.52768 0.38336 7.66729 7.09224 1.20250 24.04991 22.24617

−30 0.17061 5.11817 5.03286 0.69939 20.98181 20.63211 0.25526 7.65773 7.27485 0.79855 23.95648 22.75866

−40 0.12792 5.11674 5.05278 0.52392 20.95677 20.69481 0.19136 7.65440 7.36736 0.59810 23.92413 23.02698

−50 0.10232 5.11608 5.06492 0.41890 20.94522 20.73577 0.15306 7.65286 7.42327 0.47818 23.90922 23.19195

−60 0.08526 5.11573 5.07310 0.34898 20.93896 20.76447 0.12753 7.65202 7.46072 0.39835 23.90114 23.30361

−70 0.07308 5.11551 5.07897 0.29907 20.93519 20.78565 0.10931 7.65152 7.48756 0.34138 23.89627 23.38420

−80 0.06394 5.11537 5.08340 0.26166 20.93274 20.80191 0.09564 7.65119 7.50773 0.29866 23.89311 23.44511

−90 0.05684 5.11528 5.08686 0.23257 20.93106 20.81478 0.08501 7.65097 7.52345 0.26545 23.89095 23.49276

−100 0.05115 5.11521 5.08963 0.20930 20.92987 20.82522 0.07651 7.65081 7.53604 0.23889 23.88940 23.53106

=ρ̂ 0.2

−10 0.80339 8.03386 7.63217 3.37146 33.71462 32.02889 1.01016 10.10161 8.58637 3.61117 36.11173 30.69497

−20 0.39845 7.96901 7.76979 1.62618 32.52359 31.71050 0.49988 9.99765 9.24783 1.73737 34.74739 32.14133

−30 0.26524 7.95723 7.82461 1.07737 32.32123 31.78254 0.33263 9.97886 9.47992 1.15057 34.51699 32.79114

−40 0.19883 7.95312 7.85371 0.80629 32.25160 31.84845 0.24931 9.97232 9.59836 0.86095 34.43781 33.14639

−50 0.15902 7.95122 7.87171 0.64439 32.21958 31.89738 0.19939 9.96929 9.67022 0.68803 34.40141 33.36937

−60 0.13250 7.95019 7.88394 0.53670 32.20224 31.93388 0.16613 9.96765 9.71846 0.57303 34.38170 33.52216

−70 0.11357 7.94957 7.89279 0.45988 32.19180 31.96186 0.14238 9.96667 9.75309 0.49100 34.36984 33.63334

−80 0.09936 7.94917 7.89949 0.40231 32.18503 31.98387 0.12458 9.96602 9.77916 0.42953 34.36215 33.71786

−90 0.08832 7.94889 7.90473 0.35756 32.18040 32.00162 0.11073 9.96558 9.79949 0.38174 34.35688 33.78427

−100 0.07949 7.94870 7.90895 0.32177 32.17708 32.01620 0.09965 9.96527 9.81579 0.34353 34.35312 33.83782

3

=n̂ 1 =n̂ 2
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zero or a negative integer). Thus, it is assumed that:

L̂2 (ĉ, ρ̂, n̂) = lim
ε̂→0

L̂2

(
l̂ − ε̂, ρ̂, n̂

)
= lim

ε̂→0
L̂2

(
l̂ + ε̂, ρ̂, n̂

)
. (2)

Lemma 3: Under the conditions of Lemmas 1 and 2, it is true: i) Stipulating that ĉ 6= l̂, it
holds: L̂2(ĉ, ρ̂, n̂) = L̂2(2− ĉ, ρ̂, n̂); ii) The requirement ĉ = l̂ yields: L̂2(l̂, ρ̂, n̂) = L̂2(2− l̂, ρ̂, n̂);
iii) If ĉ = 1± ĥ, ĥ 6= l̂, (ĉ 6= 0,±1,±2, . . .), it is valid: L̂2(1 + ĥ, ρ̂, n̂) = L̂2(1− ĥ, ρ̂, n̂); iv) When
ĉ = 1± l̂, (ĉ = 0,±1,±2, . . .), it is fulfilled: L̂2(1 + l̂, ρ̂, n̂) = L̂2(1− l̂, ρ̂, n̂).

2.2. Numerical Proof
The proof of Lemma 1 is illustrated in Tables 1 and 2 for ĉ — positive integers, n̂ = 1 and 2, and ĉ —
arbitrary real numbers, save for ĉ = l̂; n̂ = 1 and ρ̂ = 0.1 and 0.2 (cf. the digits, marked by bold face
type), and of Lemmas 2 and 3 — in Table 3 for l̂ = 0,−1, . . . ,−5, ε̂ = 1.10−i, i = 1, 2, . . . , 5, n̂ = 1,
ρ̂ = 0.1 and 0.2. Table 2 shows that χ̂

(ĉ)

k̂−,n̂
(ρ̂) = χ̂

(2−ĉ)

k̂−,n̂
(ρ̂), K̂2−(ĉ, ρ̂, n̂, k̂−) = K̂2−(2− ĉ, ρ̂, n̂, k̂−)

and M̂2−(ĉ, ρ̂, n̂, k̂−) = M̂2−(2− ĉ, ρ̂, n̂, k̂−), as well. The effect of ρ̂ and ĉ on L̂2(ĉ, ρ̂, n̂) at n̂ = 1
is presented in Table 4. The blank spaces in the latter reflect the circumstance that the numbers
studied do not exist in the meaning of Lemma 1, provided ĉ = l̂.

3. APPLICATION

The zeros χ̂
(ĉ)

k̂,n̂
(ρ̂) of F̂2(â, ĉ; x̂, ρ̂) from Lemma 1 determine the eigenvalue spectrum

¯̂
β2 = χ

(ĉ)

k̂,n̂
(ρ̂)/(2¯̂r0) of the coaxial waveguide of outer and inner conductor radii r̂0 and r̂1, resp.,

filled with azimuthally magnetized ferrite of off-diagonal element of the Polder permeability tensor

Table 2: Real positive zeros χ̂
(ĉ)

k̂−,n̂
(ρ̂) of F̂2(â, ĉ; x̂, ρ̂) and numbers K̂2−(ĉ, ρ̂, n̂, k̂−) and M̂2−(ĉ, ρ̂, n̂, k̂−)

for large negative k̂− in case ĉ = −8.0791324685, 0.4157906328, 1.5842093672, 10.0791324685;
n̂ = 1 and ρ̂ = 0.1, 0.2.

−χ̂
−2K̂ −2M̂ −χ̂

−2K̂ −2M̂ −χ̂
−2K̂ −2M̂ −χ̂

−2K̂ −2M̂

−8.0791324685 0.4157906328 1.5842093672 10.0791324685

ĉ

−k̂

=ρ̂ 0.1

−10 4.89571 48.95709 68.73362 0.53689 5.36889 5.25727 0.53689 5.36889 4.94361 4.89571 48.95709 24.28484

−20 2.30094 46.01878 55.31357 0.26723 5.34456 5.28901 0.26723 5.34456 5.13289 2.30094 46.01878 34.42304

−30 1.51820 45.54598 51.67885 0.17800 5.34010 5.30310 0.17800 5.34010 5.19911 1.51820 45.54598 37.89492

−40 1.13462 45.38490 49.96828 0.13346 5.33855 5.31080 0.13346 5.33855 5.23283 1.13462 45.38490 39.66689

−50 0.90622 45.31108 48.97183 0.10676 5.33783 5.31563 0.10676 5.33783 5.25327 0.90622 45.31108 40.74412

−60 0.75452 45.27118 48.31911 0.08896 5.33744 5.31894 0.08896 5.33744 5.26697 0.75452 45.27118 41.46873

−70 0.64639 45.24719 47.85831 0.07625 5.33720 5.32135 0.07625 5.33720 5.27681 0.64639 45.24719 41.98967

−80 0.56540 45.23164 47.51559 0.06671 5.33705 5.32318 0.06671 5.33705 5.28420 0.56540 45.23164 42.38229

−90 0.50246 45.22099 47.25069 0.05930 5.33694 5.32462 0.05930 5.33694 5.28997 0.50246 45.22099 42.68883

−100 0.45213 45.21338 47.03981 0.05337 5.33687 5.32577 0.05337 5.33687 5.29459 0.45213 45.21338 42.93482

=ρ̂ 0.2

−10 4.90637 49.06374 68.88336 0.82109 8.21090 8.04020 0.82109 8.21090 7.56051 4.90637 49.06374 24.33774

−20 2.30496 46.09910 55.41012 0.40715 8.14308 8.05844 0.40715 8.14308 7.82057 2.30496 46.09910 34.48313

−30 1.52076 45.62273 51.76593 0.27103 8.13076 8.07442 0.27103 8.13076 7.91608 1.52076 45.62273 37.95877

−40 1.13651 45.46046 50.05147 0.20316 8.12647 8.08423 0.20316 8.12647 7.96554 1.13651 45.46046 39.73294

−50 0.90772 45.38611 49.05291 0.16249 8.12449 8.09071 0.16249 8.12449 7.99578 0.90772 45.38611 40.81158

−60 0.75577 45.34592 48.39888 0.13539 8.12341 8.09526 0.13539 8.12341 8.01617 0.75577 45.34592 41.53719

−70 0.64745 45.32175 47.93718 0.11604 8.12276 8.09864 0.11604 8.12276 8.03084 0.64745 45.32175 42.05886

−80 0.56633 45.30609 47.59380 0.10153 8.12234 8.10123 0.10153 8.12234 8.04192 0.56633 45.30609 42.45205

−90 0.50328 45.29537 47.32841 0.09024 8.12205 8.10329 0.09024 8.12205 8.05057 0.50328 45.29537 42.75905

−100 0.45288 45.28770 47.11713 0.08122 8.12184 8.10496 0.08122 8.12184 8.05751 0.45288 45.28770 43.00540
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Table 3: L̂2(ĉ, ρ̂, n̂) and L̂2(2− ĉ, ρ̂, n̂) numbers with ĉ = l̂ − ε̂ and ĉ = l̂ + ε̂ in case l̂ = 0,−1, . . . ,−5;
ε̂ = 1.10−i, i = 1, 2, . . . , 5; n̂ = 1; ρ̂ = 0.1 and 0.2.

( )ncL ˆ,ˆ,ˆˆ
2 ρ ( )ncL ˆ,ˆ,ˆ2ˆ

2 ρ−

=ρ̂ 0.1

=ρ̂ 0.2

ε l −5 −4 −3 −2 −1 0 0 −1 −2 −3 −4 −5

1.10−1 25.27825 19.81062 15.01917 11.00072 7.90269 5.89606 5.89606 7.90269 11.00072 15.01917 19.81062 25.27825

1.10−2 24.76007 19.35063 14.62399 10.68169 7.67491 5.77432 5.77432 7.67491 10.68169 14.62399 19.35063 24.76007

1.10−3 24.70853 19.30493 14.58482 10.65020 7.65263 5.76270 5.76270 7.65263 10.65020 14.58482 19.30493 24.70853

1.10−4 24.70338 19.30037 14.58091 10.64706 7.65040 5.76154 5.76154 7.65040 10.64706 14.58091 19.30037 24.70338

1.10−5 24.70287 19.29991 14.58052 10.64674 7.65018 5.76142 5.76142 7.65018 10.64674 14.58052 19.29991 24.70287

24.70281 19.29986 14.58048 10.64671 7.65016 5.76141 5.76141 7.65016 10.64671 14.58048 19.29986 24.70281

1.10−5 24.70275 19.29981 14.58043 10.64667 7.65013 5.76140 5.76140 7.65013 10.64667 14.58043 19.29981 24.70275

1.10−4 24.70224 19.29935 14.58004 10.64636 7.64991 5.76128 5.76128 7.64991 10.64636 14.58004 19.29935 24.70224

1.10−3 24.69709 19.29479 14.57613 10.64322 7.64769 5.76013 5.76013 7.64769 10.64322 14.57613 19.29479 24.69709

1.10−2 24.64561 19.24916 14.53703 10.61182 7.62551 5.74863 5.74863 7.62551 10.61182 14.53703 19.24916 24.64561

1.10−1 24.13362 18.79589 14.14959 10.30205 7.40874 5.63925 5.63925 7.40874 10.30205 14.14959 18.79589 24.13362

1.10−1 25.75051 20.59882 16.24254 12.74596 10.16909 8.56070 8.56070 10.16909 12.74596 16.24254 20.59882 25.75051

1.10−2 25.25593 20.17323 15.89170 12.47555 9.98407 8.46469 8.46469 9.98407 12.47555 15.89170 20.17323 25.25593

1.10−3 25.20680 20.13102 15.85700 12.44892 9.96600 8.45554 8.45554 9.96600 12.44892 15.85700 20.13102 25.20680

1.10−4 25.20189 20.12681 15.85353 12.44626 9.96420 8.45463 8.45463 9.96420 12.44626 15.85353 20.12681 25.20189

1.10−5 25.20140 20.12639 15.85318 12.44600 9.96402 8.45454 8.45454 9.96402 12.44600 15.85318 20.12639 25.20140

25.20135 20.12634 15.85315 12.44597 9.96400 8.45453 8.45453 9.96400 12.44597 15.85315 20.12634 25.20135

1.10−5 25.20129 20.12629 15.85311 12.44594 9.96398 8.45452 8.45452 9.96398 12.44594 15.85311 20.12629 25.20129

1.10−4 25.20080 20.12587 15.85276 12.44567 9.96380 8.45443 8.45443 9.96380 12.44567 15.85276 20.12587 25.20080

1.10−3 25.19589 20.12165 15.84929 12.44302 9.96199 8.45352 8.45352 9.96199 12.44302 15.84929 20.12165 25.19589

1.10−2 25.14684 20.07953 15.81468 12.41648 9.94402 8.44446 8.44446 9.94402 12.41648 15.81468 20.07953 25.14684

1.10−1 24.65958 19.66187 15.47242 12.15524 9.76864 8.35840 8.35840 9.76864 12.15524 15.47242 19.66187 24.65958

( )nlL ˆ,ˆ,ˆˆˆ
2 ρε− ( )( )nlL ˆ,ˆ,ˆˆ2ˆ

2 ρε−−

( )nlL ˆ,ˆ,ˆ2ˆ
2 ρ−

( )nlL ˆ,ˆ,ˆˆˆ
2 ρε+ ( )( )nlL ˆ,ˆ,ˆˆ2ˆ

2 ρε+−

( )nlL ˆ,ˆ,ˆˆˆ
2 ρε− ( )( )nlL ˆ,ˆ,ˆˆ2ˆ

2
ρε−−

( )nlL ˆ,ˆ,ˆ2ˆ
2 ρ−

( )nlL ˆ,ˆ,ˆˆˆ
2 ρε+ ( )( )nlL ˆ,ˆ,ˆˆ2ˆ

2 ρε+−

ˆˆ

α̂ = γM̂r/ω̂, (γ — gyromagnetic ratio, M̂r — remanent magnetization, ω̂ — angular frequency of
the wave) and scalar permittivity ε̂ = ε0ε̂r for slow T̂E0n̂ modes of phase constant β̂, if it holds
ĉ = 3, k̂ = α̂

¯̂
β/(2 ¯̂

β2),
¯̂
β2 = [ ¯̂β2 − (1− α̂2)]1/2, x̂ = x̂0, x̂0 = 2 ¯̂

β2
¯̂r0, ρ̂ = ¯̂r1/¯̂r0,

¯̂
β = β̂/(β0

√
ε̂r),

¯̂
β2 =

β̂2/(β0

√
ε̂r), ¯̂r0 = β0r̂0

√
ε̂r, ¯̂r1 = β0r̂1

√
ε̂r, β0 = ω̂

√
ε0µ0, (β̂2 = [β̂2 − ω̂2ε0µ0ε̂r(1− α̂2)]1/2 — radial

wavenumber) [4]. The numerical analysis reveals that the same exist only under the conditions of
Lemma 1 (â < 0, â < ĉ and k̂− < 0), i.e., it is fulfilled χ̂

(ĉ)

k̂,n̂
(ρ̂) ≡ χ̂

(ĉ)

k̂−,n̂
(ρ̂) and χ̂

(ĉ)

k̂+,n̂
(ρ̂) have

no sense. Accordingly, the structure referred to might propagate two sets of slow waves of the
kind considered, exclusively in case of negative magnetization (α̂− < 0, k̂− < 0), designated by

the symbols T̂E
(1)

0n̂ and T̂E
(2)

0n̂ . The first corresponds to −1 < α̂
(1)
− < 0 and the second one — to

−∞ < α̂
(2)
− < α̂

(2)
−,lim, where α̂

(2)
−,lim is a limiting value, depending on the parameters of configuration

and the number of the mode, e.g., assuming ρ̂ = 0.2, for the T̂E
(1)

01 wave α̂
(2)
−,lim = −4.5676 [4].
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Table 4: Values of L̂2(ĉ, ρ̂, n̂) as a function of ĉ for ρ̂ = 0.1 and 0.2 in case n̂ = 1.

ĉ 2L̂ ĉ 2L̂ ĉ 2L̂ ĉ 2L̂ ĉ 2L̂ ĉ 2L̂ ĉ 2L̂ ĉ 2L̂

=ρ̂ 0.1

−4.0 −3.0 −2.0 −1.0 0.0 1.0 5.11493 2.0 5.76141 3.0 7.65016

−3.9 18.79589 −2.9 14.14959 −1.9 10.30205 −0.9 7.40874 0.1 5.63925 1.1 5.12144 2.1 5.89606 3.1 7.90269

−3.8 18.29880 −2.8 13.72665 −1.8 9.96692 −0.8 7.17859 0.2 5.52969 1.2 5.14096 2.2 6.04310 3.2 8.16615

−3.7 17.80866 −2.7 13.31179 −1.7 9.64149 −0.7 6.95988 0.3 5.43280 1.3 5.17347 2.3 6.20242 3.3 8.44039

−3.6 17.32556 −2.6 12.90516 −1.6 9.32595 −0.6 6.75276 0.4 5.34868 1.4 5.21896 2.4 6.37389 3.4 8.72522

−3.5 16.84960 −2.5 12.50690 −1.5 9.02047 −0.5 6.55738 0.5 5.27738 1.5 5.27738 2.5 6.55738 3.5 9.02047

−3.4 16.38088 −2.4 12.11717 −1.4 8.72522 −0.4 6.37389 0.6 5.21896 1.6 5.34868 2.6 6.75276 3.6 9.32595

−3.3 15.91949 −2.3 11.73612 −1.3 8.44039 −0.3 6.20242 0.7 5.17347 1.7 5.43280 2.7 6.95988 3.7 9.64149

−3.2 15.46555 −2.2 11.36391 −1.2 8.16615 −0.2 6.04310 0.8 5.14096 1.8 5.52969 2.8 7.17859 3.8 9.96692

−3.1 15.01917 −2.1 11.00072 −1.1 7.90269 −0.1 5.89606 0.9 5.12144 1.9 5.63925 2.9 7.40874 3.9 10.30205

−3.0 −2.0 −1.0 0.0 1.0 5.11493 2.0 5.76141 3.0 7.65016 4.0 10.64671

=ρ̂ 0.2

−4.0 −3.0 −2.0 −1.0 0.0 1.0 7.94790 2.0 8.45453 3.0 9.96400

−3.9 19.66187 −2.9 15.47242 −1.9 12.15524 −0.9 9.76864 0.1 8.35840 1.1 7.95297 2.1 8.56070 3.1 10.16909

−3.8 19.20549 −2.8 15.10041 −1.8 11.87383 −0.8 9.58306 0.2 8.27234 1.2 7.96819 2.2 8.67689 3.2 10.38389

−3.7 18.75725 −2.7 14.73720 −1.7 11.60179 −0.7 9.40730 0.3 8.19636 1.3 7.99356 2.3 8.80308 3.3 10.60834

−3.6 18.31722 −2.6 14.38285 −1.6 11.33918 −0.6 9.24139 0.4 8.13049 1.4 8.02908 2.4 8.93925 3.4 10.84240

−3.5 17.88547 −2.5 14.03740 −1.5 11.08603 −0.5 9.08536 0.5 8.07472 1.5 8.07472 2.5 9.08536 3.5 11.08603

−3.4 17.46206 −2.4 13.70093 −1.4 10.84240 −0.4 8.93925 0.6 8.02908 1.6 8.13049 2.6 9.24139 3.6 11.33918

−3.3 17.04706 −2.3 13.37349 −1.3 10.60834 −0.3 8.80308 0.7 7.99356 1.7 8.19636 2.7 9.40730 3.7 11.60179

−3.2 16.64053 −2.2 13.05515 −1.2 10.38389 −0.2 8.67689 0.8 7.96819 1.8 8.27234 2.8 9.58306 3.8 11.87383

−3.1 16.24254 −2.1 12.74596 −1.1 10.16909 −0.1 8.56070 0.9 7.95297 1.9 8.35840 2.9 9.76864 3.9 12.15524

−3.0 −2.0 −1.0 0.0 1.0 7.94790 2.0 8.45453 3.0 9.96400 4.0 12.44597

There is an envelope curve in the ¯̂
β(1)(¯̂r(1)

0 ) — phase diagram of each T̂E
(1)

0n̂ mode, of equation
¯̂
β

(1)
en− = ¯̂

β
(1)
en−(¯̂r(1)

0en−), written in parametric form as: ¯̂r(1)
0en− = L̂2(ĉ, ρ̂, n̂)/{|α̂(1)

en−|[1− (α̂(1)
en−)2]1/2},

¯̂
β

(1)
en− = [1− (α̂(1)

en−)2]1/2, (ĉ = 3), restricting the phase characteristics for negative magnetization
from the side of lower frequencies [4]. (The subscripts “−” and “en−” mark the quantities, relevant
to M̂r < 0 and to the envelope, and the superscripts “(1)” and “(2)” — the ones, describing the

T̂E
(1)

0n̂ and T̂E
(2)

0n̂ sets of fields, resp. The envelope, pertinent to the T̂E
(1)

01 mode (n̂ = 1) has been
labeled earlier by the symbol Ên1−. Furthermore, the notation L̂(ĉ, ρ̂, n̂) has been used, instead of
L̂2(ĉ, ρ̂, n̂) [4].

4. CONCLUSION
The real positive numbers L̂2(ĉ, ρ̂, n̂) are advanced for ĉ — arbitrary, real, ρ̂ — real, positive, less
than unity and n̂ — a natural number, not exceeding a certain finite one, as limits of special
sequences of real numbers. Provided ĉ 6= l̂, l̂ = 0,−1,−2, . . ., the terms of the latter are made up
by specific zeros of a function, comprising real confluent ones of suitably picked out parameters,
while if ĉ = l̂ (for which the Kummer function, is not determined), as such serve the quantities
L̂2(l̂ ± ε̂, ρ̂, n̂) with ε̂ → 0. Moreover, a symmetry of the numbers with respect to the point ĉ = 1
is established. The usage of some of their representatives is also considered.
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Guided Modes of an Open Circular Magnetized Plasma Waveguide
in the Resonant and Nonresonant Frequency Ranges

G. A. Markov, M. G. Shkokov, and N. M. Shmeleva
University of Nizhny Novgorod, Russia

Abstract— We consider axisymmetric and nonsymmetric guided modes of an open plasma
waveguide in the form of a circular column placed in free space and aligned with an external
magnetic field. It is assumed that the medium inside the column is a two-component cold plasma
described by the general dielectric tensor. We calculate numerically the dispersion characteristics
of the guided modes in a wide frequency band containing the Alfvén and whistler ranges and all
basic resonant frequencies of a two-component magnetoplasma. Types of modes and their regions
of existence have been determined. The emphasis has been placed on the behavior of the mode
dispersion characteristics near the resonant frequencies. It is shown that to correctly describe
the behavior of modes in these cases, minor collisional losses in the plasma should be taken into
account. The results obtained are useful in interpreting the data of experiments on wideband
excitation and propagation of electromagnetic waves in open magnetized plasma waveguides.

1. INTRODUCTION

Study of open plasma waveguides in an external dc magnetic field is of great importance for many
applications including guiding structures in laboratory and ionospheric plasmas, as well as solid-
state plasma devices. Although guided waves in such systems were discussed in many publications
(see, e.g., [1, 2] and references therein), most works on the subject either deal with analyzing the
dispersion properties and field structures of modes of such waveguides in rather limited spectral
intervals not containing resonant frequencies or consider only the neighborhoods of these frequencies
under some simplifying assumptions.

It is the purpose of the present work to study in a systematic manner the characteristics of
modes guided by an open circular magnetized plasma waveguide in wide frequency intervals cov-
ering both the resonant and nonresonant frequency ranges of a magnetoplasma [2]. Note that by
resonant ranges of a cold collisionless magnetoplasma, we mean the frequency intervals in which the
refractive-index surface of one of the normal waves extends to infinity at a certain angle between
the wave vector and the external dc magnetic field. In nonresonant ranges, on the contrary, the
refractive-index surfaces have no such unbounded branches.

2. FORMULATION OF THE PROBLEM

Consider a system representing a cylindrical homogeneous plasma column with plasma density N0.
The column is located in free space and aligned with the external uniform magnetic field, which is
directed along the z axis of a cylindrical coordinate system (ρ, φ, z). The plasma density profile in
such a system can be written as

N(ρ) = N0[1− U(ρ− a)], (1)

where U is a Heaviside function and a is the column radius. In the case of a time dependence
exp(iωt), the plasma is described by the permittivity tensor

ε =

(
ε −ig 0
ig ε 0
0 0 η

)
, (2)

the elements of which are given by the formulas

ε = 1− ω2
p(ω − iνe)

ω[(ω − iνe)2 − ω2
H ]
− Ω2

p1(ω − iνi1)
ω[(ω − iνi1)2 − Ω2

H1]
− Ω2

p2(ω − iνi2)
ω[(ω − iνi2)2 − Ω2

H2]
,

g =
ω2

pωH

ω[(ω − iνe)2 − ω2
H ]

+
Ω2

p1ΩH1

ω[(ω − iνi1)2 − Ω2
H1]

+
Ω2

p2ΩH2

ω[(ω − iνi2)2 − Ω2
H2]

,

η = 1− ω2
p

ω(ω − iνe)
− Ω2

p1

ω(ω − iνi1)
− Ω2

p2

ω(ω − iνi2)
,

(3)
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where ωp and Ωp1,2 are electron and ion plasma frequencies, respectively, ωH is the electron gyrofre-
quency, ΩH1,2 are the gyrofrequencies of two species of ions, which are denoted by the subscript 1 or
2, νe is the effective electron collision frequency, and νi1,2 are the effective ion collision frequencies.

Since the properties of guided modes in the frequency band containing the Alfvén and whistler
ranges attract enhanced interest [1], in what follows we will focus on the behavior of the mode
dispersion curves in these ranges.

3. BASIC EQUATIONS

To describe the properties of modes guided by an axially magnetized plasma column, we apply the
approach developed in [1, 2] and seek the mode fields in the form

E = E(ρ) exp(−imφ− ik0pz), B = B(ρ) exp(−imφ− ik0pz), (4)

where m is the azimuthal number (m = 0,±1,±2, . . .) and p is the propagation constant normalized
to k0 = ω/c, the wave number in free space.

In the case of a uniform plasma column in free space, the vector wave functions E(ρ) and B(ρ)
can be represented in explicit form. Inside the plasma column (ρ < a), the components of the
vector functions E(ρ) and B(ρ) are written as follows:

Eρ = −
2∑

k=1

Bk

[
nkp + g

ε
Jm+1(k0qkρ) + αkm

Jm(k0qkρ)
k0qkρ

]
,

Eφ = i
2∑

k=1

Bk

[
Jm+1(k0qkρ) + αkm

Jm(k0qkρ)
k0qkρ

]
,

Ez =
i

η

2∑

k=1

BknkqkJm(k0qkρ),

Bρ = −i
2∑

k=1

Bk

[
pJm+1(k0qkρ) + nkβkm

Jm(k0qkρ)
k0qkρ

]
,

Bφ = −
2∑

k=1

Bk

[
nkJm+1(k0qkρ) + βkm

Jm(k0qkρ)
k0qkρ

]
,

Bz = −
2∑

k=1

BkqkJm(k0qkρ).

(5)

Here, Jm is a Bessel function of the first kind of order m, B1,2 are certain constants, and q1,2 are
the transverse wave numbers normalized to k0. Other notations in (5) are given by the expressions

αk(p) =
q2
k(p)[1 + η−1pnk(p)]

p2 − P 2
, βk(p) = −q2

k(p)
pn−1

k (p) + η−1P 2

p2 − P 2
,

nk(p) = − ε

pg

[
p2 + q2

k(p) +
g2

ε
− ε

]
, P = (ε− g)1/2,

qk(p) =
1√
2

{
ε− g2

ε
+ η −

(η

ε
+ 1

)
p2 −

(η

ε
− 1

)
(−1)k

[(
p2 − P 2

b

) (
p2 − P 2

c

)]1/2
}1/2

,

Pb,c =
{

ε− (η + ε)
g2

(η − ε)2
+

2χb,c

(η − ε)2
[
εg2η

(
g2 − (η − ε)2

)]1/2
}1/2

,

(6)

where χb = −χc = −1 and k = 1, 2.
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The components of the field outside the plasma column (ρ > a) are given by

Eρ = C1m
Km(k0sρ)

k0sρ
− C2p

[
Km+1(k0sρ)−m

Km(k0sρ)
k0sρ

]
,

Eφ = iC1

[
Km+1(k0sρ)−m

Km(k0sρ)
k0sρ

]
− iC2pm

Km(k0sρ)
k0sρ

,

Ez = −iC2sKm(k0sρ),

Bρ = −iC1p

[
Km+1(k0sρ)−m

Km(k0sρ)
k0sρ

]
+ iC2m

Km(k0sρ)
k0sρ

,

Bφ = C1pm
Km(k0sρ)

k0sρ
− C2

[
Km+1(k0sρ)−m

Km(k0sρ)
k0sρ

]
,

Bz = C1sKm(k0sρ),

(7)

where Km is a modified Bessel function of the second kind of order m, C1,2 are constants, and
s = (p2 − 1)1/2.

The condition of continuity of the tangential field components at ρ = a yields a dispersion
relation allowing one to obtain the axial wave numbers p of eigenmodes that are guided by the
plasma waveguide considered. The dispersion relation can be represented as an equation in p.
Roots of this equation, for which the required boundary conditions are ensured, are the propagation
constants of the eigenmodes. Since the dispersion relation turns out to be very cumbersome, we do
not present it here in the interests of brevity.

4. NUMERICAL RESULTS
For numerical calculations, we used the values of parameters which are typical of laboratory ex-
periments with magnetized plasma waveguides. The induction of the external magnetic field was
equal to 1000G, the waveguide radius, to 1 cm, and the plasma density was assumed lying in the
interval 1010–1011 cm−3. For proper passage through the resonant frequencies of a two-component
magnetoplasma, the effective electron and ion collision frequencies were taken equal to 1% of the
angular frequency.

We first examine axisymmetric eigenmodes that are of special interest because of the simplicity of
their excitation under experimental conditions. Figure 1 shows the dispersion curves for three lower-
order axisymmetric modes. The zeroth mode (black curves), also known as a fast magnetoacoustic
mode, has a propagation constant p close to unity at almost all the considered frequencies. At the
frequency ωuh/

√
2, where ωuh =

√
ω2

p + ω2
H is the upper hybrid frequency of a magnetoplasma, the

real part of p = p′ − ip′′ for this mode turns out to be less than the attenuation constant p′′, so
that the mode becomes strongly damped. At the same time, this mode has a small attenuation
constant at all frequencies that are lower than the frequency ωuh/

√
2, including both the resonant

and nonresonant ranges.
The field of the zeroth mode is of surface type, but is only slightly bound to the waveguide

boundary. In almost the whole frequency domain of existence of this mode, the field components
Eρ and Bφ are predominant, except for the neighborhood of the frequency ωuh/

√
2. Note that these

field components exceed other components by several orders of magnitude. Thus, the zeroth-mode
field resembles the field of a plane wave slightly perturbed by the presence of a plasma column.
Near the frequency ωuh/

√
2, when a significant part of the electric field of the mode concentrates

inside the waveguide, different field components of the mode become comparable.
Now discuss the dispersion curves of the first and second axisymmetric modes. The correspond-

ing dependences are shown in Figure 1 by the red and blue lines, respectively. It follows from
the figure that there are three frequency regions in which these modes can propagate with small
attenuation. The first region is the Alfvén frequency range that is located below the first ion gy-
rofrequency corresponding to ions with a greater mass. The real part of the propagation constants
of modes in the Alfvén range varies in the limits 103–104. Above this range, the modes become
strongly damped. The field structures of these modes resemble those in a cylindrical waveguide
with metal walls, because the fields of such modes are well localized inside the waveguide. In this
case, the components Eρ and Bφ are predominant.

The second characteristic region for axisymmetric modes is situated between the ion gyrofre-
quencies. It starts at a crossover frequency which depends on the ratio of the ion masses and the
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Figure 1: Propagation constants (solid lines) and
attenuation constants (dashed lines) of axisymmet-
ric modes as functions of frequency. The black, red,
and blue lines refer to the zeroth, first, and second
modes, respectively.
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Figure 2: Propagation constants (solid lines) and
attenuation constants (dashed line) of the m = ±1
modes as functions of frequency. The blue and red
lines refer to the m = 1 and m = −1 modes, respec-
tively.

ion number densities. Recall that the crossover frequency is a frequency at which two normal waves
of a magnetoplasma have the same velocity and polarization.

The third region for axisymmetric modes in a plasma waveguide is the whistler range. It starts

at the lower hybrid frequency ωlh = ωH

√
Ω2

p1+Ω2
H1

ω2
p+ω2

H
and terminates at the frequency min {ωp, ωH}.

All field components of the modes in the indicated frequency ranges should be taken into account,
because none of them is predominant.

Now consider nonsymmetric modes of a cylindrical magnetoplasma waveguide. In this work, we
examine the so-called dipole modes, i.e., nonsymmetric modes with the azimuthal indices m = 1
and m = −1. Figure 2 shows the dispersion curves of these modes. It follows from Figure 2 that the
dispersion curves of these modes are close to those of axisymmetric modes. There are the same three
characteristic frequency intervals in the chosen band, in which nonsymmetric modes have the same
order of the propagation constant as axisymmetric modes. Moreover, the nonsymmetric modes
demonstrate the same behavior at the resonant frequencies of a two-component magnetoplasma.

5. CONCLUSION
In this work, the dispersion properties of modes of a magnetoplasma waveguide located in free
space were studied in a wide frequency band containing the Alfvén and whistler ranges, as well
the resonant frequencies. The behavior of the dispersion curves when crossing the lower hybrid
frequency, ion and electron gyrofrequencies, and other characteristic frequencies of a cold two-
component magnetoplasma was analyzed. Types of modes and the frequency intervals of their
existence were determined. It is shown that in the resonant frequency intervals of a magnetoplasma,
all the considered waveguide modes have a small attenuation constant, whereas in nonresonant
intervals, only the zeroth axisymmetric mode can propagate in a sufficiently narrow waveguide.
The results obtained can be of interest for explaining the data of laboratory experiments and other
applications related to using gyrotropic guiding systems in electronic devices.
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Abstract— The theory and experimental applications of optical Airy beams are in active
development recently. The Airy beams are characterised by very special properties: they are
non-diffractive and propagate along parabolic trajectories. Among the striking applications of the
optical Airy beams are optical micro-manipulation implemented as the transport of small particles
along the parabolic trajectory, Airy-Bessel linear light bullets, electron acceleration by the Airy
beams, plasmonic energy routing. The detailed analysis of the mathematical aspects as well as
physical interpretation of the electromagnetic Airy beams was done by considering the wave as a
function of spatial coordinates only, related by the parabolic dependence between the transverse
and the longitudinal coordinates. Their time dependence is assumed to be harmonic. Only a few
papers consider a more general temporal dependence where such a relationship exists between the
temporal and the spatial variables. This relationship is derived mostly by applying the Fourier
transform to the expressions obtained for the harmonic time dependence or by a Fourier synthesis
using the specific modulated spectrum near some central frequency. Spatial-temporal Airy pulses
in the form of contour integrals is analysed near the caustic and the numerical solution of the
nonlinear paraxial equation in time domain shows soliton shedding from the Airy pulse in Kerr
medium.
In this paper the explicitly time dependent solutions of the electromagnetic problem in the form
of time-spatial pulses are derived in paraxial approximation through the Green’s function for the
paraxial equation. It is shown that a Gaussian and an Airy pulse can be obtained by applying
the Green’s function to a proper source current. We emphasize that the processes in time domain
are directional, which leads to unexpected conclusions especially for the paraxial approximation.

1. INTRODUCTION

Intensive theoretical and experimental investigations of Airy beams are motivated by their unusual
features (non-diffractive propagation, accelerating motion, and self-healing). A solution to the
Schrodinger equation in the form of the non-spreading accelerating Airy wave function found by
Berry and Balazs in 1979 [1] inspired Siviloglou and Christodoulides to put forward the concept
of electromagnetic Airy beams to be spatial accelerated [2, 3]. These seminal publications with
theoretical formulation and experimental confirmation were followed by many works on the Airy
beam properties, for example [4–11] (and citations therein). These investigations generate very
interesting applications, some of which are already realised [12–19]. Analogy with Schrodinger
equation can be used if time is eliminated from a paraxial equation describing the beam propagation
that holds for harmonic temporal dependence. In this case the parabolic relation exists between the
transverse and longitudinal coordinates, and it is interpreted as accelerating movement of the beam.
Accelerating movement in time is considered only in a few papers [20–28] where a more general
temporal dependence exists. Therewith, the main attention of the recent publications on temporal
Airy pulses is aimed at propagation in dispersive and nonlinear medium including such questions
as causality effects and generation of solitons [26, 29]. We turn our attention to an inhomogeneous
master equation containing a source and describing the electromagnetic field in a homogeneous
linear non-dispersive medium. The solution to this equation is found by a rigorous method of the
Green’s function.

2. GREEN’S FUNCTION FOR PARAXIAL EQUATION IN TIME DOMAIN

We consider an electromagnetic field created by an extrinsic source given by a vector electric
current j = (0, j, 0) located in a real non-dispersive dissipative medium with the permittivity ε,
the permeability µ and the conductivity σ. In this case the electric field has the same orientation
E = (0, E, 0) and is described by the wave equation

(
∂2E

∂x2
+

∂2E

∂y2
+

∂2E

∂z2

)
− 1

v2

∂2E

∂t2
− µ0µσ

∂E

∂t
= µ0µ

∂j

∂t
(1)
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where v2 = 1/(ε0εµ0µ) is the velocity of light in this medium and ε0 and µ0 are the permittivity and
permeability of vacuum. Assuming that the dependence of the field on the longitudinal coordinate
x is dominant, E = F (t, x, y, z)e−ikx, k > 0, such that the normal to a wave front makes a small
angle with an average direction of wave propagation, |F ′′

xx| ¿ |2ikxF
′
x|, the well known paraxial

approximation of slow varying envelope we obtain from (1) the paraxial equation for the envelope

− 2ik
∂F

∂x
− k2F +

∂2F

∂y2
+

∂2F

∂z2
− 1

v2

∂2F

∂t2
− µ0µσ

∂F

∂t
= µ0µ

∂j

∂t
eikx (2)

The Equation (2) is of the parabolic type and it is well known that such equations describe
traditionally problems of thermal conductivity or diffusion. The solution to Equation (2) is conve-
nient to construct by virtue of the fundamental solution to this equation, the Green’s function Gp.
Applying the Fourier transform to the equation for the Green’s function

− 2ik
∂Gp

∂x
− k2Gp +

∂2Gp

∂y2
+

∂2Gp

∂z2
− 1

v2

∂2Gp

∂t2
− µ0µσ

∂Gp

∂t
= δ(t, x, y, z) (3)

where δ(t, x, y, z) is the delta function and implementing the inverse transformation we obtain

Gp(t, x, y, z) = −(1− i)v
√

kθ(x)
8πx

√
πx

ei k

2
x+i

kv2(t+i
µ0µσ
2k

x)2

2x
−i k2y2

2kx
−i k2z2

2kx (4)

where θ(x) is the Heaviside unit function, which determines a definitional domain of a solution to
Equation (2).

Convolution of the Green’s function (4) with the right-hand side of Equation (2) gives the electric
field radiated by the current j. We consider the current that is located in a plane x = x0, which is
transverse to a dominant direction of wave propagation, and is given by the spectral representation
over plane waves running with the velocity v1 along the transverse axis y

j = j0δ(x− x0)
1
2π

∞∫

−∞
Φ(ω)e±iω(t−qy)dω (5)

Convolution of (6) with (7) gives the spectral representation for the radiated field

E = j0
µ0µ

2ik
θ(x− x0)ei(x−x0)

q2−k2

2k
∂

∂t

1
2π

∞∫

−∞
Φ(ω)dωe−iω2 (x−x0)

2kv2 +iω2 q2(x−x0)
2k e±iω(t+i

µ0µσ

2k
(x−x0)−qy) (6)

Time-spatial structure of the field is determined by a spectral function for the current. It is very
important that after the Green’s function (4) Equation (6) does not contain retardation.

3. RADIATION OF A DECELERATING AIRY PULSE

To obtain an Airy pulse we take the source current in the form of the Airy function

j = δ(x− x0)Ai (±(t− qy)/T ) e±α(t−qy)/T /T, (7)

that is provided by the spectrum function Φ(ω) = exp(i(ωT + iα)3/3) in (7). Here, T is a dimen-
sionless factor and the parameter α is introduced, which ensures energy finiteness of the source,
the idea proposed in [2] for a problem with harmonic temporal dependence of the phenomenon.

Calculation of the integral in (6) gives the radiated wave with the envelope described by the
Airy function but with more complex argument than in (7):

E(t, x) =
iµ0µ

2kT
j0e

−ik(x−x0)/2θ(x− x0)ei 2
3(m

x−x0
2kv2T2 )

3−2α(m
x−x0

2kv2T2 )
2
+iα2m

x−x0
2kv2T2

× ∂
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[
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µ0µσ
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T
(m

x−x0
2kv2T2−iα)

×Ai

(
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[
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µ0µσ

2k
(x− x0)− qy

] 1
T
−

(
m

x− x0

2kv2T 2

)2

+ 2iαm
x− x0

2kv2T 2

)]
(8)
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The coefficient m = 1−q2v2 takes into account a relation between a phase velocity v in a longitudinal
direction and a velocity of a source current in a transverse direction. The velocity of the envelope
movement in the longitudinal direction can be evaluated easily equating the Airy function argument
in (8) to a constant value ±t/T −(m(x− x0)/(2kv2T 2))2 = const where it is assumed for simplicity
α = 0, σ = 0 and v1 → ∞. This equation determines the parabolic trajectories of the field given
value. Differentiation of this equality gives the envelope velocity ẋ = ±2k2v4T 3m−2/(x− x0) as a
function of a distance from the source or as a function of time ẋ = ±kv2T 3/2m−1/

√±t− constT .
This velocity tends to zero with time as well as with the distance from the source. The acceleration
of the movement ẍ = −ẋ2/(x − x0) is negative everywhere in the region of existence of the pulse,
x− x0 > 0, and it tends to zero also with the distance from the source confirming the decelerating
character of the movement.

4. RADIATION OF A DECELERATING GAUSSIAN

Let consider the source with even spectrum Φ(ω) = exp(−(ωT )2/4w2) where w > 0. This spectrum
corresponds to running in the transverse plane the source current of the Gaussian form

j = j0δ(x− x0)wT−1π−1/2e−w2(t−qy)2/T 2
(9)

The field radiated by this source is well known the running Gaussian

E =
1

2ik
j0µ0µe−ik(x−x0)/2 wθ(x− x0)

2T
√

π

1
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√
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AR (10)
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,

R = exp


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rk
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T 2(1 + r2(x− x0)2)
− i

2
arctan r(x− x0)


 ,

r =
2w2(1− q2v2)

kv2T 2
and τ = t− qy.

If the medium is non-dissipative, σ = 0, then the expression is simplified sufficiently

E =
1

2ik
j0µ0µe−ik(x−x0)/2 wθ(x− x0)
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π

1
4
√
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exp
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)
(11)

Evenness of the spectrum leads to that the radiated field does not depend on the sign in (5).
This pulse envelope moves also decelerating along the longitudinal axis x that is seen after

differentiation of the equality t2/
[
1 + r̄2(x− x0)2

]
= const, r̄ = 2w2/(kv2T 2):

ẋ =
t

const r̄2(x− x0)
=

√
1 + r̄2(x− x0)2√
const r̄2(x− x0)

=
t√

const r̄
√

t− const
(12)

The velocity tends to the asymptotic value of ẋ∞ = 1/
√

r̄2const with time as well as with the
distant from the source. The trajectories for the field given values are hyperbolas (t− qy)2/const−
r2(x− x0)2 = const.

5. CONCLUSIONS

It is shown that an electromagnetic field in paraxial approximation is described by a differential
equation of a parabolic type that is attributable to processes of thermo conductivity and diffusion.
For unambiguity of a problem solution an inhomogeneous paraxial equation in time domain with the
right-hand side given by an electromagnetic field source is considered. Radiation of such a source
in the form of Airy and Gaussian pulses is investigated. It is shown that these pulses propagate in
time with deceleration.
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Abstract— In this paper, we present a simple and effective method, based on appropriate
superpositions of Bessel-Gauss beams, which in the Fresnel regime is able to describe in analytic
form the 3D evolution of important waves as Bessel beams, plane waves, Gaussian beams, Bessel-
Gauss beams, when truncated by finite apertures.

1. INTRODUCTION

Notwithstanding the fact that some analytic solutions do exist for the Fresnel diffraction integral,
they are rare, and normally it is necessary to have recourse to numerical simulations. This is
particularly true when the mentioned integral is adopted for the description of beams generated by
finite apertures, that is, of beams truncated in space.

Among the past attempts of an analytic description of truncated beams, probably the best
known is the Wen and Breazele method [1, 2], which uses superpositions of Gaussian beams (with
different waist sizes and positions) in order to describe axially symmetrical beams truncated by
circular apertures. In that approach, those authors had to adopt a computational optimization
process to get the superposition coefficients, and the beam waists and spot positions of the various
Gaussian beams; actually, the necessity of a computational optimization to find out which beam
superposition is adequate to describe a certain truncated beam is due to the simple fact that the
Gaussian beams do not constitute an orthogonal basis.

In this paper, we are going to show that an analytic description of important truncated beams
can be obtained by means of Bessel-Gauss beam superpositions, whose coefficients are obtained
in a simple and direct way, without any need of numerical optimizations. Indeed, our method is
capable of yielding analytic solutions for the 3D evolution of Bessel beams, plane waves, Gaussian
beams, Bessel-Gauss beams, when truncated by finite apertures in the Fresnel regime [3]. In this
paper, we are going to apply this method to the truncated Bessel beam.

2. THE METHOD

In this paper, for simplicity’s sake, we shall leave understood in all solutions the harmonic time-
dependence term exp(−iωt).

In the paraxial approximation, an axially symmetric monochromatic wave field can be evalu-
ated, knowing its shape on the z = 0 plane, through the Fresnel diffraction integral in cylindrical
coordinates [4]:

Ψ(ρ, z) =
−ik

z
e
i
“

kz+ kρ2

2z

”∫ ∞

0
Ψ

(
ρ′, 0

)
eik ρ′2

2z J0

(
k
ρρ′

z

)
ρ′dρ′, (1)

where k = 2π/λ is the wavenumber, and λ the wavelength. In this equation, ρ′ reminds us that
the integration is being performed on the plane z = 0; thus, Ψ(ρ′, 0) does simply indicates the field
value on z = 0.

An important solution is obtained by considering on the z = 0 plane the excitation given by

Ψ
(
ρ′, 0

)
= ΨBG

(
ρ′, 0

)
= AJ0

(
kρρ

′) exp
(−qρ′2

)
, (2)

which, according to Eq. (1), produces the so-called Bessel-Gauss beam [5]:

ΨBG(ρ, z) = − ikA
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where Q = q − ik/2z, and kρ being a constant1. When kρ = 0, the Bessel-Gauss beam results in
the well known Gaussian beam.

The Gaussian beam, and the Bessel-Gauss, Eq. (3), solutions are among the few solutions to the
Fresnel diffraction integral that can be got analytically. The situation gets much more complicated,
however, when facing beams truncated in space by finite circular apertures: For instance, a Gaussian
beam, or a Bessel beam, or a Bessel-Gauss beam, truncated via an aperture with radius R. In this
case, the upper limit of the integral in Eq. (1) becomes the aperture radius, and the analytic
integration becomes very difficult, requiring recourse to lengthy numerical calculations.

Now, we are going to propose a method, for the description of truncated beams, that appears
to be noticeable for its simplicity and, in most cases, for its total analyticity.

Let us start with the Bessel-Gauss beam solution, Eq. (3), and consider the solution given by
the following superposition of such beams:

Ψ(ρ, z) = − ik

2 z
e
ik
“

z+ ρ2

2 z

” N∑

n=−N

An

Qn
J0

(
i k kρ ρ

2 z Qn

)
e
− 1

4Qn

“
k2

ρ+ k2ρ2

z2

”
, (4)

quantities An being constants, and Qn being given by

Qn = qn − ik

2z
, (5)

where qn are constants that can have complex values. Notice that in this superposition all beams
possess the same value of kρ.

Our purpose is that solution (4) be able to represent beams truncated by circular apertures: As
announced, we are particularly interested in the analytic description of truncated beams of Bessel,
Bessel-Gauss, Gaussian and plane wave types.

Given one of such beams truncated at z = 0 by an aperture with radius R, we have to determine
the coefficients An and qn in such a way that Eq. (4) represents with fidelity the resulting beam.
If the truncated beam on the z = 0 plane is given by V (ρ), we have to obtain Ψ(ρ, 0) = V (ρ); that
is to say:

V (ρ) = J0(kρρ)
N∑

n=−N

Ane−qnρ2
. (6)

The r.h.s. of this equation is nothing but a superposition of Bessel-Gauss beams, all with the
same value kρ, at z = 0 [namely, each one of such beams is written at z = 0 according to Eq. (2)].

Equation (6) will provide us with the values of the An and qn, as well as of N . Once these
values have been obtained, the field emanated by the finite circular aperture located at z = 0 will
be given by Eq. (4). Remembering that the qn can be complex, let us make the following choices:

qn = qR + iqIn, with qIn = −2π

L
n, (7)

where qR > 0 is the real part of qn, having the same value for every n, qIn is the imaginary part of
qn, and L is a constant with the dimensions of a square length.

With such choices, and assuming N →∞, Eq. (6) gets written as

V (ρ) = J0(kρρ) exp
(−qRρ2

) ∞∑
n=−∞

An exp
(

i
2πn

L
ρ2

)
, (8)

which has then to be exploited for obtaining the values of An, kρ, qR and L.
In the cases of a truncated Bessel beam (TB) or of a truncated Bessel-Gauss beam (TBG), it

seems natural to choose quantity kρ in Eq. (8) to be equal to the corresponding beam transverse
wavenumber.

In the case of a truncated Gaussian beam (TG) or of a truncated plane wave (TP), by contrast,
it is natural to choose kρ = 0 in Eq. (8).

1Quantity kρ is the transverse wavenumber associated with a Bessel beam transversally modulated by the Gaussian function.
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In all cases, the product

exp
(−qRρ2

) ∞∑
n=−∞

An exp
(

i
2πn

L
ρ2

)
, (9)

in Eq. (8) must represent:

(i) a function circ(ρ/R), in the TB or TP cases;
(ii) a function exp

(−q ρ2
)

circ(ρ/R), that is, a circ function multiplied by a Gaussian function,
in the TBG or TG cases. Of course (i) is a particular case of (ii) with q = 0. It may be
useful to recall that the circ-function is the step-function in the cylindrically symmetrical case.
Quantity R is still the aperture radius, and circ(ρ/R) = 1 when 0 ≤ ρ ≤ R, and equals 0 in
the contrary case.

Let us now show how expression (9) can approximately represent the above functions, given in
(i) and (ii).

Toward such an aim, let us consider a function G(r) defined on an interval |r| ≤ L/2 and
possessing the Fourier expansion:

G(r) =
∞∑

n=−∞
An exp(i2πnr/L) for |r| ≤ L/2 (10)

where r and L, having the dimensions of a square length, will be expressed in square meters (m2).
Suppose now the function G(r) to be given by

G(r) =





exp (qR r) exp (−q r) for |r| ≤ R2

0 for R2 < |r| < L/2 ,
(11)

where q is a given constant.
In this case, the coefficients An in the Fourier expansion of de G(r) will be given by:

An =
1

L (qR − q)− i2πn

(
e(qR−q−i 2π

L
n)R2 − e−(qR−q−i 2π

L
n)R2

)
, (12)

Writing now
r = ρ2 , (13)

in Eqs. (10), (11) we shall have that Eq. (9) can be written as

e−qRρ2
∞∑

n=−∞
Anei2πnρ2/L =





e−q ρ2
for 0 ≤ ρ ≤ R

0 for R < ρ ≤
√

L/2

e−qRρ2
f(ρ) ≈ 0 for ρ >

√
L/2 ,

(14)

where the coefficients An are still given by Eq. (12), and f(ρ) is a function existing on decreasing
space intervals, assuming exp[(qR− q)R2] (if qR > q) or 1 (if qR ≤ q) as its maximum values. Since√

L/2 > R, for suitable choices of qR and L, we shall have that exp(−qRρ2) f(ρ) ≈ 0 for ρ ≥
√

L/2.
Therefore, we get that

e−qRρ2
∞∑

n=−∞
Anei2πnρ2/L ≈ e−q ρ2

circ(ρ/R), (15)

which corresponds to the case (i), when q = 0, and to the case (ii).
Let us recall once more that the An are given by Eq. (12).
On the basis of what was shown before, we have now in our hands a very efficient method for

describing important beams, truncated by finite apertures: Namely, the TB, TG, TBG, and TP
beams. Indeed, it is enough to choose the desired field, truncated by a circular aperture with radius
R, and describe it at z = 0 by our Eq. (8). Precisely:
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(a) (b)

Figure 1: (a) Field given by Eq. (8), representing a Bessel beam at z = 0, with kρ = 4.07 · 104 m−1 and
truncated by a finite circular aperture with radius R = 3.5mm. The coefficients An are given by Eq. (12),
with q = 0, L = 3R2, qR = 6/L and N = 23. (b) Intensity of a Bessel beam truncated by a finite aperture,
as given by solution (4).

• In the TBG case: the value of kρ in Eq. (8) is the transverse wavenumber of the Bessel beam
modulated by the Gaussian function; An is given in Eq. (12); q is related to the Gaussian
function width at z = 0. The values L and qR, and the number N of terms in the series (8),
are chosen so as to guarantee a faithful description of the beam at z = 0 when truncated by
a circular aperture with radius R.

• The TB, TG and TP are special cases of TBG: in TB, q = 0; in TG, kρ = 0; and in TP,
kρ = 0 and q = 0.

Finally, once the chosen beam is described on the truncation plane (z = 0), the beam emanated
by the finite aperture will be given by solution (4).

Let us go on to an important example.

3. APPLYING THE METHOD FOR DESCRIBING THE TRUNCATED BESSEL BEAM

In this section, we shall apply our method for describing an important truncated beam, namely,
the Bessel beam.

Let us consider a Bessel beam, with wavelength of 632.8 nm, truncated at z = 0 by a circular
aperture with radius R; that is to say, from ΨTB(ρ, 0) = J0(kρρ) circ(ρ/R).

Let us choose R = 3.5mm, and the transverse wavenumber kρ = 4.07 · 104 m−1, which corre-
sponds to a beam spot with radius approximatively equal to ∆ρ = 59µm.

At z = 0 the field is described by Eq. (8), where the An are given by Eq. (12) and where q = 0.
In this case, a quite good result can be obtained by the choice L = 3R2, qR = 6/L and N = 23.
Let us repeat that, since such a choice is not unique, very many alternative sets of values L and qR

exist, which yield as well excellent results.
Figure 1(a) shows the field given by Eq. (8): it represents with high fidelity the Bessel beam

truncated at z = 0. The resulting field, emanated by the aperture, is given by solution (4), and its
intensity is shown in Figure 1(b). One can see that the result really corresponds to a Bessel beam
truncated by a finite aperture.

4. CONCLUSIONS

In this paper, starting from suitable superpositions of Bessel-Gauss beams [5], we have constructed
a simple, effective method for the analytic description, in the Fresnel region, of important beams
truncated by finite apertures.
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Abstract— An interactive method for solving full anisotropic nonlinear wave guiding problems
is presented. To do this, a vectorial finite element scheme using edge/nodal basis element with
curved triangle is discussed. Actually, there are two methods commonly used to find the station-
ary solutions of nonlinear structures. The first one has already been realized using a vectorial
formulation but that procedure only computes stable modes, which means that for those situ-
ations where bistability effects are present, the solution does not converge and such effects can
not be properly discussed. Contrary to the former, the second one has the main characteristic
of always reaching convergence, being very useful to describe bistable behaviour and nonlinear
switching characteristics, but it has been implemented considering only scalar electromagnetic
field modelling. Here, we will describe and present results of a new approach in which its main
characteristics are the presence of all electric field components with no need of any adjust pa-
rameters, and the possibility to deal with a full nonlinear permittivity tensor.

1. INTRODUCTION

For many years, optical waveguides, including fibers, have been focus of many studies and much
interest due to their potential to improve communication systems. As a matter of fact, they have
also contributed to the popularization of nonlinear optical systems and all-optical applications,
including optical bistability (OB) in such a way that to study stationary characteristic modes of
optical waves guided by an arbitrary nonlinear dielectric distribution is widely necessary.

In a certain way, those kinds of analyses are abundant with both numerical and analytical tools
in unidimensional waveguides but the waves are not confined in both transverse dimensions under
low power regime so bidimensional guiding structures are important on practical applications.

On the other hand, nonlinear bidimensional guiding structures is anything arduously complex
and, except for some cases that make use of perturbation’s theory, they are normally developed
through numerical methods like Finite Element Method (FEM) or Finite Difference (FD). There-
fore, it is usual to share studies in two distinct classes: scalar and vectorial.

In particular, the scalar situation is useful in two basic situations. The former happens when
nonlinear permittivity depends on electric field intensity rather than on each field component dif-
ferently. The second one appears on analysis of linearly polarized modes in a certain transverse
direction rather than as just one component of a multi-component vector field, once that scalar field
can be interpreted as one component where the others are found starting from it. In practice, such
conditions point that scalar theory could be initially considered but it should be used cautiously,
specially for nonlinear waveguide’s analysis.

On the other side, when someone considers vectorial FEM formulations with nodal basis func-
tions he will deal with two magnetic field components only, and a convergent condition must be
applied during the modeling to avoid spurious modes. For this reason, the analysis is limited to
weak guiding condition in such a way that high contrast of dielectric permittivity is not allowed on
the waveguide. Although there are hybrid vectorial FEM formulations where nodal and edge basic
functions are applied on longitudinal and transverse electric (or magnetic) field components, respec-
tively, they require a complex modeling of theory and demand much time on both computational
implementation and simulation.

Probably, these are some of the reasons that explain why is rare on literature to find numerical
tools applying hybrid FEM formulations with capability to analyse modes of nonlinear waveguides.
To best of our knowledge, it is known only one group at United Kingdom [1] whose tools could
be used on those kinds of problems even considering a vectorial FEM formulation purely nodal.
Besides using nodal formulation, the tools developed by the United Kingdom’s group has another
particular characteristics that it does not make possible to study unstable nonlinear modes, i.e., on



470 PIERS Proceedings, Moscow, Russia, August 19–23, 2012

those situations where bistability effects need to be deepened those modes do not even converge
and they could be studied.

In this work, we present a new numerical tool able to study both stable and unstable modes
in nonlinear waveguides through a hybrid and fully vectorial FEM formulation. Here, it was used
the state of art at FEM, it means, using edge/nodal basis function with bent triangles applied
on transverse and longitudinal electric field components, respectively, and which the three field
components and anisotropy are already contemplated on its theoretical modeling. Moreover, the
interative method turns out to be possible to visualize all modes (stable or not) and to clearly
identify the well known “S”-bistability behaviour.

Following, it is briefly described the FEM formulation and its main characteristics as well as
the procedure of convergence to find the modes. After that and with the only task to validate
our program, some simulations of a typical nonlinear waveguide already published on literature are
illustrated. Finally, some last considerations are done about the method and its capabilities.

2. FINITE ELEMENT METHOD FORMULATION

To full wave analysis of two-dimensional waveguides, the FEM formulation usually starts from the
well known rot-rot equation that assumes the following equation:

∇× ([ν]∇×E)− k2
0[εL + f(a|E|2)]E = 0 (1)

being E the electrical fied, k0 the wavenumber at free space, [ν] = [µr]−1 the inverse matrix of
relative magnetic permeability and [εL + f(a|E|2)] is the relative permittivity matrix where εL is
the linear contribution while f(a|E|2) gives the nonlinear aspect. In optics, it is usual such function
to depend on field’s power intensity with a [m2/V2] being the nonlinear coefficient of the medium
defined by a = εLε0n2c in terms of the usual nonlinear optical coefficient n2 [m2/W], the velocity
of light in vacuum c, the vacuum permittivity ε0 and the linear term of the relative permittivity εL.
Broadly, the nonlinear function is modelled according to Kerr nonlinearity or two main saturation
models illustrated on Table 1, where α is the saturation parameter. In this work, the third kind
of nonlinearity will be used and although anisotropy is inherent to the theoretical modelling, only
the isotropic case was studied for the sake of comparison with previous results already published.

Turning back to (1), it was rewritten using the typical FEM assumptions that include ∇ =
∇T + ∂

∂zaz; expansion of electric field in terms of its transverse and longitudinal components to
the xy plane, i.e., E=Et + Eza where edge and nodal basis functions are applied on Et and Ez,
respectively.

Beyond that, when someone also considers Galerkin’s Method at transverse section of the optical
structures with weight function given by W = Wt + Wzaz, the weak formulation form and the
nonlinearity introduced at Table 1, Eq. (1) can be rewritten again as:

∫∫ (
∇T ×WT −WT

∂

∂z
−∇T Wz

)
· [P ] . . .

{
∇T ×ET −

(
∇T Ez − ∂WT

∂z

)}
dS

−k2
0

∫∫
(WT + Wzaz) ·

[
εL
i + fi(a|E|2)

] [
ET

Ez

]
dS = 0, (2)

with [P ] =

[
ν22− ν21 ν23

−ν12 ν11 −ν13

ν32 −ν31 ν33

]
and the i-index describing the elements related to xx, yy, zz on

the diagonal dielectric permittivity matrix. Clearly, one can notice that axial or biaxial anisotropy
is already intrinsic on the formulation.

Concerning the FEM formulation, here succinctly described and implemented for us, surely
it is the state of art related to FEM. One important aspect is the presence of all three electric

Table 1: Usual nonlinearities.

Model Saturability
ε = εL + a|E|2 Not

ε = εL + a|E|2
1+α·a|E|2 Yes

ε = εL + 1
α

[
1− exp(−α · a|E|2)] Yes
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field components without necessity to add any conditions over them. Besides, it is also possible to
consider high contrast of material’s dielectric permittivity with no penalty on numerical simulations
obtained. At last, once the formulation considers bent triangle, the results obtained are more
accurate than the usual hybrid edge/nodal FEM.

In the usual modal analysis [2], the equivalent eigenvalue problem obtained from (2) would result
on the effective refractive index and the mode as eigenvalue and eigenvector, respectively. This is a
well known technique, stable for linear materials. On the other hand, for nonlinear cases one could
believe that a pump power could be assumed and used to establish the refractive index changing
and, after that, to find n0. However, numerically speaking, this is not always a stable procedure
due to optical bistability effects [8].

In fact, optical bistability is an effect inherent of nonlinear materials [3–7] and the modal analysis
of nonlinear waveguides causes a dispersion curve (P ×n0) where for a given power P it is possible
to obtain one or more n0 values. Therefore, for a possible adaptation from linear case, previously
described and used on [1, 2], one would notice a numerical instability when tries to find n0 as the
eigenvalue, that turns such procedure stable only in some particular pump powers.

However, it is important to emphasize that in those few situations where modal analyses of
nonlinear waveguides are discussed the method based on that previous adaptation is usual [1, 2, 8].
That seems intriguing because nonlinear simulations have to be more accurate by themselves once
that nonlinear effects are dependent of electric field and consequently a better mesh of involved
structures are necessary. Yet, one should never forget that nonlinear effects are so much present
on actual systems of optical communications, integrated optics and photonic crystals.

By 90’s decade, nonlinearities were poorly discussed due to computational and technological
limitations, allegedly. Nowadays, it should not happen but it does. The present authors believe
that curious fact is much more related to mathematic complexity on modelling and computational
implementation of electromagnetic theory with accurate methods involving vectorial methodologies.
Finally, a last aspect is related to the spent computational time when compared to linear cases once
that a better mesh of at least one additional order of magnitude point is required what causes a
higher computational demand.

After those tedious but necessary comments to a non expert reader, it is possible to get back to
explanation of the approach here utilized. First, we point that the technique to find stable/unstable
modes was first proposed by [9] and implemented later by K. Z. Nobrega also [10], where both
works only discuss and model nonlinear structures using a scalar MEF, i.e., only one electric field
component. Thinking about it, we have here adapted it to a modeling using hybrid and fully
vectorial MEF formulation with bent triangles.

Contrary to what is seen on [1, 2], n0 is not the eigenvalue anymore but the pump power,
P , instead, while the modal field distribution remains to be the eigenvector. So, assuming usual
conventions of MEF, it means, exp(−γz) that results on ∂/∂z ⇒ −γ, and transformations Wz =
γwz, Ez = γez, when someone uses Galerkin’s Method with hybrid FEM, from (2) one could easily
obtain:

[
γ2(T8 − T11) γ2T5

−γ2T7 −T1 + γ2T6 − T10

] [
φz

m+1
φt

m+1

]
= Pm+1

[
γ2TNL

11 0
0 TNL

10

] [
φz

m+1
φt

m+1

]
(3)

where γ = α+ jβ, with β = k0n0, α representing a loss factor (not used here), Pm+1 the eigenvalue
to be found on next interaction and matrices T described on Table 2.

To solve (3), a linear modal analysis is initially done, i.e., the first β value and the modal field
distribution are found ignoring any nonlinearity. At sequence, such field distribution is normalized,

φ0, so that
+∞∫
−∞

+∞∫
−∞

|ϕ(x, y)|2dxdy = 1. In a next step, it is assumed that previous normalized field,

φ0, is associated to a very small pump power (1µW in our simulations), P0, that is related to
electric field as Em =

√
Pmϕm. Thus, the initial electric field distribution, E0, is already defined.

Starting from that point, the interactive scheme is started up considering a small increment,
∆β, on the previous β. Once set that propagation constant and using the previous electric field’s
distribution, Em, associated to the previous power, Pm, all element matrices are evaluated and the
eigenvalue problem is assembled. Once solved, the eigenvalue found would correspond to the new
pump power, Pm+1, to that β used. Besides that, the eigenvector found (unnormalized electric field)
must be normalized to generate, φm+1, in such a way that the appropriate electric field distribution
is found, Em+1 =

√
Pm+1ϕm+1. Then, the scheme has just finished its first interaction. To go on,
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everything should be repeated, in other words, an increment on the previous β is considered and
those previous parameters obtained (Em+1 and Pm+1 in the end of previous step) are now assumed
to be Em and Pm where they will be used to assemble elemental matrices of Table 2.

In Table 2, both weight and electric field functions must be substituted by shape functions
usually established on edge/nodal formulation of MEF and inherent of Galerkin’s Method.

3. NUMERICAL RESULTS

All simulations were done considering the same waveguide presented on [1, 10] because it was
necessary to test and to validate the new computer programs here developed, especially with some
well known results published on literature. Therefore, Fig. 1 illustrated that typical nonlinear
waveguide used on integrated optics with width W and height H. On the schematics, core and
cladding are assumed to be linear while substract is nonlinear.

The simulation parameters were nca = nsb = 1.55 and nnu = 1.57, being n the linear contribution
of refractive index. Besides, on the nonlinear substract was considered n2 = 10−9 m2/W with

Table 2: Constructive relationship of elemental matrices.

Nomenclature Mathematical Description

T1

∫∫
(∇T ×wT) · [P ] {∇T × eT} dS

γT2 γ
∫∫

wT · [P ] {∇T × eT} dS

−γT3 −γ
∫∫ ∇T wz · [P ] {∇T × eT} dS

−γT4 −γ
∫∫

(∇T ×wT) · [P ] {eT} dS

γ2T5 γ2
∫∫ ∇T wz · [P ]{eT}dS

−γ2T6 −γ2
∫∫

wT · [P ] {eT} dS

−γ2T7 −γ2
∫∫

wT · [P ] {∇T ez} dS

γ2T8 γ2
∫∫ ∇T wz · [P ] {∇T ez} dS

−γT9 −γ
∫∫

(∇T ×wT) · [P ] {∇T ez} dS

−T10 −k2
0

∫∫
wT ·




εL
xx 0

0 εL
yy


eTdS

−TNL
10 −k2

0

∫∫
wT ·




fxx(a|Em|2)
Pm

0

0 fyy(a|Em|2)
Pm


eTdS

−γ2T11 −γ2k2
0

∫∫
wzε

L
zzezdS

−γ2TNL
11 −γ2k2

0

∫∫
wz

fzz(a|Em|2)
Pm

ezdS

Figure 1: Schematics of a nonlinear waveguide.
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saturable parameter ∆nsat = 0.1, so that α = 1/(2nsb∆nsat) (to see Table 1). All simulations have
been obtained considering λ = 0.5µm, an isotropy waveguide, about 70,000 points in the mesh and
computational window of 3.5 times waveguide’s dimension.

Figure 2 shows numerical results for a fixed width, W = 2µm, and two different heights, H.
For H = 0.4µm, the field gradually moves toward outside core when pump power increases, while
that for H = 1.2µm there is a switching and the bistability occurs.

In that simulation it was used 8,000 points to define dispersion curve and it demanded some-
thing about 6 hours of simulation using an 8 GB RAM memory PC, i7 as Intel processor, running
FORTRAN in Linux. As can be seen on figure, n0 gradually increases with the pump power but
after a threshold value (Pcr), about 84µW, there is a jump at n0. Following, it is described step
by step the dynamics of a system like that.

When pump power is small the refractive index changing on substract induced by nonlinearity
is not big enough to support a mode in that region, i.e., the mode is still guided in the linear core.
However, when Pcr is reach the self focusing effect caused by nonlinearity creates a region where
refractive index is bigger than linear core, being able to guide a mode along substract. Besides
that, in the “S” region, there is a transition zone that depending on initial operational conditions
it turns possible the mode guiding either in the linear core or in nonlinear substract but in an
unstable way.

The same “S” behaviour seen here was described on [9, 10] but through the scalar field’s theory.
If someone considers the adaptation from linear analysis [1], only envelope of such “S” is observed
making difficult, sometimes, to visualize and to determine threshold power during simulation and,
more important, only the stable modes are computed. Here all modes can be visualized.

Yet concerning bistability and initial operational conditions previously commented, they are
related to pump power’s regime, it means, when device is operating initially in a high power regime
and such level is gradually reduced there will be a threshold power that below it the mode converges
to the linear one. In face of that situation, when system initially operates under low power condition
and its value increases and finds another threshold power is reach the mode clearly behaviours as
if it would be in nonlinear regime. That is typical hysteresis behaviour.

Following, Fig. 3 presents all electromagnetic field components distributed along the waveguide
in the low power regime, 36µW. In that figure, it is important to emphasize the three electric fields
are obtained using hybrid FEM formulation meanwhile magnetic field components are evaluated
from the electric field.

All results presented in Fig. 3 are around core-substract of waveguide. The magnetic field
components, Hx and Hy, were compared to those published in [1], showing to be in conformity to
those ones.

Figures 4 and 5 show field distributions around Pcr = 82µW. At Fig. 4 it is illustrated the
waveguide on its linear behaviour. Clearly, such distributions are similar to those already discussed

Figure 2: Effective index changing for different pump powers with W = 2 µm and H = 0.4 and 1.2 µm.
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Figure 3: Electromagnetic field of fundamental mode in the region below threshold power in the dispersion
curve with H = 1.2 µm and P = 36 µW.

Figure 4: Electromagnetic field of fundamental mode at P = 82 µW (below threshold) considering H =
1.2 µm.

in Fig. 3 once they are operating on linear regime. Contrary to that, on Fig. 5 the nonlinear effects
are strong and the distributions are clearly different to those of Fig. 4.

At last, on Fig. 6 it is illustrated power’s distribution along the three waveguide’s layers, being
possible to discuss numerically each different region and to understand then through the well
established “S” of bistability. In fact, such characteristics are important because they could be
suggested on conception of all optical gates using power to control swiching, for example.
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Figure 5: Electromagnetic field of fundamental mode at P = 82 µW (above threshold) considering H =
1.2 µm.

Figure 6: Power’s distribution in all three regions of waveguide considering H = 1.2 µm.

4. CONCLUSIONS

In this work, it was proposed a new approach of finding nonlinear modal analysis using a hybrid
and vectorial FEM formulation when bistability effects are considered. For so, it was theoretically
introduced the FEM with edge/nodal elements and all electric field components that implies on
better numerical results no matter the structure design and the materials involved even those with
high contrast of dielectric permittivity. Contrary to what it is seen on literature, it was also studied
and discussed through examples a new interactive method with a fully vectorial FEM formulation
which resulted on getting any kind of modes, fundamental to study properly bistability effects, for
example.
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Abstract— The Kummer confluent hypergeometric function method for investigation of the
circular waveguides, containing a co-axially positioned ferrite cylinder of single-connected cross-
section, magnetized in azimuthal direction that sustain normal TE0n or slow T̂E0n̂ modes, is
considered and applied to the simplest case in which the anisotropic load fills entirely the trans-
mission line. Its main points could be systemized as follows: i) The relevant wave equation is a
form of the Kummer confluent hypergeometric equation; ii) The field components of the normal
waves are expressed in terms of complex and of the slow ones — by real Kummer functions
Φ(a, c;x) and Φ̂(â, ĉ; x̂), resp. where a = c/2− jk — complex, c = 1 or c = 3 (positive integers)
and x = jz — purely imaginary, k, z — real, −∞ < k < +∞, z > 0 and â — real, â = ĉ/2 + k̂,
ĉ = 1 or ĉ = 3 (positive integers), k̂, x̂ — real, −∞ < k̂ < −ĉ/2, k̂ < 0, (â < 0), x̂ > 0.
[The characters without (with) hats “̂” stand for both complex and real (only real) quantities
and functions.]; iii) The solution of boundary-value problem needs a detailed examination of the
behaviour of the functions in question and of their zeros in x (x̂) in the complex (real) field. Here
the discussion is restricted to the study of the zeros solely. It is established that the complex
(real) function has an infinite (finite) number n (n̂) of positive purely imaginary (real) zeros of
the kind mentioned. The dependence of the first several of them on k (k̂) is presented in a tabular
and a graphical form at a relatively small in absolute value and at very large negative numerical
equivalents of these parameters. The application of the results in the boundary-value analysis
treated is talked over.

1. INTRODUCTION

The propagation problems of normal TE0n or slow T̂E0n̂ modes in the circular waveguides with
azimuthally magnetized concentric ferrite cylinder or toroid, are one of the challenges of the modern
computational electromagnetics [1–5]. Though formulated years ago [6–9], due to their complex-
ity, still they are not solved in sufficient depth. Different approaches have been suggested, aiming
at clarifying the phenomena of anisotropic medium-microwave field interaction, based on: i) the
Bolle-Heller functions [6]; ii) the transverse network representation [7]; iii) the perturbation tech-
niques [8]; iv) the variational calculus [9]; v) the confluent hypergeometric functions [1–4]; vi) the
Coulomb wave functions [5].

This work reveals the basic features of the Kummer confluent hypergeometric function method,
employable to configurations in which the ferrite region is cylindrical. The ferrite is described by
a Polder permeability tensor

↔
µ = µ0[µij ], i, j = 1, 2, 3, with non-zero components µii = 1 and

µ13 = −µ31 = −jα, α = γMr/ω, (γ — gyromagnetic ratio, Mr — ferrite remanent magnetization,
ω — angular frequency of the wave) and a scalar permittivity ε = ε0εr. In the particular case
it is thought that it fills-in completely the waveguide. Moreover, it is assumed that the latter is
infinitely long, lossless and perfectly conducting and that its radius is r0.

2. KUMMER FUNCTION METHOD

The solution of Maxwell equations in the anisotropic medium shows that the longitudinal com-
ponent of the rotationally symmetric TE(Hr, Eθ,Hz) modes satisfies the following second-order
ordinary differential equation [5]:

(
r−1DrrDr + β2

f − β2 − αβ r−1
)
Hz = 0 (1)

in which Dr = ∂/∂r is a differential operator, β2
f = β2

0εrµeff , β2
0 = ω2ε0µ0 and β are the phase

constants in the unlimited space, occupied by azimuthally magnetized ferrite, and the ones in
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the free space and in the geometry examined, resp., and µeff = 1 − α2 is the effective relative
permeability of the load. If βf > β (β̂f < β̂), it governs the propagation of normal TE0n (slow
T̂E0n̂) modes along the structure. It is accepted to denote the parameters of the second (first) of
them by hats “̂” (without hats). It is easily shown that Eq. (1) is a form of the Kummer confluent
hypergeometric equation [10]:

x
d2y

dx2
+ (c− x)

dy

dx
− ay = 0. (2)

Provided normal modes are argued out, this is done by means of the substitutions x = jz, z = 2β2r,
β2 = (β2

f − β2)1/2 — radial wavenumber and Hz = y(x)e−x/2. In the instance regarded c = 1,
a = c/2 − jk and k = αβ/(2β2). As for the slow waves, the transformations are: x̂ = 2β̂2r̂,
β̂2 = (β̂2 − β̂2

f )1/2 and Ĥz = ŷ(x̂)e−x̂/2. Now, it is valid: ĉ = 1, â = ĉ/2 + k̂, k̂ = α̂β̂/(2β̂2).
Obviously β̂2 = jβ2 and k̂ = −jk, (j — imaginary unit).

Accordingly, the field components and the characteristic equation of the normal modes are given

(a) (b)

Figure 1: Positive purely imaginary zeros ζ
(c)
k,n in z of the complex Kummer confluent hypergeometric function

Φ (a, c; jz) with a = c/2− jk vs. k in case: (a) c = 1, n = 1(1)7 and (b) c = 3, n = 1(1)6.

(a) (b)

Figure 2: Real positive zeros ζ̂
(ĉ)

k̂,n̂
in x̂ of the real Kummer confluent hypergeometric function Φ̂ (â, ĉ; x̂) with

â = ĉ/2 + k̂ vs. k̂ in case: (a) ĉ = 1, n̂ = 1(1)5 and (b) ĉ = 3, n̂ = 1(1)4.
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by the expressions:

Hr = jA
[
0.5

(
1− α2

)
βrΦ(a + 1, c + 2;x) + αΦ(a, c; x)

]
e−x/2, (3)

Eθ = −j0.5ωµ0

(
1− α2

)
rAΦ(a + 1, c + 2; x) e−x/2, (4)

Hz = AΦ(a, c; x) e−x/2, (5)
Φ (a + 1, c + 2;x0) = 0 (6)

in which the parameters acquire the aforesaid values, A is an arbitrary constant and x0 = 2β2r0. It
is worthwhile to introduce the normalized (barred) quantities: β̄ = β/(β 0

√
εr), β̄2 = β2/(β0

√
εr),

r̄0 = β0r0
√

εr and k = αβ̄/(2β̄2), and to rewrite Eqs. (3)–(6) in terms of them. Then, if ζ
(c)
k,n

stands for the nth (n = 1, 2, 3, . . .) positive purely imaginary zero of Φ(a, c; x), Eq. (6) holds when
β̄2 = ζ

(c+2)
k,n /(2r̄0) which yields the eigenvalue spectrum of the configuration. Putting hats “̂”

above all the symbols in Eqs. (3)–(6) (giving them the relevant sense) and normalizing β̂, β̂2, r̂0

and k̂ as above, permits to describe the slow waves.

3. NUMERICAL STUDY OF THE ZEROS OF KUMMER FUNCTION

The solution of propagation problem considered: plotting the phase characteristics of the waveguide
and the field distribution in it, needs a numerical investigation of the Kummer function and its zeros
in the complex (real) area, corresponding to the normal TE0n (slow T̂E0n̂) modes for the values
of parameters, enumerated in the previous Section. This part of the research presents outcomes of
the analysis of the zeros. The dependence of the first several positive purely imaginary zeros ζ

(c)
k,n

in x (in z) of Φ(a, c; x) in case a = c/2 − jk — complex, c = 1 or c = 3 (positive integers) and
x = jz — purely imaginary, k, z — real, −∞ < k < +∞, z > 0 and of the first several real positive
zeros ζ̂

(ĉ)

k̂,n̂
in x̂ of Φ̂(â, ĉ; x̂), provided â — real, â = ĉ/2 + k̂, ĉ = 1 or ĉ = 3 (positive integers), k̂,

x̂ — real, −∞ < k̂ < −ĉ/2, k̂ < 0, (â < 0), x̂ > 0 on k and k̂, resp., is presented in Figs. 1, 2.
(n and n̂ are natural numbers which determine the number of zeros of the two functions.) [The
characters without (with) hats “̂” stand for both complex and real (only real) quantities and
functions. Accordingly, Φ(a, c; x) (Φ̂(â, ĉ; x̂)) is complex (real).] The Figures mentioned illustrate
the behaviour of ζ

(c)
k,n and ζ̂

(ĉ)

k̂,n̂
in a restricted interval of variation of k and k̂, resp. in the vicinity

of zero, while Table 1 — on condition that these parameters are large, negative. The symbols 2ν0,n

and 2ν1,n in Figs. 1 (a), (b) stand for the nth zeros of the zeroth and first order Bessel functions
J0(z/2) and J1(z/2), resp., (see the second Kummer theorem [10]). The analysis reveals that the
complex (real) function has an infinite (finite) number n (n̂) of zeros. Accordingly, n = 1, 2, 3, . . .,
irrespective of the particular values of a and c. Φ̂(â, ĉ; x̂), however, possesses zeros exclusively, if
â < 0 (if −∞ < k̂ < −ĉ/2, provided ĉ > 0, and if −∞ < k̂ < ĉ/2, on condition that ĉ < 0, i.e.,
in both instances k̂ < 0). On the understanding that ĉ > 0 their number n̂ depends on â solely
(n̂ = 1, 2, . . . , p̂, p̂ = abs[â]), while stipulating that ĉ < 0 and â < ĉ < 0, then it is specified by the
two parameters of the function (n̂ = 1, 2, . . . , ŝ, ŝ = p̂− q̂, p̂ = abs[â], q̂ = abs[ĉ], q̂ = 1, 2, . . . , p̂−1),
([â] denotes the largest integer less or equal to â).

In addition, in case c = ĉ, n = n̂ and k = k̂ — large, negative, it holds: ζ
(c)
k,n ≈ ζ̂

(ĉ)

k̂,n̂
, (see the

underlined digits in the second and sixth columns of the Table). Besides, it is fulfilled:

L1(c, n) = lim
k−→−∞

K1−(c, n, k−) = lim
k−→−∞

M1−(c, n, k−) = lim
k̂−→−∞

K̂1−n(ĉ, n̂, k̂−)

= lim
k̂−→−∞

M̂1−(ĉ, n̂, k̂−) = L̂1(ĉ, n̂) (7)

where K1− (c, n, k−) = |k−| ζ(c)
k−,n, M1− (c, n, k−) = |a−| ζ(c)

k−,n and K̂1−
(
ĉ, n̂, k̂−

)
=

∣∣∣k̂−
∣∣∣ ζ̂

(ĉ)

k̂−,n̂
,

M̂1−
(
ĉ, n̂, k̂−

)
= |â−| ζ̂(ĉ)

k̂−,n̂
(cf. the marked by bold face type digits in the third, fourth, seventh

and eighth columns of Table 1).
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Table 1: Numbers ζ
(c)
k−,n, K1−(c, n, k−), M1−(c, n, k−), ζ̂

(ĉ)

k̂−,n̂
, K̂1−(ĉ, n̂, k̂−) and M̂1−(ĉ, n̂, k̂−) for c = ĉ = 1,

c = ĉ = 3, n = n̂ = 1 and large negative k− = k̂−.

−k
)(

,

c

nk−
ζ ( )−− kncK ,,1 −− kncM ,,1 −k̂

( )c

nk

ˆ

ˆ,ˆ
ˆ

−
ζ −− kncK ˆ,ˆ,ˆˆ

1 −− kncM ˆ,ˆ,ˆˆ
1

cc ˆ= =1

110.1− (−1) 1.44465 86233 1.44465 86233 1.44646 33194 110.1− (−1) 1.44693 76779 1.44693 76779 1.37459 07940

110.2− (−2) 7.22755 85667 1.44551 17133 1.44596 33652 110.2− (−2) 7.23040 73781 1.44608 14756 1.40992 94387

110.4− (−2) 3.61431 31924 1.44572 52769 1.44583 82198 110.4− (−2) 3.61466 92937 1.44586 77175 1.42779 43710

110.6− (−2) 2.40960 80643 1.44576 48386 1.44581 50379 110.6− (−2) 2.40971 35758 1.44582 81455 1.43377 95776

110.8− (−2) 1.80722 33576 1.44577 86861 1.44580 69237 110.8− (−2) 1.80726 78703 1.44581 42962 1.43677 79569

210.1− (−2) 1.44578 50957 1.44578 50957 1.44580 31679 210.1− (−2) 1.44580 78861 1.44580 78861 1.43857 88467

210.2− (−3) 7.22896 82097 1.44579 36419 1.44579 81600 210.2− (−3) 7.22899 66978 1.44579 93396 1.44218 48412

210.4− (−3) 3.61448 94463 1.44579 57785 1.44579 69081 210.4− (−3) 3.61449 30074 1.44579 72029 1.44398 99564

210.6− (−3) 2.40966 02903 1.44579 61742 1.44579 66762 210.6− (−3) 2.40966 13455 1.44579 68073 1.44459 19766

210.8− (−3) 1.80724 53909 1.44579 63127 1.44579 65951 210.8− (−3) 1.80724 58360 1.44579 66688 1.44489 30459

310.1− (−3) 1.44579 63768 1.44579 63768 1.44579 65575 310.1− (−3) 1.44579 66047 1.44579 66047 1.44507 37064

310.2− (−4) 7.22898 23112 1.44579 64622 1.44579 65074 310.2− (−4) 7.22898 25961 1.44579 65192 1.44543 50701

310.4− (−4) 3.61449 12090 1.44579 64836 1.44579 64949 310.4− (−4) 3.61449 12446 1.44579 64979 1.44561 57733

310.6− (−4) 2.40966 08126 1.44579 64876 1.44579 64926 310.6− (−4) 2.40966 08232 1.44579 64939 1.44567 60109

310.8− (−4) 1.80724 56112 1.44579 64890 1.44579 64918 310.8− (−4) 1.80724 56156 1.44579 64925 1.44570 61302

410.1− (−4) 1.44579 64896 1.44579 64896 1.44579 64914 410.1− (−4) 1.44579 64919 1.44579 64919 1.44572 42021

cc ˆ= =3

110.1− (−1) 6.54973 98283 6.54973 98283 6.62301 45239 110.1− (−1) 6.63870 19591 6.63870 19591 5.64289 66652

110.2− (−1) 3.29128 56556 6.58257 13112 6.60105 88313 110.2− (−1) 3.30240 38666 6.60480 77333 6.10944 71533

110.4− (−1) 1.64771 91999 6.59087 67996 6.59550 93817 110.4− (−1) 1.64910 89602 6.59643 58409 6.34906 94969

110.6− (−1) 1.09873 65337 6.59241 92023 6.59447 90115 110.6− (−1) 1.09914 83143 6.59488 98858 6.43001 76386

110.8− (−2) 8.24119 92068 6.59295 93655 6.59411 81823 110.8− (−2) 8.24293 64060 6.59434 91248 6.47070 50787

210.1− (−2) 6.59320 94405 6.59320 94405 6.59395 11348 210.1− (−2) 6.59409 88864 6.59409 88864 6.49518 74031

210.2− (−2) 3.29677 14648 6.59354 29296 6.59372 83704 210.2− (−2) 3.29688 26455 6.59376 52911 6.54431 20514

210.4− (−2) 1.64840 65780 6.59362 63118 6.59367 26731 210.4− (−2) 1.64842 04755 6.59368 19022 6.56895 55951

210.6− (−2) 1.09894 02922 6.59364 17534 6.59366 23585 210.6− (−2) 1.09894 44100 6.59366 64603 6.57718 22941

210.8− (−3) 8.24205 89475 6.59364 71580 6.59365 87484 210.8− (−3) 8.24207 63195 6.59366 10556 6.58129 79411

310.1− (−3) 6.59364 96596 6.59364 96596 6.59365 70774 310.1− (−3) 6.59365 85540 6.59365 85540 6.58376 80662

310.2− (−3) 3.29682 64975 6.59365 29950 6.59365 48494 310.2− (−3) 3.29682 76093 6.59365 52186 6.58870 99772

310.4− (−3) 1.64841 34572 6.59365 38288 6.59365 42925 310.4− (−3) 1.64841 35962 6.59365 43847 6.59118 17643

310.6− (−3) 1.09894 23305 6.59365 39833 6.59365 41893 310.6− (−3) 1.09894 23717 6.59365 42303 6.59200 58168

310.8− (−4) 8.24206 75466 6.59365 40373 6.59365 41532 310.8− (−4) 8.24206 77203 6.59365 41763 6.59241 78661

410.1− (−4) 6.59365 40623 6.59365 40623 6.59365 41365 410.1− (−4) 6.59365 41513 6.59365 41513 6.59266 51031

( ) ( ) ( )

4. PHYSICAL INTERPRETATION OF THE OUTCOMES FOR THE ZEROS

The analysis of the results for the zeros of Φ (a, c; x) and Φ̂ (â, ĉ; x̂) at c = ĉ = 3, combined with that
of the functions and with the peculiarities of the problem thrashed out, reveals the most important
features of the phase behaviour of the circular waveguide, uniformly filled with azimuthally magne-
tized ferrite: i) An infinite (finite) number of normal TE0n (slow T̂E0n̂) modes may be sustained in
the structure, equal to the number of roots, resp. zeros of the concurring characteristic equation,
resp. wave function n (n̂) in case c = 3 (ĉ = 3). Obviously, in this instance n̂ = 1, 2, . . . , p̂, since
ĉ > 0; ii) The normal (slow ) waves are observed both for positive and negative (exclusively for
negative) magnetization of the ferrite filling; iii) There are two regions of propagation of the slow
waves for different values of the off-diagonal element of ferrite permeability tensor element α [two

slow waves T̂E
(1)

0n̂ and T̂E
(2)

0n̂ might exist for −1 < α̂(1) < 0 and −∞< α̂(2) < −(2n̂ + 1), resp., cf.
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the condition β̂f < β̂ ]; iv) The zone of transmission of the normal waves, observed for −1 < α < 1,
assuming negative (positive) magnetization, is bilaterally restricted (is limited from below and

unbounded from the side of higher frequencies); v) The area of propagation of slow T̂E
(1)

0n̂ wave,
conforming to −1 < α̂(1) < 0, is bounded from the side of lower frequencies; vi) The upper limit of
the domain in which the normal TE0n mode may get excited coincides with the lower one of the

area of existence of the slow T̂E
(1)

0n̂ mode, when n = n̂. (The outcomes for the zeros answering to
c = ĉ = 1 are useful in the inspection of the field distribution.)

5. CONCLUSION

The method for examination of the circular waveguides, comprising a co-axial azimuthally mag-
netized ferrite cylinder which support normal TE0n or slow T̂E0n̂ modes, based on the complex,
resp. real Kummer confluent hypergeometric function of specially selected parameters, is regarded.
The point at issue is the structure, completely filled with the anisotropic medium referred to. An
analysis is performed on certain of the zeros of the functions in question, necessary for the solution
of the task stated. The results are presented both in a graphical and a tabular form and discussed.
The main characteristics of wave propagation are debated.
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plication to the slow wave propagation in the coaxial ferrite waveguide,” PIERS Proceedings,
Moscow, Russia, August 19–23, 2012, (in the Special Session: “Advanced mathematical and
computational methods in the electromagnetic theory and their applications,” organized by
M. N. Georgieva-Grosse and G. N. Georgiev), in print.

4. Georgiev, G. N. and M. N. Georgieva-Grosse, “Advanced computational methods for analysis
of the circular waveguide completely filled with azimuthally magnetized ferrite: Review of
recent results,” Proc. Fourteenth Int. Conf. Electromagn. Adv. Applicat. ICEAA’12, 62–65, in
CDROM, Cape Town, South Africa, September 2–7, 2012, (Invited Paper in the Special Session
“Modern problems of mathematical and computational electromagnetics and their advanced
applications” organized by M. N. Georgieva-Grosse and G. N. Georgiev).

5. Georgiev, G. N. and M. N. Georgieva-Grosse, “Circular waveguide, completely filled with azi-
muthally magnetized ferrite,” Wave Propagation, Academy Publish, Cheyenne, Wyoming,
U.S.A., 2012, in print.

6. Bolle, D. M. and G. S. Heller, “Theoretical considerations on the use of circularly symmetric
TE modes for digital ferrite phase shifters,” IEEE Trans. Microwave Theory Tech., Vol. 13,
No. 4, 421–426, July 1965.

7. Clarricoats, P. J. B and A. D. Olver, “Propagation in anisotropic radially stratified circular
waveguides,” Electron. Lett., Vol. 2, No. 1, 37–38, January 1966.

8. Eaves, R. E. and D. M. Bolle, “Perturbation theoretic calculations of differential phase shifts
in ferrite-loaded circularly cylindrical waveguides in the TE01 mode,” Electron. Lett., Vol. 2,
No. 7, 275–277, July 1966.

9. Lindell, I. V., “Variational methods for nonstandard eigenvalue problems in waveguide and
resonator analysis,” IEEE Trans. Microwave Theory Tech., Vol. 30, No. 8, 1194–1204, August
1982.

10. Tricomi, F. G., Funzioni Ipergeometriche Confluenti, Edizioni Cremonese, Rome, Italy, 1954.



482 PIERS Proceedings, Moscow, Russia, August 19–23, 2012

The Electrodynamics of the Induction Motor
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Abstract— In this work, we apply Maxwell’s equations on the induction motor. A direct
solution being unfeasible, we propose an iterative method. We test the method for the steady
state behaviour of 2-pole motor with known stator current and we then use it to derive a dynamic
motor model. We first examine the case where the magnetic coupling between the stator and
rotor is weak. This case leads intuitively to the general case.

1. INTRODUCTION

Induction motors are the backbone of modern industry because of their high performance and low
maintenance requirements. The standard procedure for analysing the steady state performance of
these motors is the equivalent circuit method [1], in which the motor is modelled as a circuit where
voltages are applied causing currents to flow. The dynamic model of the motor also follows from
circuital considerations — the assumptions and approximations made vary slightly from model to
model resulting in minor differences among the many models [2–4] existing in literature. In this
work we propose an alternative model starting from Maxwell’s equations for the motor.

2. MOTOR MODEL AND INFINITE-ORDER PERTURBATION TECHNIQUE

We first consider a three-phase 2-pole motor. Taking advantage of the fact that the height of
a cylindrical motor is typically much greater than the radius, we use a two-dimensional model
assuming the fields and currents to be invariant along the axial direction. We define the height
of the motor as h, the radii of the cage rotor and the stator as r and R, the conductivities as
σ and σ′ and the depth of the conductor bars as b and b′. We treat the rotor and stator as
continuous conducting cylinders since the narrow gaps between adjacent bars and wires merely
serve to eliminate currents in undesirable directions. The thicknesses b and b′ being much less than
the radii r and R we work in terms of the surface currents flowing through the rotor and stator.
Accordingly the final schematic of our model is as in Fig. 1.

The applied stator surface current for the nth phase (n = 1, 2, 3) is

Kn = Kapp cos (Ωt + 2(n− 1)π/3) ẑ (1)

in a positive sector (shown in Fig. 1 as pure numbers) and the negative of that in a negative sector
(shown with a bar above the number). This defines Ω as the excitation frequency. We will refer
to the rotor rotation frequency as ω and the slip frequency Ω − ω = ε. Hereafter we assume the
z directionality of the currents to be implicit. Using the angular extensions of the various sectors
from Fig. 1, we now expand the applied stator surface current in a Fourier series. The constant
term is the sum of the three-phase currents which is zero. The first angular harmonic can be written
as

1Ks = Kcos cos θ + Ksin sin θ, (2)

where Kcos and Ksin are determined using the orthogonality of the sines and cosines. From Eq. (1),
we readily find that the net first harmonic can be written as K0 cos(θ − Ωt) for some K0 which
represents a current phasor rotating anticlockwise at frequency Ω. Since higher harmonics are
undesirable we focus on this harmonic only. This automatically extends the following procedures to
single, five, seven or other exotic phase motors. A direct solution of Maxwell’s equations is rendered
impossible by our ignorance of the constitutive relations between the electric fields and the surface
currents in the stator and rotor. Our knowledge of the equivalent circuit model convinces us that
the stator and rotor are like LR circuits — at present however there is no means of determining
the inductances and resistances.

We now propose the following iterative method [5] for determining the empirical inductances
and in the process solving the whole problem. We will first find the current per unit length applied
to the stator (Ks0) and the rotor (Kr0, which in this case equals zero) and then find the magnetic
field B0 created by these currents. Since the tangential component of the magnetic field will not
induce any current anywhere, we shall work only with the radial component which we shall denote
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Figure 1. Figure 2.

as B but without the vector symbol. Subsequently we find the currents induced in the stator
(∆Ks1) and rotor (∆Kr1) on account of this magnetic field. Again we calculate the magnetic field
(∆B1) due to these induced currents, then again the currents induced by this field, and so on. In
this way we generate a sequence of corrections to the basic stator and rotor currents and obtain
successive approximations to these quantities by summing all the corrections.

It can be seen that all currents and magnetic fields will appear stationary in time if we transfer
to a frame rotating anticlockwise at frequency Ω; this is called the synchronous reference frame.
Because of this property, all quantities will be evaluated in this frame as functions of the angle
(which we call θ′) alone — the shift to the external frame will result in a replacement of θ′ by
θ−Ωt. The synchronous frame is suited for steady-state computations which shall be our focus in
this section.

We first work assuming that the stator current is given. We temporarily ignore the processes
by which the current came about a period. We just assume that its net value is known. Let the
motor rotate counterclockwise and the stator current be Ks = K0 sin(θ−Ωt). The cage is assumed
to be a linear magnetic medium. Since the currents are in the stator which lies across the air gap,
the effective permeability is that of the gap, which we call µg. Then a short calculation yields
the magnetic field due to this current as µg

2 K0 cos(θ − Ωt). In the synchronous frame the electric
field will be obtained from Faraday’s law. But since B is time-invariant, there will in fact be no
electric field in this frame. From the theory of electromagnetic field transformations, there will
be an electric field in the rotor frame. This can be obtained from E = v × B. We now apply
the real Ohm’s law, i.e., J = σE with real conductivity to write the first round of rotor surface
currents. These currents will again induce a magnetic field at the rotor surface; this time however
the permeability will be that of the core, µc, and not of the air gap. It can be seen that on a phasor
diagram with (θ − Ωt) as the phasor argument, the successive fields and currents form a pattern
as in Fig. 2. The currents will in fact form a geometric series, the ratio between successive terms
being τr = 1

2µcσrb, and this series can be summed to infinity to obtain the following expression for
the net rotor current,

Kr =
K0(µg/µc)τrε

1 + τ2
r ε2

(cos(θ − Ωt)− τrε sin(θ − Ωt)) . (3)

This expression agrees with the prediction of the circuit model that the rotor is an inductor, τr

being its time constant. Eq. (3) yields the magnetic field and the torque follows from Lorentz force
law as

Γ =
π

2
µgK

2
0r2h

τrε

1 + τ2
r ε2

, (4)

which is seen to be in agreement with the predictions of the equivalent circuit model.

3. DYNAMIC MODELING

The success of the preceding calculation encourages us to use infinite-order perturbation (IP) to
derive the motor dynamics; this time however we use the stator frame. Let the kth order terms
in the iterative developments of the rotor and stator surface currents be known. We then wish to
find the (k + 1)th order terms. For a 2n-pole motor the first harmonic of the fields and currents
takes the form a cos(nθ) + b sin(nθ). Since the sines and cosines form a linearly independent basis
we write this in complex notation as a+ jb, with j2 = −1. As such the real and imaginary parts of
each field and current become the d and q components of a two-component vector. This motivates
the vector signs on the fields and currents. This mirrors the standard space phasor approach. Each
current produces a vector potential as well as a magnetic field at the surface of both the rotor
and stator. The electric field is found from Faraday’s law in its differential form. For the rotor
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an additional electric field arises from the fact that it is moving through a magnetic field. The
effect of the finite angular extension of the conductor bars of the rotor and stator can be factored
in when we realize that it causes the currents K sin(nθ) to get multiplied by a function which is
unity in the angular intervals corresponding to the bars and zero in the intervals corresponding to
the spaces. This function can be expanded in a Fourier series of which the leading term is the ratio
of the angular extent of each bar to that of each bar-plus-space unit. Denoting this ratio by c for
the rotor and c′ for the stator, the complete transformation is found to be

[
∆ ~Kr(k+1)

∆ ~Ks(k+1)

]
=

[
(cµcσrb/2n) (−p + jnω) (r/R)n−1 (cµgσrb/2n) (−p + jnω)

(r/R)n+1 (c′µgσ
′Rb′/2n) (−p) (c′µcσ

′Rb′/2n) (−p)

] [
∆ ~Krk

∆ ~Ksk

]
(5)

Here we have used p to denote the time derivative d/dt. This motivates the variable definitions
as τr = cµcσrb/2n, τs = c′µcσ

′Rb′/2n, δ1 = (r/R)n−1µg/µc and δ2 = (r/R)n+1µg/µc. Since
summation over repeated derivatives is very difficult to handle we will take the Laplace transform
of Eq. (5) and add the terms of different orders to obtain the transfer functions between the rotor
and stator currents and the applied voltage. We shall denote the transform of a function f(t) by
f(s), or more simply by f . We get

[
∆ ~Kr(k+1)

∆ ~Ks(k+1)

]
=

[ −τrs + jnτrω δ1 (−τrs + jnτrω)
δ2 (−τss) −τss

] [
∆ ~Krk

∆ ~Ksk

]
. (6)

Since, in each round of IP, Ohm’s law is used with a real conductivity, the zeroth round of rotor and
stator surface currents will be proportional to the voltages applied on them through some purely
geometrical factor. For the rotor of course the applied voltage is zero. Some finite voltage is applied
on the stator and the corresponding zeroth order surface current will be denoted by the symbol V
This notation may be a dimensional misnomer but its conceptual significance outweighs this minor
inconvenience. Thus we get the expression

[
∆~Krk

∆~Ksk

]
=

[−τrs + jnτrω δ1 (−τrs + jnτrω)
δ2 (−τss) −τss

]k [
0
~V

]
=

[
X δ1X

δ2Y Y

]k [
0
~V

]
. (7)

Here X and Y , whose meaning can be obtained by a term by term comparison, represent the
transforms of the rotor and stator operators X and Y . The rotor operator converts the rotor
current of one order to that of the next, the stator operator does so for the stator current. In the
following work, we will denote the above matrix by T. We first use an approximation to obtain
the dynamics of the rotor and stator currents from Eq. (7); we then obtain the dynamics in full
generality.

The simplification scheme applicable on Eq. (7) assumes that δ1, δ2 ¿ 1. This will be a realistic
model for a motor of high polarity as well as a motor where the permeability undergoes a sharp
drop across the air gap, i.e., µg ¿ µc. In this case it is possible to obtain the transfer functions by
two methods. The first is a brute force method which proceeds by constructing linear combinations
of the stator and rotor currents such that the transformation matrix for these combinations is
diagonal. This calls for the eigenvalues and eigenvectors of TT , i.e., the transpose of T. The
smallness of δ (both 1 and 2 which are assumed to be of comparable order) is used to simplify the
surds. The transfer functions for these current combinations are obtained and finally unscrambled
to get those of the rotor and stator currents themselves.

The second method is an intuitive method which we use here. We note that the (1, 1)th element
of T is an indicator of the strength of the rotor interaction with itself, the (2, 2)th element estimates
the stator interaction with itself and the off-diagonal elements represent the rotor-stator interac-
tions. Since the self-interaction is stronger than the cross-interactions, the primary component of
the resultant stator current will come from the self-interaction. This is easy to calculate. The self
interaction terms are represented by the Y operator hence the successive terms in the iteration go
like V +Y V +Y 2V + . . . which can readily be summed to obtain the stator current transfer function

~Ks =
1

1 + τss
~V . (8)

As in the stator, the dominant terms in the rotor current come from the self-interactions. However
the first term comes from the stator side as the applied rotor voltage is zero. In fact the first
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term in the iterative rotor current development will be started off by the resultant stator current.
The (Laplace transformed) vector potential at the rotor surface due to this current is δ1

µcr
2n

1
1+τss

~V

and the magnetic field is δ1
µc

2
1

1+τss
~V . The zeroth round of rotor currents is then found to be

δ1 (−τrs + jnτrω) 1
1+τss

~V . Hereafter the rotor self-interaction dominates in comparison with the
further cross-interactions and we may write a series identical to the one for the stator only with X
in place of Y . Summing this series yields almost trivially the rotor current transfer function

~Kr = δ1
−τrs + jnτrω

(1 + τss) (1 + τrs− jnτrω)
~V . (9)

These transfer functions are identical to the ones obtained from the brute force method, an obser-
vation which validates the conceptual steps applied in this derivation.

Finally we note that the above reasoning can be extended to obtain the general transfer functions
with no restriction on δ. Let the resultant rotor current be known. Then the zeroth round of stator
currents will have a contribution from this rotor current as well as from the applied voltage. Now
by including the resultant rotor current in the zeroth term, we have in effect taken into account
all orders of the rotor-stator interaction. Thus, hereafter we can consider only the stator self
interaction, irrespective of the relative strength of the cross-interaction. In other words, we have
effectively removed the rotor by incorporating its entire contribution into the zeroth order stator
current. Repeating the procedure leading to Eq. (8), we obtain the stator current transfer function

~Ks =
~V − δ2τss~Kr

1 + τss
. (10)

The identical procedure for the rotor, assuming the net stator current to be known, leads to the
transfer function

~Kr =
δ1 (−τrs + jnτrω) ~Ks

1 + τrs− jnτrω
. (11)

These transfer functions can be readily inverted to obtain the following dynamical equations for
the motors:

[
1 + τr (p− jnω) δ1τr (p− jnω)

δ2τsp 1 + τsp

] [
~Kr
~Ks

]
=

[
0
~V

]
. (12)

Here we have used p to denote the differential operator d/dt. It is worth comparing this result with
the equations in the existing literature. We cite the dynamics stated by Takahashi and Noguchi [6]
in their classic work on direct torque control. Their equations for a 2-pole motor read

[
~v1

0

]
=

[
R1 + pL11 pM

(p− jθ̇m)M R2 + (p− jθ̇m)L22

] [
~i1
~i2

]
, (13)

where v1 is the stator voltage vector, R1 the stator resistance, L11 the stator self-inductance, M the
magnetizing inductance, R2 the rotor resistance, L22 the rotor self-inductance, i1 and i2 the stator
and rotor currents and θ′m the rotor angular velocity. On inspection, Eqs. (12) and (13) are found
to be identical. For a 2-pole motor, n = 1. Moreover the apparent equality of the off-diagonal
coefficients of the matrix in Eq. (13), which is lacking in Eq. (12), is cosmetic. The rotor voltage
being zero, the first line of Eq. (12) can be multiplied by any arbitrary constant which can of course
be chosen to ensure equality of the off-diagonal coefficients.

Our work has thus successfully obtained the dynamics of the induction motor starting from
Maxwell’s equations. The analysis has also predicted the values of the various circuital parameters
which are generally determined from experiments on the motor.
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Abstract— The past few years have seen tremendous progress in solid state devices used for
microwave applications. Many different materials are used to construct microwave components
such as transmission lines, filters, capacitors, inductors, and many others. To properly design
these microwave components, it is important to know the characteristics of the materials used
in fabricating the circuit are very important as any anomalies result in degradation of electrical
performance. Characterization of materials at microwave frequencies generally requires finding
the properties, which described both conductor and dielectric materials. Conductor materials are
described by their conductivity; dielectric materials may be described by their complex permit-
tivity. Full-wave analysis of stripline planar structure with vertical interconnects in multilayer
dielectric media is presented. The use of FDTD method for the description of the electromag-
netic behavior of the cell discontinuities in the analysis of the S-parameters, input and output
impedance and potency at the feeding ports, permits in the 0 GHz–20 GHz frequency band the
achievement of a good precision for the results on materials with low electromagnetic charac-
teristics (ε ≤ 10). The r results show that changes in the permittivity could lead to significant
changes in the overall performance of the designed circuit.

1. INTRODUCTION

The modeling of microstrip in multilayer dielectrics (or dielectric media) has been thoroughly
investigated in the past, and several methods have already been introduced. The research has been
based on various methods such as Finite Elements (FE), Finite Difference Time Domain (FDTD)
and Method of Moments (MoM) [1, 2]. The later is the most widely employed for the modeling of
planar geometries, mainly due to the fact that it does not require the meshing of the whole volume
of the structure. Several methods can be found in the literature for the analysis of multilayer
microstrip topologies, either for shielded [3–8] or unshielded structures [9–13]. Moreover, some
methodologies have been proposed to take into account the vertical interconnects between planar
structures [11, 12]. However, to the authors knowledge literature is very thin on topics regarding
the modeling of planar multilayer geometries with vertical interconnects in a stripline structure. As
this kind of technology profile is becoming more and more popular with the development of Radio
Frequency (RF) modules implemented in materials such as Low Temperature Co-fired Ceramic
(LTCC), Bismaleimide-triazine (BT) resin and other organic multilayer laminates, a robust and
efficient method for the analysis of such structure becomes imperative.

2. THEORY

2.1. Stripline Design

Typical striplines are constructed to have an impedance of either 50 Ω or 90 Ω. The ratio between
the width of the active conductor and the height of the active conductor above the ground plane
determines the characteristic impedance. The designe given in this paper is focused on the 50 Ω
stripline. Thereby, the most critical parameters that directly determine the physical design of the
stripline are impedance matching at feed port (S11 parameter) and transmission between two ports
(S21 parameter). All simulations presented in this paper are made with FDTD.

To compare the simulations are used Nicolson-Ross-Weir (NRW) algorithm. Nicolson and
Ross [14] and Weir [15] combined the S parameters, and derived explicit formulas for the calcula-
tion of permittivity and permeability. The algorithm is usually called Nicolson-Ross-Weir (NRW)
algorithm.

In the NRW algorithm, the reflection and transmission are expressed by the scattering param-
eters S11 and S21. The reflection coefficient Γ is given by

Γ = K ±
√

K2 − 1 (1)
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with

K =

(
S2

11 − S2
21

)
+ 1

2S11
(2)

The correct choice of positive or negative sign in Eq. (1) is made by requiring |Γ| ≤ 1. And the
output impedance is given above

Z = Z0
1 + Γ
1− Γ

. (3)

2.2. FDTD Simulations
FDTD is used to solve Maxwell’s equations for arbitrary model spaces. Indeed, FDTD is a di-
rect time-domain solution to Maxwell’s curl equations [16]. The continuous-time expressions of
Maxwell’s equations for linear, isotropic, non-dispersive materials which will be discretized in
XFDTD are:

∂Ē

∂t
=

1
ε
∇× H̄ − 1

ε

(
Jsource + σĒ

)
(4)

∂H̄

∂t
= − 1

µ
∇× Ē − 1

µ

(
msource + σH̄

)
(5)

where µ represents the magnetic permeability and σ represents the magnetic conductivity.
The two curl Equations (4) and (5) can be discretized to obtain a total field FDTD technique.

Alternately the fields can be expressed as:

E = Etotal ≡ Eincident + Escattered (6)

H = H total ≡ H incident + Hscattered (7)

The rationale for the separate field approach is that the incident field components can be specified
analytically throughout the problem space while the scattered fields are found computationally
and only the scattered fields need to be absorbed at the problem space outer boundaries. This last
feature is an important one. The scattered fields, emanating from a scattering or interaction object,
can be more readily absorbed than a total field by an outer radiation boundary condition applied
at the problem space extremities or faces. This is especially important in situation where FDTD
simulation and center conductor was excited for a source of radio frequency of 1 Volt operating in
scale from 0 GHz to 20 GHz. The objective of this work is analyzing the electromagnetic sensibility,
input in which the scattered fields are desired and are of much lower amplitude than the total fields.

3. RESULTS

Relative complex permittivity (permittivity) of printed circuit (PC) board and substrate material
is a critical parameter that affects circuit performance. Characterizing this parameter at RF is

Figure 1: Impedance port 1 as a function of fre-
quency.

Figure 2: Impedance port 2 as a function of fre-
quency.
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Figure 3: Transmission coefficient modulus. Figure 4: Reflection coefficient modulus.

Figure 5: Comparison between NRW Algorithm and FDTD simulations for output impedance.

becoming more important because of increased clock frequencies used in today’s high speed com-
puters. In addition, performance of dielectric materials at RF is equally important for wireless
communication circuits and components.

The results show the comparisons of three simulated results for the S parameters of the trans-
mission line, input and output impedance for three different dielectric constants of the layers.

The sample port with those dimensions assures a perfect matching with 50 Ohms in the frequency
of 0 GHz until 20 GHz, according Figure 2.

We can see in the Figure 3 that work area changes a lot with different magnetic materials. The
electromagnetic sensibility is related with low reflection smaller than −10 dB and transmission near
than 0 dB. εr = 9 showed the largest area of work of 0 GHz until 20GHz and better electromagnetic
sensibility, according Figures 3 and 4. On the other hand εr = 1 has the work area between 9 GHz
and 12 GHz, and εr = 5 has two picks of transmission from 0GHz until 10 GHz, 15 GHz until
18GHz.

In the Figure 5 is shown that the FDTD simulations are according to the NRW algorithm.

4. CONCLUSION

Using stripline resonators for material characterization is often the most appropriate technique to
use at microwave frequencies. This is the case for substrate materials used to construct microwave
planar circuits. The stripline resonator configuration is favored over the others because of its simple
configuration as well as it involves the fewest approximation in its analysis. This work analyzed
general phenomena of the reflection and transmission as a function of frequency taken placed by a
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general PCB stripline structure. The exact numerical value for the stripline and the spatial range
of the electric field can be changed with any variation of the stripline frequency. The simulations
show sensitivity with changes in the dielectric materials. Therefore, one must be input the specific
numerical values for all variables above for FDTD simulation to obtain quantitative values for the
frequency and fields of interest.

The sample holder with εr = 9 and ratio wh = 1.1 it showed to be a good option to do
characterization of dielectric materials due to excellent electromagnetic sensibility in the scale
0GHz to 10 GHz.
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Abstract— I describe initial results of on-going research on a magnetic inversion algorithm
exploiting a novel positivity constraint and a nonlinear conjugate gradients (NLCG) algorithm
for the optimization. The inversion unknown is the magnetization amplitude and not the suscep-
tibility directly. The positivity constraint is a double-limiting quasi-linear function that allows
performing a constrained optimization with an unconstrained minimization algorithm. I pro-
pose also an effective way to integrate magnetic data with refraction tomography data through
simultaneous joint inversion (SJI) using a cross-gradients relation. The approach to SJI that I
present minimizes, in the least-squares sense, a joint objective function that is the weighted sum
of the so-called “single-domain” objective functions and the objective function of a “structural
link”, which relates unknowns belonging to two different model domains. The structural link is
imposed through the requirement to minimize the local cross product of model gradients. This
corresponds to requiring parallel gradients in the same spatial positions: because gradients are
always perpendicular to shape boundaries, minimizing the cross-gradients link imposes the same
shapes at the same spatial positions. Furthermore, the cross-gradients relation, and, in general,
any link relation, is evaluated at specific spatial positions without requiring the velocity and
the magnetization domains to be sampled on the same grid or model mesh. The benefits of us-
ing SJI with respect to separate, single-domain inversions are demonstrated through a synthetic
example. As for the case of simultaneous joint inversion of seismic and gravity or seismic and
magnetotelluric (MT) data, a seismic-magnetic SJI is effective for complex imaging problems,
such as regions with volcanic intrusions or faults. SJI is, in general, able to compensate for poor-
quality seismic illumination using another measurement. In this paper, I also discuss possible
improvements to the current implementation of the algorithm: for instance, the current magnetic
inversion algorithm does not yet take into account remanent magnetization. This limits at the
moment its applicability to regions where remanent magnetization is very small or absent.

1. INTRODUCTION

Potential field methods were among the first techniques used for geophysical exploration. To men-
tion an example, a 1926 oil discovery in Garza Country, Texas, was the result of the interpretation of
magnetic data [6]. Strong research efforts were made in the past century to produce magnetometers,
each time more precise and easy to use. Victor Vacquier developed an airborne fluxgate magne-
tometer that was extremely valuable in exploration and was widely used throughout World War
II for submarine detection. Further developments to be mentioned are the 1955 proton-precession
magnetometer and the 1960s optically pumped alkali-vapor magnetometers.

As a consequence of the Green’s third identity, magnetic data inversions suffer from high non-
uniqueness [3]. Geophysically interesting results can be achieved only using proper weighting and
regularization [7].

In recent years, widespread interest in data measurement integration has brought new value
to gravity and magnetic methods, particularly in simultaneous joint inversion (SJI) applications.
For example, in [4] it is demonstrated that a seismic-gravity SJI can improve complex imaging
configurations involving dyke-like structures. Another example is [13], where the technology is
applied to real data sets, showing how gravity can improve thrust-belt and sub-basalt imaging.
Within the scope of SJI, magnetic inversion may be used in the same way as gravity to improve
seismic imaging where seismic coverage or illumination is poor.

In the following, I present the preliminary results of an ongoing research on integration of the
magnetic inversion into SJI.

I propose an approach to the magnetic inversion problem, highlighting the differences with other
existing methods. I also show an application of magnetics-refraction tomography SJI on synthetic
data. Final results are encouraging, as they prove that a magnetics-refraction tomography SJI
can produce final models where the benefits of every single-domain inversion are merged, with a
resulting better characterization of the earth’s subsurface.
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2. METHOD

Total field magnetic acquisition records the amplitude of the magnetic vector for each measurement
position. Even if anomalous magnetization patterns in the subsurface actually modify the direction
of the theoretical geomagnetic field, it is reasonable to assume that the instruments detected only the
amplitude along the direction of the Earth field [3]. For this reason, our forward computations model
only the component along the direction of the Earth field. If we also assume the absence of any
remanent magnetization [7], subsurface magnetization is completely induced by the geomagnetic
field. Furthermore, neglecting anisotropy, induced magnetization is parallel to the inducing field
and we can write

M =
χ

µ0 (1 + χ)
B0 (1)

where χ is the scalar susceptibility, µ0 = 4π · 10−7 H/m is the magnetic permeability of free space,
B0 is the inducing magnetic field and M is the induced magnetization.

Forward modeling is carried out dividing the subsurface into right rectangular prisms with
constant magnetization. The total field anomaly is then computed exploiting the superposition
principle. The Green’s function of the magnetic response caused by a right rectangular prism can
be conceptually expressed as

ξ (p) =
µ0

4π

∫

V

[(3m̂ · r̂) r̂− m̂] · b̂
r3

dv (2)

where p is the vector identifying the measurement position, r is the scalar distance between the
volumetric element dv and the position p, r̂ is a versor oriented from dv towards p, m̂ is the
magnetization versor and b̂ is the geomagnetic versor at the measurement position p. V is the
volume occupied by the prism. The integral in Equation (2) has a closed-form solution ([2, 11]).

The relation between the magnetic anomaly Bi on the measurement position i and the magne-
tization Mj caused by cell j is linear

Bi = ξij (pj) Mj (3)

and ξij is the (i, j) element of the Jacobian of the magnetic forward problem.
The approach for the single-domain magnetic inversion is that of [7], with three main differences

on the model parametrization, the adopted positivity constraint, and the chosen solver algorithm.
The model parametrization is in terms of the 3D magnetization function m and not of the sus-

ceptibility directly. Susceptibility is recovered from the output magnetization model through the
inverse of Equation (1). This choice was driven by the linearity of the relation between magneti-
zation and magnetic anomaly (Equation (3)). For this reason, the objective function we minimize
is

Φ(m) = |Wd (g(m)− d)|2 +
∫

V

Γ(m−mpri)dv (4)

where g(m) is the vectorial function of the 3D magnetization used to perform forward modeling,
Wd is a diagonal matrix of data weights, d is the vector of observed data, mpri is an a-priori model
function, and Γ is the same regularization function used by [7]:

Γ(m−mpri)

= αs{w [m−mpri]}2 + αx

{
∂w [m−mpri]

∂x

}2

+ αy

{
∂w [m−mpri]

∂y

}2

+ αz

{
∂w [m−mpri]

∂z

}2

(5)

where αs, αx, αy and αz are coefficients that affect the relative importance of different components
in the regularization function; w is a weighting function, dependent on forward sensitivity, that
counterbalances the magnetic field decay. Its expression is [9]

w =

∥∥∥∥∥
dg
dm

∥∥∥∥∥
2

(6)

The second difference with the approach in [7] is the chosen positivity constraint. I use a double-
limiting quasi-linear function (Figure 1). The limiting function has a central, perfectly linear, region
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Figure 1: A double-bounded limiting function. For a transformed domain t that spans the interval
(−∞, +∞), the model domain spans the interval (0, 10)A/m.

(a) Velocity (m/s) (b) Susceptibility

Figure 2: Cross section (at y = 5000m) of the synthetic models. The velocities of the two dykes are 5000m/s
and 6000 m/s. The background velocity is 2000m/s. The susceptibilities of the two dykes are 0.02 and 0.06.
The background susceptibility is 0.

with hyperbolic end branches. Setting m = f(t), where m is the magnetization variable, t is the
unknown in the transformed domain, and f is the limiting function of Figure 1, the inverse problem
is then solved into the transformed domain. The solution at convergence is finally back-converted
to the magnetization domain again through the function of Figure 1.

The third difference is in the solver. For inversion of magnetic data, a linear solver is sufficient
because the problem is linearizable even in presence of a limiting function. On the other hand, the
magnetic inversion is integrated into existing SJI software [4] and the solver, an implementation
of the nonlinear conjugate gradients (NLCG) algorithm [12], is the same as that used by SJI.
The nonlinear solver gives SJI the flexibility to work both with linear and nonlinear or not easily
linearizable domains [4].

A two-domain SJI can be expressed as [4]

ΦSJI(m) = α1Φ1(m1) + α2Φ2(m2) + β

∫

U

Ψ(m)dv (7)

where, m is a vector containing the model functions m1 and m2, Φ1 is, for example, the objective
function of the magnetic inversion, and Φ2 is the objective function of another inversion domain
(or vice-versa); α1,2 and β are the user-defined relative weights of the two domains and of the link;
Ψ is a link function between the two domains that is active only in the user-defined spatial region
U, which contains values for the two model domains.

The link between magnetics and other domains is imposed through the cross-gradients con-
straint [5] for Ψ

Ψ(m1,m2) = |∇m1 ×∇m2|2 (8)

This function requires parallelism between model gradients. It is well known that gradients are
perpendicular to the edges of the objects [10]. The consequence is that the cross-gradients constraint
forces the output models to recover the same shapes in the same spatial positions.

The implementation of magnetics and SJI is parallel, based on the message passing interface
(MPI). All the underlying linear algebra is performed by the Portable Extensible Toolkit for Sci-
entific Computations (PETSc) [1]. Very good scalability with large amounts of data, in a high-
performance computing environment is achieved thanks to the use of this library.
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3. A SYNTHETIC EXAMPLE

I present results from simulations on 3D synthetic magnetization and velocity models that are very
similar to the dipping dykes example in [8]. Cross sections of these synthetic models are shown in
Figure 2.

For the seismic domain, we simulate first-arrival times from 16 sources to 64 receivers whose
configuration is shown in Figure 3. We add a zero-mean, random, white Gaussian noise with a
10ms standard deviation to each data sample. Velocity and susceptibility have the same sampling,
with 20 cells along x, 20 along y, and 10 along z.

For the magnetic domain, we assume that the geomagnetic field is 50000 nT and has an inclina-
tion of 44 degrees and declination of 25 degrees. Measurements are simulated on the surface at 441
evenly spaced stations, with a station interval of 500 m in both directions. We add a zero-mean,
random, white Gaussian noise with a 10 nT standard deviation to each data sample.

The initial seismic model is a vertical velocity gradient spanning the interval (2500 m/s, 5500m/s).
The initial magnetic model is a uniform volume with 0 susceptibility.

Figure 4 shows the single-domain inverted models. Refraction tomography is able to properly

Figure 3: Configuration of sources (stars) and receivers (triangles) for the seismic simulation.

(a) Velocity (m/s) (b) Susceptibility

Figure 4: Cross section (at y = 5000 m) of the single-domain inverted models. The outlines show the true
position of the dykes.

(a) Velocity (m/s) (b) Susceptibility

Figure 5: Cross section (at y = 5000 m) of the SJI-inverted models. The outlines show the true position of
the dykes.
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recover the top of the two dykes, but not their bottom. On the other hand, the magnetic output
is more focused, and progressively looses resolution with increasing depth. This is a well-known
problem of all potential field methods.

Figure 5 shows the SJI-inverted models with the cross-gradients link. In the velocity domain,
the shapes of the dykes are more focused than in Figure 4(a). Furthermore, the high-velocity zone
that was present in the lower right part of Figure 4(a) has disappeared in Figure 5(a). In the
magnetic domain, the good resolution we saw in Figure 5(b) is basically maintained.

4. CONCLUSION

I described an implementation of the magnetic inversion incorporating a novel positivity constraint
and a nonlinear algorithm for the optimization. Susceptibility is indirectly computed after magne-
tization inversion.

I showed an effective approach for integration of magnetic data with refraction tomography
data: the simultaneous joint inversion with the cross-gradients constraint.

The benefits of using SJI with respect to separate, single-domain inversions were demonstrated
through application to synthetic data. The synthetic results revealed an improvement in the image
focusing brought by the cross-gradients link.

The research on SJI is ongoing. Other SJI combinations still must be tried. Possible examples are
magnetics and gravity or full-tensor gradiometry, magnetics plus reflection tomography, magnetics
plus magnetotellurics or magnetics plus surface-wave inversion.
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Abstract— There is a considerable interest in the development of new optical imaging systems
that are able to give three-dimensional images. In this paper, we present some considerations
concerning the field of three-dimensional laser images where significant technological advances
have encouraged research over the past decade. Potential applications range across medical
imaging, surveillance and robotic vision. Identifying targets or objects concealed by foliage or
camouflage is a critical requirement for operations in public safety, law enforcement and defense.

1. INTRODUCTION

Laser radar (Ladar) technology has enjoyed significant advances over the past decade. Novel focal
plane areas, compact laser illuminators and advanced signal processing have enabled the construc-
tion of low power 2-D and 3-D laser imagery systems. The applications of such systems range
from surveillance, targeting and weapons guidance to target identification. Synthetic images of
three-dimensional objects are based on extraction of laser backscattered signals [1]. The principle
of 3D laser radar is based on the use of movable light sources and detectors to collect information
on laser scattering, and to reconstruct the 3D object. 3D reconstruction algorithm is a major com-
ponent in these optical systems for identification of camouflaged objects. But 3D reconstruction
must take into account sparse collected data, i.e., concealed objects and reconstruction algorithms
must solve a complex multi-parameter inverse problem. Therefore the inverse problem of recov-
ering the surface three-dimensional shape function from intensity data is more challenging [2, 3].
The robustness of identification of three-dimensional reconstructed images is directly related to the
inversion algorithms used in the process of identification. From a mathematical point of view, the
technique breaks down into two steps: direct measurement, optionally processed using a model of
the physical phenomena which are measured or in our case measured data, and then reconstruction
by inversion on the basis of these direct measures. Artifacts from the reconstruction algorithms
degrade the quality of identification and the object recognition. A notable limitation of numerous
methods is that inversion algorithms produce sparse, blurred and noisy three-dimensional images.
Therefore, the strategy of inversion must be optimized.

The objective of our paper is to present a new data-driving algorithmic approach for the genera-
tion of 3D surface data from sparse 3D point clouds corresponding to the reconstruction algorithm.
The role of this type of algorithmic data-driving process is to complete the missing parts of the 3D
image at satisfactory levels for reliable identification of concealed objects. In this paper, we present
different examples of reconstruction and completion of three-dimensional images. The data used in
this paper come from simulations [4–6] that are based on the calculation of the laser interactions
with the different interfaces of the scene of interest. Common identification algorithms use refer-
ence databases therefore identification of unknown objects which are not included in the knowledge
database of objects becomes difficult.

2. DATA-DRIVING ALGORITHMS FOR 3D RECONSTRUCTION BASED ON 3D
POINT CLOUDS ENERGY

In this section, a simulated scene reconstruction is achieved to evaluate our data-driving algorithm.
We simulate a complete scene containing a hidden vehicle behind a canopy. The modeling (Fig. 1)
includes the physical structure of the environment, the transfer of radiation through the environ-
ment, and the interaction of the laser wave with the structure of the different elements of the scene.
The results of our models have been validated against real data for a range of sensor systems [4–6].
These models incorporate a detailed understanding of the interaction of the electromagnetic wave.
We may obtain the three-dimensional reconstruction by a cone-beam algorithm [2, 4–6], which is a
convolution back-projection algorithm deduced from the Radon transform. This algorithm uses a
set of two-dimensional projections which contain the data collected by the pixels of a focal plane
area. These data are related to the intensity backscattered by the scene illuminated by a laser
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1 4 72 3 5 61 4 72 3 5 6

Figure 1: The vehicle is hidden under foliage and the Ladar system, mounted on a moving platform for a
air-to-ground scenario collects a set of 3D laser images of the scene from several aspects.

(a) (b)

Figure 2: Example of sparse 3D reconstruction: (a) isodensity and (b) 3D point clouds.

(a) (b)

Figure 3: Generated 3D surfaces in sparse 3D point clouds using 3D Data driving algorithms: (a) lateral
side of vehicle, and (b) complete vehicle.

pulse. The scene is flood-illuminated with a single laser pulse (1540 nm), the eye-safe property of
wavelengths around 1500 nm is perfectly suited to active laser imagery applications.

A lateral view of the scene is presented in Fig. 1. A 3D laser image is then reconstructed (Fig. 2).
A vehicle of interest is viewed through a dense scattering medium, in our case a mass of foliage.
Since the foliage blocks almost all the laser pulse to the target, the 3D points on the target surface
are sparse. The 3D reconstruction presents some incomplete areas in the 3D point cloud. Therefore
it may be difficult for observers to recognize objects from a point cloud and we must enhance visual
exploitation of 3D imaging Ladar data.

The implementation of a data-driving algorithmic process [1, 2] can help to fill data in the
incomplete areas and generate the object surface. This algorithmic process is based on partition
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of initial incomplete point clouds in significant areas by integration of cloud minimum energy,
completion of incomplete significant areas and surface generation using an MLP approach with
sensibility calculation for higher capacity of generalization and fusion of partially generated surfaces.
The results of this data-driving algorithmic process are not dependent on other external elements
only the incomplete three-dimensional point clouds being used (Figs. 3 and 4).

(a) (b)

Figure 4: Surfaces rendering using 3D Data driving algorithms: (a) vehicle front view, and (b) vehicle back
view.

(a) (b)

Figure 5: Reconstructed 3D point clouds in turbulence: (a) complete vehicle, and (b) vehicle upper side.

(a) (b)

Figure 6: Generated 3D surfaces with Gaussian noise for the upper side of the vehicle: (a) generated surfaces
and reconstructed point clouds, (b) generated surfaces.
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3. NOISE IMPACT ON 3D RECONSTRUCTION USING DATA-DRIVING
ALGORITHMS

We have analyzed the 3D reconstruction with added Gaussian noise defined by its standard devi-
ation σ. This Gaussian noise is an approximation of the different noises we can encounter in the
Ladar system (speckle, detector noise). We can notice that the reconstruction algorithm is robust
and gives well-defined generated surfaces (Figs. 5 and 6).

4. CONCLUSIONS

We have demonstrated new algorithmic approaches to enhance visual exploitation of 3D imaging
Ladar data. We have tested the robustness of the algorithm in cases of noisy scenarios. With these
reconstruction procedures, we can separate objects from foliage and reconstruct a three-dimensional
image of the considered object.
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Abstract— The existing Maxwell’s set of equations describing TEMP waves propagating in
conducting σ > 0 lossy medium is extended to the n-th order and solved using the Natural
transform.

1. NATURAL TRANSFORM DEFINITON AND DUALS

The electric field vector E and magnetic field vector H of the TEMP (Transversal ElectroMagnetic
Planar) waves propagating in z direction in lossy conducting medium with constant permittivity
ε, permeability µ and conductivity σ are related to each other by the Maxwell’s equations as

{
∇×E = −µ∂H

∂t

∇×H = −ε∂E
∂t − σE

(1)

Being the polarization of the electric field along x direction and magnetic field along y direction,
the Maxwell’s Equation (1) takes the following form

{
∂Ex(z,t)

∂z + µ∂Hy(z,t)
∂t = 0

∂Hy(z,t)
∂z + ε∂Ex(z,t)

∂t + σEx(z, t) = 0
(2)

For all the functions f(t) defined in the set A = {f(t)|∃M, τ1, τ2 > 0, |f(t)| < Me
|t|
τj , if t ∈

(−1)j × [0,∞)}, the Natural transform is given by [1],

N+[f(t)] =
∫ ∞

0
e−stf(ut)dt; Re(s) ∈ (0,∞), u ∈ (−τ1, τ2) (3)

The Natural transform R(s, u) is related to Laplace transform F (s) and Sumudu transform G(u)
by the following dualities respectively [1],

R(s, u) =
1
u

F
( s

u

)
and R(s, u) =

1
s
G

(u

s

)
(4)

The following lemmas will be used directly in this paper
Lemma 1.

N+

[
∂nEx(z, t)

∂tn

]
=

sn

un
F (z, s, u)−

n−1∑

k=0

sn−(k+1)

un−k

[
lim
t→0

∣∣∣∣
∂kEx(z, t)

∂tk

∣∣∣∣
]

(5)

Proof. The proof is similar to Natural transform of ordinary derivative (theorem 3.3, Equation
(3.4) of [1]).
Lemma 2.

N+

[
∂2nEx(z, t)

∂t2n

]
=

s2n

u2n
F (z, s, u)−

2n−1∑

k=0

s2n−(k+1)

u2n−k

[
lim
t→0

∣∣∣∣
∂kEx(z, t)

∂tk

∣∣∣∣
]

(6)

Proof. Replacing n by 2n in lemma 1 Equation (5).
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2. n-TH ORDER MAXWELL’S SETS AND SOLUTION ANALYSIS

In the generalized n-th order case the TEMP waves propagating in lossy conducting medium takes
the following forms

{
∇n ×E = −µ∂nH

∂tn

∇n ×H = −ε∂nE
∂tn − σE

(7)

{
∂nEx(z,t)

∂zn + µ∂nHy(z,t)
∂tn = 0

∂nHy(z,t)
∂zn + ε∂nEx(z,t)

∂tn + σEx(z, t) = 0
(8)

The Equation (8) can be expressed as seperate electric and magnetic fields PDE’s by
{

∂2nEx(z,t)
∂z2n = µε∂2nEx(z,t)

∂t2n + µσ ∂nEx(z,t)
∂tn

∂2nHy(z,t)
∂z2n = µε∂2nHy(z,t)

∂t2n + µσ ∂nHy(z,t)
∂tn

(9)

For the electric field, the Natural transform application of first equation of Eqnuation (9) by using

the lemmas (1) and (2) and assuming the initial condition
{

limt→0
∂iEx(z,t)

∂ti

}2n−1

i=0
= f i

0(z) and after

mathematical derivations results in the following non-homogeneous equation (with D2n = d2n

dz2n )
[
D2n − snγ2n

un−1

]
F (z, s, u) = Pn(z, s, u) (10)

where

γ2n =
snµε

un+1
+

µσ

u
(11)

Pn(z, s, u) = −γ2n

[
n∑

i=1

( s

u

)n−i
f i−1
0 (z)

]
− µε

u

[
n∑

i=1

( s

u

)n−i
f

i+(n−1)
0 (z)

]
(12)

The homogeneous solution (by considering only the exact roots) and particular integral solution
of Equation (10) are respectively given by

Fh(z, s, u) =
2n∑

i=1

Ai(s, u) exp
{

(−1)iγ
√

s

u
n−1
2n

}
z (13)

Fp(z, s, u) =
2n∑

i=1

[
u

n−1
2n

2γ
√

s

]
exp

{
(−1)iγ

√
s

u
n−1
2n

}
z

∫
exp

{
(−1)i+1γ

√
s

u
n−1
2n

}
zPn(z, s, u)dz (14)

Finiteness of F (z, s, u) requires
∑n

i=1 Ai(s, u) = 0 and considering the boundary condition

limz→0 Ex(z, t) =
{∑n

i=1 fi(t) if t ≥ 0
0 if t < 0

assuming for z > 0, the waves
∑n

i=1 fi(t) are travel-

ling in lossy medium with conductivity σ > 0 so that N+ [limz→0 Ex(z, t)] = N+ [
∑n

i=1 fi(t)] =∑n
i=1 Fi(s, u) hence,

F (z, s, u) =
n∑

i=1

Fi(s, u) exp
{−γ

√
s

u
n−1
2n

}
z (15)

Expanding
[

u
n−1
2n

2γ
√

s

]
exp

{
−γ
√

s

u
n−1
2n

}
z by using the Natural-Sumudu Duality (Equation (2.11) of [1])

to the Equation (45) through Equation (47) of [3] and after some modification we have
[

u
n−1
2n

2γ
√

s

]
exp

{−γ
√

s

u
n−1
2n

}
z = α

∫ ∞

z/α
e−βtJn−1

(
β

α

√
z2 − α2t2

)
e−

st

u dt (16)
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where in Equation (16), α = 1√
µε and β = σ

2ε and Jn−1(.) is the first kind Bessel’s function of order
n− 1. Next differentiating Equation (16) w.r.t.’z’ and then substituting v = st

u so that t = uv
s and

dt = udv
s and noting, as t → z

α , v = zs
αu and as t →∞, v →∞, hence we end with

exp
{−γ

√
s

u
n−1
2n

}
z = e−

β

α
ze−

s

αu
z − αuN+[Φn(z, v)] (17)

where

Φn(z, v) =

{
e−βv ∂

∂zJn−1

[
β
α

√
z2 − (αv)2

]
for v ∈ [

z
α ,∞)

0 for v ∈ (
0, z

α

) (18)

Therefore substituting Equation (17) in Equation (15),

F (z, s, u) =
n∑

i=1

Fi(s, u)e−
β

α
ze−

s

αu
z − αu

n∑

i=1

Fi(s, u)N+[Φn(z, v)] (19)

Using the second shifting property of the Natural transform N+[f(t− a)Ha(t)] = e−
as

u R+(s, u)
and the convolution theorem (theorem 4.6, Equation (4.11) of [1]), the inverse Natural transform
application of Equation (19) finally results in the following theorem
Theorem 1. The electric field solution of the n-th order Maxwell’s sets describing TEMP waves
travelling in lossy conducting medium is given by

Ex(z, t) =
n∑

i=1

e−
β

α
zfi

(
t− z

α

)
−

n∑

i=1

α

∫ ∞

z/α
fi(t− τ)e−βτ ∂

∂z
Jn−1

[
β

α

√
z2 − (ατ)2

]
dτ (20)

Proceeding in the same fashion for the second equation of Equation (9) gives the following
theorem for magnetic field.
Theorem 2. The magnetic field solution of the transverse electromagnetic planar waves propagat-
ing in lossy media with σ > 0 for the n-th order is

Hy(z, t) =
n∑

i=1

e−
β

α
zgi

(
t− z

α

)
−

n∑

i=1

α

∫ ∞

z/α
gi(t− ζ)e−βζ ∂

∂z
Jn−1

[
β

α

√
z2 − (αζ)2

]
dζ (21)

3. PROTOTYPE 2-ND ORDER MAXWELL’S EQUATIONS

The first order (or) existing Maxwell’s equations were solved by Laplace transform in [2, 5] and by
Sumudu transform in [3]. Now for n ≡ 2 in Equation (8) gives the second order Maxwell’s equations

{
∂2Ex(z,t)

∂z2 + µ∂2Hy(z,t)
∂t2 = 0

∂2Hy(z,t)
∂z2 + ε∂2Ex(z,t)

∂t2 + σEx(z, t) = 0
(22)

which resolves to give {
∂4Ex(z,t)

∂z4 = µε∂4Ex(z,t)
∂t4 + µσ ∂2Ex(z,t)

∂t2

∂4Hy(z,t)
∂z4 = µε∂4Hy(z,t)

∂t4 + µσ ∂2Hy(z,t)
∂t2

(23)

The Natural transformed non-homogeneous differential equation (with the initial conditions) of
electric field is [

D4 − s2γ4

u

]
F (z, s, u) = P2(z, s, u) (24)

where γ4 = s2µε
u3 + µσ

u and P2(z, s, u) = −γ4
[∑2

i=1

(
s
u

)2−i
f i−1
0 (z)

]
− µε

u

[∑2
i=1

(
s
u

)2−i
f

i+(2−1)
0 (z)

]
.

The homogeneous solution and particular integral solution of Equation (24) are respectively
given by

Fh(z, s, u) =
4∑

i=1

Ai(s, u) exp
{

(−1)iγ
√

s

u
1
4

}
z (25)

Fp(z, s, u) =
4∑

i=1

[
u

1
4

2γ
√

s

]
exp

{
(−1)iγ

√
s

u
1
4

}
z

∫
exp

{
(−1)i+1γ

√
s

u
1
4

}
zP2(z, s, u)dz (26)
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After the boundary conditions and finiteness

F (z, s, u) =
2∑

i=1

Fi(s, u) exp
{−γ

√
s

u
1
4

}
z (27)

Expansion of
[

u
1
4

2γ
√

s

]
exp

{
−γ
√

s

u
1
4

}
z is obtained by simply substituting n ≡ 2 from Equation (16)

through Equation (19) so that 2-nd order Maxwell’s equations electric field is given by

Ex(z, t) =
2∑

i=1

e−
β

α
zfi

(
t− z

α

)
−

2∑

i=1

α

∫ ∞

z/α
fi(t− τ)e−βτ ∂

∂z
J1

[
β

α

√
z2 − (ατ)2

]
dτ (28)

4. CONCLUSION

Hence for the non negative integer n, the n-th order Maxwell’s equations describing TEMP waves
requires 2n initial conditions and n boundary conditions, therefore the solution of the n-th order
sets depends only on the n boundary conditions and (n− 1)-th order of the Bessel’s functions.
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Abstract— Rain is a major source of attenuation for microwave propagation above 7 GHz.
The problem of rain attenuation prediction has been studied along the years. In spite of the
effort developed in different parts of the world, there are yet some points to be clarified. This
problem is quite difficult to be solved, mainly due to the complexity of rain structure. This
clearly suggests that reduction factor is the major yardstick for comparing rain attenuation
prediction models. However, important parameter need to consider in the path reduction factor
is the maximum effective path length for a particular link at specific operating frequency. This
paper presents the summary of allowable path length for designing terrestrial microwave link at
particular operating frequency at temperate and tropical region. The objective of this paper,
to establish the maximum path length or hop length for terrestrial link on line of sight point to
point communication at 99.99% of availability. Various frequency band such as 7GHz, 15 GHz,
23GHz, 26 GHz and 38 GHz been investigated using the ITU-R path reduction model. From the
studies conducted, there are significant differences in path length between temperate region and
tropical region. The differences are 22 km, 10 km, 5 km, 4 km and 3 km in the path length for
operating frequency 7GHz, 15 GHz, 23 GHz, 26GHz & 38GHz. This paper will provide useful
information for microwave engineers and researchers in making valuable decision on path length
for any terrestrial links point to point communication operating in a temperate and tropical
region in future.

1. INTRODUCTION

The radio waves propagating through the earth atmosphere will be attenuated due to the presence
of atmosphere particles, such as water vapour, water drops and the ice particles. The atmospheric
gases and rain will both absorb and scatter the radio waves, and consequently degrade the per-
formance of the link [1]. Rain is a major source of attenuation for microwave propagation above
5GHz [2]. In tropical and equatorial regions, the rain intensity is higher and designing terrestrial
and earth-to-satellite microwave links are very critical and challenging. The problem of rain atten-
uation prediction has been studied along the years. Many researcher’s [3–5] stated path reduction
factor is the major yardstick for comparing rain attenuation prediction model. However, important
parameter need to consider in the path reduction factor is the maximum path length for a partic-
ular link at specific operating frequency. The path length been determine using the received signal
level (RSL) or the Fris’s equation, by considering the free space loss and rain attenuation in free
space [6]. The rain fall rate and the regression coefficient for the drop size distribution (DSD) of
rain is important factor in establishing the path length of any microwave link [7]. DSD varies from
the geographical factor of a location. Various frequency band can be investigated using the most
common ITU-R [2] path reduction model for terrestrial point to point communication. There a
few models available besides the ITU-R model, such as Global Crane model, Revised Moupfouma
model, Revised Silva Mello model, Lin Model and others but due to ITU-R model is known as
Global model, this model been used as a reference in many research work conducted.

2. METHODOLOGY

Five experimental microwave links at 7, 15, 23, 26 and 38 GHz were installed at UTM Campus in
Johor Bahru, Malaysia. The rain rate were measured for four years (Jan. 2003 to Dec. 2006) at the
same location with one minute integration time . The maximum transmit power, antenna gain and
received threshold for 10−6 BER with 2× 2Mbps traffic for all five experimental links are given in
Table 1. The fade margins for 7, 15, 23, 26 and 38 GHz frequency bands are predicted based on
one minute rain rate measurements for four years at UTM Skudai, Johor Bahru. The availabilities
of terrestrial microwave links are also investigated based on rain attenuation data collected from
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Table 1: Measured rainfall rate at UTM, Skudai, Johor Bahru from Jan. 2003 to Dec. 2006.

% of Time Rain Rate Exceeded 0.1 0.01 0.001
Measured Rain Rate in mm/hr 59 125 175

Table 2: Specification of the experimental links.

Frequency Band
in GHz

Maximum Transmit
Power in dBm

10−6 BER (2× 2 Mbps)
Rx Threshold in dBm

Tx and Rx
Gains in dBi

7 25 −95 20
15 18 −84 37
23 20 −83 40
26 18 −82 41
38 15 −79 45

Figure 1: Link budget for a terrestrial line-of-sight radio link.

this five operational microwave links more than one year. From the measured rain fall for four
years, the cumulative distribution frame at 0.01% of time, the rain rate recorded was 125 mm/hr.
Table 2, summarize the specification of the experimental links. The drop size distribution (DSD)
or regression coefficient on rain fall for the tropical region like Malaysia proposed by Din [6] was
used.

Figure 1, shows the example of experimental test bed for each links in the studies. The rain
attenuation is calculated based on the data collected thru the experiment. The rain fall rate also
been recorded using Casella rain gauge using one minute time integration. These data have been
used to investigate the link. The gauge is a tipping bucket type and it has sensitivity of 0.5 mm.
It records the total rainfall occurring in each minute without recording non rainy events; therefore
the rain rate is recorded as an integral multiple of 30 mm/h or 0.5mm/min.

The Fris’s equation been used to calculate the free space loss and other losses for the link
including the rain attenuation loss which is very critical for tropical country like Malaysia. The
maximum path length for a particular operating frequency is calculated base on the maximum
signal can been captured by the system. The received signal level (RSL) is calculated using the
equation below:

RSL = Pt + Gt + Gr − FSL−Ag −AR −AW − LT − Lt (1)

whereby, Pt — Transmit power, Gt & Gr — Transmit and received antenna gain, FSL — Free
space loss, Ag — Losses in gaseous absorption, AR — Losses due to rain attenuation, AW — Losses
due to wet antenna, LT — Losses in receiving system, Lt — Losses in transmit system.

In this study, we assume at Fresnel zone, the path loss is only considering the free space loss
(FSL) & rain attenuation factors, the rest is ignored. Un faded RSL can be calculated using the
equation,

Unfaded RSL = Pt + Gt + Gr − 32.45− 20 log10(dkm)− 20 log10(fMHz) (2)

Faded RSL due to rain,

Faded RSL = Unfaded RSL− kRα
% · r%dkm (3)
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As per known, ITU-R rain attenuation model as per stated below:

A0.01 = αRb
0.01r0.01d (4)

whereby path reduction factor, r

r0.01 = 1/(1 + d/d0) (5)

do = 35e−0.015R0.01 , R0.01 ≤ 100mm/hr (5a)

do = 35e−1.5R0.01 , R0.01 ≥ 100mm/hr (5b)

ITU-R model was used to calculate rain attenuation due to it is used as global model for rain
attenuation studies in world wide. R is the rain fall rate, a and b regression coefficient, r is the path
reduction factor and d is the path length. Further analysis were done by comparing the results
on the tropical region for the maximum path length achievable or allowable against the temperate
region using the same set-up but regression coefficient values and the rain fall rate used are different
based on the geographical factor. Temperate region, ITU-R model characteristic of precipitation
for modeling [8] and specific attenuation [9] model for rain rate was used. Rain rate used for
temperate region was 35 mm/hr at 0.01% of time. Based on the rain rate for the temperate region
at 35 mm/hr it covers most of the country in Europe such as United Kingdom, Sweden, Finland,
Norway, Republic Czech, Poland, Germany, France, Netherland and Iceland [8].

3. RESULTS AND DISCUSSION

From the analysis using the Fris’s equation, Table 3, clearly summarized and shows the path length
required at temperate and tropical region. There are wider differences in path length, km at lower
operating frequency compare to higher operating frequency at both temperate and tropical region.
As per known in the literature, when the frequency is greater the path length will be shorter. This
phenomena complies in this studies. Figure 2, shows comparison of path length required between
temperate and tropical region at specific operating frequency using the ITU-R model as a references
for rain attenuation.

The path length differences at various operating frequency for temperate and tropical region
been analysed. For 7 GHz, the path length differences at temperate region 40% (22 km) more
compare to the tropical region. Thus at 15 GHz, 23GHz, 26 GHz and 38 GHz at temperate region
62.5% (10 km), 55.5% (5 km), 57.1% (4 km) and 60% (3 km) more compare to the tropical region.
Base on the observation, at lower operating frequency the differences between the path length in
the regions are small compare (40%) to the higher operating frequency (> 50%) but at higher
operating frequency, the path length differences for the both regions looks more stable at average
of 59%.
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Figure 2: Comparison of path length between temperate and tropical region at specific operating frequency.
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Table 3: Summary of path length required for temperate and tropical region at specific operating frequency.

Operating
Frequency/GHz

Path Length for
Temperate Region/km

Path Length for
Tropical Region/km

Differences in
Path length/km

7 55 33 22
15 16 6 10
23 9 4 5
26 7 3 4
38 5 2 3

4. CONCLUSION

Based on the results from the experiment conducted, it shows the temperate region such as Euro-
pean countries like United Kingdom, Sweden, Finland, Norway, Republic Czech, Poland, Germany,
France, Netherland and Iceland having longer path length for all the operating frequency at 7, 15,
23, 26 and 38 GHz in the microwave communication link compare to tropical region like Malaysia,
Brazil, Nigeria, Indonesia, Thailand and Singapore. This is due to the geographical location of
the region, the rain fall rate and the regression coefficient for the drop size distribution (DSD) of
rain which is important factor in establishing the path length of any microwave link. It’s clearly
indicate there are differences about 22 km ,10 km, 5 km, 4 km, 3 km differences in the length for op-
erating frequency at 7 GHz, 15 GHz, 23 GHz, 26GHz & 38 GHz at 0.01% of time. Further analysis
will be carried out by analyzing the other frequency range for lower to higher operating frequency
at temperate and tropical region at different location to validate the microwave link path length
further in future.
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Abstract— Specific properties of Unconventional Flying Objects of unknown origin were widely
documentated in the past, but they seemed to be too mysterious for scientific studies. Indeed, the
propulsion system of these objects is radically different from those that are familiar to us, since
they have neither wings, nor propellers or jet engines. However, we can deduce from observed
facts and known physical laws that they ionize the surrounding air and exert forces on the
resulting charged particles by means of adequate EM fields. Lift and propulsion result then from
the reaction force, but this requires very intense magnetic fields, oscillating at low frequencies.
Having shown that they can be produced when the surface of the object is superconducting, we
explain here why these fields are needed and how they act. This model is confirmed by observations
of interactions with water. Observational evidence concerning these fields will follow.

1. INTRODUCTION

There are numerous observations of “Unconventional Flying Objects” and their effects, as shown
by Richard Hall [1, 2], the astronomer Allen Hynek [3, 4] and the physicist Peter Sturrock [5].
Actually, these objects can be identified by their form and behavior, since they have no wings to
provide aerodynamic lift, nor visible means for propulsion. Nevertheless, they are able to remain
motionless and to move at low or even extremely high velocities in complete or nearly complete
silence. Usually, they don’t create any air motions. Their origin is unknown, but this is irrelevant
when we try to understand their propulsion system in terms of observed facts and known physical
laws. Our objective is to show that this seems to be possible. We have shown already that they
could produce low frequency EM surface waves, if their surface were superconducting [6]. A current
density J, oscillating around a given axis, would then be associated with an oscillating magnetic
field B and an induced electric field E (Figure 1).

For disc-like or long cylindrical, but axially symmetric objects, the magnetic field lines are
somewhat different, but they are situated in meridional planes and the electric field lines are still
circular and parallel to the equatorial plane. The fields E and B are thus orthogonal to one another.
The intensity of the magnetic field decreases rapidly below the surface of the superconductor and the
magnetic field lines are there nearly parallel to the surface. However, they are refracted when they
emerge, since the normal component of B has to be continuous, while the tangential component
is not. In polar coordinates (r, θ, ϕ), the electric field E = (0, 0, E) and the magnetic field B =
(Br, Bθ, 0). Outside a superconducting sphere

E =
ωM

r2
sin θ sinωt, Br =

2M

r3
cos θ cosωt and Bθ =

M

r3
sin θ cosωt (1)

This stationary oscillation is possible for any low frequency ω and any magnetic dipole moment
M , as long as superconductivity is not destroyed. Objects that are topologically similar to a sphere
will behave in an analoguous way. In regard to their propulsion, our initial reasoning [7] was that

B

E

J

Figure 1: Configuration of the magnetic and electric field lines for a superconducting spherical shell.
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any autonomous system has to apply forces on something else to be submitted itself to the reaction
force. The luminosity, which was often seen to surround UFOs, sugested that they ionize the
ambiant air. They could thus exert forces on the resulting charged particles by means of adequate
EM fields. Actually, the intensity and color of the surrounding luminsity was sometimes seen to
depend on the state of motion or to pulsate. We had thus to explore possible effects of pulsed
ionization and low frequency EM fields.

2. FORCED MOTIONS OF ANY CHARGED PARTICLE

Let’s consider a particle of charge q and mass m that is suddenly created by ionization at the
instant t = 0 at a given point P. It defines the origin of a right-handed Cartesian frame, where B
is oriented along the z-axis and E along the y-axis. These fields are oscillating at a sufficiently low
frequency to consider their values as being practically constant during the lifetime T of the charged
particle. Its initial velocity v is negligible, but it is immediately accelerated by the electric field
E and as soon as it has aquired some velocity v, it is pushed sideways by the magnetic field B.
Since the average effect of elastic collisions is equivalent to viscous friction, characterized by the
relaxation time τ , we get the equation of motion

ma = q(E + v×B)− m

τ
v (2)

Diffusion is negligible when ionization is homogeneous at the scale where the charged particle is
moving. The velocity components vx and vy are thus determined by

τ v̇x + vx = µBvy and τ v̇y + vy = µ(E −Bvx) (3)

where µ = qτ/m is the mobility of the particle. Since ωc = qB/m is the cyclotron frequency of this
particle, µB = ωcτ is a numerical parameter. The general solution of (3) is

vx = Vx + A cos(ωct + φ)e−t/τ and vy = Vy −A sin(ωct + φ)e−t/τ

where Vx and Vy are the velocity components that subsist when the stationary state has been
reached. The first terms in (3) are then negligible. Thus,

Vy =
µE

1 + (µB)2
and Vx =

µ2EB

1 + (µB)2
(4)

The constants A and φ are determined by the initial condition (vx = vy = 0 for t = 0), but
the velocity vector v(t) varies in such a way that its tip describes a spiral (Figure 2). The particle
reaches its stationary state very rapidly (τ ¿ T ) and is then moving at the velocity V. The
transverse component Vx reaches a maximum when µB = 1 (Figure 3).

Because of (4), (Vy − u)2 + V 2
x = u2, when u = µE/2. The components of the velocity vector V

are such that the tip of V touches a half-circle of radius u (Figure 4). Θ is the Hall angle and the
values of E and B are both proportional to M . Equation (2) is equivalent to ma = F + f, where
F is the EM force exerted on the charged particle. In the stationary regime a = 0, and the applied
force F = −f = (m/τ)V is oriented like V and proportional to its magnitude (Figure 5). This is
even valid during practically the whole lifetime of the charged particle.

x
V

z

y 

B

E

Θ

P

Figure 2: The fields E and B with the resulting drift
velocity V.
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Figure 3: Variations of the magnitude of the velocity
vector V and its components for increasing values of
µB.
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Figure 4: The magnitude and orientation of the drift
velocity V depend on the fields E and B.
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Figure 5: In the stationnary regime, the applied
force F compensates the frictional force f.

An electric field alone would imply that F = qE. Since ionization produces two particles of
opposite charge, the average force would be zero, while a strong magnetic field B deviates the force
F with respect to the induced electric field E. Since the transverse force Fx is proportional to q2,
positive and negative particles will be pushed in the same direction.

3. PULSED IONIZATION IN AIR AND WATER

Atmospheric air can be ionized by microwaves. This yields free electrons and positive ions, while
electron attachment will produce negative ions. All these particles could be set in motion, but
electrons have a much higher mobility µ = qτ/m than ions, because of their small mass and
their larger relaxation time (Ramsauer effect). Usually, it is thus sufficient to consider only the
momentum confered by the object to free electrons. Although they collide with ions or neutral
molecules, they leave them pratically motionless. This explains the absence of sound and air
turbulence, in contrast to what happens for helicopters. Moreover, the progressive action on the
ambient air accounts for the absence of a sonic boom when the object passes the sound barrier.
Because of (4), the magnitude of the transverse force Fx is proportional to the product EB and
thus to 2 sinωt cosωt = sin 2ωt = ±1, when the ionization is adequately pulsed. This is very
advantageous, since the driving force F can be reversed.

Figure 1 shows that the magnetic field B is horizontal at some places (when θ ≈ 55◦ for a dipolar
field). However, the orientation of B is opposite above and below the equatorial plane, while the
perpendicular electric field E has there the same orientation. Since the orientation of the applied
force F is defined by the local vector product E×B, the resulting vertical forces would be opposite
if ionization did occur there at the same instant. By simply alternating the ionization above and
below the equator, we get equally oriented forces. The object would attract free electrons above its
equatorial plane and push them downward below it, but not at the same instant. This doubles the
average value of the reaction force acting on the object.

Ionization can even occur at instants where E changes sign, while B has a given sign, as well
above as below the equator. This produces forces that are symmetrical with respect to the x-axis
(Figure 5). The average transverse force F is then doubled and situated in meridional planes for
steady oscillations. During sudden departures, where the intensity of the fields varies within a
single period, forces oriented towards the left or right side of meridional planes will not be perfectly
symmetric. Physical traces, where vegetation was laid down in clockwise or anti-clockwise spiral-
ing patterns confirm this possibility. Lateral motions of the object can be obtained by attracting
charged particles in front of the object and repelling them behind it. This requires only a modi-
fication of the distribution of the ionization density. The resulting propulsion sytem is extremely
flexible. It allows not only for sudden changes of the direction of motion, but can even account for
actually observed propulsion inside water.

Ionization produces there H+ ions instead of free electrons. These protons have a greater
mobility than other ions, because of their smaller mass and the Grotthuss mechanism. Propulsion
in water is thus usually based on setting only protons in motion, but they can transfer momentum
to water molecules. This should result in visible actions on water! Because of (1) and (4), we get
as well for protons in water as for free electrons in air the same expressions for the components of
the velocity vector V of these particles in meridional planes. When ionization occurs at optimal
instants,

Vr =
−V0Cρ−5 sin2 θ

1 + Cρ−6 sin2 θ
and Vθ =

V0Cρ−5 sin 2θ

1 + 4Cρ−6 cos2 θ
(5)
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The reduced distance ρ = r/a, where a is the radius of the sphere. The velocity Vo = ωa and the
constant C = µ2B2

o/2 where Bo = M/a3 is the magnetic field intensity at the surface of the sphere
in its equatorial plane. The vertical and horizontal velocity components Vv = Vr cos θ−Vθ sin θ and
Vh = Vr sin θ + Vθ cos θ. For moderate magnetic fields (C ¿ 1), we get

Vv = −VoCρ−53 sin2 θ cos θ and Vh = VoCρ−5
(
3 cos2 θ − 1

)
sin θ (6)

The vertical velocity and the resulting force are nearly maximal when θ ≈ 55◦ (where Vh ≈ 0).
They vanish close to the symmetry axis (where sin θ ≈ 0). The global vertical propulsive force Fp is
opposed to the integral of all vertical forces (e/µ)Vv, multiplied by 2πr2dr sin θdθ above the equator
and doubled by alternate ionizations above and below the equator. We assume that the ionization
density decreases like I(a/r)2 outside a sphere of radius a, where I is a fraction of the normal
particle density. Actually, the ionization is limited to a sphere of radius R, because of threshold
effects, but R À a. We have also to take into account the relative time t̄ (lifetime/period), where
the EM field can act on the charged particles. For moderate magnetic fields and optimal ionizations,
the total vertical propulsive force

Fp = t̄Iωa4eµB2
o

∫ ∞

1

∫ π/2

0
4πρ−5dρ3 sin3 θ cos θdθ = t̄Iωa4 3π

4
eµB2

o

To estimate the minimal magnetic field Bo, we assume that up to 1% of neutral particles can be
ionized and that a ≈ 5m, ω ≈ 10π/s at 5 Hz and t̄ ≈ 1%. For electrons in atmospheric air at NTP,
we get then I < 2.7 · 1023 electrons/m3 air, while their mobility µ ≈ 1m2/Vs or smaller [8] when
E > 104 V/m. Simple hovering of an object of 103 kg would require a magnetic field Bo > 0.02T.
For protons in water, the same assumptions would yield I < 3.3× 1028/m3, but their mobility [9]
µ ≈ 3.6 × 10−7 m2/Vs. The same effective weight (beyond buancy) would require Bo > 0.1 T.
Since the degree of ionization is probably weaker and since very rapid motions were also observed,
possible magnetic fields have to be very great.

4. OBSERATIONAL CONFIRMATIONS

On March 29, 1974, a couple was sitting on a beach in Togo at about 50 m from the water, when a
dark object approached at low altitude above the sea. It stoped at 200 to 300m from the witnesses
and hovered about 10m over the sea. However, it generated powerful concentric waves, pushing the
water up to their feet [10, 11] (Figure 6). This object had thus to exert very strong, low frequency
forces on ionized water, in agreement with the model of Pulsed EM Propulsion. It created also a 5 to
6m deep and 25 to 30 m large central depression. Carl Feindt, who collected numerous observations
of interactions with water [12], proposed a phenomenological model, where a UFO surrounded by
water would induce motions along flow lines that are similar to field lines of a magnetic dipole
(interrupted lines in Figure 7).

It has actually been observed that before UFOs emerged from water, they produced large hemi-
spherical swellings. After they rose above the water, there remained at first a central water column,
but when they came from above the water, they created a cup-like depression (Figure 6). This
confirms our theory, which has the advantage of correcting the phenomenological model by predict-
ing two separate circulations above and below the object. The ionization range is limited and the

Figure 6: Water waves and central depression observed in Togo [10, 11].
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Figure 7: Predicted lines of flux.

applied forces are indicated by red arrows in Figure 7, while the flux lines are represented in blue.
Agreement between observational evidence and the theoretical model is quite remarkable.
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Quantum Blooming: The Possibility of Passing through the
Classically Inaccessible Area without Attenuation

A. S. Kaklyugin
Atmospheric Plasma Instant Technology Corp., Hangenbieten 67980, France

Abstract— The problem of the quantum barrier blooming by supplementing additional barriers
in the form of a local perturbation is formulated. The task is able to solve analytically for the
simplest case of one-dimensional rectangular potential barrier. The antireflection perturbation
in the situation represents two singular potential wells. It is proved for specific range of barrier
(small barrier) the effect of blooming takes place for any values of the wave number of incident
waves and obtained the limitation for barriers out of the range: in a case like that quantum
blooming is available only under certain wave number restriction. The blooming possibility for
the classically passable barriers considered separately and blooming providing the penetration
over the potential well without scattering too. We discuss the challenges and paradoxes associated
with this phenomenon.

1.

Sub-barrier tunneling (Gamow, 1928) has been described in detail in monographs and textbooks
(see f.e. [1, 2]) and became a routine concept of quantum mechanics. They believe to establish
the tunneling leads to an exponential decrease of the amplitude of the penetrated wave and to the
appearance of the reflected wave.

The concept of tunneling initiated new ideas and found new effects: the tunnel diode, the
Josephson junction, tunneling microscope. Estimates of tunneling time have proved to be a source
of disturbing challenge (see below). Resonant tunneling when two barriers are separated by a well
with a discrete level gets a case of (almost) complete passage of the particle. The probability of
the passage has a form of resonance curve, the resonance peak corresponding to the energy level
and its width corresponding its lifetime.

This phenomenon fits well within the general terms of scattering theory, it is well studied and
extensively used in engineering practice [3] (resonant tunneling diodes in electronics), in physics of
superconductors [4]). Note that even a normal contact with the modern point of view represents
two barriers and a well between them, so the question of why the current passes between two metal
samples is not so trivial.

The sub-barrier passage is incomplete in almost all cases (except for the Bloch functions or in
ideal Josephson junctions). The resonance is never infinitely sharp for the level having a finite
lifetime at least because of tunneling. The analogy with the electromagnetic wave propagation
(for example, the light wave penetration inside the reflecting medium under internal reflection at
distances about the wavelength and the blooming possibility of partially transparent films) gives the
opportunity to pose the problem of complete penetration through the barrier of quantum particle
or to correct any barrier to make it transparent. The propagation of electromagnetic and acoustic
waves in the gradient media without reflection and attenuation [5–7] adds courage.

2.

We construct the wave function that before and after the barrier is a plane wave with the same
amplitude and wave vector. We consider the symmetrical barrier for simplicity (the center of
symmetry is the coordinate origin). Solution of second order linear equation (here the Schrödinger
equation) with a symmetric potential with respect to x is in addition to ψ(x) also ψ(−x), −ψ(x),
−ψ(−x). We construct the sub-barrier solution so that the real part of the sub-barrier wave function
is an even function and the imaginary is an odd one.

The real part of the function we associate in positive half-space with cos(kx + ϕ) and the
imaginary one with the sine of the same argument. Then the real part of the function changes over
cos(kx− ϕ) in the negative half-space and the imaginary part changes over the appropriate sinus.
Thus, the barrier provides a phase shift and the plane wave saves the amplitude, wave vector and
the direction of propagation.

Let’s consider a simplest barrier U0 and a plane wave propagating along the half-axis x > 0.
The potential energy is U(x) = U0 when a > x > 0 and U(x) = 0 for x > a. If we measure energy



514 PIERS Proceedings, Moscow, Russia, August 19–23, 2012

in units of ~2/2ma2 and the distances in units of a, the wave function of the stationary state will
satisfy the Schrödinger equation that the energy, length and wave vectors will be dimensionless
quantities:

ψ′′(x) +
(
ε− q2(x)

)
ψ(x) = 0, (1)

where q2(x) = (2ma2/~2)U(x). The dimensionless value q2
0 = (2ma2/~2)U0 characterizes to what

extent the barrier or well being big or small. Specify the term “big” or “small” (here the term
“narrow” is the same). A deep well contains a lot of stationary states, a small one contains no
more than one, the numerical criterion for the value of q2

0 depends on the shape of the well or
barrier [1, 2]1. On the other hand, the closer the well to δ-function shape, the more likely it has
only one level.

Consider a well sequence of depth C/δ and width δ (the sequence converges in a certain sense
to −Cδ(x)), its dimensionless parameter q2

0 = (2ma2/~2)U0 is (mδ2/2~2)(C/δ) ∼ Cδ → 0. As
soon as the well becomes more narrow, i.e., δ → 0, then kinetic energy tends to ∼ ~2/2mδ2 and
the potential one is −C/δ. The energy of discrete levels increases and the states squeezed out to
the continuous spectrum until there remains only one level −C2/4 (the ground state). The well
becomes finally sufficiently narrow ∼ δ → 0, i.e., the same result as for shallow well (the presence
of only one discrete level). That’s why we will believe the barrier or well big or small depending
on the value of the dimensionless parameter (2ma2/~2) U0 (for well it corresponds to one or more
discrete levels).

The solution of Equation (1) is a set of exponential functions

ψ(x) = exp{i(kx + ϕ)}, x > 1 (2a)
ψ(x) = c exp(κx) + b exp(−κx), 1 > x > 0. (2b)

We do not consider the exponent of −ikx (the reflected wave is to be absent) because we want
to find the conditions for complete passage through the potential barrier. The values of ε and q2

0

link to the squares of the wave vectors k2 + κ2 = q2
0; q2 = ε. We seek a solution of Equation (1)

whose real and imaginary units will be even and odd respectively. The complex coefficients a and
b in (2b) override in the real A and B such a way

ψ(x) = Ach(κx) + iBsh(κx), 1 > x > 0. (2c)

Of continuity of ψ(x) at x = 1 (real and imaginary units separately) write down explicitly the
values A and B:

A = cos(k + ϕ)/ch(κ); B = sin(k + ϕ)/sh(κ). (3)

The wave function derivative must be continuous at x = 1 too. Do the values of ϕ, k (respec-
tively, κ) exist so that not only the wave functions but also the derivative coincides at x = 1 for
certain values of q0? I.e., does a phase shift providing the passage for the barrier without damping
for certain barriers and wave vectors exist?

Let’s argue the situation is impossible. For any values of κ > 0 both ch(κx) and sh(κx)
are positive, so their derivatives are positive also. If the value of A from (3) is positive, then
cos(kx + ϕ) as well as ch(κx) must be at x = 1 positive, as well as its derivatives (it’s true for
−π/2 < k + ϕ < 0). The function sin(kx + ϕ) is negative on this interval. Hence the value of B
is also negative according (3). From B < 0 it follows that the imaginary part of the wave function
Bsh(κx) in (2c) is negative and its derivative must be negative too. However, the derivative of the
function sin(kx+ϕ) is positive! Similar argue for negative A shows the derivatives cannot coincide
in any way.

3.

Thus, just to pass across the barrier without attenuation is impossible. Resonant tunneling occurs
in our terms as a “kink” at the origin. It corresponds to embedding scattering center in the middle
of the barrier. Note the resonant-tunneling structures do not provide a dampingless penetration.
The incident wave energy providing that must coincide with the resonance level, but the level
himself is “inaccurate”, it has a finite width (lifetime).

1It was erroneously stated in the book [1, p. 304] the bound states in the well depth U0 < ~2/ma2 do not exist. It being
not true, that the first bound state in a symmetric potential well exists always [2, p. 91].
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We look for another solution by changing the shape of the barrier on its border (at x = 1 and−1).
The optical blooming analogy evidences in favor of the solution, as well as dampingless propagation
of electromagnetic waves through the gradient profile barrier [5, 6], that are like singular border
barriers in a certain sense.

A possible boundary kink (at x = 1) can be solved by adding a potential additive Cδ(x−1)
to the original barrier. Can this additive provide the necessary leap of derivative values both
the imaginary and real parts of (2a) and (2c) is to be resolved. We extend the wave function to
the negative axis as mentioned above, so that real and imaginary parts are to be even and odd
respectively (the phase shift ϕ changes sign on the negative half-axis). It makes just automatically
plane wave moving at the same direction in the negative half-space. Moreover, the required kink
(the leap of the derivative at x = −1) is provided by adding a symmetric singular additive Cδ(x+1)
with the same constant C. Indeed, the leap of the derivative at x = −1 for the imaginary part of
the wave function must have the opposite sign, but also the imaginary part also get another sign
and Equation (1) is satisfied.

A possible boundary kink can be solved by adding a potential additive Cδ(x−1) to the original
barrier. Can this additive provide the necessary derivative leap for both the imaginary and real
parts of (2a) and (2c) is to be resolved. If we solve it, extend the wave function to the negative axis
as mentioned above, so the required kink at x = −1 is provided by adding a symmetric singular
additive Cδ(x + 1) with the same C.

Evaluate the wave function derivative leap ∆ψ′(1) = ψ′(1 + o(1)) − ψ′(1 − o(1)) and equate it
to Cψ(1) as in Equation (1) (both real and imaginary units):

Re∆ψ′(1) = −k sin(k + ϕ)− κ cos(k + ϕ)th(κ) = C cos(k + ϕ), (4a)
Im∆ψ′(1) = k cos(k + ϕ)− κ sin(k + ϕ)cth(κ) = C sin(k + ϕ). (4b)

Since the equations must satisfy together, the constant C must be the same. Eliminating it, we
obtain

k[tg(k + ϕ) + ctg(k + ϕ)] = κ[cth(κ)− th(κ)]. (5)

We remind the values of k and κ are related by k2 + κ2 = q2
0, so the Equation (5) except for an

unknown quantity (k or κ) contains ϕ as a free parameter. An existence of ϕ parameter makes the
opportunity to have a whole set of solutions, the set of values k (or κ) is a subset of the interval
(0, q0). The solution of (5) is given in Appendix 1.

A similar analysis is valid for the over-barrier blooming, as well as in the over-well passage. So,
we consider solutions on the interval (1 > x > 0) in the form ψ(x) ∼ exp(iKx), hyperbolic functions
transfer to the trigonometric ones and the relations for wave vectors are now k2 = q2

0 +K2 for the
first case and k2 + q2

0 = K2 for the second.
Solutions (2) turn into the set of plane waves:

ψ(x) = exp{i(kx + ϕ)} = cos(kx + ϕ) + i sin(kx + ϕ) for x > 1 (6a)
ψ(x) = α cosKx + iβ sinKx for 1 > x > 0. (6b)

Similarly the first case we evaluate the wave function derivative leap at x = 1 and equate it to
Cψ(1):

Re∆ψ′(1) = −k sin(k + ϕ) +K cos(k + ϕ)tgK = C cos(k + ϕ), (7a)
Im∆ψ′(1) = k cos(k + ϕ)−K sin(k + ϕ)ctgK = C sin(k + ϕ). (7b)

Eliminating the constant C, as before, we obtain

k[tg(k + ϕ)− ctg(k + ϕ)] = K[tgK − ctgK]. (8)

The solution is given in Appendix 2.

4.

We have to consider the wave functions with wave vector k providing a free penetration through
the classically inaccessible potential barrier U0 (wave vector restriction q0).
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4.1.

First, there is a small barrier q0 ≤ 1/2 (i.e., U0 ≤ ~2/(8ma2)). To visualize the barrier, we rewrite
the inequality as (a/a0)2 (U0/EH) ≤ 1/4, where a0 = (~2/me2) = 0.53 Å, EH = me4/2~2 = 13.6 eV.
For the barrier width 2a = 1nm the barrier U0 ≤ 0.04 eV can be considered as small, a narrow
barrier (2a = 2 Å) is a small barrier for U0 ≤ 1 eV. In this case the blooming effect takes place for
all values of incident wave vectors (Appendix 1).

The value of the blooming singularities is determined by the value of sub-barrier damping
κ = (q2

0 − k2)1/2 in the expression for C. In this range of values q0 and k the condition (11) is valid
automatically, so there are two possible solutions (13). Equation (5) determines the phase shift
when wave is passing through the barrier. Phase shift is determined by the barrier and incident
wave properties, not by the blooming singularities.

4.2.

The situation is different for a big barrier. To penetrate the barrier should be fulfilled in this case
first inequality (12), i.e., the sub-barrier damping κ should be large enough. The wave vector values
are to be small, restricted as shown in Fig. 1. The higher is the barrier, the stricter is the limitation
and very large barriers may be bloomed only for very slow waves. Emphasize, that for all barriers
(big or small) there are two values of C, both of them are negative, i.e., the blooming additives are
just well, not barriers.

4.3.

Now we shall consider a classically accessible barrier or well (Appendix 2). The algorithm looks
like for inaccessible one, but now we find not damping κ but wave vector K. The blooming (here
antireflection) additives are available for certain values of K (the higher is the barrier, the wider
is the bandwidth available for values K and k). There is an additional band of possible values for
small K for small barriers. It corresponds to the situation of full range possible values of k and κ
for the classically inaccessible small barrier. There are two possible values of antireflection addi-
tives for above-barrier passage, in both cases there are clarifying wells. For over-well reflectionless
passage the blooming additives exist for any values of K and k, so there are two possible values of
antireflection singularity, in some cases there are wells, in the other barriers.

4.4.

What is happened in a situation of blooming disordering? We suppose the presence of additional
wells ∆Cδ(x + 1) + ∆Cδ(x − 1) (∆C ¿ C). If we conserve on positive half-axis the falling wave
function in the form cos(k + ϕ) + i sin(k + ϕ), the reflection wave function with the opposite wave
vector has an amplitude ∼ ∆C. Thus, the reflection coefficient will be ∼ (∆C)2. A narrow wave
packet (center ordered) passes almost complete. Passing the blooming barrier (well) the wave
packet turns out more monochromatic, but it spreads out in space.

4.5.

Differences in contrast to the resonant tunneling are: (a) full passing through the barrier (well)
in terms of blooming, (b) passing wave energy don’t coincide with the energy of a bound state of
anti-reflective additives.

5.

Let’s discuss the qualitative consequences of the estimates.

5.1.

Generally accepted the phase velocity of a massive quantum particle exceeds the light speed (this
value is the ratio of energy to momentum but the energy in units of the light speed is always greater
than the momentum at the expense of the rest mass). The group velocity does not exceed the speed
of light, of course.

However, it concerns only particles traveling in a classically accessible region. The phase shift 2ϕ
is determined by the formula (5) and we should not confuse the ambiguity of the inverse tangent.
Typically, the value of ϕ is of the order π/4 (such an estimate is obtained by replacing the vertical
wall of a linear, a standard way to specify the WKB approximation, see, for example [1, p. 322]),
and certainly no exceed π/2. Thus, the point of constant phase overcomes the barrier width for
about half of the period (at least no more), the wave function depends on time as exp(−iωt),
ω = ε/~. This energy is not determined by the properties of the barrier but the energy of the
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incident wave only. Thereby the passing velocity may have any value depending on how wide is
the barrier. Usually it is the content of the paradox Hartman [8] and the problem is discussed in
detail in [9]. It was accepted to calm the researcher conscience by the argument that the wave is
only partially passed through the barrier, so it does not violate the principle of causality. For the
blooming barrier this explanation does not work. For a wave packet with center ordered wave vector
passing a barrier almost completely (see 4.4), this circumstance is valid for the group velocity, i.e.,
the real speed of moving particle.

5.2.

This paradox for an electromagnetic wave propagation (the main discussion in [9] was dedicated
to the subject) is not crucial. Medium with a certain refractive index arises only when on infinite
medium acts an infinite (in space and time) wave. While considering on the microscopic level (in
principle) we must take into account the response of each particle of the medium being by the action
of the incident wave field and the field from all the particles of the medium except for this one.
After smoothing procedures we can use the refraction index as a result of the averaging account
of the incident wave field and its induced action on the medium. The front of the incident wave
doesn’t extend to the empty space, but the medium begins to behave as a refractive medium only
when the front comes to it. Thus, an electromagnetic wave packet goes with the ordinary (light)
speed, exciting medium by the way, losing energy, fading away and possibly slowing under the
influence of dynamic screening. To represent wave packet as a sum of plane waves is incorrect: the
virtual wave ahead the wave packet front does not create a modified medium!

5.3.

It was shown in 4.3 that the propagation of over-well blooming is provided by two (singular) barriers.
The shape of this configuration (barrier-well-barrier) is identical to resonant tunneling.

6.

Arising problems. The inquiry is basically qualitative. It should be understood to what extent
blooming is a general phenomenon. A simple task is to determine the possibility of asymmetric
anti-reflection additives (inter alia, can we get blooming by just one well or barrier). The correctness
of barrier and well division to big and small (concurring in a number of levels: one or lots of) needs
to justification. At first glance the study can be performed using perturbation theory, but the
complexity appeared notable (or the model is not too well-turned).

Visibly, there are many opportunities to create structure dampingless tunneling with a number
of elements more than three as Bloch function in the crystal for example. General consistent
patterns of constructing such structures are to be found (perhaps they are somehow related to the
Anderson localization criteria).

Cross-over quantum mechanics → classical mechanics considered understanding well enough.
Dampingless tunneling (for any barriers at least in principle) may turn out a challenge for it. It
would be interesting to solve and to compare a classical passing problem and the same quantum
one (in Hamilton-Jacobi form and in the form of path integrals respectively). Hartman paradox
complicates the situation in the relativistic region.

Well as resonant tunneling, considered blooming may find applications in electronics. A layer
of adsorbed atoms or molecules with electron affinity can perform the role of blooming additive for
tunneling electrons (f.e., a molecule O2 with an additional electron has a level of O−

2 , the energy
of the level is −0.44 eV). Many atomic and molecular particles present similar levels, what makes
possible to fit the adsorbed material selectively.
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APPENDIX 1

Let’s divide both sides of (4a) by cos(k + ϕ) and (4b) by sin(k + ϕ), and move terms contain-
ing hyperbolic functions on the other side of the equation by isolating the terms containing the
trigonometric functions.

− ktg(k + ϕ) = C + κth(κ), (9a)
k/tg (k + ϕ) = C + κ/th(κ). (9b)
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Multiplying these equations and taking into account k2+κ2 = q2
0, we obtain an equation relating

C and ϕ:
C2 + 2d(κ)C + q2

0 = 0, (10)
where d(κ) = (κ/2)(th(κ) + cth(κ)).

The condition of existence of purely real solutions of Equation (5) gives the inequality (the C
value is a component of the Hamiltonian and the property of Hermitian makes it real)

κcth(2κ) ≥ q0 > κ, (11)

that defines the existence region of solutions of Equation (5). Inversing (11), we write inequalities
for κ:

q0 > κ ≥ D(q0), if q0 > 1/2
q0 > κ ≥ 0, if q0 ≤ 1/2.

(12)

where D(q0) is the inverse function of d(κ). Here it mentioned that the value range of the function
d(κ) is an interval [1/2, ∞), see Fig. 1 (the domain of definition D(q0)). Since for any nonzero
finite values a the inequality a + 1/a > 2 is valid, then d(κ) > κ, and, accordingly, q0 > D(q0).
Thus, a set of solution (12) is non-empty.

So, for q0 ≤ 1/2 we can choose any of the values κ satisfying q0 > κ and immediately determine
the value of k = (q2

0 − κ2)1/2. Now we define two values of C from Equation (10):

C = −κcth(2κ)± [
κ2cth(2κ)2 − q2

0

]1/2
. (13)

Substituting C and k in (9)–(13), we can find the corresponding value of ϕ solving it as a
trigonometric equation. A similar sequence of actions is valid for the case q0 > 1/2, but at this
case we choose the κ values not on the whole interval (0, q0), but taking into account the first
condition (12).

APPENDIX 2

We divide Equations (7a) and (7b) by cos(k +ϕ) and sin(k +ϕ), respectively. Separating k and
K we obtain

− ktg(k + ϕ) = C +KtgK, (14a)
k/tg(k + ϕ) = C +KctgK. (14b)

We get quadratic equation for C like the previous case, taking into account that the values of
k, q2

0 and K are related as k2 = q2
0 +K2 for over-barrier passage and k2 + q2

0 = K2 for over-well one.

C2 + 2D(K)C ± q2
0 = 0, (15)
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Figure 1: The solution of (13) is
an area between curves κ = q0

and D(q0). There are a small bar-
rier case to the left of q0 = 0.5 and
a big one to the right.

(a) (b)

Figure 2: The solution of (16) (shaded in gray). The big barrier
(Fig. 2(a)) differs from the small barrier (Fig. 2(b)), the latter has
an additional band of solutions.
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where D(K) = (K/2)(ctgK− tgK). The upper sign in the last term corresponds to the over-barrier
passage and the lower to over-well one. The value C as a solution of (15) exists as a real number for
the over-well passage for any value of K, but for the over-barrier passage real solution of C exists
only for K satisfying the inequality

|Kctg2K| ≥ q0. (16)

The left side is shown graphically on Fig. 2 as a bold curve. Solutions exist for all values of q0,
but there is a difference for big and small barriers. For big barriers (q0 > 1/2) the set of possible
solutions (and possible values of K) is bands with an approximate center points of π/2, π, 3π/2,
. . . (see Fig. 2(a)). The grater is K value, the wider bands become and the lesser room keeps for
forbidden values of K not satisfying (16). For small barriers (q0 ≤ 1/2) it appears a band at small
values of K apart from the bands indicated above (see Fig. 2(b)).

The value of C as in the previous case is determined using any of the allowed values of K

C = −Kctg2K ± [K2ctg22K ± q2
0]

1/2. (17)

Here the first and second signs ± get different senses. The first sign gives two solutions of the
quadratic equation, the second one denotes over-well (plus) or over-barrier (minus) passing. Using
C and k, the values are uniquely determined by K and q0, we obtain the value of ϕ solving
trigonometric Equation (14).
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Abstract— In this work, an Atomic Force Microscope in the so-called Piezoresponse mode and
Kelvin mode is used to image the grains, ferroelectric domains and surface potential in lithium
niobate thin films. A RF magnetron sputter system was used to deposit LiNbO3 thin films on
(100)-oriented Si substrates with SiO2 layer. The surface of the sample shows small grains which
diameter ranges from 70 nm to 150 nm and roughness is less than 13 nm. Using the electric field
from a biased conducting AFM tip, we show that possible to form and subsequently to visualize
ferroelectric state. Also, we report surface charge retention on ferroelectric thin films by Kelvin
probe microscope in comparison with the piezoresponse signal.

1. INTRODUCTION

Thin films of Lithium Niobate (LiNbO3) posses a number of advantages over bulk material including
the possibilities of producing step index profiles, selectively introducing dopants, and the fabrication
of multilayer structures. In addition there are certain applications where only thin films can be
used as, for example, when a large refractive index difference between the film and the substrate is
necessary. The prospect of producing high quality (oriented and possessing low optical loss) thin
films of LiNbO3 on silicon substrates is particularly attractive because the silicon provides a rigid
and flat substrate ideal for large area processing of devices by lithographic techniques and it allows
for the integration of lithium niobate electro-optic and silicon integrated circuit technology.

For characterize a ferroelectric properties of the films in recent times has become relatively
widely used method of piezoresponse force microscopy (PFM), which allows us to investigate the
direction of polarization, as well as the local distribution of domain [1]. As was shown in previous
papers [2, 3], this method can be used to obtain reliable results on ferroelectric polarization in
LiNbO3 films on conductive substrates, however, on isolated, containing a layer of SiO2, the PFM
method is unsuitable.

In this paper, we illustrate the first results of the scanning probe microscopy in piezoresponse
mode contribution in the imaging of ferroelectric activity in LiNbO3 thin films, synthesized on
electrically isolated silicon substrate by RF magnetron sputtering.

2. EXPERIMENTAL DETAILS

The investigated films thickness of 150 nm obtained by RF magnetron sputtering of lithium niobate
single crystal substrate dusting grown by the Czochralski method. The target was sputter in argon
atmosphere (6 ∗ 10−1 Pa) with the power of the magnetron 150 watts. The deposition rate was
1.67 nm/min. The substrates used silicon single-layer epitaxial structure with orientation {100}
and n-type conductivity (ρ = 1 ohm · cm) coated with a thin (∼ 5 nm) layer of SiO2. The substrate
was placed at a distance of 7 cm from the surface target. The heating of the substrate temperature
was carried out to temperature 550◦C. Thickness measurement was carried out on ellipsometer
α-SETM firm J. A. Woollam Co., Inc. (USA). Scatter the thickness of the films was ±5 nm. The
measurements were performed on the phase composition X-ray diffractometer D1 System (Bede
Scientific Ltd., UK) in parallel geometry parallel to the beam.

Local ferroelectric properties were investigated with piezoresponse force microscopy (PFM) using
a commercial setup NTEGRA Prima (NT-MDT, Russia). Out-of-plane PFM images of the samples
were obtained by applying ac voltage (10 V, peak-to-peak) with a frequency of 150 kHz. Conductive
probes (stiffness 12N · m−1, resonance frequency 240 kHz, NSG10/Pt, NT-MDT) with tip height of
15µm and effective radius ≈ 30 nm were used for the PFM measurement. The voltage was applied
on the sample base while the AFM tip was grounded. Surface potential profile (Kelvin mode —
KPM) configurations are done in tapping mode. The local poling was done by applying various dc
voltages to the tip followed by consequent KPM and PFM imaging.
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3. DISCUSSION

The scanning probe microscopy in contact mode has become a powerful technique for both domain
imaging and non-destructive evaluation of local ferroelectric properties at the nanometer scale in
LiNbO3 thin films [4, 5]. The following discussion is focused on the effect of both the substrate
nature and the film crystallinity on the final imaging resolution. Figure 1 shows simultaneously
acquired images of the topography and piezoresponse of an unpoled area of the film deposition on
(100) Si.

On the topographic image a well visualized the grain, the average grain size of which ranged
from 100 to 170 nm. From the statistical analysis of the topography lithium niobate thin films
found that its roughness is less than 13 nm, which indicates fairly well as the sample surface.

Piezoresponse image (Figure 1(b)) on polycrystalline LiNbO3/SiO2/Si heterostructures not
showed piezocontrast from individual grains, that reflects the arrangement of domains in such
non-oriented ferroelectric films, because in the case of LiNbO3/SiO2/Si heterostructures, due to
the electric insulating nature of the substrate and the lack of conductive interface, charge storage
occurs at the interface during piezoresponse measurements.

However, after applied DC voltage to system “cantilever-film-substrate” we have demonstrated
that it is possible to image domains (Figure 2(a)). We study the effect of poling in piezoresponse
behavior, the samples were first poled with ±20V high dc voltage and later scanned with 5V
peak-to-peak ac voltage. The results are presented in Figure 2.

Black and white regions correspond to opposite directions of the out-of-plane spontaneous polar-
ization. By monitoring the phase of the piezoresponse signal, it was determined that black regions
correspond to domains with the polarization vector oriented toward (hereafter referred as “nega-
tive” domains) while white regions correspond to domains oriented upward the bottom electrode
(hereafter referred as “positive” domains), i.e., bright and dark rectangles correspond to the regions
poled with +20 and −20V, respectively. We see that the domain wall is now no longer confined
by grain boundaries and follows the expected path of the tip.

The cross-sections in Figure 2(b) demonstrate the evolution of the induced state in LiNbO3

thin films as function time. As we expected from the PFM images, the polarization states look
fluctuating. The piezoresponse of positively and negatively poled domains has been decreased with
time. Average amplitude for both piezoresponse signals over the measurement time is displayed in
Figure 2(c). The solid lines in Figure 2(c) show the fitting parameters in empirical relation:

y = y0 + C exp (−t/t0) . (1)

The relaxation time (t0) of “positive” poling area is 7.7 min and for “negative” area — 7.6 min.
Next step, we observed stability of the induced state in two regimes: PFM — contact, and

KPM — non-contact, respectively. The original state of the samples did not exhibit any detectable
contrast in both KPM and PFM images. The writing of the induced states was performed during
the scanning of the 6×6µm2 area in the contact regime. In the middle of the scanning the different
dc bias of ±10, ±15 and ±20V was applied between the tip and the bottom electrode. As can
be seen, the amplitude of the piezoresponse signal and signal of surface potential was roughly
proportional to the poling voltage [6].

As shown above (Figure 2), a polarized region scanned in contact mode, quickly relax — several
minutes. However, the induced state scanned in Kelvin mode is stable for several hours. The

"
(a) (b)

Figure 1: (a) Topography and (b) piezoresponse images of as-grown LiNbO3/SiO2 heterostructure.
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Figure 2: (a) Out-of-plane PFM images LiNbO3/SiO2 after poling with ±20V, (b) piezoresponse cross-
sections at different times after poling process and (c) comparison of the piezoresponse cross-sections.

       

-10 V 
-15 V 

-20 V -10 V 
-15 V 

-20 V 

+10 V 

+15 V 

+20 V +10 V 

+15 V 

+20 V 

(a) (b)

Figure 3: (a) Out-of-plane piezoresponse and (b) potential maps of area where a series of line domains have
been written with different DC voltage.

piezoresponse and surface potential contrast (for locally modified area +20 V by 1 × 6 µm2) as a
function of time (relaxation) is shown in Figure 4.

In other word, the contrast of the polarized areas increases with a poling voltage. As a result
six stripes of 1× 6µm2 in size were created. The piezoresponse and surface potential images of the
induced areas on the sample were obtained in the PFM and KPM modes immediately after writing
(see Figures 3(a), (b)). The observed KPM image reveals a clear contrast due to the local contact
potential difference and expected space charge redistribution.

In Figure 4, the surface potential contrast for poling line +20V decreased from 2 V to 1.1 V
for 144 min, but abrupt decay of surface potential contrast is observed in the first stage. Initial
decrease of surface potential contrast is larger than any other one, and it is mostly attributed to
the charge migration from neighbor’s areas. For PFM images observed more rapid relaxation of
a polarized state. Again, the solid line of Figure 4 shows the fitting parameters by formula (1).
The relaxation time (t0) of poling line is 25 min for KPM measurements and ∼ 8 min for PFM
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Figure 4: Comparison a relaxation of PFM (open circles) and KPM (solid circles) images in LiNbO3 thin
films for +20 V poling line. The inset present of KPM images (10× 10 µm2) taken immediately after poling,
and after 2 h.

images. This surface potential relaxation is originated from the Coulomb repulsion and retention
loss phenomena of domains. Even if there are many charges around the domain, the Coulomb
repulsion force makes them unstable, and it leads them to be apart from the initial domain area.
In other words, if there are many charges on the surface of domain, these charges would be unstable
state by the Coulomb repulsion, and they should be go back to their initial position when the high
potential is removed.

4. CONCLUSIONS

Scanning probe microscopy has been used to perform nanoscale qualitative characterizations on
LiNbO3 films RF sputtered on silicon-based substrates. Imaging of domain structures and domain
switching combined with structural investigations provide a direct evidence of the influence of the
nature of the substrate on the physical properties of as-grown heterostructures. These results
suggest that it may be possible to fabricate novel structures combining the ferroelectric and optical
capabilities of LiNbO3 with both the electronic processing advantages of Si.
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Abstract— We have shown why the propulsion of Unconventional Flying Objects of unknown
origin can result from very intense low-frequency magnetic fields and an adequately pulsed ion-
ization of the ambient medium. We also found how these fields could be produced, if the surface
of these objects were superconducting. Now, we present evidence of the existence of these fields.
It results from traces left on the ground by induced currents, rotating compass needles, direct
magnetometer recordings and very remarkable magneto-optical effects. They provide even proof
of the required pulsed ionization.

1. INTRODUCTION

Since spheres or similar objects could produce very intense low frequency magnetic fields if their
surface were superconducting [1] and since this would account for Pulsed EM Propulsion of Un-
conventional Flying Objects [2], it is necessary to verify if observational evidence of this type of
magnetic fields is really available.

2. INDUCED CURRENTS AND SPINNING COMPASS NEEDLES

On May 11, 1969, a Canadian farmer was awakened by his dog and discovered then a hemispherical
object with a rim, hovering or standing slightly above the ground at about 150 m from his farm [3].
Its diameter was close to 10 m, but its luminosity was so intense that the witness had to protect
his eyes. The following morning, he found there a large ring, where the soil was depressed and
dehydrated (Figure 1). Its external diameter was 9.6 m and its width 90 cm. There were also three
round 20 cm wide and 8 cm deep imprints, forming an equilateral triangle. They were attributed
to the landing gear and the weight of the object, while the large ring could result from currents
induced in humid soil by an oscillating magnetic field.

A vertical oscillating magnetic dipole of moment M and frequency ω produces an induced
electric field E = ω(M/r2) sin θ sinωt, whith circular horizontal field lines [1, 2]. The resulting
current density J = σE, where σ is the conductivity of the ground, increased by ionization. The
soil will thus be heated. For an object that is situated at a hight h above the ground, the average
dissipated power P = σE2 = σω2M2x2/2(h2 + x2)3, when x is the distance from the symmetry
axis. The maximum would be reached for x = h/

√
2 and after some time, the temperature could

reach there 100◦C and even more, when excess water was evaporated. Since Pulsed EM Propulsion
(PEMP) predicts downwards oriented forces that are maximal for the same circle, the associated
depression of the ground can also be explained. Even circles of molten ice have been observed, and
ice has a higher conductivity than liquid water.

Capt. Ruppelt of the USAF investigated a related incident that happened on August 19, 1952
in Florida [4]. Since a scoutmaster thought that a plane had crashed, he searched for it and got
under a large, silently hovering disk. He mentioned that the air was “oppressively moist”. Capt.

Figure 1: Physical trace, due to currents.
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Figure 2: Possible behavior of compass needles.
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Ruppelt sent lumps of earth and vegetation to a laboratory, where it was discovered that the roots
were charred, while the grass blades were intact. The investigator suggested that this might be
due to induction heating, but he didn’t follow up. The electrical engineer Thomas [5] proposed
an explanation that is similar to the present one, but Ruppelt didn’t mention a ring and we can
directly relate these observations to the propulsion system.

Another set of remarkable observations were made by pilots, who saw that the needle of the
magnetic compass was steadily rotating when an Unconventional Flying Object accompanied their
plane. This behavior was not obvious for us, since the PEMP model would only yield a magnetic
field that oscillates along a given direction at the scale of the compass. Thus, we studied this
phenomenon in detail [6]. Subjecting a compass for map reading to a magnetic field of modifiable
magnitude M and modifiable frequency f , oscillating along a direction that is different from the
N -S direction, we found various results (Figure 2). For low values of M , the neeedle oscillates
only around the N -S direction with a resonance effect (yellow part). For very low frequencies, the
needle simply follows the inversions of the magnetic field (orange part). It is possible, however, to
set the needle in steady rotation (red parts), although the needle is subjected to viscous friction.
At somewhat lower or higher frequencies, the needle turns towards the left or the right in an
unpredicatble way (green parts).

This system allows thus for “order or chaos”. The equation of motion is nonlinear, indeed, but
it can be solved by numerical integration. This proves that the needle is exactly rotating at the
frequency of the applied field with small superposed vibrations. Haines and Weinstein [7] provided
64 pilot reports, involving EM effets of various types. They included rotations of compass needles
(cases 11, 13, 23, 34, 38, 39, 45 and even 18, because of complementary data). Gyroscopic, electric
magnezyn and radio compasses were also perturbed, but reactions of a magnetic compass needle
are the most useful for our purpose. The needle was said to be spinning fast, wildly or crasily,
but in some cases, it was slowly rotating (even at 4 to 5 turns/min). Estimated distances of the
unconventional flying objects were of the order of 50 to 200 m, but all compasses on a ship of
the Argentinian Navy were deviated when a large, round “airship” silently stayed at a distance of
about 2000 m. This event was carefully studied to exclude any conventional cause [8]. Since the
compasses had to be perturbed by a stronger magnetic field than 5.8×10−5 T and since a magnetic
dipole field varies like 1/r3, its strength at a distance of 20m (possibly corresponding to the surface
of the object) exceeds 58 T, although the object was not accelerating.

A complementary observation [9] was made already on July 27, 1904, when a British steamer
was approaching Delawere (USA). Shortly after sundown, a strange gray cloud was spotted at the
horizon. It was round and nearly in tangential contact with the sea, with glowing spots that became
more vivid when it silently came nearer. Suddenly, it enveloped the whole ship (90m), where the
(ionized) air glowed then “like phosphorous”. It contained electric charges, since head and beard
hairs of the crew members “stood straight on end”. There was also an oscillating magnetic field,
since Captain Urquhart saw that “the needle of the compass revolved with the speed of an electric
fan.” Moreover, the sailors were unable to move iron chains lying on the steel deck. The ship was
immobilized and after about 10 minutes, the witnesses felt it difficult to move their arms and legs.
They also noticed a great silence, as if the air “would not carry sound”. Very strong static or ELF
magnetic fields are not really harmful [10], but can act on fluids in the inner ear. The luminous
cloud left only after about half an hour. The chains could then be easily moved and the compass
needle was again “steadily pointing towards the north”.

3. MAGNETOMETER RECORDINGS

Ray Stanford founded in 1973 and directed a team (Project Starlight International) that was
dedicated to optical and electronic detection of Unconventional Flying Objects. With the help of
donors, they acquired various instruments, including radar, magnetometer, gravimeter and cameras.
In 1974, they filmed at their base station in Texas a light that pulsated at 4 Hz and another one
that pulsated at 30Hz with nearly rectangular pulses. In 1978, Stanford got a tip from a scientist
at White Sands that UFOs were often “plaguing” government facilities out there. On July 19, 1978
the team went there with its mobile laboratory and had the chance to make already at Plains in
Texas and then at the north edge of the White Sands Proving Ground, New Mexico, magnetometer
and simultaneous gravimeter (i.e., vertical accelerometer) recordings. The horizontal magnetic field
was also recorded on July 27, 1978 at Prescott National Forest in Arizona. UFOs were seen and
filmed in all three cases. We are grateful to Ray Stanford for providing extracts of these important
recordings (Figures 3 and 4).
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Figure 4: Spectrum of the magnetometer signal.

The oscillation of the magnetic field can be nearly harmonic (Figure 3(a)), but it usually is
more irregular (insert of Figure 4). Since the witnesses saw a very great object and smaller ones,
darting around, there could be some interference, but the Fourrier spectrum of three extracts of
the recordings of July 27 (Figure 4) indicates the presence of many frequency components around
6Hz. This is possible for the special oscillator [1] and yields steeper variations of the magnetic field.
The induced electric field is then increased and also the efficiency of the propulsion system [2].

When the smaller, very red objects suddently reversed their motions, there appeared “spikes”
in the analog recording (Figure 3(b) for two reversals of the same object, observed west of Plains,
Texas). The witnesses heard loud rumbles and felt soft-tissue-shaking vibrations that were associ-
ated with these reversals and could result from plasma dynamic effects. Their delay with respect
to the visually observed 180◦ or sometimes 90◦ turns indicated that this happened at about 1.6 km
from the witnesses. Unfortunately, the instrument had not been calibrated to determine the mag-
nitude of the recorded horizontal magnetic field component and to calculate the strength of the
source. However, after the disappearance of all these objects it was immediately verified that the
signal had been far above any background noise.

4. FARADAY EFFECT AND MAGNETO-REFRACTION OF EM WAVES

Anomalous Aerial Objects can also modify the propagation of EM waves, because of very intense
magnetic fields and ionization of atmospheric air. Let’s review and generalize the theory, by consid-
ering a linearly polarized EM wave of frequency $ that is propagating along a given z-axis. At z = 0,
its electric field E is oriented along the x-axis, but this wave can be decomposed into two circularly
polarized waves that propagate at different velocities. The x and y components of the correspond-
ing electric fields E± are Ex = E+ cosφ+ + E− cosφ− and Ey = E+ sinφ+ −E− sinφ−, where the
phase factors φ± = k±z − $t and E± = Eo. Thus, Ex = Eo cosφ cos θ and Ey = Eo cosφ sin θ,
where φ = kz −$t with k = (k+ + k−)/2, while θ = ϕz with ϕ = (k+ − k−)/2. This defines the
velocity v = $/k of the linearly polarized light wave, while the plane of polarization is rotating at
the rate dθ/dz = ϕ. This requires that the circularly polarized waves are propagating at different
velocities: v± = $/k± = c/n±, which happens when there is a magnetic field B along the z-axis.
Indeed, the dielectric constant ε± = 1 + P±/εoE± = (n±)2, where the polarization densities P±
are respectively due to the E± fields. P± = Nqu± for a density N of particles of charge q and
mass m, but the displacements u± result from the equations of motion. Taking into account the
magnetic field, we get üx=(q/m) Ex+ωcu̇y and üy=(q/m) Ey+ωcu̇x, where ωc = qB/m. It follows
that ux = A+ cosφ+ + A− cosφ− and uy = A+ sinφ+ − A− sinφ−. For low frequency magnetic
fields and pulsed ionization, the values of B and N are practically constant during the lifetime of
these particles. Thus,

A± =
±(q/m)E±

$(ωc ∓$)
and ε± = 1− ω2

o

$($ ∓ ωc)
where ω2

o=
Nq2

εom

Usually, we can assume that $ À ωo and ωc, so that

n± = 1− ω2
o

2$2

[
1±

(ωc

$

)
+

(ωc

$

)2
]

and ϕ =
−ω2

oωc

2c
=

e2NB

2cεom2
(1)
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The rate ϕ of the Faraday rotation along the z-axis is proportional to the local value of B and
the local density N of free electrons. There are no second order effects and the action on ions is
negligible. However, the velocity of the wave is v = c/n, where

n2 = ε =
(ε+ + ε−)

2
= 1− ω2

o

($2 − ω2
c )
→ 1− ω2

o

$2

(
1 +

ω2
c

$2

)
. (2)

The index of refraction n decreases for high ionization densities and even more for extremely
intense magnetic fields. This effect is proportional to B2 and could account for the fact that optically
visible UFOs are not always detectable by radar. Microwave beams could simply be deflected by
progressive refraction, without requiring any other cloaking system.

The result (2) can also account for the perturbation of the autopilot system of airplanes, guided by
VOR (very-high frequency omnidirectional radio contact). Dr. Haines reported that this happened
on March 12, 1977 for a DC-10 of United Airlines during a non stop flight from San Francisco to
Boston (case 41 of Reference [7]). When the aircraft was just south of Syracuse NY and flying by
radio navigation through VOR contact with Albany, the airplane suddenly and unexpectedly began
to turn left, making a 15◦ bank. The captain, first officer and flight engineer saw then “an extremely
white light source” at their left side and at about their own altitude (37,000 feet). This perfectly
round light had an estimated diameter of about 30m and kept a distance of about 1000 m. Its
angular size was thus larger than three times the apparent diameter of the moon. Three cockpit
compasses, using sensors in different parts of the plane, gave different readings, but the essential
point is that the VOR system combines two signals emitted by a given ground station. One of
them is omnidirectional, while the other corresponds to a narrow rotating beam, where the phase
of the EM wave changes from 0 to 360◦ in proportion to the azimuth. When this beam is deflected
by an intermediate magnetic field and the presence of free electrons, the calculated azimuth is not
the correct one.

There are also cases where very strange optical effects [11] were photographed below and above
UFOs. Local luminosities result from ionization and extremely intense magnetic fields can prohibit
transmission of background light when n2 defined by (2), becomes negative.

The Faraday Effect was observed on May 5, 1953 by the chemist Wells Allen Webb near Yuma,
Arizona, between 9:45 and 10:00 AM local time. He saw an elongated white object on an otherwise
blue sky at about 90◦ with respect to the Sun. Scattered sky light was thus vertically polarized,
while his Polaroid sunglasses blocked horizontally polarized light. Putting them on and off, no
difference appeared when the object was steadily advancing sideways, but after about 5 minutes, it
became a white circle. It had changed its direction of motion and was moving away, since it slowly
vanished like that. However, when the witness was looking along its axis, there appeared several
dark rings around the central light, every time he used the sunglasses [12]. These rings were nearly
equidistant and their ensemble had the size of the full moon. This fits the theory of the Faraday
Effect, since the plane of polarization of the scattered light could be rotated by 90◦ for the external
circle and by additional 180◦ turns closer to the object, where the magnetic field and ionization
were more intense. When the line of sight was orthogonal to the axis of the magnetic dipole, the
plane of polarization was rotated at first towards one side and then towards the other. The total
effect was zero, by symmetry.

Ray Stanford documentated this phenomenon in a very impressive way. On December 4, 1980,
while flying fom Mexico City to San Antonio, Texas, he spotted anomalous objects in the sky,
grabed his Super 8 Canon camera and filmed for about 25 s at 70 mm focal length. This happened
after sunset, but the Sun was still illuminating the sky in the direction he was filming. Vertical
sunrays were scattered in the west at about 90◦, yielding horizontally polarized light that passed
near the objects. The beam-splitter of the camera acted like an analyser, by reflecting mainly hori-
zontally polarized light toward the film. Viewing the resulting pictures one by one, Ray Stanford
discovered in one frame an extraordinary set of at least 12 white concentric rings (Figure 5).

They were centered on one of the small objects dashing in various directions. By chance, this
picture was taken exactly at the instant where one these objects encountered a long unidentified
structure (dark edge in Figure 5). To reverse its motion, the smaller object produced a very intense
magnetic field and a short ionization pulse, the pictures being taken at 54 frames per second. The
white rings resulted from horizontally polarized light and many 180◦ rotations near the object.
Its symmetry axis was oblique with respect to the plane of the film, yielding ellipses instead of
circles. It is possible to account for the progressive change of the distances between successive rings
by considering the velocity V of free electrons in very strong magnetic fields and auto-ionization,
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Figure 5: Ray Stanford’s set of Faraday rings.

proportional to the average kinetic energy of free electrons. Ray Stanford discovered also some
other Faraday rings on other occasions.

5. CONCLUSION

The general conclusion is that the phenomenon of Unidentified Flying Objects merits scientific
interest and that its study raises questions that could foster progress in various fields. This includes
the search of new types of superconductors, which could eventually be graded metamaterials.
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Production of EM Surface Waves by Superconducting Spheres: A
New Type of Harmonic Oscillators

A. Meessen
Institute of Physics, Catholic University of Louvain, Louvain-la-Neuve 1348, Belgium

Abstract— It is shown that a superconducting sphere or spherical shell can produce EM surface
waves that are stationary at any low frequency. This applies in particular to magnetic dipole
oscillations, generated by a current density J that oscilllates around a given axis on the surface of
the sphere. In the quasistatic approximation, it creates a synchronously oscillating magnetic field
B, while the resulting electric field E provides feedback to sustain the current. This yields a new
type of oscillators, where the magnetic energy is not completely transformed into electric energy
as in classical LC circuits. EM energy is conserved, however, by means of energy fluxes. The
purpose of this theory is to account for evidence of very intense magnetic dipole fields, produced
by unconventional flying objects of unknown origin. These observations would make sense and
suggest that superconductivity is possible at normal atmospheric temperatures. We also examine
the propagation of plasma waves along superconducting surfaces and consider possible pairing
mechanisms.

1. INTRODUCTION

This research was motivated by the fact that the propulsion system of “Unconventional Flying
Objects” (UFOs) can be explained when we assume that they are able to produce very intense
dipolar magnetic fields, oscillating at low frequencies [1]. We want thus to find out how these fields
could be produced and if they have a finite range as well as other special properties. There is also
an intrinsic, physical reason. Indeed, EM waves were initially produced as “surface waves”, since
Heinrich Hertz tried to verify the validity of Maxwell’s theory by coupling a long metal wire to an
LC circuit [2, 3]. The HF oscillating current, surrounded by oscillating electric and magnetic fields,
was reflected at the end of the wire. This should produce a standing wave pattern and allow for an
indirect measurement of the velocity c, but the EM surface wave was also reflected by laboratory
walls. This perturbed the experiment so much, that Hertz prefered to use an oscillating electric
dipole, emitting freely propagated EM waves. Since Lecher found that two parallel wires produce
much more concentrated EM surface waves, he could realize the initially projected measurement [4].
Considerable effort was then devoted to the theoretical understanding of wave guides, formed by a
single wire [5] and two parallel wires of finite conductivity [6].

Zenneck [7] considered the propagation of EM surface waves along an infinite plane surface,
separating air from a material of given conductivity σ and dielectric constant ε. This problem
was also treated by other authors [8–10]. EM surface waves were then considered for thin metal
films, to account for characteristic electron energy losses [11] and optical resonance absorption [12].
These effects result from the creation of surface plasmons. Here, we consider stationary EM surface
waves for a superconducting sphere and EM waves that propagate along a superconducting plane.
Since UFOs are topologically equivalent to a sphere, we will adopt this model to concentrate on
essential features. The nature of the surface material is unknown, but it is sufficient that it contains
a high density of electron pairs to be a superconductor, obeying known physical laws. To evaluate
the intrinsic properties of this system, we assume here that the outside medium contains no free
charges.

2. BASIC EQUATIONS

The quasistatic approximation is valid for electric fields E and magnetic fields B that oscillate at
extra-low frequencies (ELF) in a portion of space that is small compared to the corresponding
wavelength. Retardation effects can then be neglected, as if c were infinite. For nonmagnetic and
electrically neutral media, Maxwell’s equations are thus reduced to

∇×B = µoJ and ∇ ·B = 0 (1)
∇×E = −∂tB and ∇ ·E = 0 (2)
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J is the current density, acting as a source. We can also use the vector potential A, since

B = ∇×A and E = −∂tA (3)
∆A = −µoJ and ∇ ·A = 0 (4)

We will solve these equations inside and outside a superconducting sphere or spherical shell
of radius R. The outside medium is unionized air, where the current density J = 0, but the
superconducting material contains free electron pairs (of mass 2m and charge −2e). Being bosons,
they remain in their ground state of momentum p = 2(mv − eA) = 0. When n is the density of
electrons in the superconducting state, the current density J = −env, since there are n/2 electron
pairs of charge 2e. Thus,

µoJ = −α2A where α2 = µone2/m = µos (5)

Combining (5) with (4), we get two equations for A alone:

∆A = α2A with ∇ ·A = 0 (6)

They are valid outside and inside the sphere, where α is either zero or very great. This parameter
is essential for the current density J, which is not only the source of E and B, but depends also
itself on these fields. However, Ohm’s law is not valid anymore inside a superconductor. It has to
be replaced by the London equations

∂tJ = sE and ∇× J = −sB (7)

Since electron pairs cannot leave the state p = 0, their equation of motion would be 2m∂tv =
−2eE when B = 0. The second Equation (7) accounts for the Meissner effect and the finite pene-
tration depth of magnetic fields inside superconductors. We are actually considering a macroscopic
quantum state with a rather stable wavefunction.

3. MAGNETIC DIPOLE OSCILLATION

Now, we solve Equation (6) to determine the vector potential A and the resulting fields E and
B when the current density J is oscillating at frequency ω on the surface of the superconducting
sphere around a given z-axis. Using spherical coordinates (r, θ, ϕ), we set

J = (0, 0, J) cosωt and A = (0, 0, A) cos ωt (8)

Because of (5), µoJ = −α2A. The second Equation (6) requires that A = A(r, θ) and (3) yields

E = ω(0, 0, A) sinωt and B = (Br, Bθ, 0) cosωt (9)

with
rBr =

1
sin θ

∂θ(sin θA) and rBθ = −∂r(rA) (10)

At the poles, J = A = 0. The simplest solution of the first Equation (6) corresponds thus to

A =
u(r)

r
sin θ where u′′ − 2

r2
u = α2u

Outside the sphere, α = 0, so that u(r) decreases like 1/r for increasing distances from the
center of the sphere. Inside the sphere, we could use Bessel functions for u(r), but it is sufficient
to consider an exponential decrease towards the inside of the sphere (for r ≈ R and αR À 1).
Distinguishing solutions outside and inside the sphere by subscripts + (when r > R) and − (when
r < R), we get

A+ =
M

r2
sin θ and A− =

M

R r
eα(r−R) sin θ (11)

This accounts for the continuity of the tangential component of E, defined by (9). Because of (10),
the components of the magnetic field B are

Br =
2u(r)

r2
cos θ and Bθ =

−u′(r)
r

sin θ
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Thus,

B+
r =

2M

r3
cos θ while B−

r =
2M

R r2
eα(r−R) cos θ (12)

B+
θ =

M

r3
sin θ while B−

θ =
−αM

R r
eα(r−R) sin θ (13)

Outside the sphere, we get a perfect magnetic dipole field, but inside the superconducting sphere,
the fields E and B decrease very rapidly, since the penetration depth 1/α is small compared to R.
The radial component of B is continuous at the surface, but the tangential component is not. This
requires a surface current density Js = (0, 0, Js) cos ωt, where

µoJs = B+
θ −B−

θ = α
M

R2
sin θ (for αR À 1) (14)

Inside the sphere, the volume current density (8) is also parallel to the surface, but has the
opposite sign and for r = R, its magnitude is α times greater than (14). The quasi-infinite
surface current density Js accounts for the Meissner effect or perfect diamagnetism. We could
also consider other multipole oscillations, but magnetic dipole oscillations are sufficient to become
aware of remakable facts.

4. ENERGY CONSERVATION AT ANY LOW FREQUENCY

LC circuits are based on a complete conversion of magnetic energy into electric energy and vice-
versa. These energies are respectively associated with the magnetic field B near the current carrying
coil and the electric field E inside the charged condensor. However, there are no condensors that
could prevent breakdown for extremely intense electric fields, while EM surface waves around a
spherical superconductor yield non segregated electric and magnetic fields. Moreover, there is no
eigenfrequency as for LC circuits. Any low frequency ω is possible and it is not necessary to
convert the whole magnetic energy into electric energy, although we have to consider work done by
the electric field E. Since it acts on electron pairs inside the superconductor, the dissipated power
per unit volume is

P = J ·E = JE sinωt cosωt

It varies like sin 2ωt, but (1) and (2) lead to a special form of Poynting’s theorem in the qua-
sistatic approximation:

P = −∇ · S− ∂tU where S = (E×B)/µo and U = B2/2µo

S defines the energy flux, which varies also like sin 2ωt. The magnetic energy density U varies like
cos2 ωt, but its time derivative is proportional to sin 2ωt. For radiation in free space, we would
have to consider also the electric energy εoE

2/2, where εo = 1/µ0c
2, which is negligible when c

is quasi-infinite and there are no static charges. With the previous notations, energy conservation
would thus require that

µoJE = − 1
r2

∂r(r2EBθ) +
1

r sin θ
∂θ(sin θEBθ)− ω(B2

r + B2
θ )

Setting J = j(r) sin θ, Br = F (r) cos θ, Br = G(r) sin θ and E = H(r) cos θ, where j, F, G and
H are defined by (8), (9), (11), (12), (13) and (14), the energy conservation would be insured if

µojH = − 1
r2

∂r(r2HG) +
3
r
HF + ω(F 2 −G2) and

2
r
HF = ωF 2

This is easily verified outside the superconductor, where j = 0, but is also true inside the
superconductor, where all these functions are exponentially decreasing towards the center of the
sphere, with αR À 1. To account for the surface current density Js we enclose an element of
unit surface at the interface between two infinitely close parallel surfaces. Inside this layer, the
dissipated power is Ps = JsE, while the magnetic energy is zero. However, the energy flux S has a
discontinuous radial component:

S±r = − 1
µo

EB±
θ so that JsE = −(S+

r − S−r )

This is equivalent to the definition (14) of Js. The total energy is always and everywhere perfectly
conserved, but not only because of the absence of resistive and radiative energy losses. It is also
due to the quasistatic approximation, allowing for energy fluxes.
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5. PROPAGATION OF SURFACE PLASMA WAVES

For a more complete exploration of this matter, we consider also EM waves that are propagating
along the surface of a superconductor. Even a small portion of a large spherical surface can be
treated like a plane, when the wavelength is small compared to the radius of this sphere. Using
Cartesian coordinates, where the x-axis is normal to this surface, situated at x = 0, we consider an
EM wave that propagates along the y-axis:

A = (Ax, Ax, 0)ei(ky−ωt) and B = (0, 0, B)ei(ky−ωt)

while J = −sA and E = iωA. The divergence and the curl of A yield

∂xAx + ikAy = 0 and B = ∂xAy − ikAx

We set Ax = a±u±(x), Ay = au±(x) and B = b±u±(x), where the + and − signs do correspond
to x > 0 and to x < 0 (outside and inside the superconductor). This accounts for the fact that the
tangential component of E has to be continuous, while the amplitude of the oscillations decreases
exponentially towards the inside and the outside of the superconducting material: u−(x) = eβx and
u+(x) = e−γx, where

γa+ = −βa− = ika, γb+ = (k2 − γ2)a and − βb− = (k2 − β2)a

The purely tangential magnetic field is continuous, when k2 = βγ and b± = (β − γ)a. No
surface current density is required, but the first Equation (6) becomes ∆A − ∂2

ctA = α2A. This
yields the dispersion relation (ω/c)2 = k2 − γ2 and β2 = α2 − γ2. We can set γ ≈ 0, β ≈ α and
ω ≈ ck. The surface wave is thus nearly propagating at the velocity c and extending far outside
the superconductor (a− ≈ 0), but the normal component of the electric field is discontinuous at the
interface. This yields oscillating surface charge densities, characteristic of surface plasma waves.

6. THE PAIRING MECHANISM

Production of low frequency stationary EM surface waves should be verifiable by means of low
temperature superconductors. However, this theory applies also to Unconventional Flying Objects
of unknown origin, since there is evidence that they produce very intense magnetic fields, oscil-
lating at extra-low frequencies [13]. These facts seem to imply that superconductivity is possible
at atmospheric temperature and even higher ones. That would be of tremendous theoretical and
practical importance, but requires the existence of a yet unknown mechanism, gluing two electrons
together with a pairing energy ∆ ≈ kTc, where Tc is the higher transition temperature.

Any electron repels other electrons and attracts positive ion cores inside a solid. We know that
this leads to Debye-Hückel screening, but other processes are also possible. Since ionic motions
are slow, they create a wake of positive charge that can attract another electron. This was the
basic idea of the BCS theory, where electron pairing was attributed to an exchange of virtual
phonons. That accounts for conventional low-temperature superconductivity, but not for high-
T c superconductivity (HTS), where the transition temperature Tc is of the order of 100K. Even 20
years after its discovery, one could say that “the physics behind this strange state of matter remains
a mystery” [14]. Many ideas were proposed and experiments yielded so many surprizing results
that “we can expect the unexpected” [15]. This justifies even the search for normal temperature
superconductivity.

To elucidate the pairing mechanism for HTS, Dal Conte et al. measured the relaxation times
in one type of cuprate superconductors for very short pulses of optical excitation [16]. They
concluded that electron-phonon interactions contribute much less to the “glue” than collective
electronic excitations, such as spin fluctuations for instance. Gademaier et al. [17] performed similar
measurements for pnictides, cuprates and bismuthates, but they concluded that their Tc depends
mainly on the strength of electron-phonon interactions. They added even that the experimental
results are only consistent with bipolaronic pairing. A polaron is an electron that is accompanied
by mobile lattice distorsions, corresponding to a cloud of virtual phonons. Optical phonons have
higher energies than acoustic phonons and allow for the formation of small “bipolarons” [18], where
two electrons are bound to one another by means of local polarization waves. Today, the theory of
superconducting bipolarons is well developed [19, 20]. Although it is quite complex, the basic ideas
can be explained in terms a simple model [21]. These ideas were also illustrated by the impotance
of the large polarizability of As anions in Fe-based superconductors [22], involving bound electrons.
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Normal temperature superconductvity (NTS) seems to require another pairing mechanism.
There are already propositions for room-temperature superconductivity [23, 24]. Since layered
structures are essential for known high-Tc superconductors and since the present model for the pro-
duction of very strong low frequency magnetic fields requires only superconductivity for the outer
surface of UFOs, it is quite probable that it involves the Electrodynamics of Inhomogeneous Media
and Gradient Metamaterials. Moreover, the dielectric constant of free electrons and electron pairs
tends toward −∞, when the frequency becomes very small, which has also an effect on image forces.
Anyway, the theoretical results presented here, combined with empirical data [1, 13], seem to justify
further research of materials that allow for superconductivity at normal atmospheric temperatures
and even higher ones.

7. CONCLUSIONS

We found that it is possible to generate very intense, low frequency EM surface waves by means
of superconducting spheres and that such a system has remarkable properties. It is thus important
to examine evidence that Unconventional Flying Objects of unknown origin do produce magnetic
dipole oscillations of this type. It suggests that superconductivity is possible at normal temperature
and even higher ones, which justifies the search of a new pairing mechanism of electrons.

It could involve virtual plasmons instead of virtual phonons, but we don’t know the material that
constitutes the external surface of UFOs. Since the type of superconductivity we are considering
has only to exist near their outer surface, it may involve surface effects. Anyway, it appears that an
objective study of the UFO phenomenon without preconceptions or beliefs is necessary and useful.
It raises questions of a new type, which is always important for basic and applied science. It could
stimulate the search of normal temperature superconductivity and motivate the conception of new
Graded Metamaterials or some other physical process.
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Abstract— The design of an ultra-wideband (UWB) dielectric resonator antenna with re-
configurable band rejection is presented in this paper. The induced band notch helps to limit
interference to a narrowband service operated inside the UWB frequency range. The proposed
antenna is based on a cylindrical dielectric resonator (DR) with a relative permittivity of 12,
which is excited by a bevel-shaped patch printed on a Rogers RO3203 substrate over a partial
ground plane. A rectangular split-ring slot is etched on the microstrip-line-fed patch, and is
responsible for the creation of a band notch. A DC stepper motor, placed below the substrate, is
used to rotate the DR and change its position with respect to the patch and the slot. As a result
of the DR rotation, notch reconfigurability is achieved over the lower part of the UWB range,
where most narrowband systems operate.

1. INTRODUCTION

Dielectric Resonator Antennas (DRAs) have undergone important development and received atten-
tion due to their attractive features and advantages. Compared to typical antennas where radiation
occurs from conducting edges only, DRAs have the vital feature of radiating in the entire sphere,
which leads to higher radiation efficiency. DRAs have a compact size, light weight, low cost, and
high versatility regarding their shapes. Moreover, they have several feeding mechanisms (probes,
slots, microstrip lines, . . .) and have the characteristic of being excited in various modes producing
different radiation patterns. A larger bandwidth is also an advantage offered by DRAs [1].

Due to these appealing features, there has been extensive work by antenna engineers and re-
searchers to create new and effective DRA designs, including ones with enhanced wideband opera-
tion, and other designs with notched bands. The trapezoidal DRA reported in [2] exhibits a larger
bandwidth than the common rectangular DRA by treating the dielectric trapezoid as a geometri-
cal extension of the dielectric rectangle. In [3], a simple cylindrical DRA is designed to enhance
the bandwidth by simply exciting two radiating modes with similar radiation characteristics. The
wideband circularly polarized DRA in [4] is designed with a quadruple strip feed utilizing a pair
of 90◦ hybrid couplers. In [5], a wideband rectangular DRA design offers a wider bandwidth with
the use of high dielectric constant material. A dual-mode bridge-shaped DRA of high permittivity
materials is designed and reported in [6]. It is used in multiband operation by coupling with a
rectangular dielectric slab. In [7], a DRA combined with a quarter-wave monopole is designed so
that the antenna can simultaneously act as a radiator and a loading element to produce an ultra
wide bandwidth. The UWB DRA in [8] is designed to match several wireless and microwave ap-
plications. Band notched DRAs are also designed to minimize the interference between the UWB
system and some narrowband systems such as WiMAX and WLAN. In [9], a dual-band DRA is
designed to create notches in the WiMAX and WLAN bands by splitting a rectilinear DR and
removing some of the dielectric material.

Whereas the notches induced by the design in [9] are fixed, reconfigurable notches are often
required when the narrowband services to which interference should be avoided are changing.
Several microstrip antennas with reconfigurable band rejection are reported in [10–12]. In [10], a
reconfigurable bandstop filter is embedded in the feed line of a microstrip-fed patch antenna to
obtain dual reconfigurable band stops. Cascaded complementary split-ring resonators (CSRRs) are
embedded on the patch of the antenna in [11]. These CSRRs, which are controlled using electronic
switches, induce a band stop that occurs at one of three frequencies. In [12], a single CSRR is
etched on the patch, but several switches are mounted over it and are used to configure the band
rejection. Three CSRRs are operated independently in [13], and hence three separate band notches
are generated and can be controlled.

In this paper, we introduce a UWB DRA with a reconfigurable band rejection to help limit
interference to different narrowband services operating inside the 3.1–10.6GHz UWB frequency
range. The reconfigurability of the notch is achieved by rotation of the dielectric resonator part
of the antenna. The geometry and the design guidelines of the proposed antenna structures are
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(a) (b) (c)

Figure 1: Geometry of the proposed antenna. (a) Front view, (b) side view, (c) panoramic view.

Figure 2: Configuration and dimensions of the proposed antenna.

presented in Section 2. Simulation and experimental results are presented in Section 3. Finally, a
conclusion is given in Section 4.

2. ANTENNA STRUCTURE AND DESIGN

The geometry of the proposed antenna is shown in Figure 1. The antenna is designed a on Rogers
RO3203 substrate with a thickness h = 1.6mm and a dielectric loss tangent of 0.016. It is based
on a cylindrical dielectric resonator (DR) with a radius of 4 mm and a height of 3mm. The DR
is made of the TCI Ceramic-K12 material, which has a with a relative permittivity of 12, and is
excited by a bevel-shaped patch fed by a microstrip line over a partial ground plane. A rectangular
split-ring slot of a width of 0.5 mm is etched on the patch. The detailed dimensions of the antenna
are shown in Figure 2.

The bevel-shape of the patch and the partial ground lead to the UWB operation, whereas the
rectangular split-ring slot in the patch is responsible for creating a band notch in the UWB range.
The notch frequency depends on the dimensions of the split-ring slot as well as on the DR dielectric
constant and its relative position.

Notch reconfigurability is attained by rotating the DR to change its position with respect to
the patch and the slot. This is achieved by connecting the DR, at point A shown in Figure 2, to
a DC stepper motor placed below the substrate. The stepper motor can be controlled using an
FPGA. The idea of rotating parts of an antenna was used in [14], where the authors had to care
about keeping metal contact between feed and radiator. In the design proposed here, only the DR
is rotated, so keeping metal-to-metal contact is not an issue. Figure 2 shows the DR in position 0.
Figures 3(a) and 3(b) show the DR rotated clockwise by 60◦ and 180◦, respectively. The antenna
is designed and simulated using Ansoft HFSS.
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(a) (b)

Figure 3: DR rotated by (a) 60◦, and (b) 180◦.

Figure 4: Reflection coefficient of the antenna for different rotation angles of the DR.

(a) (b)

Figure 5: Simulated radiation patterns of the proposed antenna at (a) 4 GHz and (b) 6GHz.

3. RESULTS AND DISCUSSION

The simulated reflection coefficient plots of the reconfigurable DRA are given in Figure 4 for the
indicated rotation angles. It is clear that band notch reconfigurability has been attained. For
example, narrow band rejections at 3.2, 3.4, 3.6, 3.9, 4.2, 4.5 and 5.1GHz correspond to rotation
angles of 0◦, 45◦, 60◦, 135◦, 137◦, 145◦ and 180◦, respectively. Due to design symmetry, and for
the given design parameters, the notch band is limited within the 3.2–5.1 GHz range. A rejection
at any frequency inside this range is possible, by one corresponding rotation angle. This range is
where most narrowband systems operating inside the 3.1–10.6 GHz band are concentrated. The
induced band notches help to limit interference to many services such as WiMAX, WLAN and



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 537

other wireless applications.
Figure 5 shows the simulated radiation patterns at 4 GHz and 6GHz. It is observed that the

radiation patterns are omni-directional, with almost equal radiation in the H-plane, and radiation
with the shape of digit 8 in the E-plane.

4. CONCLUSION

A UWB DRA with reconfigurable band rejection was proposed. The antenna is based on a cylindri-
cal DR excited using a bevel-shaped patch. A rectangular split-ring slot etched on the patch induces
a band notch. A DC stepper motor is attached to the DR from below the antenna’s substrate. By
rotating the DR, the notch frequency is changed, thus leading to notch reconfigurability. For the
presented design, a narrowband rejection at any frequency inside the 3.2–5.1 GHz range is possible
with a specific corresponding DR rotation angle. An induced notch helps to limit interference to a
narrowband system that transmits in its band. The simplicity, compact size, low cost, and the band
rejection reconfigurability make this antenna suitable for UWB applications and UWB Cognitive
Radio systems, where interference avoidance is a key issue.
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Abstract— In this paper, a concept of mode modification to obtain dual band performance
in elliptical microstrip patch antenna has been proposed. Previously, mode modification in rect-
angular microstrip patch antenna was performed by using symmetrical rectangular slots closed
to radiating edges. Symmetrical slots were introduced in rectangular microstrip patch antenna
to lower the resonant frequency of TM030 mode to act like TM010 mode and thus dual band
antennas were successfully modeled. But implementing this concept in elliptical microstrip patch
antenna to obtain dual band performance is a novel idea. The original TM010 mode and the
modified TM030 mode constitute the dual band and two modes show almost similar radiating
properties, with high directivity and gain. The potential application of symmetrical slots in
elliptical microstrip patch may help the researchers to obtain dual band antennas for elliptical
patches. It also leads the way to design multiband antennas using appropriate metamaterials
(ENG or MNG) and using the idea of additional modified modes in elliptical patches also.

1. INTRODUCTION

Dual or multi-frequency operations are quite common in Radar and Satellite communications and
a unique radiating structure is desirable to accomplish these operations. An ideal dual frequency
antenna should have a similar performance in both operating modes in terms of radiating properties
and simultaneous matching [1]. Dual frequency patch antennas provide an alternative to large
bandwidth planner antennas. When the two operating frequencies are far apart, a dual frequency
patch structure can be conceived to avoid the use of separate antennas [2]. Compact microstrip
antennas with dual-frequency operation have attracted much attention. The recent growth of
wireless communication systems has produced a great demand for compact antennas which may
fit inside the handset without protruding out. The most admired structure among the miniature
antennas is the microstrip patch antenna. Microstrip patch antennas provide significant advantages
such as low profile, low weight, relatively low manufacturing cost and polarization diversity & also
planner & can be made conformal to shaped surface [3]. However the limitations like narrow
bandwidth, poor gain, low power handling capacity & low radiation efficiency associated with
conventional patch antennas cannot be ignored [4]. Compact microstrip antennas can be designed
by embedding suitable slots on the radiating patch. The loading can be varied by varying the
length and width of the slot. Slots can be of different shapes and some slots or combination of two
slots on the patch can produce dual frequencies [5, 6]. Among the conventional patch geometries
microstrip patch antennas with rectangular, circular, triangular shapes extensively analyzed. Other
regular shapes of patch geometries are rarely touched upon perhaps due to involvement of difficult
mathematical modeling. For example elliptical patch geometry could not become popular perhaps
due to involvement of elliptical coordinate system & application of Mathieu function in theoretical
analysis [7, 8]. However owing to the advantage of smaller patch size at a given frequency as
compared to rectangular & circular patch antennas, several papers on elliptical patch antenna have
been published [9, 10]. In this paper a microstrip elliptical patch antenna has designed in free
space & its performance has been observed. By loading a pair of narrow slots, an elliptical patch
with dual-frequency operation with original TM010 mode and the modified TM030 mode have been
reported. Commercial electromagnetic simulation package CST Microwave Studio was used for
design & simulation purposes.

2. SLOT LOADING IN ELLIPTICAL MICROSTRIP PATCH ANTENNA

Prior to our work, applying symmetrical slots in a 40 mm × 30mm rectangular microstrip patch
antenna TM030 mode was modified to act like TM010 mode [1]. Slot loaded condition has been
devised to operate the antenna in dual band. The geometry of the slot-loaded elliptical patch
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Table 1: Elliptical microstrip patch antenna measurements for designing.

Ground plane

Elliptical

patch &

substrate

Substrate

height

Substrate’s

relative

permittivity,

εR

Substrate’s

relative

permeability,

µR

Feed

position

Probe

radius

60mm× 60mm
Major axis = 15 mm

5mm 9.8 1
x = 7.5,

y = 0
0.3mm

Minor axis = 11.25mm

Figure 1: Geometry of the elliptical microstrip patch antenna.

Figure 2: S-parameter performance of proposed elliptical dual band microstrip patch antenna.

antenna is given below in the table — Two narrow slots of 1mm are etched on the elliptical patch.

3. PERFORMANCE ANALYSIS OF SLOT LOADED ELLIPTICAL MICROSTRIP
PATCH ANTENNA

This paper presents performance of a dual-band elliptical microstrip patch antenna with symmet-
rical slots. From S-parameter analysis it has been observed that microstrip antenna with elliptical
patch giving dual band resonance frequency at 2.256 GHz and 7.01 GHz with reflection coefficient
of −22 dB and −18 dB respectively.

The radiation patterns found from the simulation (Figures 3 and 4) tells that at broadside
it gets maximum radiation. The directivity and gain of TM010 mode are 5.827 dB and 5.618 dB
respectively. For TM030 mode the directivity and gain are 6.626 dB and 6.161 dB respectively.

From Figure 5, we see that the surface current of TM030 mode is modified to act like TM010
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(a) (b)

Figure 3: (a) 3-D radiation pattern. (b) Polar plot of radiation pattern of TM010 mode (at 2.256 GHz).

(a) (b)

Figure 4: (a) 3-D radiation pattern. (b) Polar plot of radiation pattern of TM030 mode (at 7.01 GHz).

(a) (b)

Figure 5: Surface current densities of (a) TM010 mode and (b) TM030 mode.

mode. The effect of slots on TM030 mode is verified by the high value of surface current density
around slots at 7.01 GHz.
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4. CONCLUSIONS

In this contribution, we have found that using symmetrical slots in elliptical microstrip patch
antenna dual band performance can be obtained. It is realized that with the introduction of elliptical
patch with symmetrical slots, the effective patch size is marginally reduced but the performance of
antenna is significantly improved in both impedance bandwidth and gain. Since the functionality
of microstrip antenna can be maintained with elliptical patch, it could be inferred that the novel
idea of using symmetrical slots in elliptical microstrip patch antenna could be a potential for dual
band and multi-band applications.
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Abstract— In this paper, an idea of radiation pattern modification using symmetrical slots in
an elliptical microstrip patch antenna partially loaded with mue-negative (MNG) metamaterial
has been proposed. Previously, size reduction of conventional elliptical microstrip patch antenna
has been possible by using MNG metamaterial. But the idea of using symmetrical slots to modify
higher modes in such metamaterial loaded elliptical patch antenna is different and a novel concept.
Using this idea novel design of slot loaded elliptical microstrip patch antenna partially loaded with
MNG metamaterial has been introduced successfully. In this paper, slot loaded elliptical patch
antenna partially loaded with MNG metamaterial is theoretically and numerically analyzed.
Actually, this mode modification has been done by MNG metamaterial & newly introduced
symmetrical arc shaped slots with the help of proposed better radiation conditions, relevant
theory of dispersive metamaterial and realistic simulated results. The potential application of
this novel idea is the way to design multiband antennas using appropriate metamaterials (ENG
or MNG) and using the idea of additional modified modes in elliptical patches also.

1. INTRODUCTION

Dual or multi-frequency operations are quite common in Radar and Satellite communications and
they provide an alternative to large bandwidth planar antennas. A unique radiating structure
is desirable to accomplish these operations. Compact microstrip antennas with dual-frequency
operation have attracted much attention. The recent growth of wireless communication systems
has produced a great demand for compact antennas which may fit inside the handset without
protruding out. The most admired structure among the miniature antennas is the microstrip patch
antenna. Microstrip patch antennas provide significant advantages such as low profile, low weight,
relatively low manufacturing cost and polarization diversity [1–4]. However the limitations like
narrow bandwidth, poor gain, low power handling capacity & low radiation efficiency associated
with conventional patch antennas cannot be ignored [2, 3]. Metamaterial based patch antennas may
be the good solutions to meet all these requirements.

Alu et al. [5] has proposed design method to obtain sub-wavelength rectangular patch antennas
using DPS-ENG bi-layer. But it has been shown that such rectangular patches give broadside
null radiation pattern [5, 6]. This has been referred as ‘zero radiation problem’ [7]. Before and
even after the work of Alu et al., several works have been proposed in case of partially loaded
rectangular microstrip patch antenna, but they were without considering the radiation efficiency
of such cavities [6, 8, 9]. It has been predicted that: These rectangular antennas partially loaded
with metamaterial can only be good resonators but may not be good radiators [10]. Later, Jiang
Xiong et al. [11] showed that using MNG metamaterials, modification of conventional TM020 mode
radiation pattern is possible for very large patch antennas. In [12], an algorithm for radiation
pattern modification using metamaterial (for any patch size) has been proposed. Applying that
algorithm of mode modification and the idea of symmetrical slots, a novel design of small elliptical
microstrip patch antenna partially loaded with MNG metamaterial has been proposed here. By
loading a pair of narrow symmetrical slots, an elliptical patch with multi-frequency operation with
original TM010 mode, modified TM0δ0

1 mode due to metamaterial and the modified TM0δ0
2 due to

the symmetircal slots mode have been reported. Commercial electromagnetic simulation package
‘CST Microwave Studio’ [13] was used for design & simulation purposes.

2. NOVEL DESIGN OF SLOT LOADED ELLIPTICAL MICROSTRIP PATCH ANTENNA
LOADED WITH MNG METAMATERIAL

Prior to our work, using MNG metamaterial dual band performance has been obtained [14] by
producing the unconventional plasmonic TM0δ0

1 mode (0 < δ < 1) following the algorithm de-
scribed in [12]. In this contribution, we are using the same algorithm to produce an unconventional



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 543

(a) (b)side view top view

Figure 1: Geometry of the elliptical microstrip patch antenna partially filled with mue negative metamaterial
(MNG).

Table 1: Elliptical microstrip patch antenna measurements for designing.

Ground
plane

Elliptical patch
& substrate

DPS
Substrate

height

DPS Substrate’s
relative

permittivity, εR

DPS Substrate’s
relative

permeability, µR

Feed
position

Feed
radius

60mm× 60mm
Major axis, a1 = 15mm

5mm 9.8 1
x = 7.5,

0.3mm
Minor axis, b1 = 11.25mm y = 0

Figure 2: S-parameter performance of proposed elliptical microstrip patch antenna.

plasmonic TM0δ0
1 mode (0 < δ < 1) along with the modified higher mode TM0δ0

2 mode due to the
symmetrical slot loading. Thus it becomes a triple band antenna with good radiation performance
and S-parameter performance. The geometrical measurements of the slot-loaded elliptical patch
antenna are given in Table 1.

The geometry of the slot-loaded elliptical patch antenna is given in Fig. 1.
The elliptical substrate is composed of two concentric ellipses. The MNG ellipse completely lies

within the substrate, around which the DPS region exists. The major and minor axis radius for the
substrate is 15mm and 11.25mm respectively. The major and minor axis radius for MNG ellipse is
10.67mm and 8mm respectively. The filling ratio (ratio of MNG area to the total substrate area),
Γ = 0.505837 in this case. The relative permeability and permittivity of DPS material (µ1 and ε1)
is 1 and 9.8 respectively. In case of MNG metamaterial, we have used Lorentz model. The reason
is that metamaterials are inherently dispersive and lossy. So, without using dispersive lossy model
(i.e., Lorentz model), the simulated results cannot give proper realistic results.
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Figure 3: Magnetic dispersion: Lorentz model. Figure 4: Polar plot of radiation pattern of TM0δ0
1

mode (at 1.22GHz).

Figure 5: Polar plot of radiation pattern of TM010

mode (at 2.58 GHz).
Figure 6: Polar plot of radiation pattern of TM0δ0

2

mode (at 2.91GHz).

The Lorentz model for MNG metamaterial:

µ2r(ω) = µ∞ +
(µs − µ∞)ω2

0

ω2
0 − ω2 + jωδ

where, µ∞ = 10, µs = 1488, fr = 7853981634 rad/s, δ = 50 MHz. The Lorentz model is shown in
Fig. 3.

3. PERFORMANCE ANALYSIS OF SLOT LOADED ELLIPTICAL MICROSTRIP
PATCH ANTENNA LOADED WITH MNG METAMATERIAL

This paper presents performance of a multi-band elliptical microstrip patch antenna loaded with
MNG metamaterial with symmetrical slots. From S-parameter analysis it has been observed that
microstrip antenna with elliptical patch giving resonance frequencies at 1.22 GHz, 2.58 GHz &
2.91GHz with reflection coefficient of −11.85 dB, −12.39 dB & −17.487 dB respectively. Original
TM010 is located at 2.58 GHz, and two modified modes TM0δ0

1 and TM0δ0
2 are at 1.22GHz and

2.91GHz respectively.
The radiation patterns found from the simulation (Fig. 4, Fig. 5 and Fig. 6) tells that at broadside

it gets maximum radiation. The directivity is 4.383 dB at 1.22 GHz, 6.344 dB at 2.58 GHz and
6.729 dB at 2.91 GHz respectively. So the antenna gives us a satisfactory radiation performance.

4. CONCLUSION

In this contribution, we have found that using symmetrical slots in elliptical microstrip patch an-
tenna loaded with MNG metamaterial, multi band performance can be obtained. It is realized
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that by properly choosing the constitute parameters, following the general idea of better radia-
tion, proper optimization of feed position and with careful introduction of elliptical patch with
symmetrical slots, the effective patch size is marginally reduced but the performance of antenna
is significantly improved in both impedance bandwidth and gain. Since the functionality of mi-
crostrip antenna can be maintained with elliptical patch, it could be inferred that the novel idea of
using symmetrical slots in elliptical microstrip patch antenna could be a potential for multi-band
applications.
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Abstract— Network capacity performance, especially cell edge user average throughput is
compared between 2-path antenna and 8-path antenna schemes in TD-LTE system. Simulation
results show that the 8-antenna has about 30% gain. And when the real construction condition
is unlimited, 8-antenna scheme is a better choice.

1. INTRODUCTION

There are several different transmission modes in TD-LTE system [1]. For transmission mode 7/8,
8-path smart antenna is necessary to implement beamforming, and for transmission mode 2/3,
2-path antenna can also work well. Considering the engineering factors, such as antenna size,
antenna weight, the 8-path antenna is more difficult to build than 2-path antenna during the real
network deployment; while the cell edge user data rate performance maybe better than the latter.
Therefore, performance comparison between 2-path and 8-path antenna is an important problem
and the comparison results will be an important technical basis for choosing the proper antenna
scheme during the network deployment.

This paper addresses the planning of TD-LTE cellular radio networks for data services, enabling
the evaluation of the network capacity performance, such as cell edge user data rate with different
antenna scenarios. The modeling schemes of TD-LTE key techniques are proposed and developed
to finish the research. Such schemes are also embedded in ANPOPr radio network planning tool.

The simulation results show that, when the ICIC (Inter Cell Interference Cancellation) function
is off, cell edge user data rate with 8-path antenna is 32.4% higher than that with 2-path antenna;
and this is also met with the field test results. When the ICIC function is on, the gain is down to
28.8%. It shows that ICIC can also enhance the ability of cell edge interference cancellation in the
2-path case. So we can draw an conclusion from the simulation results that 8-path antenna is a
better choice for TD-LTE system, when the real construction condition is unlimited. This research
is very important for construction of the large scale TD-LTE network.

The rest of the paper is organized as follows: In Section 2, the modeling schemes of TD-LTE
key technique are introduced. Section 3 gives a brief presentation of the structure of the simulator.
Evaluation assumption and simulation results are presented and analyzed in Section 4. Finally,
some conclusions about choosing the proper antenna scheme are drawn in the Section 5.

2. SYTEM MODEL

The starting point of the model is a given TD-LTE radio network deployment. The goal is to
determine the cell edge user average throughput and cell average throughput with different antenna
schemes. So first of all, a reasonable simulation model of TD-LTE should be proposed. AMC,
OFDM, MIMO, Packet Scheduling, ICIC, Downlink Power Assignment and Uplink Power Control
are the key techniques of TD-LTE system. In TD-LTE system, radio resource block, time slot,
power and antenna are all radio resources which can be allocated according to the instantaneous
channel conditions. A static simulation method is basically used as the TD-LTE system simulation
algorithm.

Similar with HSDPA system [2], AMC is modeled through the process diagram which shows in
the Figure 1. The SINR can be calculated or measured for any point in the network, and also at
which the most efficient transport block can be achieved by lots of link level simulations; and then
the transmission throughput can be calculated accordingly. So, the following mapping Table 1 can
be pre-configured in the simulation tool to evaluate the AMC performance.

For packet scheduling, the multi-user gain of the network throughput can be achieved because
the TD-LTE system can always schedule the special UE which has the proper channel quality
condition to transmit. But for the static simulation, its time independent feature is incompatible
with the time related character of packet scheduling. And dynamic simulation is time-assuming for
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Table 1: Transport block mapping table.

Transport Block Size for one RB at different MCS Channel Model SINR (dB)
TBS1 PA,VA .etc a

TBF. . . . . . . . .

SINR Calculation

Look up the mapping table

Choose MCS and Calculate Data 
Rate for one RB

RB allocation according to traffic 
requirement and interference update

UE generation

Figure 1: The working procedure of AMC.

UE Generation

Determine the Best Server

UE Scheduling

SINR Calculation for UE and 
Determine the Transport Block 

 Radio Resource Allocation

Statistics

Figure 2: Simulator diagram of TD-LTE.

the planning work of a real network which has thousands of E-NodeBs. Considering the complexity
of the implementation, the method in paper [2] is used in this research.

Static ICIC is also studied in this paper, the user at the cell edge can only use part of the
radio resources. In ideal cell structure, the interference among the neighbor cells can be reduced
efficiently when the radio resources are divided into three groups. But in real environment, the
number of the groups may be larger than three to cancel the inter-cell interference, and it should
be investigated to find an optimal value. And how to determine that the user is at cell edge should
also be studied. In this research, the difference between the received power of the best server and
that of the second best cell is used as the index to justify whether the user is at cell edge or not.

In 3GPP Release 8, there are seven kinds of transmission mode, but the transmission method
of one dedicated user can only be chosen from diversity, multiplexing and beamforming at one
time. And for the cell edge user, it only can be chosen from diversity and beamforming. Thus the
performance comparison between 2-path and 8-path antenna is essentially the cell edge performance
comparison between diversity and beamforming, and then diversity is used in the 2-path antenna
scenario while beamforming is used in the 8-path antenna scenario.

From the description above, the TD-LTE is modeled in the static simulation successfully. The
simulation procedure is introduced in the next section.

3. SIMULAITON DIAGRAM

All the algorithms above are implemented in the simulation tool ANPOPr. The basic blocks of
the simulator are Geographical Information System (GIS), Coverage prediction, user generation
and Monte Carlo simulation.

The simulation diagram is shown in Figure 2. In the UE generation block, the TD-LTE UE is
distributed according to some real traffic distribution map. The best server is determined through
RS received power level of the UEs’ position. For one SNAPSHOT, the UE is scheduled according
to the selected scheduling method. And then, the number of allocated Radio Blocks and the selected
MCS of the UE is determined iteratively according to the interference level of the network and the
UE position. The transport block is chosen through the look-up table when the SINR is calculated,
and then the throughput of the user can be decided. The cell edge throughput can be statistically
achieved by a lot of snapshots.

Detailed simulation parameters are shown in the next section.
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4. SIMULAITON PARAMETERS AND RESULTS

Performance comparison between different antenna schemes is the major task of this paper. Consid-
ering the practical application scenarios, the 2-path and 8-path antennas are both dual-polarized,
and the antenna gain and antenna pattern used in the simulation are the same with which used
in the real networks. The performance comparison between 2-path and 8-path antenna schemes is
respectively evaluated with and without the static ICIC function in the dense urban area, which
has 340 base stations shown in Figure 3.

And the diversity is applied in 2-path case, while beamforming is applied in 8-path case. The
antenna gain pattern for 2-path antenna is shown in Figure 4, and the broadcast beam and traffic
beams of different angles for 8-path antenna are shown in Figure 5.

The other simulation parameters are shown in Table 2.
The simulation results are listed in Table 3.
The simulation results show that, when the ICIC function is off, cell edge user data rate with

8-path antenna is 32.4% higher than that with 2-path antenna. When the ICIC function is on, the
gain is down to 28.8%. It shows that ICIC can also enhance the ability of cell edge interference
cancellation in the 2-path case.

So we can draw an conclusion from the simulation results that 8-path antenna is a better choice
for TD-LTE system, when the real construction condition is unlimited. This research is very
important for construction of the large scale TD-LTE network.

Table 2: Detailed key simulation parameters.

Parameter Value
Subframe Congifuration (UL :DL) 2 : 2
Special Subframe Configuration 10 : 2 : 2

ICIC threshold (dB) 6
Radio Resource Sub-Groups at cell edge 4

Scheduling Algorithm Proportional Fair
Number of Scheduled User in a TTI 5

Table 3: Simulation results.

Cell edge user average throughput (kbps) 8-path 2-path gain
Without ICIC 764.5 577.1 32.4%

With ICIC 820.3 636.8 28.8%

Figure 3: E-NodeB distribution. Figure 4: Antenna gain pattern for 2-path antenna.
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Figure 5: Antenna gain patterns for 8-path antenna.

5. CONCLUSIONS

The transmission method of the cell edge user is the mainly difference between 2-path and 8-path
antenna scheme for TD-LTE system. So this research focused on the cell-edge user throughput
with and without ICIC. Using the radio network plan tool ANPOP, the performance is evaluated.
Simulation results show that the 8-path antenna has obvious throughput gain, and when the real
construction condition is permitted, the 8-path antenna should be preferred to choose.
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Abstract— This paper presents a frequency reconfigurable printed antenna obtained from the
modification of a simple ultrawideband (UWB) design. The initial UWB version is based on a
patch with round corners, for smoother current flow, and a microstrip-line feed. The ground
plane is partial and rectangular in shape. The used substrate is a Rogers RO3203 board with
εr = 3.02 and a height of 1.52mm. A narrowband (NB) antenna is obtained by incorporating a
rectangular split-ring slot in the ground plane of the UWB design, below the feed line, and by
introducing a narrow gap into its feed line. The ground slot acts as a complementary split-ring
resonator (CSRR), which resonates and creates a band notch around its resonance frequency.
The feed gap acts as a capacitor, which transforms the CSRR’s band rejection behavior to a
band pass one. The position of the CSRR split affects its notch frequency, and consequently
the resonance frequency of the NB antenna. Frequency reconfigurability is thus obtained by
mounting electronic switches at several locations over the CSRR, and activating one switch at a
time, to represent the split.
A prototype with two switches is fabricated. The measured reflection coefficient is in accordance
with the simulations, which show frequency reconfigurability over two bands. More bands can
be made operable by using more switches at optimized locations.

1. INTRODUCTION

Historically, antennas have been static devices with constant operational characteristics that re-
main unchanged once the antenna design is finalized. This started to change with the advent
of microelectromechanical system (MEMS) components, which have made it easier to create dy-
namic radiators that can be reconfigured during operation. These reconfigurable antennas have
the ability to dynamically adjust their frequency of operation, radiation patterns, polarization, and
other parameters. They are robust in their support for multi-standard wireless communications
systems with a single antenna, their compactness, and their resistance to jamming and co-site in-
terference [1]. Frequency reconfigurable antennas, which are the most widely researched type, have
out of band rejection. Compared to multiband or wideband antennas, they do not require highly
efficient noise filters to be used, and thus the cost of the overall system is reduced [2].

Reconfigurability is obtained when the current path on the radiator surface is dynamically
changed. This is usually done using MEMS or other switching components such as PIN diodes.
In [3], the authors propose a pattern and frequency reconfigurable microstrip antenna based on a
single-turn square spiral shape. Several fractal-shaped reconfigurable antennas are surveyed in [4].
Recently, a cedar-shaped frequency reconfigurable antenna has been proposed in [5].

In this paper, a modification to a simple UWB antenna is used to produce a frequency reconfig-
urable antenna. The next section describes the antenna geometry. Section 3 presents the obtained
results, and a conclusion is given in Section 4.

2. ANTENNA CONFIGURATION

The configuration of the proposed antenna is shown in Fig. 1. It has a rounded patch, which allows
for a smooth current flow leading to better matching, and a partial rectangular ground plane.
These two techniques, the round corners and the partial ground, are employed to obtain a UWB
operation. The Rogers RO3203 material, with εr = 3.02, is used for the 1.52 mm-thick substrate.
The detailed dimensions are shown on the figure.

Modifications are made to the basic UWB configuration to obtain a reconfigurable relatively-
narrowband design: 1) a narrow gap is introduced in the feed line, 2) a rectangular split-ring slot
is incorporated in the ground plane below the feed line, and 3) electronic switches are mounted
at several locations over the ground slot. The prototype presented in this paper has two switches
only. The ground slot acts as a single-ring complementary split-ring resonator (CSRR). CSRRs
are used for the synthesis of negative-permittivity media. They are known to create band notches
around their resonance frequency. In [6–8], they have been used in the design of antennas with
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reconfigurable band rejection for possible application in UWB cognitive radio. The feed gap acts as
a capacitor, which transforms the band stop behavior into a band pass one. The idea of using such
gaps to make the band-stop to band-pass transformation is used in [9], where the authors surround
their band-notching element, a T-shape feed slit for instance, with two gaps. In the design we
present here, the band rejection mechanism is due to a CSRR implemented in the ground plane
instead. In this case, one gap, placed centered above the CSRR in the feed line, is proven to offer
the same transformation effect. The location of the CSRR split is crucial to determining its band of
rejection. Changing the position of the split moves the notch to a different band, and with the feed
gap present, the obtained relatively-narrowband resonance is also changed to a different frequency.
Using switches across a ring slot to act as splits, and controlling these switches to choose which is
active and which is not, lead to frequency reconfigurability of the design in Fig. 1.

3. RESULTS AND DISCUSSION

Without the feed gap and the ground CSRR, the antenna offers UWB operation. A prototype of
the UWB version is fabricated, and its reflection coefficient S11 is measured. The measured and
simulated reflection coefficient plots are shown in Fig. 2. A UWB response covering the 2.5–9GHz
range, and adequate similarity between measured and simulated results are shown. The simulations
are done using Ansoft HFSS [10].

(a) (b)

Figure 1: Reconfigurable narrowband antenna configuration: (a) top view and (b) bottom view.

Figure 2: Measured and simulated S11 of the UWB antenna.
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(a) (b)

Figure 3: Photo of the reconfigurable
antenna prototype: (a) top view and
(b) bottom view.

Figure 4: Measured and simulated S11 of the reconfigurable an-
tenna.

(a) 5.7 GHz (b) 7 GHz

Figure 5: Normalized radiation patterns in the H-plane (red line) and the E-plane (black line with symbol).

A prototype of the reconfigurable design is also fabricated and tested. Its photo is shown in
Fig. 3. With two switches used in this prototype, two switching cases are of interest: Case 1,
where Switch 1 is ON and Switch 2 is OFF, and Case 2 where opposite switching is used. A
hardwired connection is used when a switch is ON, and removed when it is OFF. The carried
simulations indicate that for a certain switching state, the resulting resonant frequency depends on
the dimensions of the CSRR, which dictate its notch frequency, and on the width of the feed gap,
which relates to the capacitance value. For the dimensions shown on Fig. 1, the obtained measured
and simulated S11 plots are given in Fig. 4. For Case 1, the antenna is operable in the 5.2–5.8 GHz
range. For Case 2, the antenna resonates at 7 GHz.

The normalized H-plane and E-plane radiation patterns are plotted in Fig. 5, for 5.7 GHz and
7GHz. Since the antenna is the printed-monopole type with a partial ground plane, omnidirectional
patterns, with equal gain in the H-plane, are expected. The ground slot has little effect on the
radiation patterns, comparing them to the patterns of the original UWB design. At 5.7 GHz, the
obtained peak gain is 5.5 dB. At 7 GHz, the peak gain is 4.75 dB.

The positions of the two switches can be altered to have the resonances at two different fre-
quencies, and more switches can be embedded over the CSRR, at optimized locations, to obtain
reconfigurability over additional bands of interest. Having the switches in the ground plane makes
it easier to bias them with little effect on the antenna characteristics.
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4. CONCLUSION

A simple frequency reconfigurable antenna was presented in this paper. Starting with a UWB an-
tenna, a CSRR was added to the ground plane below the antenna’s microstrip line. Incorporating
a gap in this line transforms the band stop characteristic of the CSRR into a band pass one. The
obtained band pass frequency depends on the location of the CSRR’s split. Using switches to rep-
resent several possible split positions, frequency reconfigurability was made possible by controlling
these switches.

A prototype with two switches was fabricated and tested. In addition to operation over one of
two selective bands, the design showed good radiation patterns and gain figures. There was clear
agreement between the measured and simulated results. The inclusion of additional switches is
possible to obtain more bands of operation.
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Abstract— This paper proposes a novel dual polarized omni-directional indoor antenna, which
can be used as multi-input multi-output (MIMO) antenna in LTE system. The vertical dipole
covers from 0.8 ∼ 3GHz and the horizontal dipole covers GSM1800, TD-SCDMA, wireless local
area network (WLAN) and long term evolution (LTE) systems. This indoor antenna has been
experimented in MIMO systems for the WLAN system and LTE-TDD scale testing network
separately. Based on the experiment, the cumulative distribution function (CDF) curve of Timing
offset between uplink and downlink radio frames, reference signal received power (RSRP), signal
to noise ratio (SNR) and throughput of downlink and uplink are studied, compared with single-
input single-output (SISO) system.

1. INTRODUCTION

In radio, multiple-input and multiple-output is the use of multiple antennas at both the transmitter
and receiver to improve communication performance. The 3rd generation partnership project
(3GPP) has launched the study item of the long term evolution (LTE) system. MIMO technology
has attracted attention in wireless communications, because it offers significant increases in data
throughput and link range without additional bandwidth or increased transmit power. Because of
these properties, MIMO is an important part of modern wireless communication standards such as
IEEE 802.11n (Wifi), 4G, 3GPP LTE, WiMAX and HSPA [1, 2].

China Mobile Communications Corporation (CMCC) have made progress for the TD-LTE sys-
tem through LTE scale experimental network. This paper proposes a novel dual polarized omni-
directional indoor antenna, which can be used as multi-input multi-output (MIMO) antenna in LTE
system. The vertical dipole covers from 0.8 ∼ 3GHz and the horizontal dipole covers GSM1800,
TD-SCDMA, wireless local area network (WLAN) and LTE systems.

2. CONFIGURATION OF INDOOR MIMO ANTENNA MODEL

In MIMO systems, a transmitter sends multiple streams by multiple transmit antennas. The
transmit streams go through a matrix channel which consists of all NtNr paths between the Nt

transmit antennas at the transmitter and Nr receive antennas at the receiver. Then, the receiver
gets the received signal vectors by the multiple receive antennas and decodes the received signal
vectors into the original information. A narrowband flat fading MIMO system is modelled as [3]

Y = Hx + n (1)

where Y and x are the receive and transmit vectors, respectively, and H and n are the channel
matrix and the noise vector, respectively. The system is shown in Figure 1.

The MIMO antenna is regarded as a multi-port microwave network. The incident wave and
reflected wave relationship is given below [4]

[
ā(N×1)

b̄(∞×1)

]
= S ·

[
a+

(N×1)

b+
(∞×N)

]
=

[
Saa(N×N) Sab(N×∞)

Sba(∞×N) Sbb(∞×∞)

]
·
[

a+
(N×1)

b+
(∞×N )

]
(2)

Referring to information theory, the ergodic channel capacity of MIMO systems where both the
transmitter and the receiver have perfect instantaneous channel state information is [5]

Cp−CSI = E
[

max
Q;tr(Q)≤1 log2 det

(
1 + ρHQHH

)]
= E[log2 det(1 + ρDSD)] (3)
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Figure 1: MIMO antenna channel model.

(a) (b)vertical element horizontal element

Figure 2: Structure of the dual-polarized antenna.

where ()H denotes Hermitian transpose and ρ is the ratio between transmit power and noise power
(i.e., transmit SNR). The upper bound of SINR of the mobile receiver for a cell with K users is
obtained as follows [6]

SINRk =
det[H−1

k Hk]
σ2

vk
1

+ σ2
vk
2

(4)

Under the Gaussian approximation [7], the bit error rate (BER) can be written with the SINR as

BER
k = Q

(√
SINRk

)
(5)

where Q(·) is Gaussian approximation function.

3. SIMULATION AND ANALYSIS OF DUAL-POLARIZED INDOOR ANTENNA

The Figure 2 shows the vertical polarized and the horizontal element of the antenna. The horizontal
polarized element is formed with four folded dipoles which are rotating feed, and the vertical
polarized element is formed with the inverted-cone monopole and the bottom board. Because the
horizontal polarized element and vertical polarized element are coaxial, which can decrease the
interplay, reduce the interference, and increase the isolation each other.

The frequency range of the dual-polarized antenna as shown in Figure 2 covered 824 ∼ 960MHz,
1710 ∼ 3000 MHz by vertical polarized element and covered 1710 ∼ 2700MHz by horizontal polar-
ized element. The simulations of the antenna pattern are shown in Figure 3.

From the simulation and analysis, the non-circularity of the dual-polarized antenna is lower than
±1.5 dB.

4. PERFORMANCE EVOLUTION OF INDOOR MIMO TESTED

4.1. Indoor LTE MIMO System Tested
In order to clarify the basic characteristics of our indoor MIMO tested, we have conducted mea-
surements and indoor environment. Figure 4 shows the single and dual channel indoor distribution
systems.

For the indoor LTE system tested, there are two environments respectively shown in Figure 4.
The Figure 4(a) shows the single channel indoor distribution system and the Figure 4(b) shows the
dual channel indoor distribution system.
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(a) vertical polarization (b) horizontal polarization

Figure 3: Pattern of the dual-polarized antenna.

(a) (b)

Figure 4: (a) Single channel indoor distribution system. (b) Dual channel indoor distribution system.

Figure 5: Dual polarized antenna CDF curve in middle section.

Antenna signal correlation can be used to solve pattern relationship. Figure 5 shows the dual
polarized MIMO antenna NTA CDF distribution curve in midpoint region.

Figure 6 shows downlink throughput of six equipment manufacturers (EM) in LTE scale exper-
imental network test. Several RRU should be integrated for same distribution system to save the
network construction cost. Different frequency network could be recommended if several cells exist
in same distribution system carrier bandwidth of 20 MHz.
4.2. Indoor WLAN MIMO System Tested
In order to verify the 802.11n WLAN performance based on MIMO systemthe wireless signal
strength test, signal to noise ratio test, ping test, AP configuration check and interference test and
FTP test are implemented. Figure 7 and Figure 8 respectively show the dual polarization 2 × 2
MIMO 40 M mode uplink and downlink throughput.
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Figure 6: Downlink throughput for same or different frequency network.

Figure 7: Uplink throughput in 40 M model 2 × 2
MIMO system in middle section.

Figure 8: Downlink throughput in 40M model 2× 2
MIMO system in middle section.

5. CONCLUSION

The system capacity and correlation of indoor WLAN system and LTE system are analyzed in this
paper, comparation of SISO and MIMO system is tested. The test shows that transmitting power
of terminal of dual channel MIMO antenna system can be reduced t using multipath effect, improve
the downlink throughput, and SNR and anti-interference ability are improved obviously.
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Abstract— The High Altitude Platform System (HAPS) which will provide a worldwide con-
nectivity in wireless networks operates in 5850–7075 MHz spectrum endorsing the safety of pri-
mary services such as terrestrial systems (TS). The suppleness and innate characteristics of HAPS
made it a trustable system that can adapt itself to operate as a secondary system in this allot-
ment. To efficiently develop the restricted resources of the radio spectrum, the spectrum has to
be divided into sub-channels to be reused. This paper offers the status of a feasibility study on
the Dynamic Channel Assignment (DCA) in the mentioned band. In contrast to other mitigation
techniques, the DCA technique is likely to evade either causing or accepting interference from/to
TS by seeking for a part of a spectrum that is vacant so far; hence, sensing carriers transmitted
from TS is the most critical issue in this technique. In this paper, a computer simulation is dis-
pensed to assess the effect of deploying the HAPS as a secondary activated system that shares the
band with TS. The paper utilizes the DCA scheme to mitigate the interference caused by HAPS
into TS in order to share the spectrum between the two services. Additionally, the possibility of
assigning DCA and the ability of sensing signal a victim time by the HAPS gateway (HAPSGS)
with separation distance of up. 6 km is proven In order to enhance the DCA performance, the
sensing threshold level is diminished from 1dB to 0.3 dB. Accordingly, the feasibility of DCA
improved from 6 km to 7 km far from the urban edge of coverage (EOC) area of HAPS.

1. INTRODUCTION

A novel broadband telecommunication system has been anticipated for stipulation of fixed and mo-
bile services known as the High Altitude Platform System (HAPS) [1]. The HAPS is located in the
stratospheric layer at altitudes between 17 and 50 km from the ground. The International Telecom-
munication Union (ITU) has allocated a pair of 80 MHz of spectrum for HAPS in 5850–7075MHz
band to be shared on a non-destructive basis with terrestrial service (TS) for this service [1, 2]. As
a complementary network to TS, HAPS has a brilliant role in telecommunication infrastructure [3].
It should be mentioned that rain attenuation is sensibly insignificant for frequencies trifling than
10GHz [4]. Hence the TS face less amount of propagation attenuation in 5850–7075MHz band.
Since the TS operate in the spectrum range between the spectrum from 5850 MHz to 7075 MHz, the
compatibility between the HAPS and TS services is improbable. Hence, the tolerable interference
level from HAPS has to respect the essential sharing allowances of previously allocated systems.
Thus the interference mitigation is one of the most essential issues to enhance the HAPS-based
networks [5]. Applying the dynamic channel assignment (DCA) technique in HAPS service, scru-
tinizes the status of frequency use of TS and assigns the non-use frequency channel for HAPSGS
communication link. Earlier works [6, 7] proposed some channel assignment algorithms for the
DCA technique. Among them, [6] combined the frequency division multiple access (FDMA) and
the time division multiple access (TDMA) and to utilize them in DCA algorithm, while the novelty
of [7] was in forming grid-loops. Study [8] has scrutinized the feasibility of sensing the carriers at
HAPSGS from fixed services (FS) in the frequency band 31 GHz and 28 GHz. Interference from
the fixed satellite service (FSS) in uplink (UL) and from the HAPS downlink (DL) communication
to the Earth Exploration Satellite Service (EESS) has been also evaluated. Our work differs from
previous work as we utilized the 5.8 GHz band in which the rain attenuation can be ignored. Hence
our study investigates the sharing scenario for tropical areas and regions with heavy rain.

2. SYSTEM MODEL AND PARAMETERS

We assumed a single HAPS airship (HAPSAS) situated in stratosphere utilizing multi-beam array
antenna operating with HAPS gateway (HAPSGS). The Urban Area of HAPS coverage (UAC)
contains the sub-platform point known as Nadir Point (NP). The NP is located at the center of
the HAPS coverage area. In our study, the NP is considered as a starting point in the sharing
scenario. The HAPSGS is fixed 36 km away from NP (i.e., located at EOC) causing interference
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Table 1: System simulation parameters [8].

Parameters HAPS TS
Transmit power (dBm) −22 −4

Antenna pattern Resolution 221 (Rev.WRC07) ITU-R.F.699
Transmit feeder loss (dB) 4.1 3

Frequency (GHz) 5.7 5.7

to TS. To achieve the most sympathetic compatibility results, the highest value mentioned in the
Table 1 for transmit power has been considered here in conjunction with the highest value of the
gain of HAPS. Assumed characteristics for the UL transmission are given in Table 1.

Tolerable interference to noise ratio level of −10 dB with respect to the interference threshold
level of −147 dB is assumed. The interference to noise ratio (INR) amount depends on the azimuth
of the main beam axis.

3. METHODOLOGY

Our study methodology considers the INR of the TS that moves in diminutive steps of 1 km along
the shortest path between EOC and NP. We assume the interference threshold value of −147 dB
in order to find the results of the safe separation distance away from HAPSGS. Since the HAPS
and TS sharing the same frequency band, the DCA technique could be an effective mitigation
method to search the non-utilized frequency channel not to give nor receive interference from/to
TS/HAPS. In applying the DCA technique, the HAPSGS uses its frequency monitoring function
to scrutinize the availability of TS with which frequency sharing is done and finally dispenses the
relevant channel for communication link. To enlighten, the methodology is divided and described
in three steps. In the first step, the HAPSGS must sense the carrier from TS. Second step is to
find the raised noise level from HAPSGS at TS. Finally the DCA technique will be applied and the
HAPS will operate in the non-used channel.

The interference I (dBm) signal power at the TS is obtained from the following equation:

I = PH + GH + GT − PLH (1)

where PH (dBm) is transmitted power GT (dBi) is the gain of TS from HAPSGS, GH (dBi) is the
gain of HAPSAS and the PLH (dB) is the free space path loss calculated as:

PLH = 92.4 + 20 log(f) + 20 log(d) (2)

where f (GHz) represents the frequency and d (km) stands for the propagation path’s length
between interferer and the sufferer.

In order to assess the interference, the INR level at the TS is found as:

INR = I −N (3)

where N (dBm) is the noise floor of the TS.
The following formula (3) inspects the sensing level of transmitted signal of victim based on the

separation distance between TS and HAPSGS.

PGS = PTS + ATS − PLH + AGS − 10 log(B) (4)

where PGS (dBm) represents the transmit power from HAPSGS, PTS (dBm) stands for the transmit
power from TS, ATS (dBi) is the antenna gain of TS and AGS (dBi) antenna gain of HAPSGS.

4. RESULTS AND DISCUSSION

The simulation re results shows that the TS faces a sever interference from HAPSAS when located
at the NP. Moreover, the minimum horizontal separation distance of 14 km from NP is necessary to
mitigate the interference as depicts in Figure 1. Figure 2 shows the ability of HAPSGS in sensing
the transmitted signal of TS in order to detect the channel in use by TS. As result illustrates, the
HAPSGS can only sense TS signals when TS is located up to 6 km away from HAPSG (i.e., 30 km
away from NP).
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5. CONCLUSION

The feasibility of DCA in HAPS-based system operating in 5850–7075 MHz band is investigated.
The results obtained from the initial performed simulations, shows that in spite of possibility of
existing interference from HAPSGS in a distance between 18 km to 30 km away from NP. Moreover,
the HAPSGS is capable of sensing signal of TS up to 6 km away from its own location. The
comparison with the coordination distances previously proposed for TS illustrates that DCA is
feasible up to 6 km away from EOC of HAPS. In our analysis, the sensing threshold level of 1 dB
was employed. However this amount can be reduced in order to enhance the obtained result. Out
suggested methodology can be a basis to improve the sharing and coexisting of HAPS and TS in
UAC of HAPS.
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Abstract— The development of sharing spectrum between High Altitude Platform System
(HAPS) and Terrestrial System (TS) in the 5.8GHz band is the paper main aim. This paper
focuses on Automatic Transmitting Power Control (ATPC) as an interference mitigation scheme
capable of utilizing the spectrum sharing between the HAPS and TS operating in the 5.8GHz
band. We employ the ATPC as a fundamental mitigation technique that can reduce the trans-
mission power from a HAPS airship (HAPSAS) or HAPS gate station (HAPSGS). Although
customarily, the ATPC techniques have been utilized to conflict rain attenuation by increasing
or decreasing the transmission power, we utilized it to mitigate the co-channel interference (CCI)
from HAPS into the TS, since both systems operate in the spectrum below the 11 GHz band
with negligible rain attenuation. Hence, deep discussion on the interference analysis procedure
and interference mitigation possessions from both HAPSAS and HAPSGS is done. Our paper
presents the performance of an ATPC in a sharing scenario containing HAPS and TS operat-
ing in the same frequency band. The performance of the TS system is evaluated based on the
Interference-to-Noise Ratio (INR) level. Accordingly, results show that the adjusted power be-
tween −46.1 and −13.67 dBW/MHz is required for HAPS to achieve the coexistence with TS at
5.8GHz band. Our results can enhance the spectrum sharing between the two services, and thus
the spectrum can be utilized more efficiently.

1. INTRODUCTION

The High Altitude Platform System (HAPS) is an innovative delivery platform or airship (manned
or unmanned) [1] with emphasized position in telecommunication infrastructures [2]. Since HAPS
operate in the stratosphere, its brilliant spatial position enables it to offer a much more ample
coverage area than the terrestrial system (TS). The complementary way of communications between
HAPS and TS leads to interference increment between the two systems in the same frequency band.

In order to enhance the coexistence of HAPS based communication systems and decrease the
interference level between them, it is necessary to deploy a proper mitigation technique. In case of
HAPS and TS spectrum sharing, the Automatic Transmitting Power (ATPC) is one of the inter-
ference mitigation candidates. The ATPC is an essential way of avoiding redundant transmission
power of the signal to the victim. Recently several types of power control techniques have been
premeditated based on the estimation of the received power [3].

Since the spectrum frequency of the 5850–7075 MHz band is first allocated for TS and other
FS systems, the operation of HAPS in this band should not cause additional interference with
these systems. Hence, the primary services must be protected from the harm of interference of
the prospective secondary services [4]. Conventionally, the ATPC techniques have been utilized in
microwave radio links to struggle with the rain attenuation. In the beginning, the link is deliberated
such that the transmission power is adequately bulky to accomplish a given quality of service. Then
the transmit power will be increased gradually due to the attenuation experienced [3]. The ATPC
is defined as a process of diverging the transmit power in a microwave link to preserve the desired
restricted service license [5]. The IEEE 802.16 mulls over ATPC applications in fixed wireless
networks [6]. The Federal Communications Commission (FCC) synchronized the convention and
restrictions of ATPC techniques point to point wireless systems over higher frequency bands [7].

2. SHARING SCENARIO

The sharing scenario of this study is based on a single HAP positioned at the altitude of 21 km
above its sub platform point known as Nadir Point (NP). Single TS located within the urban area
of coverage (UAC) of the HAPS. The HAPSGS is located at the edge of coverage (EOC) of HAPS.
An assumption in our study is extracted from [8] in which range of acceptable Equivalent Isotropic
Radiated Power (E.I.R.P) is determined based on different elevation angles. Figure 1 shows the
sharing scenario between the HAPS and TS in urban areas.
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Figure 1: Sharing scenario between HAPS and TS in UAC.

Table 1: The HAPS and TS parameters.

Parameters HAPS TS
Transmitter power (dBm) −22 −4

Antenna gain (dBi) 30 15
Coverage (km) 0.5 36

Simulation environment Urban
Frequency band (GHz) 5.7

Bandwidth (MHz) 11
INR (dB) −10 (ITU-R F.1094)

Noise figure (dB) - 4 [10]
Noise power (dBm) - −139.98 [10]

Since the spectrum sharing is proscribed in a noise restricted manner, the INR threshold level
of −10 dB [9] is presupposed in this study. The adroitness expanses between operations areas
of systems are delineated by INR level. Sharing spectrum absorbed lots of attentions and still
researches are under consideration to find a more liberal way of sharing. In order to cover the
whole UAC, the off-axis angle of HAPS varies between 0 and 60 degrees from NP. The first district
contains the off-axis angle range of zero to twenty degrees; the second group incorporates off-axis
angles of twenty to forty three degrees, and the last district contains the off-axis angles from forty
three to sixty degrees. Accordingly, a specific level of E.I.R.P dedicated to each group defined as
follows:

• the E.I.R.P range between −0.5 dBW/10 MHz and 0 dBW/10 MHz considered for the first
district;

• the E.I.R.P. should be fulfilled with the range between 0 dBW/10MHz and 2.1 dBW/10 MHz
in the second category and;

• the E.I.R.P. should be abided by range between 2.1 dBW/10MHz and 0.5 dBW/10 MHz [8].

The imperative system parameters for both HAPS and TS are summarized in Table 1.

3. METHODOLOGY

The acceptable level of INR is the main parameter utilized in this paper to evaluate the performance
of the system. Accordingly, it is the reference to apply the proper adjusted power to reduce the
interference level from HAPS to TS. HAPS transmit power must be adjusted in accordance with
principles in which the interference is acceptable between the HAPS and the TS. In the methodology,
an assumption has been considered to make the results base on practical situation; since the 5850–
7075MHz band is primarily allocated for TS, the HAPS is the new technology that will occupy a
frequency that is adjacent to the TS, and will cause interference.

The first step in the compatibility calculation is to activate the TS and assume there are no
HAPS services to cause interfere. After a while, the HAPS is activated and starts to transmit with
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its highest transmit power. The HAPS activation will cause degradation of performance to the
TS; hence the INR is calculated based on three steps [11]; First to calculate the interference from
HAPS into TS, second to compute the noise level of the TS receiver, and third we find the INR
level of the receiver in order to extract the required adapted to transmit power from HAPS. In the
following sub-section, each of the above steps is described in details.

3.1. Calculation of the Interference from HAPS to TS

The following equation evaluates the interference level I (dBm) from the HAPSGS or HAPSAS
into the TS:

I = PH + GH + GT − PLH (1)

where PH (dBm) is the transmitted power from HAPS. GT (dBi) is the gain of TS, GH (dBi) is
the gain of HAPS and the PLH (dBm) is the free space path loss calculated as follows [14]:

PLH = 92.4 + 20 log(f) + 20 log(d) (2)

in which f (GHz) is the operating frequency, d (km) is the distance between HAPS and TS.

3.2. Calculation the Noise Power (dBm)

The Noise level N (dBm) is expressed as:

N = −114 + 10 log(BW ) + NF (3)

where NF (dB) and BW (MHz) represent noise power and bandwidth respectively.

3.3. Evaluates the INR Level at the TS

Since the INR level determines whether the transmitted power of HAPS needs to be adjusted or
not, the INR level at the TS receiver antenna is calculated as:

I/N = I −N (4)

After comparing the results with the interference threshold, the adjusting of the interference level
is applied; at this stage, if the INR level is less than −10 dB, the transmitted power from HAPS
needs no adjustment. Contrary if the INR is above −10 dB, then first interference level must be
adjusted based on the following equation:

Iadj = INRdesired ×NF (5)

where Iadj is the acceptable interference level and INRdesired.
The HAPS has to transmit with newly adjusted power by the following equation:

Padj = Iadj/GH(O)GT (Q)PLH (6)

in which GH(O) (dBi) is the gain of HAPS at an angle of O degree away from bore sight and GT (Q)
(dBi) is the gain of TS at angle Q degree away from its bore-sight.

4. RESULTS AND OBSERVATIONS

Figure 2 shows the obtained epitomized results when applying the ATPC with respect to E.I.R.P
restrictions and finding the adjusted required power. Additionally, Figure 2 depicts the required
adjusted power for HAPSGS. It is shown that at least a power of −46.1 dBW/MHz is necessary
for HAPSGS to mitigate its harmful interference effect. Moreover, the HAPSGS can operate at
the maximum transmit power of −19.26 dBW/MHz when TS is located at the NP. Accordingly,
when TS is located closer to the EOC, the transmit power from HAPS must be reduced. This
reduction process continues till TS locates at the EOC, and the transmit power is reduced to
−46.1 dBW/MHz.

As illustrated in Figure 3, the increment of about 10 dBW/MHz is observed in power adjustment
procedure in one cycle. A separation distance of 36 km away from the NP proves to be adequate
for the maximum power of −13.67 dBW/MHz.
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5. CONCLUSION

The possibility of spectrum sharing enhancement between the HAPS and the TS services operating
in the UAC is investigated. The study also described a methodology for adjusting the transmit
power from both HAPSAS and HAPSHGS into the TS in order to reduce the CCI. Evaluation
of the CCI level created by HAPS in uplink and downlink communications is illustrated by a
mathematical modeling to compute the amount of interference received by TS from HAPSAS in the
5850–7075MHz band. Our results gain reduction in the required separation distance by utilizing the
ATPC technique. Our results also show that the transmitted power from HAPSAS and HAPSGS
is reduced from −22 dBW/MHz two −46.1 dBW/MHz and −24 dBW/MHz respectively, which lead
to significant decrease with the separation distance to about 9 km.
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Abstract— The 5.850–7.075 GHz frequency band is allocated utterly for terrestrial radio com-
munications. The High Altitude Platform System (HAPS) operates in this allotment certifying
the protection of existing services. The expected sharing scenario in the mentioned band is be-
tween the HAPS system and the Terrestrial System (TS). Both systems operate in the adjacent
channel frequency band; and thus, interference between these systems is a critical issue, which re-
quires comprehensive spectrum sharing study. This paper investigates the performance of uplink
(UL) and downlink (DL) communications of both systems. The study analyzes the interference
caused by HAPS into the TS as a function of distance from the Nadir Point (NP) to the HAPS
Gateway Station (HAPSGS). It is assumed that the HAPS system operates at an adjacent chan-
nel to the TS system. The coexistence performance is evaluated based on the interference-to-noise
ratio (INR) of the victim link. In order to avoid adjacent channel interference, the simulation
results shows that the separation distances should be 10 km from the HAPS airship (HAPSAS),
and 22 km from HAPSGS. Therefore, in order to mitigate the interference, the required isolations
for TS to coexist with the HAPSAS and HAPSGS should be 5.6 dB and 45.14 dB respectively.

1. INTRODUCTION

The High Altitude Platform System (HAPS) is an aircraft or an airship flying in the low density,
non tumultuous air stream at the stratospheric altitude of 21 km from the surface of the earth [1, 2].
The vacillation of HAPS at this altitude is not devastating [3, 4]; and it is capable of delivering a
large number of broadband services [1]. Since HAPS and TS operate in the 5.850–7.075 GHz band,
the adjacent channel interference (ACI) between HAPS and TS is a critical issue. Therefore, the
compatibility study between the two systems is imperative in order to achieve spectrum optimiza-
tion. Earlier work [5] investigates the compatibility between the Fixed Satellite Service (FSS) and
HAPS systems by considering the ACI sharing scenario. The ACI in urban and suburban area
deployments is evaluated. The separation distance of 38.5 km is required to protect both systems.
Moreover, the study concluded that the second adjacent channel commences more reliable outcome
than first adjacent channel. As illustrated in study [6], it is assumed that the location of TS is
considered to be out of the HAPS coverage area. The enhancement of coexistence between FSS
and HAPS was also provided in terms of interference-to-noise ratio (INR). The interference issue
between TS and HAPS gateway links was also analyzed in [7]. Three different regions of the HAPS
coverage area have been investigated. The study depicts that higher elevation angles have estab-
lished shorter distances; whereas, the higher elevation angle activates the harsh interference in the
HAPS coverage area. The effect of rain on the interference level was illustrated in [8], it was con-
cluded that rain rate can cause degradation in carrier-to-interference ratio (CIR). Clearly, it could
be observed that the performances of the TS and HAPS were not evaluated in the previous studies.
Another gap is that the mentioned researches did not focus on possible mitigation techniques to
reduce the separation distance. These two identified issues are properly addressed in this paper.

2. INTERFERENCE MODEL AND SHARING SCENARIOS

The key element of sharing model for HAPS and TS is the interference level. It is generally assumed
that the accepted interference level is −147 dBW/10 MHz [9]. In order to calculate the interference
from HAPS to TS, the parameters and interference criteria are required for both systems. These
requirements are summarized in Table 1. It is also assumed that the path loss can be represented
by the free space propagation model in all cases.

The sharing scenario is illustrated in Figure 1. A single HAPS airship (HAPSAS) and HAPSGS
are located 21 km and 36 km away from the sub platform point know as Nadir Point (NP) respec-
tively. An elevation angle of 60 degrees is assumed for HAPS to cover the whole Urban Area of
Coverage (UAC) of HAPS. The separation distance will vary from 0 to 36 km as of NP. The free
space propagation model is assumed in this scenario.
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Table 1: System simulation parameters [9].

Parameters HAPS TS
Transmit power (dBm) −22 −4

Antenna gain (dBi) 30 15
INR (dB) −10 (ITU-R.F.1094) -
ACS (dB) 56 -

ACLR (dB) 50 -

Figure 1: Sharing scenario between HAPS and TS system.

3. METHODOLOGY

One classical approach of calculating the minimum separation distance between HAPSGS and TS
is to deploy TS on the straight path from NP to the HAPSGS inside an UAC of HAPS. The
minimum separation distance is calculated based on the compliant with the maximum long-term
interference of −147 dBW/10 MHz and INR of −10 dB [9]. Two sharing scenarios are defined in
this paper based on the interferer object and discussed in the next Subsections 4.1 and 4.2. The
offset angle from NP diverges between 0◦ and 60◦. This angle fluctuation allows the HAPSAS to
cover all 36 km radius of the urban area. The maximum separation distance between HAPSAS and
TS is 42 km.

A model is needed to quantify the ACI. The ratio of the wanted power to the unwanted power
coming from adjacent channel is known as Adjacent Channel Interference Ratio (ACIR). The ACI
can be quantified by the ACIR as:

ACIR =
1(

1
ACS + 1

ACLR

) (1)

where ACS (dB) is Adjacent Channel Selectivity of TS and ACLR (dB) is an Adjacent Channel
Leakage Ratio of the HAPS.

4. RESULTS AND DISCUSSION

To facilitate inspection of coexistence and sharing concerns, it is necessary to illuminate the ACI
caused by HAPSAS and HAPSGS to TS. The compatibility results are in the next subsection.

4.1. Interference from HAPSAS to TS

The sharing scenario is based on a single HAPSAS located in the altitude of 21 km above the NP
communicating with its gateway located at the right edge of UAC i.e., 36 km away from NP. The
performance evaluation is based on the INR values as a function of separation distance between
the TS location and HAPSAS. Figure 2 shows the required minimum separation distance from TS
to NP.

As mentioned earlier, increasing separation distance leads to reduction in interference level. The
results show that a separation distance of 10 km in vertical access is required to avoid harmful in-
terference from HAPSAS with respect to the interference threshold level (i.e., −147 dBW/10 MHz).
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Figure 2: Interference from HAPSAS to TS.
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Figure 3: Interference from HAPSGS to TS.
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4.2. Interference from HAPSGS to TS

Figure 3 shows the interference in terms of separation distance in the path from NP toward the
HAPSGS.

Unlike in the first scenario, the TS is located in the same place as HAPSGS and the movement
starts from this point towards NP. The figure also shows the ratio between the interference from
HAPSGS to TS and the separation distance. As demonstrated in Figure 3, the minimum separation
distance of 22 km in vertical access is needed for TS in order not to exceed the interference threshold
level of −147 dBW/10MHz.

As a summery, the distance between NP and HAPS Edge of Coverage (EOC), is divided into
three regions. The acceptable interference range of 12 km which is between 10 and 22 km away
from the NP is considered as the accepted region for both systems to coexist. In order to make use
of the remaining two regions (i.e., 0 to 10 km and 22 to 36 km), a mitigation technique is required
to have an acceptable interference level. We propose the isolation technique to get the Palpable
mitigation results.

The isolation is applied to the two interference regions. Figures 4 and 5 illustrate the required
isolation in each case. In Figure 4, the maximum isolation of 5.6 dB is required for the 0 km
separation distance (i.e., located at the NP) when HAPSAS is considered as an interferer to the TS
operation. Whereas, in Figure 5, the isolation of 45.14 dB is necessary to avoid interference from
HAPSGS to TS for the separation distance of 36 km which shows that TS is in EOC of HAPS.

5. CONCLUSION

The possibility of coexistence between HAPS and TS operating in the UAC is investigated. The
results show that it is possible to use the HAPS system in the adjacent channel to TS in certain
distances. Two sharing scenarios were considered, first, from HAPSAS to TS and, secondly from
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HAPSGS to TS. It has been shown that in both cases the isolation technique is a suitable mitigation
method. The simulation results show that the interference from HAPSGS into TS is more severe
than the one from HAPSAS to TS. Therefore, a more reliable and feasible isolation is needed
at the edge of UAC to avoid interference from HAPSGS to TS in the NP, since the HAPSGS
requires higher separation distance compared to HAPSAS. The results of this study can enhance
the compatibility between the two systems, and thus increase the utilization of the spectrum.
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Abstract— This paper reports the results of a radiated emission proficiency testing round
with the major electromagnetic compatibility (EMC) laboratories in China. Nineteen Radiated
emission sites are compared using a comb generator in the frequency range of 30 to 1000MHz.
The guidelines of international standards such as ISO/IEC Guide 43-1 was followed, while the
scope of the tests focused on EMC compliance of information technology devices, based on CISPR
22. Statistical metrics such as Z-score and normalized error have been adopted to assess global
and individual performances of the participant laboratories. As the result of this program, to
find the laboratory which had an isolated data from the group and analysis influence factors of
difference of the test results.
Radiated emission testing is one of the most important electromagnetic compatibility (EMC)
testing items. The test result of Radiated emission is influenced by various factors. Using the
comparison between laboratory, we can examine the difference among different labs. So we can
design a proficiency testing (PT) of radiated emission testing to improve the consistency of the
test results. Proficiency testing is an important method to confirm the testing ability of lab
and is commonly used assessment performance by means of interlaboratory comparisons. China
National Accreditation Service for Conformity Assessment (CNAS) ask EMC lab attending at
least one proficiency testing every 2 years. China National Institute of Metrology (NIM) organized
a proficiency testing of radiated emission testing according ISO/IEC17043. All the participant
labs of this PT are accredited by CNAS according ISO/IEC 17025.
Two factors are important for a proficiency testing (PT) of radiated emission testing. The first
factor is reference sample and the second factor is statistical method.

1. THE STABILITY OF REFERENCE SAMPLE

The stability of reference sample influences the judging satisfaction or not to lab. The stable
reference sample can reduce nondeterminacy of testing result, and it can reflect the real ability of
lab. The reference sample shall meet the following requirements:

- The most important for reference sample is stability in testing process. The stability is not
the performance of sample, but the emission signal of sample is stable. The stability of sample can
ensure the consistency of the measurement results in difference time. The stability of the reference
sample should be reflected in many times in the measurement results.

- The consistency of the test setup is another factor for testing result. The little change for the
sample setup may bring about the large change of testing results. We should select the simplified
sample setup. This can reduce inconsistency results because the difference of the sample setup.

There are two general type of the sample transfer schemes by interlaboratory comparison: se-
quential or simultaneous participation schemes. In sequential participation schemes, the proficiency
test item to be measured circulates successively form one participating laboratory to the other, oc-
casionally going back to the PT provider for checking. There are usually standard deviations of
measured value to evaluate the stability of sample.

There are repetitive measure n times (n as far as possible big), so can get n measure values yi,
i = 1, 2, . . . , n. The mean is ȳ, so The stability is:

s(y) =

√√√√√
n∑

i=1
(yi − ȳ)2

n− 1
(1)

The stability of reference sample should be less than the uncertainty of participant labs. The un-
certainty of participant labs are about 5 dB, so the reference sample is comply with the requirements
if the stability is less than 2 dB.
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The PT plan select VSQ 1000 as reference sample. The VSQ 1000 is radiation source for
the frequency range form 30 to 1000 MHz. It consists of a battery operated comb generator and
biconical broadband. The comb generator is supplied by a high stable temperature compensated
crystal oscillator (TCXO) and generates a frequency spectrum with a line spacing of 1 MHz, 5 MHz
or 10 MHz. Combined with an antenna the generator represents a precise radiation source. The
frequency stability (TCXO, 10 MHz) is less than 1 ppm (0◦C to 50◦C). The signal stability is less
than ±0.2 dB (20◦C const.), less than ±0.5 dB (+10◦C to +30◦C) and less than ±0.8 dB (0◦C to
+50◦C). For three months of stability test, the result of the sample is 1.1 dB.

2. STATISTICAL METHODS FOR PT

Scoring is the method of converting a participant’s raw result into a standard form that adds
judgemental information about performance.

Laboratory performance is assessed by comparing reported results to the assigned value using
both Z-scores and En-scores.

Z-scores are indication of how much the reported result differs form assigned value. The assigned
value (X) and the target standard deviation (σ) have a critical influence on the calculation of Z-
scores and must be selected with care if they are to provide a realistic assessment of laboratory
performance.

Z =
x−X

σ
(2)

where:

Z = Z-score.
x = individual laboratory result.
X = assigned value.
σ = target standard deviation.

Z-scores are interpreted as follows:

|Z| ≤ 2 satisfactory
2 < OZ < 3 questionable
|Z| ≥ 3 unsatisfactory

En-scores are an alternative to Z-scores. They provide a measure of how closely a reported
laboratory result agrees with the assigned value, taking account of uncertainties in both the result
and assigned value. The En-scores is an objective measure of whether or not an individual result
is consistent with the assigned value. Unlike Z-scores, En-scores do not require the setting of a
target standard deviation.

En =
x−X√

U2
LAB + U2

REF

(3)

where:

En = En-scores.
x = individual laboratory result.
X = assigned value.
ULAB = expanded uncertainty of the individual laboratory result.
UREF = expanded uncertainty of the assigned value.

En-scores are interpreted as follows:

|En| ≤ 1 satisfactory
|En| > 1 unsatisfactory

The PT have nineteen participant labs. The number of laboratory not enough and the results
of Radiated emission is more decentralized. So it is not suitable for using Z-scores to statistical
analysis.

There are similar test equipments which comply with CISPR16.1 and similar test site which
comply with CISPR 22. The uncertainty of this labs are about 5.0 dB.

According CISPR16-4-2, if Ulab is less than or equal Ucispr then
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Table 1: Statistical features of the data — horizontal polarization.

Frequency

(MHz)
Range Minimum Maximum Mean

Std.

Deviation
Variance Skewness Kurtosis

50 16.0 43.0 59.0 45.1 3.5 12.2 3.879 16.024

100 6.5 62.8 69.3 65.4 1.6 2.7 0.354 0.347

230 4.9 71.2 76.1 73.2 1.2 1.5 0.328 0.244

400 4.9 69.7 74.6 73.0 1.1 1.3 −1.034 2.645

800 9.6 60.0 69.6 64.9 1.9 3.7 −0.315 2.937

950 10.3 55.3 65.6 60.2 2.2 4.8 0.196 1.795

Table 2: Statistical features of the data — vertical polarization.

Frequency

(MHz)
Range Minimum Maximum Mean

Std.

Deviation
Variance Skewness Kurtosis

50 6.7 48.2 54.9 51.2 1.9 3.5 0.527 −0.224

100 6.8 61.5 68.3 64.8 1.8 3.1 0.718 0.279

230 7.5 65.3 72.8 68.6 1.9 3.5 1.104 1.491

400 3.8 70.9 74.7 72.5 0.9 0.8 0.686 0.738

800 9.3 58.9 68.2 62.9 2.0 4.2 0.668 1.616

950 5.2 56.6 61.8 59.4 1.7 2.7 −0.390 −1.029

- compliance is deemed to occur if no measured disturbance level exceeds the disturbance limits;
- non-compliance is deemed to occur if any measured disturbance level exceeds the disturbance

limit.

If Ulab is greater than or equal Ucispr then

- compliance is deemed to occur if no measured disturbance level, increase by (Ulab − Ucispr),
exceeds the disturbance limits;

- non-compliance is deemed to occur if any measured disturbance level, increase by (Ulab −
Ucispr), exceeds the disturbance limit.

All participant labs are accredited by CNAS and accredited to do testing of China compulsory
certification. These labs declare that the uncertainty is less than Ucispr. The Ucispr of frequency
range form 30 to 1000 MHz is 5.2 dB.

So Equation (3) change into:

En =
x−X√
n−1

n Ucispr

(4)

X is assigned value which is arithmetic mean value of all the participant labs. If one test result
is less or greater 5.1 dB than assigned value, the test result is unsatisfactory.

3. STATISTICAL PROCESSING RESULTS

All 19 participant labs submitted data according process of measurement. There are statistical
features of the data and some basic data analysis.

The range is too big on 50 MHz horizontal polarization. After examination, a laboratory data
is obvious errors. The instrument of the laboratory have fault. In order to avoid the influence of
statistical data, go out some obvious errors data.

One test result is unsatisfactory on 950 MHz horizontal polarization. 17 participant labs’ per-
formance is satisfactory.

Form the range of all test data, the uncertainty of labs is suitable, and it is comply with CISPR
16.4 requirement.

4. TECHNICAL ANALYSIS FOR PT

There are need technical analysis to look for the reasons of unsatisfactory. Though most of partic-
ipant labs are satisfactory, the test results are much discordance on some frequencies.
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Table 3: Statistical features of the data — horizontal polarization (go out obvious errors).

Frequency

(MHz)
Range Minimum Maximum Mean

Std.

Deviation
Variance Skewness Kurtosis

50 3.3 43 46.3 44.3 0.9 0.9 0.788 −0.163

The test site is anechoic chamber or open area test site for radiated emission testing. In fact,
all participant labs are testing in anechoic chamber. The error analysis of the measuring results
show that the performance of anechoic chamber obvious influence emission testing result. The
anechoic chamber need NSA (the normalized site attenuation) measurement, and NSA comply with
CISPR22. The performance of absorbing material obvious influence the NSA of anechoic chamber.
The lab should periodically measure NSA. There are many other factors such as grounded system,
shielding effectiveness and filter system will affect measuring results, so a higher measuring accuracy
can be obtained only when multiple systems have been employed in anechoic chamber.

The electromagnetic compatibility test for instrument has a strong dependence. In the test
process, often appear to the deviation of the instrument that is difficult to discover. There are need
use antenna factors form calibration report. Need to pay attention to instrument traceability. In
order to maintain the credibility of checking and calibration of the measurement equipment, period
checking should be carried out.

The radiated emission testing system include coaxial cable, coaxial cable, attenuator and all
kinds of testing instruments. The impedance of this testing instruments is 50 Ω. The impedance
mismatch of test system can cause the testing results error. If the impedance mismatch is too much,
the measurement results would can not be accept. Special attention to the influence of connector,
RF cables and antenna connection, RF cables and amplifier connection, etc..

The testing instruments of radiated emission testing system are EMI receiver and preamplifier.
If the level of disturbance single is too big, the preamplifier will saturate. One of participant labs
is satisfactory because the preamplifier is saturate.

5. CONCLUSION

The PT plan based on interlaboratory measurement comparison was adopted, with focus on the
performance of the participant labs for radiated emission measurements. Though the PT plan,
there are realize the condition of the major EMC testing labs in China. There are insure accurate
and reliable of the testing results though comparing the testing data. The conclusion of this PT
Plan is a strong evidence to the performance of the labs. The accreditation service can evaluate
the ability of labs depend on this PT plan.
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Abstract— Directed transmission offered by smart antennas has made it possible to implement
spatial multiplexing (SM) in multiple-input-multiple-output (MIMO) wireless communications.
On the level of digital signal processing, appropriate design of transceivers becomes an enabling
technology to harness such a capability to dramatically increase data rates while still achieving
decent error performance. In the case of multiuser MIMO downlink channels, special attention
should be paid to handle system performance degradation caused by interchannel interference
(ICI) among users. Traditionally, the focus of a wide variety of designs is on optimization of
received signal-to-interference-noise ratio (SINR) per user, which is directly relevant to the chan-
nel capacity and bit error rate (BER). Recently, the so-called signal-to-leakage-plus-noise ratio
(SLNR) has been proposed as the ratio of one user’s received signal power to the interference
posed by its transmission to the other users. This can be interpreted as SINR from the perspec-
tive of the transmitter. Although SLNR is not exactly the same as SINR, a remarkable benefit
of such a definition lies in its decoupling of all users’ precoders which would otherwise depend
on each other in the conventional SINR. In this paper, a closed-form optimal precoder is derived
based on the generalized Rayleigh quotient theorem to the optimization of SLNR. In light of
the disparity, the capacity of multiple receive antennas to cooperate is utilized for compensation.
Geometric mean decomposition (GMD) is employed to decompose the effective channels, followed
by successive interference cancellation to create equivalently parallel subchannels. Each subchan-
nel is endowed with an equal channel gain, which translates to improvement in one user’s overall
BER since the BER is dominated by the weakest subchannel at moderate to high signal-to-noise
ratios (SNR). Numerical results verify the superiority of the proposed scheme to the original one
with matched filters in terms of error performance under different system configurations.

1. INTRODUCTION

Multiple-Input Multiple-Output (MIMO) is the key enabling technology for next-generation wireless
communication systems. For example, the recently finalized WLAN standard IEEE 802.11n has
adopted MIMO as its essential PHY component which guarantees a data rate up to 600 Mbits/s.
The reason for the high spectral efficiency and link reliability lies in the additional space dimension
thanks to the presence of multiple antennas. In the course of extensive research on this topic over
a decade, the focus has gradually shifted from the point-to-point case to the multiuser case. A
remarkable difference between the two is that in the latter case, users are incapable of cooperating
with each other, which gives rise to interchannel interference (ICI). Especially, the overall quality-
of-service (QoS) is dominated by such ICI at moderate to high signal-to-noise ratios (SNR).

When it comes to the handling of ICI in the downlink channels, the literature roughly falls
into two categories. One is based on complete cancellation of interference. As proven in [1],
dirty-paper coding (DPC) is able to achieve the capacity region of broadcast channels at the cost
of extremely high complexity. To alleviate that problem, an alternative scheme, known as lin-
ear zero-forcing in [2, 3], eliminates ICI by block-diagonalizing the aggregate channel. Built upon
such block-diagonal structure, various transmission techniques from the single-user case can be
employed to further optimize different design criteria such as minimum mean square error (MMSE)
or throughput [4, 5] Block-diagonalization (BD), though simple and effective, is subject to a di-
mensional constraint on transmit and receive antennas. An technique to generalize the BD scheme
while relaxing the dimensional constraint was considered in [6]. The other aims at suppression,
not necessary elimination of mutual interference while a power allocation can be possibly adopted
for optimization of QoS. For example, in [7], under the assumption of multiple-input single-output
(MISO), uplink-downlink duality is utilized to optimize precoder and equalizer design by progres-
sive power allocation with a constraint on signal-to-interference-plus-noise ratio (SINR), which was
extended to the case of MIMO in [8]. Inspired by the definition of SINR, signal-to-leakage ratio
(SLR) was defined in [9] and optimized in transceiver design. An extension was made in [10] by con-
sidering the impact of noise, leading to the definition of signal-to-leakage-plus-noise ratio (SLNR)
as a vehicle for a mitigation of ICI.
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In this paper, the restriction to matched filters in [10] is lifted by a two-step design. The first
step aims at suppressing ICI to the greatest extent while handling of intra-stream interference
is left to the second step. In doing this, we derive several benefits immediately: a closed-form
solution which facilitates theoretical analysis, flexibility in equalizer design, and most importantly,
an dramatic increase in error performance by fully employing the cooperating ability of multiple
receive antennas.

Notations: (·)−1 and (·)H denote matrix inverse and conjugate transpose respectively. IN is the
N ×N identity matrix. diag(x) is the diagonal matrix whose diagonal is x. Besides, X(:, 1 : Ms)
represents the first Ms columns of X.

2. SYSTEM MODEL

We consider a typical flat fading MIMO downlink channel, where the base station is equipped with
Mt antennas and serve a total of K users, each with Mri

antennas (without loss of generality, we
assume Mri

= Mr for i ∈ {1, . . . , K}), as illustrated in Figure 1. For each user i, Ms data streams
are spatially multiplexed and the estimated signal vector can be expressed as

ŝi = WiHiPisi︸ ︷︷ ︸
desired signal

+Wi

K∑

k=1,k 6=i

HkPksk

︸ ︷︷ ︸
interference

+Wini (1)

where each data stream of si is assumed to be independent and normalized, i.e., E{sisH
i } = IMs

,
Hi is supposed to be block Rayleigh-fading which indicates that its entry is identically and inde-
pendently distributed (i.i.d.) according to CN (0, 1), ni ∼ CN (0, σ2

nIMr
). The problem is to design

the precoder Pi ∈ CMt×Ms , and equalizer Wi ∈ CMs×Mr so as to minimize the symbol error rate
(SER) or bit error rate (BER).

3. MULTIUSER PRECODER AND EQUALIZER DESIGN

Suppose that full channel state information (CSI) is available at the base station. According to [10],
the SLNR for user i is defined as:

SLNRi =
||HiPi||2F∑

j 6=i ||HjPi||2F + ||Mσ2
nIN ||2F

=
tr

{
PH

i HH
i HiPi

}

tr
{
PH

i

(
H̃H

i H̃i + MIσ2
n

)
Pi

}
(2)

where H̃i = [HT
1 , . . . ,HT

i−1,H
T
i+1, . . . ,H

T
K ]T . In the first step of our design, a precoder P̃i is derived

for ICI-suppression by optimizing (2), i.e.,

max
P̃i

SLNRi, i = 1, . . . ,K

s.t. ||P̃i||F = 1
(3)
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Figure 1: Block diagram of the multi-user precoder and equalizing system.
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According to [11], there exists a non-singular matrix Xi ∈ CMt×Mt such that

XH
i HH

i HiXi = diag (λi,1, λi,2, . . . , λi,Mt
)

XH
i

(
H̃H

i H̃i + MIσ2
n

)
Xi = IMt

(4)

where λi,k(1 ≤ k ≤ Mt) are the generalized eigenvalues of
(
HH

i Hi, H̃H
i H̃i + MIσ2

n

)
, and the

column vectors of Xi are correspondingly called the generalized eigenvectors. Without loss of
generality, suppose λi,k ≥ λi,k+1. Then, the optimal solution to (3) is

P̃i = Xi (:, 1 : Ms) (5)

The computation procedures are detailed in Algorithm 3. Thus, user i’s effective channel becomes:
H̄i = HiP̃i. Next, we introduce the geometric mean decomposition (GMD) [12]:

H̄i = HiP̃i = UiRiQH
i (6)

where U ∈ CMr×Ms , Q ∈ CMs×Ms are semiunitary, i.e., UUH = IMr
, QQH = IMs

, R ∈ CMs×Ms is
upper triangular with equal diagonal elements, the geometric mean of the eigenvalues of H̄i, i.e.,

ri =
(∏Ms

k=1 σi
k

)1/Ms

. Given the semiunitariness of U and Q, we arrive at

Ri = UH
i HiP̃iQi (7)

Thus, for user i, if Pi = P̃iQi and Wi = UH
i , becomes:

s̃i = UH
i HiPi + UH

i ni

= UH
i UiRiQiQH

i si + ñi

= Risi + ñi (8)

where ñi = UH
i ni. Next, in light of the upper triangularity of Ri, we employ successive interference

cancellation (SIC) to decouple Ms data streams. The expansion of (8) is:



s̃i,1

s̃i,2
...

s̃i,Ms


 =




ri r12 · · · r1,Ms

ri · · · r2,Ms

. . .
...
ri







si,1

si,2
...

si,Ms


 +




ñi,1

ñi,2
...

ñi,Ms


 (9)

With the application of SIC to [s̃i,1, . . . , s̃i,Ms
]:

˜̃si,Ms−t = s̃i,Ms−t −
Ms−t+1∑

k=Ms

rMs−t,k
˜̃si,k

≈ risi,Ms−t + ni,Ms−t t = 1, . . . , Ms − 1
˜̃si,Ms

= risi,Ms
+ ni,Ms

t = 0 (10)

we obtain Ms parallel subchannels with an equal gain ri.
Algorithm 1 Computation of Precoder P̃i for user i.

Input: Ai = HH
i Hi, Bi =

(
H̃H

i H̃i + MIσ2
n

)

1. Cholesky factorization: Bi = GiGH
i ; Ci = G−1

i AiG−H
i

2. Schur decomposition: SH
i CiSi = diag (λi,1, λi,2, . . . , λi,Mt

); Xi = G−H
i Si

Output: P̃i = Xi(:, 1 : Ms).
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Figure 2: BER against SNR curves under two different system configurations. (a) Mt = 8, Mr = 3, K = 2,
Ms = 2. (b) Mt = 12, Mr = 3, K = 3, Ms = 2.

4. NUMERICAL RESULTS

In this section, compared with [10] (SLNR-MF), we carry out Monte-Carlo simulations to verify
the effectiveness of the proposed algorithm (SLNR-GMD) in terms of error performance. A total of
1000 channel realizations is simulated, on each of which 3× 104 bits, mapped into QPSK symbols,
are transmitted. The signal-to-noise ratio (SNR) is defined as: SNR = 10 lg Ms/σ2

n dB.
In Figure 2(a), we plot the BER curves with the system parameters Mt = 8, Mr = 3, K = 3,

and Ms = 2. In the noise-limited region (low SNR’s), SLNR-GMD exhibits hardly any perfor-
mance advantage. As the SNR increases, the system gradually enters the interference-limited
region. It should be noted that at BER = 14 dB, the proposed SLNR-GMD offers a power gain
of approximately 2 dB. This advantage arises from our treatment of ICI and inter-stream interfer-
ence separately. First, SLNR-GMD effectively controls the interference among users by optimizing
SLNR, and then the overall BER is further alleviated by balancing the gains among subchannels.
A similar trend can be observed in Figure 2(b) where the system setting is Mt = 12, Mr = 3,
K = 3, and Ms = 3.

5. CONCLUSION

In multiuser MIMO spatial multiplexing downlink channels, a step-by-step strategy for transceiver
design is proposed. A closed-form precoder, aiming at suppressing interchannel interference (ICI),
is first derived based on optimization of signal-to-leakage-plus-noise ratio (SLNR). Next, a pair
of precoder and equalizer is obtained to transform the effective channel into an upper triangular
one. In light of the capability of multiple receive antennas to cooperate, successive interference
cancellation (SIC) is employed to create parallel equal-gain subchannels. Numerical results show
that our scheme can better manage ICI and offer more flexibility in equalizer design. It is observed
that our design offers a noticeable power gain in comparison with the original SLNR one.
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Abstract— In this paper, a dual rectangular ring-shaped monopole antenna is presented for
multi-band service. The antenna is composed of two rectangular ring-shaped antenna and two
different sizes of slots on the ground plane. By using coupling between the inner and outer
rectangular patches, the optimized matching characteristic is obtained. Using the rectangular
patches only, two impedance bandwidths, which occur at 1.44–2.72GHz and 3.19–3.84GHz, are
obtained. By adding the two L-slots on the ground plane we also get two more impedance band-
widths at 5.14–5.35GHz and 5.56–5.89GHz. We take a final measurement and find that the
rectangular ring-shaped monopole antenna can realize quad impedance bandwidths at 1200 MHz
(1.6–2.8GHz), 800 MHz (3.2–4.0GHz), 300 MHz (5.14–5.44GHz), and 690 MHz (5.56–6.25GHz),
which are applicable to DCS1800, PCS1900, WCDMA, WLAN, and Mobile WiMAX band ser-
vices.

1. INTRODUCTION

With the rapid growth wireless communications, new wireless communication devices and portable
electronic devices have been developed and used. Recently it has become clear that mobile phones
are tools for more than just voice and text services. So, the antenna employed in wireless com-
munication devices must have more functionality while being smaller. Because of the advantages
of low cost, light weight, and easy fabrication, the printed monopole antennas have been drawing
much attention for dual or multi-band operations.

In this paper, we designed a dual rectangular ring-shaped monopole antenna for quad bandwidth
operations from 1.6 to 2.6 GHz, 3.2 to 4.0 GHz, 5.14 to 5.35 GHz, and 5.56 to 6.25 GHz. The
proposed antenna is composed of two rectangular ring-shaped antennas and two L-slots on the
ground plane. Each of the frequency bands can be determined by some main parameters such as
the length of two rectangular ring-shaped patches and L-slots, gaps between the two rectangular
ring-shaped patches and the off-set distance of the slots. We designed the antenna to use the effect
of coupling between the two rectangular ring-shaped patches and adding the L-slots to the ground.

2. ANTENNA STRUCTURE AND DESIGN

Figure 1 shows the structure of the proposed antenna. The overall size of the antenna is designed
to be 45× 85× 0.8mm3. We used the FR-4 substrate having a permittivity of 4.4. A ground plane
patch of 45 × 41.5mm2 is printed on one plane with two L-slots and two rectangular ring-shaped
antenna patches of 28× 25mm2 are printed on the other plane. A 50 Ω microstrip having a width
of 1.55mm is formed at the center of the substrate by calculating the width of a fitting line after
preferentially considering the thickness and permittivity of the substrate.

Table 1: Optimized parameters for the proposed antenna.

Parameter Value [mm] Parameter Value [mm]
W 45 gap1 0.1
L 85 gap2 0.5
Lf 43.5 sl1 20
Lg 41.5 sl2 22
W1 28 D1 24
L1 25 D2 33.3
W2 22 r1 0.775
L2 13.5 r2 0.775
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Figure 1: Structure of the proposed antenna.

The inner rectangular ring-shaped patch is placed inside the outer rectangular ring-shaped patch
with two gaps. The coupling effect occurring in the two gaps increases capacitance, which reduces
the reactance in the antenna impedance, thereby improving matching characteristics.

So the two gaps between the outer and inner rectangular ring-shaped patches are used as the
main parameters. By properly tuning the parameters of the gaps, matching characteristics and
good antenna performance is achieved. The outer rectangular ring-shaped patch is responsible
for the 1.6–2.8GHz band, whereas the inner rectangular ring-shaped patch is responsible for the
3.2–4.0GHz band. In addition, by adding two L-slots on the ground plane for WLAN 802.11a,
we also obtained two impedance bandwidths operating at 5.14–5.44 GHz and 5.56–6.25 GHz. The
parameter sl1 and sl2 are the lengths of the slots and the lengths D1, D2 of the ground terminates
beyond the edge of the slots. The parameters r1 and r2 are the off-set distances from the center axis
of the microstrip line. The parameters sl1 and sl2 are adjusted to satisfy the operating frequency,
and the parameters D1, D2, r1, and r2 are adjusted to satisfy the desired impedance matching.
The parameter slot 1 is responsible for the 5.56–6.25GHz band, whereas the parameter slot 2 is
responsible for the 5.14–5.44 GHz band.

Finally, the proposed dual rectangular ring-shaped monopole antenna is successfully designed
to operate quad-bandwidths and the optimized antenna parameters for the proposed antenna are
shown in Table 1.

3. ANTENNA FBRICATION AND MEASUREMENT

Figure 2 shows the photographs of the fabricated antenna. Its performance is measured by the
Agilent E5071C network analyzer. Figure 3 is a graph in which the simulation result and the
measurement result of the optimized antenna are compared. Both tests meet the bandwidth re-
quirements for DCS1800, PCS1900, WCDMA, WLAN, and Mobile WiMAX applications. The
resonance frequency of the measurement result is slightly different from that of the simulation
result, but it was confirmed that the measurement result is similar to the simulation result as
a whole. Figure 4 shows the radiation patterns of the dual rectangular ring-shaped antenna in
DCS1800 bands of 1.795 GHz, PCS1900 bands of 1.920 GHz, WCDMA bands of 2.045 GHz, tri-
band WLAN bands of 2.45GHz, 5.25 GHz, and 5.775GHz, and tri-band Mobile WiMAX bands
of 2.35 GHz, 2.6 GHz, and 3.6 GHz. In a general monopole antenna, an H-plane (azimuth plane)
characteristic should be isotropic, but in an antenna proposed in this paper, a pattern similar to
the isotropic pattern of the monopole antenna can be obtained. However, the radiation patterns
at the 5.25 GHz and 5.775GHz bands appear more directional.

This is because the radiation pattern at the 5.25 and 5.775 GHz radiates from the asymmetric
slots. The measured peak gains are shown in Table 2. The gain values at the wireless application
frequency band are low. However, the gain values are sufficient for most wireless applications.
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Figure 2: Photograph of the fabricated antenna. Figure 3: Comparison of the simulated and mea-
sured return loss on the optimized antenna.

(a) (b) (c)

(d) (e) (f)

DCS/PCS/WCDMA H-plane Mobile WiMAX H-plane WLAN H-plane

DCS/PCS/WCDMA E-plane Mobile WiMAX E-plane WLAN E-plane

Figure 4: Radiation patterns of the fabricated antenna.

Table 2: Measured peak gains for proposed antennas.

Frequency
[MHz]

1795
MHz

1920
MHz

2045
MHz

2350
MHz

2450
MHz

2600
MHz

3500
MHz

5250
MHz

5775
MHz

Gain
[dBi]

0.79 0.44 0.49 2.26 2.28 2.01 2.9 2.33 4.07

4. CONCLUSIONS

This paper presented the design of a dual rectangular ring-shaped monopole antenna for quad-band
operations. By using the coupling effect between the inner and outer rectangular patches, the opti-
mized matching characteristic is obtained and antenna performance is improved. It is realized that
coupling occurred between two rectangular patches that affected the matching characteristics. Also,
by adding the two L-slots in the ground plane, two bandwidths are additionally obtained. The dis-
tinct frequency band can be controlled by adjusting some main parameters. The proposed antenna
satisfied the frequency bands of 1.6–2.8 GHz, 3.2–4.0GHz, 5.14–5.44 GHz, and 5.56–6.25 GHz as a
result of measurement. Thus, this antenna is suitable for DCS1800, PCS1900, WCDMA, WLAN,
and Mobile WiMAX applications.
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Abstract— In this paper, a novel multiband planar antenna based on 2-D mushroom-like com-
posite right/left-handed transmission line (CRLH-TL) structure is proposed. The metal patch
of the mushroom cell is connected to the ground plane through via and planar inductor. It
shows that the proposed structure gives an efficient approach to achieve multiband response and
miniaturization. The operation frequency of the multiband antenna is dependent on the mush-
room structure size and the equivalent parameters of the CRLH-TL, including capacitance and
inductance. The proposed antenna is built with a total volume of 21mm× 26mm × 1mm, and
four resonant bands have been got. The radiation patterns are similar with the omnidirectional
characteristics and the gains are 1.27 dBi, 2.23 dBi, 2.86 dBi, and 5.2 dBi at 2.62 GHz, 3.91 GHz,
6.52GHz, and 8.05GHz, respectively. The results show that the presented structure has rea-
sonable radiation characteristics of efficiency, bandwidth, and size that it will be suitable for
multiband wireless application.

1. INTRODUCTION

Small size and multiband antennas with well radiation characteristics are hot research topics re-
cently due to the rapid development of the wireless communications. One attractive solution to
realize the compact multiband antenna is using the metamaterials. Metamaterials are artificial
composite materials, exhibiting unusual properties compared with conventional nature materials,
such as the negative refraction, anti-parallel phase and group velocities [1, 2]. The CRLH-TL meta-
material structure, which is a transmission line type metamaterial, can be represented by the series
inductor (LR), series capacitor (CL), shunt inductor (LL), and shunt capacitor (CR). CL and LL

determine the left-handed mode, while LR and CR determine the right-handed mode [3]. The
left-handed and right-handed modes can be indicated by the dispersion curve shown in Fig. 1. The
β > 0 side is the right-handed region, and the β < 0 side is the left-handed region [4]. When
β = 0, an infinite wavelength can be obtained and the more compact size of the antenna can be
realized. The CRLH-TLs have been widely applied for multi-band antenna design [5]. A compact
coplanar waveguide (CPW)-fed zeroth-order resonant antennas with extended bandwidth and high
efficiency was proposed in [1]. A resonant antenna using DGS dual composite right/left handed
transmission line (D-CRLH TL) is presented in [6], exhibiting multiband property. The CRLH-TL
could be realized in many ways. One of the typical CRLH-TL structures is the mushroom-like
structure that was first proposed by D. Sievenpiper for the high-impedance surface. Later the
negative refraction property has been investigated widely. Zeroth-order resonant antennas using
mushroom-type structures are shown in [7]. The miniaturized low-profile patch antenna with the
mushroom-like CRLH structures and a reactive impedance surface (RIS) has been developed in [8].
In this paper, a multiband antenna based on mushroom CRLH-TL configuration was proposed. The
gains are 1.27 dBi, 2.23 dBi, 2.86 dBi, and 5.2 dBi at 2.62GHz, 3.91GHz, 6.52 GHz, and 8.05GHz,
respectively. The antenna was fabricated in Fr-4 substrate, and both the measured and simulated
results are presented.

2. ANTENNA STRUCTURE

It is well known that one approach to describe and implement the metamaterials is the composite
right/left-handed transmission-line theory. As mentioned in [9], due to the unavoidable parasitic
effects which come from the RH mode, the purely LH-TL cannot be realized. So the CRLH-TL has
both LH and RH metamaterial properties. One of the representative implementations of CRLH
metamaterials is the mushroom-like structure which is the two-dimensional structure. In this paper,
the mushroom-like CRLH-TL structure is composed of the metal patch and via connected to the
ground plane. The top surface and the bottom surface of this antenna are shown in Fig. 2(a) and
Fig. 2(b), respectively.

As shown in Fig. 2, the mushroom-like structure and the meander line are adopted by the
antenna for multi-resonances and size reduction. The antenna is a planar structure where the
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Figure 1: The dispersion diagram.

(a) top view  bottom view(b)

Figure 2: Geometry of the proposed antenna.

Table 1: The optimized parameters (Unit: mm).

Parameters L l1 l2 l3 l4 l5 l6 l7 l8

Optimized Size 26 8.5 6.8 6.8 0.2 8 4 2.5 3.6
Parameters l9 l1 W w1 w2 w3 w4 w5 w6

Optimized Size 4.6 1.6 21 1.34 5.4 6.6 16 0.6 8.2
Parameters w7 w8 w9 g1 g2 g3 d

Optimized Size 1.5 1.2 0.2 0.2 0.6 0.4 0.8

(a) top view (b)  bottom view

Figure 3: Photograph of the fabricated antenna.

dielectric substrate is “FR-4 Epoxy” with a relative permittivity of 4.4, a thickness of 1 mm, and
the planar size of 21mm × 26mm. The top patches comprise four sections which are coupled
with each other and the first section is connected to a traditional 50-Ohm microstrip feed line.
These mushroom-shape sections have different side lengths, the radius of the via is 0.4 mm and
the width of the meander line connected to the two patches is 0.2mm. The two sectional patches
on both sides of the first section is coupled to the first section through a 0.2 mm coupling gap
and another coupling gap between the first section and the last section is 0.6 mm in width. The
ground plane is not the full ground, but the truncated ground with the meander line underneath
the mushroom-shape sections.

The coupling of adjacent top patches is equivalent to the left-handed (LH) capacitance (CL),
whereas the LH inductance (LL) is provided by the metallic via connected between the top patch
and the ground plane on the back of the substrate, as well as the parasitic (right-handed) RH
series inductance and RH shunt capacitance existed [8]. The CL can be adjusted by changing the
width of the coupling gap between patches, and the diameter of the via gives the influence on LL.
Using the full wave electromagnetic (EM) software to model and simulate the proposed antenna,
the optimized parameters are shown in Table 1.

3. SIMULATION AND MEASUREMENT RESULTS

Figure 3 shows the photograph of the fabricated antenna sample. Figs. 4(a) ∼ (d) show the
simulated electric field distribution in the x-y plane of the proposed antenna at each resonance.
In this figure, the E-field magnitude mainly generated at the edge of gaps, via-holes, and the
meander lines. It means that the E-field distributions are influenced by the left handed parameters.
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Figure 4: E-field distributions of the proposed antenna: (a) 2.62 GHz, (b) 3.91 GHz, (c) 6.52GHz, (d)
8.05GHz, and (e) the simulated and measured S11.

   
(a)  H-plane (b)  E-plane

Figure 5: Simulated radiation patterns at the center frequencies in the H-plane and the E-plane.

It is obvious that for the lower frequency (3.91 GHz), the E-field distribution is relatively well-
distributed.

The antenna was tested using Agilent network analyzer. The simulated and measured reflection
coefficients are presented in Fig. 4(e), and it shows that four resonances are excited between 2 GHz
and 10 GHz. The simulated −10 dB bands are located at the ranges of 2.59 ∼ 2.68GHz, 3.76 ∼
4.09GHz, 5.98 ∼ 6.88 GHz and 7.39 ∼ 9.4GHz, namely, 3.4%, 8.4%, 13.8%, 24.9% impedance
bandwidth, respectively. These multi-frequencies can be controlled by the mushroom CRLH-TL
structures and the meander line between the two patches. The measured results are in good
agreement with the simulation, though a small frequency shift is detected. The discrepancy is
mainly due to the fabrication tolerances and the influence of the input feeding.

The simulated radiation patterns of the proposed antenna at each resonant frequency in both
H-plane and E-plane are displayed and compared in Fig. 5. Apparently, the radiation patterns
in the H-plane are fairly good omnidirectional characteristics. In addition, the maximum gains
are simulated as 1.27 dBi, 2.23 dBi, 2.86 dBi, and 5.2 dBi at 2.62GHz, 3.91 GHz, 6.52 GHz, and
8.05GHz, respectively. Therefore, the proposed antenna shows good radiation characteristics, which
could satisfy the requirement of the wireless communication.

4. CONCLUSIONS

A compact multiband antenna based on mushroom-like CRLH resonator has been described in this
paper. It has been revealed that using the CRLH-TLs structure can provide an opportunity to
realize multi-frequency. According to the simulation results, the impedance bandwidths (return
loss > 10 dB) are 3.4%, 8.4%, 13.8%, 24.9%, respectively. The simulated radiation patterns show
the omnidirectional characteristics and the simulated gains at the center frequencies are reasonable.
The antenna prototype with the compact size of 21 mm×26mm×1mm is fabricated. The measured
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and simulated results show good agreement.
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Abstract— In this paper, a new multiple loop antenna structure for 13.56 MHz RFID (Radio
Frequency Identification) reader is proposed. As the size of the loop antenna for 13.56 MHz
RFID reader is enlarged, the magnetic field at the central area of the loop antenna is weakened.
To compensate this, serial feed multiple loop antenna, parallel feed multiple loop antenna and
serial-parallel feed multiple loop antenna were proposed.
From previous our design, the simulation results on the magnetic field strength averaged for
transponder size in the central area showed about 0.15A/m, 0.32A/m, 0.84 A/m and 0.95 A/m
in the cases of the single loop antenna and serial feed multiple loop antenna and parallel feed
multiple loop antenna and serial-parallel feed multiple loop antenna. In addition, as to the
induced voltage for the central area of the antenna, the single loop antenna showed 0.84 V and
serial feed multiple loop antenna was 2.84V and parallel feed multiple loop antenna was 4.24 V
and serial-parallel feed multiple loop antenna was 7.01V. That is, we obtained a better magnetic
field strength performance and induced voltage performance which will result longer interrogation
distance.
In this paper, we propose a new antenna structure. It consists of outer loop and inner parallel
loops. Outer loop looks like primary coil of the transformer and one inner loop operates just like
secondary coil of the transformer. In fact, inner loops operate accepter and donor antennas of
the repeater. HFSS (High Frequency Structure Simulation) based on the FEM (Finite Element
Method) from Ansys was used for the simulations of the proposed antenna. The outer most loop
diameter of the proposed example design was 150 mm and number of turns was 2.
The performance of the proposed antenna was compared with the those of single loop antenna,
serial feed multiple loop antenna, parallel feed multiple loop antenna, and serial-parallel feed
multiple loop antenna in the view points of magnetic field intensity especially at the central
point of each antennas.

1. INTRODUCTION

RFID (Radio Frequency IDentification) system has many applications in the various fields including
communication, security, finance, traffic and electronic commerce. Particularly, in case of South
Korea, it is remarkably used in the public transportation fare collection system. And RFID appli-
cations are proceed to physical distribution entrance control, automated collecting fee and parking
management, animal identification [1].

ISO (International Standardization Organization)/IEC (International Electrotechnical Commis-
sion) 14443 standard is used for many applications in South Korea which adopts 13.56 MHz. The
operating power for transponder is delivered from reader antenna as alternating field. Inductive
coupling make wireless power transfer possible with the transmission frequency of 13.56 MHz [2].
In ISO/IEC 14443 standard, the RFID reader antenna forms the electromagnetic field which sup-
ports transponder operation [3]. In many cases, the most important interests lie on interrogation
distance.

In this paper, a new antenna structure is proposed for longer interrogation distance. By using
HFSS (High Frequency Structure Simulation) from Ansys Corporation, the characteristics of the
previous loop antennas and the proposed antenna are analyzed and compared.

2. ANTENNA DESIGN

RFID reader and transponder usually adopt loop antenna. Generally, in case of loop small loop
antenna the strong radiation is observed in the direction of the loop plane [4]. Typically, loop
antenna has a single winding group. As the diameter is extended, the field intensity at the central
area of the loop is weakened. To compensate this, applying several winding groups with serial
connection, parallel connection or serial-parallel connection are proposed previously [5, 6].

Figure 1 shows (a) conventional single loop antenna, (b) series fed multiple loop antenna, (c)
parallel fed multiple loop antenna, (d) series-parallel fed multiple loop antenna and (e) proposed
antenna. The structure of the proposed antenna is like this. The proposed antenna has three
winding groups. The outer loop is same as conventional single loop. And middle winding group
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(a) (b) (c)

(d) (e)

Figure 1: RFID reader antennas studied. (a) Single loop antenna. (b) Series fed multiple loop antenna. (c)
Parallel fed multiple loop antenna. (d) Series-parallel fed multiple loop antenna. (e) Proposed antenna.

Figure 2: Simulation results on magnetic field for various antennas.

and inner winding group is connected in parallel. Middle winding group and outer winding group
are inductively coupled. So inner parallel winding groups seems like donor and acceptor antenna.
The diameter of the outer loop is 150 mm and 2 turns, middle winding has 2 turns and inner
winding has 4 turns. The diameter of the middle winding is 65 mm and inner loop diameter is
31mm.

3. SIMULATION RESULTS

Figure 2 shows simulation results on magnetic field for various antennas. In order to compare the
intensity of the magnetic field at the central part of the suggested antenna structure, we designed
5 antennas with different structures. Table 1 shows simulated magnetic fields for various antennas
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Table 1: Simulated magnetic fields for various antennas at the central point of each antennas (Unit: A/m).

Single Series Parallel Series-Parallel Proposed
Magnetic Field 2.38 6.4 13.34 12.85 21.24

at the central point of each antennas with same driving source. From Table 1, and Fig. 2, we can
see the proposed antenna has better performances compared with previously studied structures.

4. CONCLUSIONS

Multiple loop antenna for RFID reader was proposed. The proposed antenna showed a strong mag-
netic field strength at the central point of the antenna. Strong field can result a long interrogation
range. Compared with previous structure, the proposed antenna showed a better field performance
with same size. We expect that the proposed antenna can have proper application chances for
touch and go system with improved interrogation ranges.

ACKNOWLEDGMENT

This work was supported by S I T KOREA Co., Ltd.

REFERENCES

1. Lee, G. H. and G. Y. Kim, “RFID Technology Tendency,” The Proc. of the Korea Electromag-
netic Engineering Society, Vol. 12, No. 4, 43–49, 2001.

2. Finkenzeller, K., RFID Handbook, 2nd Edition, 41–65, John Wiley & Sons, 2003.
3. ISO/IEC 14443-2, “Identification cards — Contactless integrated circuit(s) cards — Proximity

cards — Part 2: Radio frequency power and signal interface,” 2001.
4. Stutzman, W. L. and G. A. Thiele, Antenna Theory and Design, 68–76, John Wiley & Sons,

1998.
5. Yang, W. G., Y. J. Park, H. J. Kim, J. M. Cho, and J. H. Kim, “Parallel-fed multi loop

antenna for 13.56 MHz RFID reader,” Proc of ICEIC, 334–338, 2004.
6. Kim, H. J., W. G. Yang, and H. J. Yoo, “A study on the magnetic field improvement for

13.56 MHz RFID reader antenna,” Journal of IEEK, Vol. 43-TC, No. 1, 1–8, 2006.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 589

High Isolation MIMO Antenna Design by Using Ground Slits for
Mobile Handset

Seong Ha Lee, Cheol Yong Yang, and Woon Geun Yang
Department of Electronics, University of Incheon, Incheon 406-772, South Korea

Abstract— In this paper, we designed and implemented the MIMO (Multiple-Input Multiple-
Output) antenna with high isolation by using ground slits for the mobile handset that could
be used for multiple services. The proposed system incorporates multiple slits between the two
antennas in the ground plane, which operate like a band-stop filter, suppressing mutual coupling
between antennas and resulting in improved isolation.

The characteristics of the proposed antenna were simulated by using HFSS (High Frequency
Structure Simulator) of Ansoft which is based on the FEM (Finite Element Method). Results
showed S11 values less than −6 dB (VSWR < 3) for LTE (Long Term Evolution) 700/2300/2500,
WCDMA (1920 ∼ 2170MHz), Wibro (2, 300 ∼ 2, 390MHz), Bluetooth (2, 400 ∼ 2, 483 MHz),
and US-WiMAX (US-World interoperability for Microwave Access: 2, 400 ∼ 2, 590MHz) fre-
quency bands.

The proposed MIMO antenna was designed as folded monopole antenna in order to reduce the
size of the antenna. On the right side, the longest branch is the major radiation element for the
proposed antenna at low band. On the left side, a short branch plays a major role for high band.
The proposed antenna is composed of two branches. And one branch has a rectangular slit. The
rectangular slit has influences on whole impedance matching.

The antenna size of example design is 50 mm (W )×20 mm (L)×5 mm (H). For the design studied
here, the antenna is fabricated on an inexpensive FR4 substrate with the dielectric constant of
4.4 and the substrate thickness of 1.60mm. Ground size is 60mm (W )× 100mm (L). Measured
results of the fabricated antenna are validated by the LTE 700/2300/2500, WCDMA, Wibro,
Bluetooth, US-WiMAX.

(c) Top and side view of multiband MIMO antenna

(b) Antenna Structure(a) 3D view of multiband MIMO antenna

(d) Ground slit

Figure 1: Geometry of the proposed multiband MIMO antenna for 4G systems.
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1. INTRODUCTION

The use of multiple antennas for diversity, including MIMO (Multiple Input Multiple Output), is one
of the most promising wireless technologies for broadband communication applications [1]. A MIMO
antenna system is a well-known technique to enhance the performance of wireless communication
systems. Channel capacity of a MIMO antenna system is much larger than that provided by
a conventional wireless system [2–4]. However, it is very challenging to place multiple antennas
closely into a small and slim mobile handset while maintaining good isolation between antenna
elements since the antennas are strongly coupled with each other and even with the ground plane
by sharing the surface currents distributed on it. So far, many researchers have been trying to find
new techniques for isolation improvement between antenna elements inside mobile handsets [5–7].

In this paper, we propose the method to improve the isolation performance of two-antenna
systems for LTE terminals. The proposed multiband MIMO antenna consists of two monopole
antennas which provide wideband characteristics. In order to improve the isolation characteristic at
the LTE700 band, ground slits are introduced. Ground slits are used to disperse the surface currents
at the specific frequency band. The designed multiband MIMO antenna has been successfully
implemented and experimental results are presented and discussed.

2. ANTENNA DESIGN AND EXPERIMENTAL RESULTS

The geometry of the proposed multiband MIMO antenna for 4G system is shown in Fig. 1. Top
end part of the monopole has branches which widen the bandwidth in low frequency band near
750MHz. The overall size of the radiating element is 50×20×5 mm3. Two same elements are placed
at the top and bottom sides of a FR4 (εr = 4.4) substrate having volume of 60 × 100 × 1.6mm3,
which simulates the ground plane of a practical bar type mobile handset. In order to improve the
isolation characteristic at the LTE 700 band, ground slits are used at the top and bottom of ground
plane.

(a) Simulated S-parameter characteristics

 

(b) Measured S-parameter characteristics

Figure 2: S-parameter characteristics without and with ground slits.
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The S-parameter characteristics with and without ground slits are given in Fig. 2. It is shown
that simulated S-parameter characteristics are similar to those of measurement. Without ground
slits, the MIMO antenna has the isolation characteristic of −8.2 dB at LTE 700 band. When ground
slits are added, the simulated isolation characteristic at LTE 700 band is increased by 1.38 dB as
shown in Fig. 2.

Figure 3 shows the excited surface current distributions, obtained from the HFSS simulation on
the radiation element of the proposed antenna and ground plane at 750 MHz.

Table 1 shows the results of maximum peak gain and average gain measurement of the imple-
mented the antenna. On each band, the peak gain is the maximum measured gain of the antenna.
And average gain is the averaged value of the measured gain for each frequency band measurement.
Through this table we can see that the maximum peak gain and average gain of LTE 700 band
are −4.1 dBi, −7.1 dBi, respectively. 2.9 dBi and −6.5 dBi at the WCDMA, 3.5 dBi and −2.9 dBi
at the LTE 2300, 4.2 dBi and −1.7 dBi at the Bluetooth, 3.5 dBi and −2.4 dBi at the LTE 2500,
2.83 dBi and −3.65 dBi at the US-WiMAX , respectively.

The measured radiation patterns of the implemented multiband MIMO antenna are shown in
Fig. 4. Radiation patterns are normalized.

(b) Current distribution of the proposed antenna(a) Current distribution of ground plane

Figure 3: Current distribution at 750 MHz.

Table 1: Measured antenna gains.

Frequency (GHz) 0.750 2.045 2.350 2.442 2.495 2.595
Antenna Peak Gains (dBi) −4.1 2.9 3.5 4.2 3.5 2.83

Antenna Average Gains (dBi) −7.1 −6.5 −2.9 −1.7 −2.4 −3.65

 

(a)

 

(b)
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(c)

(f)(e)

(d)

Figure 4: Measured co-polarization and cross-polarization radiation patterns: (a) at 750 MHz; (b) at
2045MHz; (c) at 2350 MHz; (d) at 2442 MHz; (e) at 2495MHz; (f) at 2595 MHz.

3. CONCLUSIONS

Internal multiband MIMO antenna with high isolation characteristic for LTE applications was
proposed. In order to enhance the isolation characteristic at LTE700 band ground slits are added.
The fabricated antenna has the isolation of −12.70 dB at the low band. The measured peak gains
and average gains of antenna elements are −4.1 dBi and −7.1 dBi at the LTE700 band, 2.9 dBi and
−6.5 dBi at the WCDMA band, 3.5 dBi and −2.9 dBi at the LTE 2300 band, 4.2 dBi and −1.7 dBi
at the Bluetooth band, 3.5 dBi and −2.4 dBi at the LTE 2500 band and 2.83 dBi and −3.65 dBi at
the US-WiMAX band, respectively. The simulated and measured results show that the proposed
multiband MIMO antenna could be a good candidate for 4G mobile systems.
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Abstract— The advent of new technology in communication systems and widespread use of
this technology, leads engineers to design cheaper and simpler communication equipments. One
of the most usage aspect of communication field is WLAN and RFID systems. Antenna is an
inseparable part of these systems. Meander line antenna is the most usage of antenna that use
in design of these applications. Classic meander line antenna has low efficiency in some aspects,
such as antenna bandwidth and operation in only one resonance frequency (single band). In
this present various kind of these antennas have been proposed, to get better characteristics and
efficiency such as log periodic meander line antenna, meander line antenna with different length
of vertical segment and symmetrical meander line antenna.

1. INTRODUCTION

In recent years, the wireless communication business has expanded greatly. Wireless systems such
as WLAN has been popular [1, 2]. With development of communication equipment, control and
security devices are commonly use such as RFID. As we know, in these system the antenna is an
important part of devices that determining system size and performance.

Recently, meander line antenna has extremely used in design of these systems such as RFID
tags and WLAN systems [1–7].

Meander line antenna has significant advantages, it is electrically small, low profile antenna
and has simple structure [8]. But these antennas have some disadvantages, low radiation efficiency.
When the size of antenna is reduced, the radiation resistance is reduced. This results in the problem
of decreased radiation efficiency because the ratio of the Ohmic loss of the antenna conductor to
the radiated power is increased [9].

The other problem with classic meander line antennas, is their low bandwidth. As the meander
line antenna is one of the microstrip antenna, so it has low bandwidth (less than 5%) [10]. Having
a Dual band response is the other key factor for meander line antennas. As wireless communication
systems are becoming more and more flexible and even a less expensive than today cable based
systems, equipment working in these systems requires a low profile, dual band and wide band
antennas [11].

Meander line antennas, which has small size, wideband and ability to operate in dual band
frequency is suitable choice for these applications.

In this paper, for obtaining better characteristics different kinds of meander line antenna have
been proposed. For each one, the antenna design procedure, simulation for return loss, current
distribution, 3D pattern and Co and Cross Pol component are presented.

2. DESIGN DIFFERENT TYPE OF MLA

2.1. MLA with Different Thickness of Vertical Segment
An important application of meander line antenna is in wireless communication systems such as
WLAN. In these applications, bandwidth is an important factor. As it mentioned before meander
line antenna has low efficiency [10]. So if this kind of antenna want to use in WLAN systems, it
must to improve it bandwidth.

If we analysis current distribution of classic meander line antennas it could be observed that
vertical segment of meander line antenna has more role in constructing electrical field of this
antenna. Fig. 1 shows the current distribution of classic meander line antenna.

Therefore, with applying some changes in this segment, such as different thickness, it might get
better results. Fig. 2 shows MLA with different thickness of vertical segment.

In this structure, thickness of vertical segment and feed line are 2 mm and thickness of horizontal
segment is 1 mm. Fig. 3 shows the return loss of this antenna, as it seen, bandwidth has improved
significantly.
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Figure 1: Current magnitude distribution of classic
meander line antenna [12].

Figure 2: Illustration of MLA with different length
of vertical segment.

Figure 3: Return loss of MLA with different length
of vertical segment.

Figure 4: Illustration of Log periodic Meander line
antenna.

Figure 5: Return loss of log periodic MLA. Figure 6: 3D electrical pattern of log periodic MLA.

2.2. Log Periodic Meander Line Antenna

The increasing use of wireless communication systems, demands the antennas for different systems
and standards with properties like compact, broadband and multiple resonant frequencies. Classic
meander line antenna is able to perform in single band. Log periodic antenna is a kind of frequency
independent antenna and is able to achieve multi-band performance [13]. Therefore, log periodic
technique has been combined with classic meander line antenna to get dual band antenna. Fig. 4
shows illustration of this antenna.

Log periodic MLA with dimension of 30 × 42 × 0.55mm has been designed. Fig. 5 shows the
return loss of this antenna. Of course, with nearing two resonance frequencies it can be used to
increase bandwidth of this antenna. Radiation pattern is another important factor of antenna. For
RFID and WLAN applications Omni-directional is a key property. Fig. 6 shows 3D pattern of this
antenna.
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Figure 7: Illustration of symmetrical MLA. Figure 8: Return loss of symmetrical MLA.

(a) (b)

Figure 9: (a) Co-Pol and Cross-Pol component of H-plane pattern. (b) Co-Pol and Cross-Pol component of
E-plane pattern.

2.3. Symmetrical Meander Line Antenna

Nowadays, communication devices which have more properties are more usable than other devices.
One of its properties is devices that able to operate in dual band frequencies [14]. As it mentioned
before, log periodic MLA approach is one of them. Another technique to get dual-band resonance is
two segment MLA. In this mode main antenna, composes in two sub MLA. Each one can be designed
to operate in one resonance frequency. These segments can be symmetrical or asymmetrical [15].
In this paper symmetrical meander line antenna has been presented. Fig. 7 shows the illustration
of this antenna. In this structure taper plane has been designed to get better matching network.

This symmetrical MLA has been proposed to operate in dual band frequencies, which are 3.6 GHz
and 5.2 GHz for WMAX and WLAN application. Fig. 8 shows the return loss of this antenna.

Figures 9(a) and 9(b) show Co-Pol and Cross-Pol of this antenna in H-plane and E-plane
respectively. As seen, the designed antenna has a very linear-polarized characteristics.

3. CONCLUSIONS

Classic meander line antenna has good properties such as, small, low profile, simple and cheap.
These nice features make meander line antenna very popular and usable in many aspect of com-
munication systems such as RFID and WLAN.

Classic meander line antenna has some disadvantages. They have low efficiency, low bandwidth
and can not operate in multi band frequencies.

In this paper, with applying some changes in classic meander line antenna, different shape of
meander line antennas have been proposed to improve these issues. Meander line antenna with
different length of vertical segment has been presented to get better bandwidth.

Furthermore, log periodic and symmetrical meander line antennas have been designed to operate
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in dual-band frequencies.
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Abstract— In this paper, a novel antenna design constituting a semicircular slot excited by
an extended semicircular patch is presented. The operational bandwidth of this antenna extends
from 2.3 GHz to 12.7 GHz, to cover the UWB range of frequencies and Bluetooth, covering al-
most all indoor communication system applications. Two frequency notches were implemented
to ensure coexistence with the narrow band applications sharing some of these frequency bands
namely, WLAN and WiMAX (3.3–3.6GHz and 5–6 GHz). These notches were obtained by using
L-slit in the ground plane and C-slot in the tuning patch, the dimensions of which were optimized
using parametric analysis. The proposed antenna was fabricated using photolithographic tech-
nique. Measured and simulated results were compared and very good agreement was observed.
The bandwidth of the proposed antenna increased by almost 2.5 GHz (30%) than previously pre-
sented UWB antennas with dual frequency notches, especially at the lower end of the spectrum
which enables inclusion of Bluetooth applications.

1. INTRODUCTION

The release of the unlicensed UWB technology for commercial communications by the Federal
Communication Commission (FCC) unleashed the interest in UWB communication systems [1],
in which the antennas received the greatest portion of that interest. Literature is congested with
different designs in various topologies [2–5]. The planar structures attracted most of this attention
for its intrinsic advantages over other types, such as the simple structure, small size, low profile,
low cost, easiness of fabrication and conformity and most important of which is that they lend
themselves to miniaturization. Among the popular planar structures is the CPW fed planar slot
antenna, which have attractive increased attention mainly for the ease of integration of monolithic
microwave integrated circuits (MMIC). Beside various challenges of designing narrowband antennas,
UWB antennas have more challenges to meet, namely, stable radiation pattern, gain, and group
delay, all over the band. Covering this ultra wide bandwidth arouses a coexistence problem with
narrowband technologies sharing with UWB some of the frequency bands such as WLAN and
WIMAX operating in the bands 3.3–3.6 GHz and 5–6GHz. To overcome this problem and avoiding
interference, UWB antennas uses filters to suppress dispensable bands. An alternative approach to
notch-out specific frequencies is to design UWB antennae with band-notch characteristic [6]. An
alternative approach to overcome this issue is to implement techniques in the design that notches
out certain frequencies of narrow band applications. Ref. [7] achieved two notches by etching two
nested C-shaped slots in the patch.

In this paper, a CPW UWB semicircular slot antenna with dual band-notched characteristics
for WIMAX and WLAN bands and provides omnidirectional radiation pattern, and stable gain
over the entire band is presented with dimensions 30 × 28 × 1.5mm3. By embedding L-shaped
slit in the ground plane and a C shaped slot in the tuning stub, dual frequency band-notches are
obtained.

Figure 1: The geometric description of the L-slit and C-slot added to the proposed antenna.
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Figure 2: Simulated return loss for different values
of Rc.

Figure 3: The effect of curving the corners of the
ground plane.

(a) (b)

Figure 4: Parametric study of (a) Wt and (b) ht.

2. ANTENNA DESIGN

In Fig. 1, the proposed UWB slot antenna with dual band frequency notches, by etching an L-shaped
slit and an inverted C-shaped slot in the ground plane and tuning stub, respectively, is shown. The
antenna is printed on FR4 substrate with dimensions Ws × LS × h equal 30 × 28 × 1.5mm3 and
relative permittivity of 4.65. The antenna is composed of semicircular slot tuned by an extended
semicircular (semicircle and a rectangle) feed by a 50 ohm CPW of center line of width Wf and
separation g. The corners of the ground plane of the CPW structure are curved to enhance the
matching of the antenna. By embedding an L-slit in the ground plane and an inverted C-slot in
the tuning stub, dual band-notches are achieved.

The simulations were carried out using Computer Simulation Technology CST, version 12. To
adjust the center frequencies of the notches and the notches bandwidths to achieve an efficient
dual band-notched UWB antenna was the challenge at this point. The total lengths of the etched
slots control the position of the rejected bands. Optimized dimensions of the slit and the slot are
introduced in Table 2.

Design of the proposed antenna started by two alternative approaches; the first considers the
half disk slot is similar to that of circular slot. The resonance frequency of half circular disk shape
is defined as fr = 1.8412c/2πRc

√
εr [8]. Considering the dominant mode TM110 for a circular

patch, c is the velocity of light, and εr is the substrate dielectric constant. The second approach is
considering the area equivalence with a rectangular patch where W = 2a and L = πa/4, (W and
L are the width and length of the equivalent rectangular patch) where fr = c/2W

√
2/εr + 1. The

two approaches are compared the results of which are a = 13mm and 14.4 mm, respectively. fr

considered in both approaches is 3.1 GHz, which is the lower limit of the UWB range.
Parametric analysis was applied to extend the required UWB range of frequencies at the lower

end to 2.3 GHz, to include Bluetooth applications. This parametric analysis included Rc, Wt, Lt

and R. The simulated results of which are shown in Figs. 2–4. The optimized parameters are listed
in Table 1.

The data shown in Table 1, is that of the UWB antenna without frequency notches. To achieve
the required band notches at the two frequency band 3.5 GHz and 5.2 GHz. An L-shaped slit and a
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Table 1: Optimized parameters of the proposed antenna (mm).

Ls Ws Lg Lf Wf Wmt ht h R Rc g

28 30 10 9.5 2.3 9.2 5 1.5 4 14 0.35

Table 2: Parameters of the slit and slot in Fig. 7 (in mm).

Wc Lc tc S tL LL WL

7 3.5 0.3 2 0.4 2.4 10.2

Figure 5: Prototype fabricated antenna.

C-slot were etched in the ground plane and tuning stub of the proposed antenna, with parameters
shown in Table 1. The L-shaped slit acts as a quarter-wavelength resonator and its electrical length
is about 0.25λg (λg is the guide wavelength at f = 3.5GHz), whereas, the electrical length of the
C-shaped slot is about 0.5λg. To adjust the center frequencies of the notches and their bandwidths
to achieve an efficient dual band-notched UWB antenna was the challenge at this point. The total
lengths of the etched slots control the position of the rejected bands. Optimized dimensions of the
slit and the slot are introduced in Table 2.

3. RESULTS AND DISCUSSION

The proposed antenna with the optimized parameters was simulated, and fabricated using pho-
tolithographic technique, Fig. 5. In this section, both simulated and measured results are presented.
Fig. 6 shows the two results for VSWR of the proposed antenna with one notch at 3.5 GHz, which
results from the L-shape slit; Fig. 6(b) displays the results of the two notches. From Fig. 6(b), it is
clear that both measured and simulated frequency bands of the notches, showed good agreement.
Gain of the proposed antenna over the operational frequency band is shown in Fig. 7, from which
it is observed that the gain ranges between 2.5 and 4.5 over the bandwidth that extends from 2.3
to 12.5GHz, except for the frequency bands 3.3–3.6 and 5–6 GHz. Simulated and measured radia-
tion patterns of the proposed antenna are shown in Fig. 8, for three different frequencies, namely
2.6GHz, 3.5 GHz, and 4.5 GHz. The radiation patterns of the fabricated antenna were measured
using compact multi probe antenna test station model STARLAB-18, STAR-007-A-0019, equipped
with VNA model Agilent PNA E8363B.
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(a) (b)

Figure 6: Simulated and measured results for (a) single notch, (b) double notch.

Figure 7: Gain of the proposed antenna.

(a)

(b)
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(c)

Figure 8: Radiation patterns for frequencies (a) 2.6 GHz, (b) 3.5 GHz, and (c) 4.5GHz.

4. CONCLUSION

In this paper, a novel UWB slot antenna with dual band-notched frequency characteristics was pre-
sented. The bandwidth of the proposed antenna extends from 2.3 to 12.5 GHz, providing coverage
to Bluetooth service with UWB. To enable coexistence of these applications and narrow band appli-
cations that share some of these bands with the proposed antenna, frequency notching is introduced.
These band notches were obtained using an L-shaped and a C-slot. These band notches maintain
coexistence with WIMAX and WLAN bands in the frequency ranges 3.3–3.6GHz and 5–6GHz.
The antenna shows stable gain and near omnidirectional patterns. The proposed antenna was
fabricated using photolithographic technique. Measured and simulated results were compared and
very good agreement was observed. The bandwidth of the proposed antenna increased by almost
2.5GHz (30%) than previously presented UWB antennas with dual frequency notches, especially
at the lower end of the spectrum which enables inclusion of Bluetooth applications.
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Abstract— The dependence of radio refractivity on height above the Earth’s surface has been
examined. The method proposed by International Telecommunication Union has been used. The
gradient of radio refractivity has been analyzed over Kaunas, the city of Lithuania. This location
was chosen considering our previous studies, which showed that the yearly variation of N is
highest in Kaunas, in comparison with other localities of Lithuania. The local meteorological
data, which was measured near the ground and also at the different heights above the Earth’s
surface, have been used in calculation of radio refractivity. It was concluded, that the super-
refraction of radio waves and ducting phenomenon could occur at the end of April in Kaunas.

1. INTRODUCTION

The lower atmosphere is not homogeneous. This circumstance affects the electromagnetic (EM)
wave propagation in the lower atmospheric layers. Worse propagation conditions lead to decreased
power levels at transmitter/receiver and to increased fading on communication links [1].

Therefore, the radio link systems must be planned and designed in such way, that its optimal
performance would be achieved. One of primary steps in radio link system design is estimation of
the atmospheric refractive index, n. It is a ratio of radio wave’s propagation velocity in free space
and its velocity in a specified medium [2]. Refractive index is always required when measurements
are made in air [3]. It was noted in [4] and [5] that even small changes of temperature, humidity
and partial water vapor pressure lead to changes of the atmospheric refractive index. Therefore, n
variations are observed in the path of radio wave. The refractive effect is associated with the bending
of EM waves and is related to the vertical pressure, temperature and humidity distributions in the
atmosphere [6]. The anomalous electromagnetic wave propagation could cause problems for radars,
because variation of the refractive index can induce loss of radar coverage [7]. In practice, for most
cases the actual propagation conditions are more complicated in comparison with the conditions
that are predicted in radio system’s design. The meteorological conditions have a significant impact
on radio wave propagation through atmosphere. Moreover, the climatic conditions are very unstable
in Lithuania [8]. The territory of Lithuania (the Baltic Sea region) belongs to the area where there
is the excess of moisture. The relative humidity is about 70% in spring and in summer and 85–90%
in winter [9]. Lithuanian climate is also characterized by large temperature fluctuations. Difference
between the temperatures of the warmest and the coldest months is 21.8◦C [8].

Short time variation of the refractive index over line-of-sight paths of approximately 3 km in
mountainous coastal waters using X-band was presented in [7]. In [10], the measurements of these
meteorological parameters were made in the different time of year and also different time of day. The
values of the refractive index have been determined using measured meteorological data. In [11],
it was mentioned that seasonal variation of refractivity gradient could cause the unavailability of
the microwave systems.

Having in mind the variable character of Lithuanian climatic conditions, in [12] the variations of
radio refractivity for different localities, seasons and times of the day have been determined. It was
concluded in [13], that the atmospheric refractive index, n, varies mostly in July. The variations of
n in diurnal time are similar in all localities that are situated in the Continental part of Lithuania
and are slightly different in Seacoast [13].

The first attempt to determine variation of radio refractivity with 1.2 km height above ground on
4 and 28 November 2010 in localities of Lithuania has been analyzed in [14]. There was concluded,
that the vertical gradient of the radio refractivity was lower than the value, which was recommended
by ITU in [15].

In this work, our activities will be concentrated on the analysis of variation of the atmospheric
radio refractivity with height above ground surface in the mid-spring in Kaunas, the city of Lithua-
nia.
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2. CALCULATION OF RADIO REFRACTIVITY GRADIENT

The value of the radio refractive index, n, is very close to the unit and changes of this value are
very small in the time and space.

With aim to make those changes more notable, the term of radio refractivity N is used [2, 15]:

N = (n− 1)× 106. (1)

According to the Recommendation of ITU [12]:

N =
77.6
T

(
p + 4810

e

T

)
, (2)

where T (K) is the temperature; p (hPa) is the atmospheric pressure; e (hPa) is the partial water
vapor pressure. The refractivity is expressed in N -units.

It was mentioned in [2] and [15], that (2) expression may be used for all radio frequencies. For
frequencies up to 100 GHz, the error is less than 0.5%. There are two terms (the “dry term” and
the “wet term”) in relationship (2). The relationship between the partial water vapor pressure e
and the relative humidity H is presented in [2].

Radio refractivity gradient, G, can be expressed as:

G =
N1 −N2

h1 − h2
, (3)

where N1 and N2 are the values of radio refractivity at heights above ground surface h1 and h2

respectively.
The G-value determines the type of refraction. The vertical gradient of refractivity at the lower

layer of the atmosphere is an important parameter for estimation of path clearance and propagation
effects, such as sub-refraction, super-refraction, or ducting [16]. More detail classification of the
refraction in the Earth’s atmosphere is presented in [17]. If N is constant in some height above
the ground surface intervals, the non-refraction of EM wave is observed. At standard atmosphere’s
temperature, air pressure and relative humidity are decreasing with height above the ground surface,
and N decreases with altitude. The condition in which the temperature of the atmosphere increases
with altitude in contrast to the normal decrease with altitude is called temperature inversion. The
air condition with temperature inversion can cause channels, or ducts, of cool air to be sandwiched
between the surface of the ground and a layer of warm air, or between two layers of warm air [16]
and [17].

In [18], the refraction of radio waves is classified into normal refraction (whenever G = −40
N -units/km), super-refraction (whenever −41>G>−156.9 N -units/km), and ducting (whenever
G = −157 N -units/km). The following criteria for sub-refraction are presented in [16]: G> − 40
N -units/km. Despite certain differences in the classification of refraction, the basic principles are
the same in all cases. The G-value is compared with G-value of positive normal refraction (G = −40
N -units/km). Super-refraction occurs when the bending of the trajectory of propagating radio wave
bends towards the ground surface is greater than its bending in case of normal positive refraction.
Ducting is named as exceptional super-refraction [20]. In the case of positive critical refraction, the
trajectory of radio wave is parallel to the ground surface. The ray path is important for identifying
storm characteristics and for proper use of the radar data in initialization of numerical weather
prediction models [20].

3. RESULTS AND DISCUSSION

Kaunas is the second-largest city in Lithuania (Coordinates: 54◦53′ N; 23◦50′E; Altitude: 77 m:
Climatic region: Middle Lithuania Lowland). Although Kaunas is located far enough from Baltic
Sea, it is sufficiently close to large bodies of water: River Neman and Kaunas Lagoon. The yearly
variation of N is the highest in Kaunas in comparison with the other localities of Lithuania [12].

The meteorological data used in determination of radio refractivity have been taken from the
Lithuanian Hydro-meteorological Service under the Ministry of Environment. The atmospheric
radio sensing was carried out on uneven days, starting probe on 02 : 30 (local time) for the winter and
summer times. Sometimes due to certain mechanical and technical reasons, the probe is released at
different time (up to one-sixth of an hour from the standard time). The probe RS92-SGP (made by
Finnish Company VAISALA) has been used to measure the temperature, pressure, and the relative



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 605

humidity of the year. Probe is equipped with GPS wind direction, air pressure, temperature and
humidity sensors, that are based on the principle of bimetallic plate. The antenna sends signals of
400MHz radio frequency and complies with European ETSI standards. The balloon, attached to
the probe is filled with helium gas.

In standard atmosphere, the temperature, pressure, and relative humidity decrease with altitude
above the ground surface. And the radio refractivity decreases as well. However, the temperature
inversions are observed in some cases in the localities of Lithuania. The conditions for super-
refraction and ducting can occur. As it was mentioned above, our previous investigation showed,
that in Vilnius, the vertical gradient of the radio refractivity in autumn was lower than the value,
which was recommended by ITU. The conditions for radio waves low positive refraction have been
observed in most cases, investigated in [14]. However, analysis of meteorological data, which was
measured at the different altitudes above the ground in spring, shows that the conditions for super-
refraction could occur in the mid-spring. The data presented in Figs. 1–4 confirm this fact. The
data of the air pressure, temperature, and relative humidity was measured on 21 April 2009, 21
April 2010, and 21 April 2011.

The temperature inversion has been observed in the lowest layers of troposphere on nights of
21 April 2009, 21 April 2010, and 21 April 2011 (see Fig. 1). Fig. 2 shows variation of relative
humidity H. It varied each year. Variations of air pressure p with height above (see Fig. 3) ground
in the years 2009 and 2011 (as can be seen in Fig. 3, those variations almost coincide) were similar
to one in the year 2010.

Figure 1: Dependence of the air temperature T on
the height above ground h.

Figure 2: Dependence of relative humidity H on
height above ground h.

Figure 3: Dependence of the atmospheric pressure p
on height above ground h.

Figure 4: Dependence of radio refractivity gradient
G on the height h.
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The conditions for positive increased refraction (super-refraction) have been observed on 21
April 2009 in the layer starting from 100m up to 500 m above ground surface (see Fig. 4). In the
year 2010, the conditions for positive increased refraction emerged in the layer from the ground
surface up to 170 m above ground. The conditions for radio wave ducting have been sufficient in the
layer starting from 20 m up to 90m. In the year 2011, the conditions for radio wave ducting have
been sufficient in the lowest layer of troposphere up to 40 m above ground surface. It is obvious
in Fig. 4. Though we presented the data measured on 21 April, it is worth to mention, that the
conditions for electromagnetic waves super-refraction or ducting have been observed also in the
several nights at the end of April. The conditions for temperature inversion could occur when the
warm air mass goes over the still, not yet melted snow on the ground surface or it is moving over
cold ground or over the water surface.

4. CONCLUSIONS

The temperature inversions have been observed at the end of April of the years 2009, 2010, and
2011 in Kaunas. The super-refraction and ducting conditions for electromagnetic waves propagation
have been observed. Though the conditions for positive low refraction are observed in most cases,
the conditions for super-refraction can occur in spring in the countries with four seasons of the
year.
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Abstract— The design of a simple small-size multi-band antenna for wireless local area net-
work (WLAN) and worldwide interoperability for microwave access (WiMAX) application is
presented in this paper. The antenna covers the 2.4/5.2/5.8-GHz WLAN operating bands and
the 2.5/3.5/5.5-GHz WiMAX bands. The proposed printed-type antenna is based on a 1.6 mm-
thick FR4 epoxy substrate with dimensions 25mm × 38 mm. It has a rectangular split-ring slot
enclosed inside a rectangular patch. The inclusion of the split-ring slot and the U-shaped slot in
the partial ground plane gives resonance at two additional frequencies. The dimensions of the
patch, the ground, and the two slots are optimized to obtain these desired functional frequency
ranges.

1. INTRODUCTION

Due to the rapid and wide development of wireless communications, the design goal is heading
towards the desired features of compact, lightweight, multi-band and low cost antennas. UWB
antennas have the advantage of covering a very wide frequency range. In [1], a UWB antenna
operational over the 2–11GHz range is presented. However, UWB antennas are prone to noise from
unwanted frequencies, which could degrade the original message. On the other hand, reconfigurable
antennas are designed to be able to control the resonance of the antenna and limit the disadvantage
of UWB antennas. A frequency reconfigurable antenna is proposed in [2]. Though very robust,
reconfigurable antennas are complex as they require the use of switching elements and their biasing
lines, or other complicated reconfiguration mechanisms. Multi-band antennas can be thought of as
an intermediate solution combining simplicity and multi-frequency operation.

The advantage of the multi-band antennas is to be able to integrate several frequency bands
on one single antenna, making it useful for several frequency ranges. These multi-band antennas
could contain frequency ranges from several wireless applications. [3, 4] represent two antennas
working on multi-frequency bands. In this paper, the antenna presented is capable of working on
triple-frequency bands, for the two different applications, WLAN and WiMAX.

In [5–18] several printed antenna designs for both WLAN and WiMAX applications have been
presented. In [5–7], the triple-band characteristic is designed by etching two narrow slots with
different lengths on a wideband monopole antenna. In [8], the design uses a trapezoidal ground
to achieve the triple-band frequencies of WLAN/WiMAX applications. In [9], a triple-band unidi-
rectional coplanar antenna is presented, but with a large size of 100 × 60mm2. Usually, to meet
the requirements of mutli-band frequency range, a various types of configurations could be used.
In [10], a meander T-shape with a long and a short arm are used to achieve multi-band frequency.
A multifractal structure is used in [11]. In [12, 13], a flared shape with V-sleeve or Y-shape is
implemented to realize the multi-band operation. However these antennas have a large size com-
paring to the limited space of mobile wireless terminals. Through the development of antenna
design, slot structures have been proposed to reduce the size of the multi-band antennas. In [14],
the use of U-slots with a combination with an L-probe feed is used to produce dual and multi-
band characteristics. A triangular-slot loaded multi-band antenna excited by the strip monopole is
presented in [15]. In [16], the adjustment of the size of the slots on the radiating patch improves
the performance of the coplanar waveguide-fed monopole antenna, but with a low antenna gain.
Meandering slot antennas, in [17, 18], could also be used as well with different slots to generate two
resonant modes. However, the complex structures of these antennas make them unsuitable for the
practical applications. In [19] a miniaturized multi-frequency antenna is proposed using circular
ring, a Y-shape-like strip, and a defected ground plane.

In this paper, using a split-ring slot enclosed inside a rectangular patch and etching a U-shaped
slot in the partial ground plane are the two techniques used to achieve not only triple-band operation
performance, but also smaller size and simpler structure. By using the three different resonant
frequencies, the proposed antenna can generate three resonant modes to cover three desired bands
for WLAN and WiMAX applications. The geometry and the design guidelines of the proposed
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antenna structures are presented in Section 2. Experimental results are presented in Section 3. In
Section 4 a brief conclusion is given.

2. ANTENNA STRUCTURE AND DESIGN

The configuration of the proposed triple-band antenna is shown in Figures 1(a)–(b). The rectan-
gular patch is the main radiating element of the antenna combined with split-ring slot enclosed
inside of it. The proposed printed-type antenna is based on a 1.6mm-thick FR4 epoxy substrate
with dimensions 25 mm × 38mm, fed by a 50 Ω microstrip feed line with a width of 3mm and a
length of 12.06 mm. The partial ground plane is located on the backside of the dielectric substrate,
shown in Figure 1(b), where a U-shaped slot is illustrated.

Figures 2(a)–(d) and Figure 3 represent the design evolution of the proposed antenna and its
corresponding simulated reflection coefficient. Initially, the antenna in Figure 2(a) consists of a
rectangular patch in addition to a partial rectangular ground. As shown in Figure 3(a), there is
one operating band from 3 to 5 GHz. The inclusion of the split-ring slot, Figure 2(b), leads to
the excitation of an additional coverage of the 2.4–2.5 GHz band, shown in Figure 3(b), without
increasing the size, where the current will be divided between the rectangular patch and the split-

(a) (b)

Figure 1: Geometry of the proposed antenna. (a) Front view, (b) back view.

   
 (a) (b) (c) (d)

Figure 2: (a)–(d) The evolution of the antenna de-
sign.

Figure 3: Simulated reflection coefficient of each de-
sign.

(a) (b)

Figure 4: The fabricated antenna. (a) Font view, (b) back view.
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ring slot giving two resonance frequencies. In Figure 2(c) and under the 50Ω microstrip feed line,
the ground plane is defected by etching a U-shaped slot without adding a split-ring slot in the
rectangular patch. The U-shaped slot, as shown in Figure 3(c), gives resonance in the 3–4 and 5.2–
5.9GHz bands. Finally, in Figure 2(d), the two slots were added to the design to achieve resonance
in the three frequency bands, 2.4–2.5, 3–4, 5.2–5.9GHz, as shown in Figure 3(d). The dimensions of
the patch, the ground, and the two slots are optimized to obtain these desired functional frequency
ranges using Ansoft HFSS.

Figures 4(a)–(b) show the fabricated antenna, with the dimensions shown in Table 1 for both
upper and lower part.

3. RESULTS AND DISCUSSION

The computed and measured reflection coefficient plots are given in Figure 5, where good analogy
is revealed.

From the measured results it is seen that the antenna covers three frequency bands, 2.4–2.5,
3–4, and 5.4–5.9GHz bands, making it suitable for WLAN operating in the 2.4, 5.2 and 5.8 GHz
bands, and WiMAX networks operating in the 2.5, 3.5 and 5.5 GHz bands.

Due to its geometry as a printed monopole, and the use of the partial ground plane, the antenna
has omnidirectional radiation patterns, as shown in Figure 6 for the 2.4, 3.5, and 5.8 GHz frequen-

Table 1: The antenna dimensions (in mm).

Parameter Size (mm) Parameter Size (mm) Parameter Size (mm)
W 25 Ws 12 Lg 9
L 38 Ls 12.10 Wu 7.5

Wf 3 Ds 2.10 Lu 3
Lf 12.06 Lsr 7.9 Du 2.5
Wr 18 Wfs 0.9 Dg 5.5
Lr 21 Sd 4.4 Su 1

Figure 5: Simulated (dashed line) and measured (solid line) reflection coefficient.

(a) (b) (c)

Figure 6: The antenna gain computed at (a) 2.4, (b) 3.5 and (c) 5.5GHz in the XZ plane (H-plane) and
Y Z plane (E-plane).



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 611

Table 2: Simulated antenna gain at the frequencies of operation.

Frequency (GHz) Gain (dB) Frequency (GHz) Gain (dB)
2.40 1.8811 4.00 2.0398
2.45 1.7991 5.20 2.0568
2.50 1.6529 5.50 1.8904
3.00 1.7120 5.80 1.3232
3.50 1.8529 5.90 1.4112

cies. These simulated patterns reveal an equal gain in the XZ plane (H-plane), and a pattern with
the shape of digit 8 in the Y Z plane (E-plane).

The antenna gain computed at 2.4–2.5, 3–4, 5.2–5.9 GHz is given in Table 2. As shown, the gain
of the proposed antenna within the operating bands satisfies the requirement of several wireless
communication terminals.

4. CONCLUSION

A novel triple-band antenna suitable for WLAN/WiMAX applications is proposed in this paper.
Using a split-ring slot implanted in the rectangular patch and a U-shaped slot etched partial ground
plane, three resonant modes with excellent impedance performance are achieved.

The compact size, triple-band frequency, excellent radiation patterns, good gain and a simple
structure makes this antenna suitable for practical wireless communication systems, working on
WLAN and WiMAX networks, in three different frequency bands, 2.4–2.5, 3–4, 5.2–5.9 GHz.
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Abstract— Recently, the ultra-wideband (UWB) systems have attracted much attention be-
cause of its advantages including high speed data, small size, low cost, and low complexity.
Consequently, the UWB antenna has received an increased attention due to its impedance band-
width, simple structure and omni-directional radiation pattern. In this paper, the effects of the
ground plane of a printed monopole UWB antenna, fed with a 50 Ω microstrip line, have been
investigated. A Koch fractal based ground plane structure has been proposed as a means to
enhance the UWB antenna performance. Different ground plane structures and feeding methods
have been applied to a notched band monopole antenna structure that is a nearly square with
embedded E-shaped slot. The proposed antenna has been supposed to be etched using a substrate
with relative permittivity of 4.6 and thickness of 1.6 mm. Modeling and performance evaluation
of the presented antenna designs have been carried out using a method of moments based EM
simulator, IE3D. Simulation results have shown that the antenna with Koch based ground plane
and asymmetrical feed offers larger fractional bandwidth of about 124%. By this increment in the
antenna bandwidth, it is expected that by suitable dimension scaling of the enhanced bandwidth
UWB antenna, many communication services below 3.1 GHz could be integrated with the UWB
systems.

1. INTRODUCTION

Ultra-wideband (UWB) communication system is attracting more and more attention because of
its advantages such as low power consumption, high data rate transmissions as in the multimedia
communications, robustness against jamming, high degree of reliability etc. [1]. Consequently,
an increased interest has been reported to the UWB antenna design. For portable devices, an
additional challenge is encountered; the antenna has to be miniaturized. The printed UWB antenna
has been found to be a good option because it can be easily embedded into wireless devices or
integrated with other RF circuits [2]. In 2002, the Federal Communication Commission (FCC)
officially released the regulations for UWB technology with allocated spectrum from 3.1 to 10.6 GHz
for unlicensed UWB indoor medical, measurement and communication applications [3]. Since then,
intensive research work has been devoted to the UWB antenna design.

Regarding the purpose of reducing the potential interference between the UWB system and
others operating at 5/6 GHz, the antennas reported in the literature can be classified into three
categories. The first one includes antenna that are not characterized with a band notch in their
return loss, or VSWR, responses [2–5]. In this context, microstrip fed printed monopole antennas
having radiators with E-shape [2], swan-like shape patch with reduced ground plane [3], circular
shape monopole with trapezoid shape ground [4], and octagon shape [5], are presented for UWB
applications. In the other hand, the CPW feed line has been also used for UWB antennas with
various possible slotted patch structures [6, 7]. The UWB antennas of the second category are
characterized with a single 5/6GHz band notch in their return loss responses [8–12]. Again, almost
similar techniques have been adopted to achieve the UWB impedance bandwidth. Slotted elements
of various shapes have been added to create the required notch in the antenna response. In addition,
the use of the electromagnetic-bandgap (EBG) structure is proven to be effective create the required
band notched response [13]. Elliptical monopoles with CPW feeds were fabricated on liquid crystal
polymer (LCP) with reconfigurable 5/6 GHz band-notch characteristics has been presented in [14].
In the third category, antennas are characterized with two band notches in their return loss, or
VSWR, responses [15–20].

In this paper, the effects of the ground plane of a printed monopole UWB antenna have been
investigated. In an attempt to enhance the UWB antenna performance a new fractal based ground
plane structure has been proposed. Many ground plane structures and feeding methods have been
applied to a notched band monopole antenna structure that is a nearly square with E-shaped slot
embedded in it. It is expected that by suitable dimension scaling of the enhanced bandwidth UWB
antenna, many communication services below 3.1GHz could be integrated with the UWB systems,
as recently reported in [21–23].
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2. THE ANTENNA DESIGN

The proposed UWB antenna is a printed monopole with a nearly square shaped radiator. An
E-shaped slot has been cut in the radiator to produce the notched band. On the other side of the
substrate, a reduced ground plane has been printed. The geometry of the proposed UWB printed
monopole antenna is shown in Figure 1.

The antenna is to be modeled using an FR4 substrate with thickness of 1.6 mm and relative
permittivity of 4.6. For design convenience, the proposed antenna is fed by a 50Ohm microstrip
line printed on the radiator side of the substrate. The feed line width is of about 3mm, and is
symmetrically located with respect to both the radiating element and the ground plane. On the
front surface of the substrate, a nearly square radiating patch with initial dimensions of 13.45 ×
14.55mm2, has been etched; while on the other side of the substrate, a conducting ground plane
of 19.90 × 9.20mm2 is placed. An E-slot is etched on the rectangular radiating element with slot
width, WMS = 6.25 mm, slot length, LMS = 9.05mm, and slot trace width, LTS = 1.5mm. The
slot is symmetrically cut in the X-axis, while it is away from the upper edge of the radiating element
by a distance, WT = 1.70mm.

A printed monopole antenna with E-slot has been designed to resonate with the lower frequency
is located at 3.1 GHz, as a starting step. After suitable dimension scaling, the resulting antenna
radiating element length, LE , has to be determined. Observing the influence of the various param-
eters on the antenna performance, it has been found that the dominant factor in the antenna is the
monopole element perimeter, 2(LE + WE), in terms of the guided wavelength λg.

λg =
λ0√
εeff

(1)

where εeff is the effective dielectric constant.
Then the lower resonant frequency, fL, relative to the radiating element length is formulated by

fL ≈ Co

2(LE + WE)√εeff
(2)

where Co is the speed of light in free space.
In this paper, the effects of the ground plane of the printed monopole UWB antenna have to

be investigated. The previously designed antenna has been considered as reference for the sake
of comparison with other antennas with different feeding and ground planes. This antenna will
be referred to as Ref. Ant. In an attempt to enhance impedance bandwidth, for S11 ≤ −10 dB,
of this antenna, a modified reduced ground plane is proposed. The proposed ground plane has
been modified by making its top edge in the form of the 2nd Koch fractal geometry. Three other
antennas have been presented and referred to as Ant. I, Ant. II, and Ant. III, as shown in Figure 2,
where the proposed Koch fractal based ground plane structure has been depicted. The top edge
of the reduced ground plane has been modified to be in the form o the 2nd iteration Koch fractal
geometry for Ant. II and Ant. III.

Figure 1: The geometry of the modeled reference antenna.
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Figure 2: The four modeled UWB antennas with different feed positions and ground planes as depicted in
Table 1.

Table 1: Summary of the modeled antennas and the corresponding ground planes, feeding method and the
realized fractional bandwidths.

Antenna Type Ground Plane Feed Method Resulting Bandwidth %
Ref. Ant Reduced GP Symmetrical 105
Ant. I Reduced GP Asymmetrical 113
Ant. II Koch Based Reduced Symmetrical 124
Ant. III Koch Based Reduced Asymmetrical 118

Figure 3: Return loss responses of the four UWB antennas with the different ground plane structures.

3. PERFORMANCE ASSESMENT AND SIMULATION RESULTS

The four UWB printed monopole antennas, depicted in Figure 2, have been modeled and their
performances have been evaluated using the commercially available software IE3D, from Zeland
Software Inc. [24]. These antennas have the same parameters as previously stated; the only change
is the ground planes and the feeding methods. Table 1 summarizes the related differences among
these antennas.

Figure 3 presents the simulated return loss responses of the four antennas. It is implied that
at low frequencies, below 6.0GHz, the four antennas perform equally, since the lowest resonant
frequency, according to (2), is primarily determined by the monopole radiating element parameters.
Furthermore, the position of the notched band, from 4.41 to 5.98 GHz, has not changed, because it
is attributed to E-slot parameters as prescribed. The effects of the ground planes of the modeled
antennas started beyond this frequency. In this context, the four antennas offer different fractional
bandwidths, as it is clearly shown in Figure 3.

The realized fractional bandwidths corresponding to each of these antennas are summarized in
Table 1. It is clear that antennas with the modified ground planes, Ant. II and Ant. III, possess the
largest fractional bandwidths. However, Ant. II, with Koch based ground plane and symmetrical
feed, offers larger fractional bandwidth of about 124%. By this increment in the antenna bandwidth,



616 PIERS Proceedings, Moscow, Russia, August 19–23, 2012

Figure 4: Simulated current distributions on the surface of the Ant. II at different frequencies.

it is expected that by suitable dimension scaling of the enhanced bandwidth UWB antenna, many
communication services below 3.1GHz could be integrated with the UWB systems.

4. CONCLUSIONS

The use of a new fractal based modified ground plane of the printed UWB antenna has been
investigated in this paper as a means to enhance its fractional bandwidth. The 2nd iteration Koch
fractal geometry has been applied to shape the ground plane of a printed UWB monopole antenna
with symmetrical and asymmetrical feeding positions. It is found that at low frequencies, below
6.0GHz, the modeled antenna perform equally independent on the type of the ground plane and
the feeding method. The use of the Koch fractal based ground plane has proved it impact in the
resulting fractional bandwidth. Simulation results show that the resulting bandwidth extends to
13.29GHz, beyond the extent required by the FCC standards. By this increment in the antenna
bandwidth, it is expected that by suitable dimension scaling of the enhanced bandwidth UWB
antenna, many communication services below 3.1GHz could be integrated with the UWB systems.
Additional work could be carried out to explore the use of other fractal geometries on the UWB
antenna performance.
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Abstract— Different slot structures have been widely used in numerous designs to produce
antennas with enhanced bandwidths. In this paper, a printed slot antenna has been introduced
as a candidate for use in the multi-band wireless communication applications. The antenna slot
structure has a rectangular shape with its width, from the side of feed, has been modified in the
form of Koch fractal curve of the second iteration. The antenna has been fed with 50 Ohm mi-
crostrip transmission line etched on the reverse side of the substrate. Modeling and performance
evaluation of the proposed antenna design have been carried out using a method of moments
based EM simulator, IE3D. Simulation results show that the resulting antenna exhibits a multi-
resonant behavior making it suitable for a wide variety of multi-band wireless communication
applications. The first resonant band, centered at 2.58 GHz, extends from 2.40 to 2.89 GHz. This
band covers the 2.4 GHz WLAN band (frequency range 2.4–2.483GHz) and the 2.5GHz mobile
WiMAX operating band (frequency range 2.5–2.7 GHz). The second resonant band, centered at
4.03GHz, extends from 3.40 to 4.50GHz. This band covers the 3.5GHz mobile WiMAX oper-
ating band (frequency range 3.4–3.6GHz). While the third resonant band centered at 5.74 GHz,
extends from 5.42 to 6.18 GHz. This band covers the U-NII mid-band (frequency range 5.47–
5.725GHz) and U-NII high-band (frequency range 5.725–5.875 GHz). Parametric study has been
carried out to explore the effect of varying the antenna feed line length on its performance.

1. INTRODUCTION

The term fractal, which means broken or irregular fragments, was originally coined by Mandel-
brot [1] to describe a family of complex shapes that possess an inherent self-similarity in their
geometrical structures. A wide variety of applications for fractal has been found in many areas
of science and engineering. One such area is the fractal electrodynamics [2, 3] in which fractal
geometry is combined with electromagnetic theory for the purpose of investigating a new class
of radiation, propagation, and scattering problems. One of the most promising areas of fractal
electrodynamics research is its application to the antenna theory and design. Another prominent
benefit that has been derived from using fractal geometries has been to design antenna with mul-
tiple resonances [3, 4]. Fractals are complex geometric shapes that repeat themselves, and are thus
self similar. Because of the self-similarity of the geometry due to the iterative generating process,
the multiple scales of the recurring geometry resonate at different frequency bands.

Hilbert, Peano, and Gosper space-filling curves have attracted the researchers to achieve antenna
miniaturization with multiple resonances [5–14]. Many Hilbert fractal-based structures have been
proposed to produce printed and microstrip dipole and monopole antennas with compact size and
multiband performance for different applications [5–11]. Peano space-filling curves have also drawn
the interest of many research groups, where different aspects of many Peano fractal antennas have
been reported [11–14]. Gosper space-filling curve has been used to model reduced size multiband
antenna [15]. Moreover, structures based on these space-filling geometries have been successfully
used in different ways to form parts (or the whole) of the ground plane of miniature and multiband
antennas [16]. It is worth to note that, in the majority of the published works, the different types
of space-filling curves have been used to model dipole and monopole antennas. Slot antennas based
on space-filling curves have drawn less attention from antenna designers; to name a few [10, 17–20].

In this paper, a printed slot antenna structure has been introduced as a candidate for use in
the modern compact and multi-function communication systems. The proposed structure has a
rectangular slot shape with one of its sides has been modified to be in the form of the second
iteration Koch fractal curve. The proposed antenna is expected to possess a considerable compact
size owing to the space filling property of the Koch fractal curve.

2. THE PROPOSED ANTENNA STRUCTURE

The starting pattern for the proposed antenna as a fractal is the straight line segment, Figure 1(a).
From this starting pattern, this straight line segment is replaced by the generator shown in Fig-
ure 1(b). To demonstrate the process, the first three iteration steps are shown in Figure 1.
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The resulting pre-fractal structure has the characteristic that the length increases to infinity
while maintaining the space occupied [21]. This increase in length decreases the required space
occupied for the pre-fractal antenna at resonance. It is found that:

Ln =
(

4
3

)n

L◦ (1)

where, Ln is the length of the nth iteration pre-fractal structure. The ability of the resulting
structures to increase its length in the successive iterations was found very triggering for examining
its size reduction capability as a microstrip antenna. It has been concluded that the number of
generating iterations required to reap the benefits of miniaturization is only few before the additional
complexities become indistinguishable [4].

The presence of the irregular radiating edges in the pre-fractal based slot antenna structures is a
way to increase the surface current path length compared with that of the conventional rectangular
slot antenna, Figure 2; resulting in a reduced resonant frequency or a reduced size antenna if the
design frequency is to be maintained. The geometry of the proposed fractal shaped slot antenna is
shown in Figure 2. The rectangular slot has been constructed with one its sides takes the form of the
2nd iteration Koch curve, on the ground plane side of a dielectric substrate. The dielectric substrate
is supposed to be the FR4 with a relative dielectric constant of 4.4 and thickness of 1.6 mm. The
slot antenna is fed by a 50Ω microstrip line printed on the reverse side of the substrate. The
microstrip line, with a width of 3.0 mm, is placed on the centreline of the slot structure (x-axis).

3. THE ANTENNA DESIGN

A rectangular slot antenna, with one of its side lengths based on the 2nd iteration Koch pre-fractal
curve, has been designed for the ISM band applications at 2.4GHz. Observing the influence of
the various parameters on the antenna performance, it has been found that the dominant factor in
the proposed antenna is the slot external perimeter, Lext. At first, the external perimeter of the
slot structure, that matches the resonant frequency, has to be calculated in terms of the guided

(a) (b)

(c) (d)

Figure 1: The generation process of the Koch fractal curve up to the 3rd iteration.

Figure 2: The geometry of the proposed fractal shaped slot antenna.
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wavelength λg which is given by:

λg =
λ0√
εeff

(2)

where εeff is the effective dielectric constant.
For nth iteration Koch fractal curve, the external perimeter Lext of the antenna slot structure,

shown in Figure 2, can be formulated as:

Lext = 2W + L

(
1 +

(
4
3

)n)
(3)

Then the lowest resonant frequency, f01, relative to twice the slot external side length is formulated
by:

f01 =
Co

2Lext
√

εeff
(4)

where Co is the speed of light in free space. Higher order resonances are attributed to the smaller
self-similar structures constituting the slot.

4. ANTENNA PERFORMANCE EVALUATION

The fractal based slot antenna with the layout, depicted in Figure 2, has been modeled and analyzed
using a method of moments based EM simulator IE3D, from Zeland Software Inc. [24].

Simulation results show that the slot dimensions matching the specified first resonant frequency,
f01, are: L = 23.4mm, and W = 32.78 mm. According to (3), the slot external length has been
found to be of about 137.85 mm. This is in good agreement with the resulting resonant frequency
as calculated using (4). The microstrip line feed length has an affective role in different degrees to
establish the matching levels at the rest resonances. However, the variation of the feed line length,
measured away from the slot center, has been demonstrated in Figure 3, for feed line length varies
in steps of 2 mm with respect to the antenna slot center. Different values of the feed line length
result in different responses as a result of coupling satisfied at each length. This makes the antenna
suitable for single or multi-band applications.

Figure 4 shows the resulting antenna return loss response for a feed line length of 3 mm away
from antenna center. The antenna exhibits an impedance bandwidth, for S11 ≤ −10 dB, which
constitutes three resonances in the swept frequency range 0–7 GHz. The first resonant band, cen-
tered at 2.58 GHz, extends from 2.40 to 2.89 GHz. This band covers the 2.4GHz WLAN band (fre-
quency range 2.4–2.483 GHz) and the 2.5 GHz mobile WiMAX operating band (frequency range 2.5–
2.7GHz). The second resonant band, centered at 4.03GHz, extends from about 3.40 to 4.50 GHz.
This band covers the 3.5 GHz mobile WiMAX operating band (frequency range 3.4–3.6 GHz). While
the third resonant, band centered at 5.74 GHz, extends from 5.42 to 6.18 GHz. This band covers the
U-NII mid-band (frequency range 5.47–5.725 GHz) and U-NII high-band (frequency range 5.725–
5.875GHz).

Figure 3: Return loss responses of the modeled an-
tenna with the feed line length as the parameter.

Figure 4: Return loss response of the modeled an-
tenna with a feed line length of 3mm away from the
center.
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Figure 5: The 2D E-field radiation patterns of the modeled fractal slot antenna with a feed line length equals
to 3 mm away from the center, at 2.5, 3.5, and 5.5 GHz.

Figure 6: The surface current distributions on the slot structure of the modeled antenna with a feed line
length equals to 3mm away from the center, at 2.5, 3.5, and 5.5 GHz.

The 2D radiation patterns at specified frequencies through the three bands have been shown
in Figure 5, where an average gain of about 2.5 dB has been satisfied. The antenna almost offers
omnidirectional radiation patterns. The surface current distribution on the slot structure at 2.5, 3.5,
and 5.5 GHz are shown in Figure 6, where it has been clearly depicted the parts of the slot structure
that contribute in the radiation at each assigned frequency. Additional work has to be carried out
to explore the effects of Koch fractal curve indentation angle on the antenna performance. It is
expected to gain interesting features with antenna performance that supports the operating band
of many other communication services.

5. CONCLUSIONS

A fractal shaped slot antenna design based on the second iteration Koch fractal curve has been
presented in this paper, for use in the modern multiband compact wireless applications. It is
expected that the antenna presented in this paper will have a variety of applications in wireless
applications. Simulation results show that the modeled fractal antennas have a multi-resonance
behavior with fractional bandwidths sufficient for most of the wireless applications. Careful tuning
of the feed has been found helpful in getting best matching conditions in a considerably reliable
manner. Additional work has to be carried out to explore the performance of the proposed antenna
when varying the indentation angle of the Koch fractal curve. This will, absolutely, result in different
multi-resonant frequency allocations which might be suitable for many wireless communication
applications.
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Abstract—The paper presents a new wideband switched beam patch antenna for the recent
wireless applications. The proposed antenna is designed to cover the band from 1.22GHz to
1.945GHz with S11 < −10 dB. The presented antenna has the ability to switch the beam into
two different directions at the same resonant frequency. Two artificial switches (PIN diodes)
are used in this antenna to make reconfigurability. The design has been achieved on Duroid
substrate with a dielectric constant 2.2, thickness 1.57mm, and loss tangent 0.0009. The two
PIN diodes (S1 and S2) are used to connect or disconnect the two circular patches. In ON-
OFF state the antenna has a maximum beam direction of θmax = 215◦ at φ = 80◦. In OFF-ON
state the maximum beam direction switched to θmax = 145◦ at φ = 80◦. The peak gains of the
proposed antenna are 2.91 dBi for two cases. The characteristics of the proposed antenna have
been investigated using IE3D simulator.

1. INTRODUCTION

Microstrip antennas have a several advantages, such as low manufacturing cost, low profile, less
weight, conformable to surfaces, ease of fabrication, and good electrical performance [1]. The
beam steering antennas are widely used in satellite, recent wireless communications, radar, and
telemedicine [2]. A reconfigurable beam steering antenna using double loops has been reported
in [3]. The operating frequency of this antenna is 14.5 GHz. The antenna uses two artificial
switches to steer the beam into three directions. In [4] a wideband frequency reconfigurable printed
log periodic dipole array (LPDA) operating in the 0.8–2.4 GHz range was presented. A narrow band
circular patch antenna on metamaterial substrate for C-band applications is proposed in [5]. In [6]
enhanced gain was presented of a compact circular antenna for personal communication systems
(PCS). This antenna operates at 1.8GHz with 100 MHz bandwidth. A beam steering radial line
slot array (RLSA) antenna with reconfigurable operating frequency has been proposed in [7]. The
structure uses PIN diodes switches that are integrated with the feed line. It is found that the beam
steering ability was greatly affected by spiral; whoever the reconfigurable operating frequency was
greatly affected by the radius of feed line.

In this paper, we presented a wideband switched beam circular patch antenna with more than
47% bandwidth. The proposed antenna is capable to cover the frequencies from 1.22 GHz until
1.945GHz and able to steer the maximum beam direction into two directions in the elevation
plane.

2. DESCRIPTION OF THE ANTENNA

As shown in Fig. 1, the proposed antenna consists of ground plane of dimension 60 × 170mm2

and two circular patches with radius R = 35mm. The two radiating circular patches are placed
on the top layer and fed with a microstrip lines. The two PIN diodes (S1 and S2) are used to
connect or disconnect the two circular patches. The switches are located 6 mm from the center of
the microstrip feed line. The beam direction can be switch into two different directions depending
on the states of the two switches, explained as ON-OFF state and OFF-ON state.

The radius of the circular patch can be calculated as a function of the resonance frequency fr

by [1]:

a =
F{

1 + 2h
πεrF

[
ln(πF

2h ) + 1.7726
]}0.5 (1)

where

F =
8.791× 109

fr
√

εr
(2)

For circular patch antenna a correction is introduced by using effective radius ae as:

ae = a

{
1 +

2h

πεrF

[
ln(

πa

2h
) + 1.7726

]}0.5

(3)
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Table 1: The actual and effective radiuses of the circular patch.

Parameter Calculated (mm) Optimized (mm)
a 37.31 35
ae 38.47 35

Table 2: Proposed antenna parameters.

Optimized R (mm) Lg (mm) Wg (mm) Wf (mm)
35 60 170 3

(a) (b)

Figure 1: The proposed circular patch antenna geometry, (a) top view and (b) side view.

where, a is the circular patch radius in centimeters when h is in centimeters and fr is given in hertz.
These equations give good accuracy for small dielectric constant materials. RT Duroid dielectric
material 5880 with 2.2 relative permittivity and 1.57 mm thickness is used for this analysis. The
loss tangent is (tan δ = 0.0009). This antenna is fed by a coaxial probe posted on the center of the
microstrip feed line. The antenna is designed to operate at 1.54 GHz with fractional bandwidth of
about 50%. So when the resonant frequency (fr) is 1.54 GHz the actual and effective radiuses of
this antenna can be calculated by using the above equations as shown on Table 1. The antenna
physical parameters are summarized on Table 2.

3. SIMULATION RESULTS

The proposed antenna covers the band from 1.22 GHz to 1.945 GHz with S11 < −10 dB. The char-
acteristics of the proposed antenna have been investigated using IE3D simulator. Fig. 2 illustrates
the simulated return loss of the wideband circular patch antenna for ON-OFF and OFF-ON states.
These results show that the return loss is almost unaffected by the switches states. The presented
antenna has the ability to switch the beam into two different directions at the same resonant fre-
quency. Two artificial switches (PIN diodes) are used in this antenna to make reconfigurability. In
ON-OFF state the antenna has a maximum beam direction of θmax = 215◦ atφ = 80◦. In OFF-ON
state the maximum beam direction switched to θmax = 145◦ atφ = 80◦. The peak gain of the
proposed antenna is 2.91 dBi for both cases ON-OFF and OFF-ON. The simulated 3D radiation
pattern of the wideband circular patch antenna is shown on Fig. 3.
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Figure 2: Simulated return loss of the proposed antenna at ON-OFF and OFF-ON states. ON state.

(a) (b)

Figure 3: Simulated 3D radiation pattern for ON-OFF and OFF-ON states respectively.

4. CONCLUSIONS

This paper proposed a wideband microstrip circular patch antenna operating at the band 1.22–
1.945GHz. The results obtained shows that there is a very good agreement in simulated return loss
for both ON-OFF and OFF-ON states. This antenna has been ability to steer the beam into two
directions with a 2.91 dBi maximum peak gain for both states ON-OFF and OFF-ON. In ON-OFF
state the antenna has a maximum beam direction of θmax = 215◦ atφ = 80◦, however in OFF-ON
state the maximum beam direction switched to θmax = 145◦ atφ = 80◦.

ACKNOWLEDGMENT

This work is supported by the National Plan for Science and Technology Program, Kingdom of
Saudi Arabia, Research Grant: 08-ADV210-2.

REFERENCES

1. Balanis, C. A., Antenna Theory Analysis and Design, John Wiley & Sons, USA, 2005.
2. James, J. R. and P. S. Hall, Handbook of Microstrip Antennas, Peter Peregrinus Ltd, London,

1989.
3. Kim, J. Y., B. Lee, and C. W. Jung, “Reconfigurable beam-steering antenna using double

loops,” Electronics Letters, Vol. 47, No. 7, March 2011.
4. Mirkamali, A. and P. S. Hall, “Wideband frequency reconfiguration of a printed log periodic

dipole array,” Microwave and Optical Technology Leters, Vol. 52, No. 4, 861–864, April 2010.



626 PIERS Proceedings, Moscow, Russia, August 19–23, 2012

5. Sulaiman, A. A., M. Z. M. Zani, M. H. Jusoh, N. H. Baba, R. A. Awang, and M. F. Ain,
“Circular patch antenna on metamaterial,” European Journal of Scientific Research, Vol. 45,
No. 3, 391–399, 2010.

6. Tilanthe, P., P. C. Sharma, and T. K. Bandop, “Gain enhancement of circular microstrip
antenna for personal communication systems,” IACSIT International Journal of Engineering
and Technology, Vol. 3, No. 2, 175–178, April 2011.

7. Jamlos, M. F., O. A. Aziz, A. R. B. Tharek, M. R. B. Kamarudin, P. Saad, M. T. Ali, M. N.
Md Tan, “A beam steering radial line slot array (RLSA) antenna with reconfigurable operating
frequency,” Journal of Electromagnetic Waves and Applications, Vol. 24, No. 8–9, 1079–1088,
2010.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 627

An Overview of Microwave Imaging towards for Breast Cancer
Diagnosis

S. Raghavan and M. Ramaraj
Department of Electronics and Communication Engineering

National Institute of Technology (NIT), Tiruchirappalli-620015, India

Abstract— Breast cancer is the most common type of cancer found in women worldwide.
Digital Mammography is considered as the “gold standard” in the evaluation of the breast can-
cer in the form of an imaging perspective. Apart from mammography, ultrasound examination,
magnetic resonance imaging and microwave imaging techniques are being offered as adjuncts to
the preoperative workup. However, there is still controversy over the most appropriate use of
these new modalities. This review paper concentrates mainly on the evaluation of microwave
techniques in the screening and diagnosis of breast cancer and in the medical field. It reviews
the current applications and future potential of microwave imaging methods. This report gives
an overview of the old and new modalities used in the field of breast imaging based on relevant
literatures. It shows clearly that though various new techniques and methods have emerged,
none have substituted mammography. Last two decades, medical imaging applications on mi-
crowaves has been developed. The emerging ultra wide band microwave (UWB) imaging gives
better result with the advantages of non-ionizing, comfortable, sensitive to tumors and specific
to malignancies. In microwave imaging techniques recently hybrid microwave induced acoustic
imaging is developed, ultra wide band radar based imaging and microwave tomography are also
being offered.

1. INTRODUCTION

Microwave imaging is the technique used to sense a given object by means of examining microwave
pulses. It has been recently proved that it is much useful by providing excellent diagnostic capa-
bilities in several areas which includes civil and industrial engineering and biomedical engineering.
Microwave Imaging is the most important technique which offers comprehensive descriptions so
far for the proposed short-range microwave imaging including reconstruction procedures & imaging
systems and apparatus enabling. It creates a path to the researcher to use microwaves for diagnostic
purposes in a wide range of applications.

The research in the area of application for microwaves in biomedical imaging and diagnostics
still exists due to the field remains with many uncharted areas. Even though in the field of medical
imaging the microwave community has so far limited contributions, with the exception of magnetic
resonance imaging (MRI) systems. In the last two decades, to detect breast cancer mammography
has emerged as the golden standard methodology. But still it has some demerits like invasive
detection, compression of the breast tissues, radiation and discomfort to the patient which should
be rectified and can be rectified in the proposed microwave imaging methodologies.

The microwave imaging in the medical field is an acquisition of human body parts by using
electromagnetic waves for cancer detection especially in the microwave region. Experimental studies
made on the human tissues show significant contrast in dielectric properties between the malignant
tumors and normal fatty tissue at microwave frequencies. Main aim in the microwave imaging
is to achieve non-ionizing detection, increased the sensitivity of tumors specific to malignancies
and gives comfort to the patient. In digital mammogram, images are composed by applying the
concentration of X-rays over a breast using illumination process. The concentration of X-ray will
gives white region for fibroglandular tissues and black region for breast tissues. Maximum part
of the fatty breast consists of fibroglandular regions. So the discovered tumor part using X-ray
illumination is also gives white regions. It not shows much difference between the breast tumor
and breast fatty tissues. This is the one main disadvantage of the mammogram methodology.

2. METHODS & METHODOLOGIES

Initially microwave radiation is used to scan the kidney images by Larsen and Jacobi in 1970’s
with scattering parameters [1]. Then the chirp signals are used in time domain measurement tech-
niques [2]. The imaging applications point of view, in eighties hybrid microwave induced acoustic
imaging technique was introduced. Hybrid methods use microwave to selectively heat tumors and
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ultrasound transducers to detect pressure waves generated by the expansion of heated tissues. In
hybrid method, heat is applied to the high conductivity malignant tissues than surrounding normal
tissues. The induced acoustic signals are sensed by ultra sensors which produce the images.

In microwave tomography, the breast is illuminated by using transmitting antennas in the mi-
crowave region and on particular domain the scattering fields is collected by using receiving anten-
nas. Then reconstruction approaches (proposed by different researchers) are used to reconstruct
the dielectric and/or conductivity profile of the breast. Microwave imaging is used to determine the
permittivity and conductivity distribution which is the function of position [4, 5]. It precedes the
measured data in the form of scatters, i.e., the properties of the observed objects which differ from
those in the normal or healthy state of the imaged volume. Thus, the tumor which is more electri-
cally similar surrounded around the healthy tissue becomes more difficult to detect. The difference
in the electrical properties of a scatter and the medium is embedded and referred as “contrast”.
The contrast is often defined as ratio, most probably in terms of percentage of the permittivities
and/or the conductivities of the scatter to the host medium. Initially it was explained that there
is a large contrast between malignant tissue and healthy breast tissue with higher permittivity and
conductivity of the malignant tissues.

The emerging ultra wide band microwave (UWB) imaging gives better result with the advantages
in detecting malignancies than existing one. Breast tissue phantoms (artificial objects of human
tissues or organs) are often used to illustrate the typical electrical parameters of breast tissues
which are of the major type’s lies in the frequency range of 3–10.6 GHz [6–8]. There is an electrical
similarity between tumors and fibroglandular tissues, but it varies in low-water-content fatty tissue.
However, the low contrast between malignant and healthy fibroglandular tissue does not deter the
research towards microwave breast-cancer diagnostic systems. Even though X-ray mammography,
considered as the golden standard for breast-cancer diagnostics, which has the contrasts as low as 4–
10%. Note that the above technique won’t give the solution in case of a low-contrast inverse problem.
These techniques such as diffraction tomography and holography are much faster to exploit the
low contrast which in turn simplifies the reconstruction procedure unlike the optimization based
procedures. The contrast agents are used to improve the imaging quality for microwave tissue
imaging applications.

3. CHALLENGES

Electromagnetic simulations of biological structures require complex algorithm and huge compu-
tational techniques. This consumes much more time to do optimization-based reconstruction.
Moreover during simulations fidelity (measuring parameter) plays an important role which often
fails to reproduce the measurements of known objects. Typically increasing the frequency in higher
range makes the fidelity much lower and lower. The fidelity also depends on the complexity of the
modeled structure, which ideally should include the sensors where it plays an important role in
imaging techniques.

This is the major reason for the microwaves to quickly become the subject of intense research
worldwide. It creates a path for the new modality of early-stage towards breast-cancer detection.
The research articles show that both permittivity and conductivity is large as 10% in contrasts
between malignant and fatty breast tissue, which in turn as low as 10% between malignant and
healthy fibroglandular tissues [4, 5, 9]. This gives much importance since most of the breast tumors
appear in the fibroglandular tissues. More attention should be needed in this regard as the vari-
ability of the existing results is much larger. The contrast parameters are unsatisfactory because
they were acquiring from the measurement of ex vivo samples. Another problem with ex vivo
measurements is that the electrical parameters of living tissue change significantly during certain
period initially after excision. In case of in vivo samples the indirect estimation of the electrical
parameters using microwave tomography is also unnoticeable one. The free water content is the
major reason for choosing microwave frequencies. In the form of samples at microwave frequencies
will affects the permittivity and conductivity due to drain in fluids. This shows clearly that the
estimated contrasts for the abnormal (benign and malignant) and normal breast tissues are get-
ting affected using microwave-tomography measurements. In terms of conductivity “no more than
about 10%” for ex vivo samples are reported [9]. Results from the direct in vivo measurements of
cancerous breast tissues have been reported and have been compared to the results of the ex vivo
measurements of the same sample after excision. In the frequency range 1–8.5 GHz, the observed
decrease in conductivity and permittivity after excision is anywhere between 20% and 40%. The
direct in vivo measurements of both healthy and abnormal breast tissues won’t provide sufficient
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information.

4. SUMMARY

Now a day’s either in microwave or in other methods imaging modalities plays a significant role.
Each method is actively pursued as an alternative to the existing techniques. One of the most
particularly promising areas is breast-cancer diagnostics due to the relatively short required pene-
tration depth, possibility to compress the soft tissue, further reduction in signal propagation path
and increased accessibility from different angles. The non-ionizing property of microwaves makes
it a promising approach, thus permitting frequent examinations. Microwave electronics and test
instrumentation is mature, compact, and relatively cheap compared to X-ray or MRI equipment.
More importantly, breast cancer continues to be an important and unsolved health and societal
problem. According to the statistics of the American Cancer Society, 1 in 8 women at North
America suffer from breast cancer during her lifetime. Such high statistical concern makes early
detection even more crucial. The chances of survival are better than 90%, if malignant growth is
seized before it reaches a size of about 1.5 cm in any given direction. Regular mass screening of all
women is necessary for better early-stage breast cancer diagnostics but it is risk.

All women above the age of 45–50 years must ensure scheduled yearly check-ups. However for
mass screening purpose the existing breast imaging methods such as X-ray mammography and MRI
are not suitable. Due to the use of ionizing radiations in X-ray mammography, it is not advisable
for frequent check-ups. Besides, it requires significant breast compression, which is often painful.
MRI on the other hand is too expensive and time-consuming. Ultrasound is considered to be too
operator-dependent and of low specificity. Microwave Imaging for Breast Cancer detection is by
far the best approach — A boon to woman and the society as a whole.

5. CONCLUSIONS

From the literature it is clear that modern radiology’s impact on diagnosis, endorsement and
patient’s record shows that mammography is the only screening test proven for breast imaging.
Microwave holography is proved as a near field imaging method with its transmitting and receiving
antennas. This is experimentally determined with phantom tissues only but not yet used at clinical
trials. Microwave tomography also plays an important role in diagnosing breast cancer and in
monitoring treatment response too. As imaging techniques improves, the role of imaging will
continue to evolve with the goal remaining a decrease in breast cancer mortality. Progress in the
design and development of UWB breast imaging system will definitely help to promote other systems
and applications based on the radar imaging methods. The design of ultra wide band antenna and
image reconstruction algorithm is the important challenges in microwave imaging modalities. But,
Microwave based imaging modalities will be the best in tomorrow’s clinical practice and these
techniques enhance the radiologist’s ability to detect cancer and assess disease extent, which is
crucial in treatment development and performance.
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Abstract— In this paper, a novel equivalent circuit model and mathematical analysis is pro-
posed to estimate the resonant frequency of an Elliptical Split Ring Resonator (ESRR) for a
range of major to minor axis ratios. Performance enhancement is achieved by employing MAT-
LAB based Genetic Algorithm (GA) to optimize the physical parameters of the ESRR by iterative
convergence to the desired resonant frequency. HFSS EM CAD Tool is used to model the op-
timized ESRR & plot its S-parameters for a range of frequency sweep to validate its Negative
Refractive Index Material (NRIM) property.

1. INTRODUCTION

Split Ring Resonators (SRR) are common in the metamaterial design as they exhibit negative
permittivity and permeability for frequencies close to their resonant frequency. It is a major
engineering concern to estimate the resonant frequency due to the existence of negative value of
permeability over a very narrow band of frequency. Analysis of Circular and Square SRR are
commonplace, with relevant literature available [1]. However, the analysis of Elliptical SRR is only
on a simulation level yet [2]; and no substantial mathematical analysis exists, to the best of the
author’s knowledge. ESRRs are of special interest as they can be easily incorporated with microstrip
antennas to get highly directional beam patterns because of their enhanced NRIM properties. This
work covers a 3-fold analysis: Mathematical formulation, Performance Optimization & EM CAD
Simulation.

2. RESONANT FREQUENCY: MATHEMATICAL FORMULATIONS

2.1. ESRR Geometry & Mathematical Modeling
Figure 1(a) shows the schematic geometry of a ESRR with dimensions indicated. Fig. 1(b) shows
the equivalent circuit model of the ESRR, forming a L-C network. The inductance is due to the
gap between the rings and the capacitance is due to the rings and the gaps in the rings itself.

When a magnetic field is applied along the z-axis, an electromotive force appears around the
ESRR which induces a current passing from one ring to the other through the gaps and the structure
behaves like an L-C network having resonant frequency fo expressed as:

fo =
1

2π
√

LnetCnet

(1)

where Lnet and Cnet are the net-effective inductance and capacitance of the equivalent L-C network.

(a) (b)

Figure 1: (a) Schematic diagram of a ESRR; (b) Equivalent L-C circuit network.
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2.2. Net Capacitance Calculation
Considering an axis through the vertically opposite gaps g1 and g2 of the ESRR, we denote the
capacitance of its upper and lower half rings with Cu and Cl. Due to zero skew rotation, Cu must
equal Cl and is given by:

Cring = Cu= C l =
(

l − g

2

)
· Cpul (2)

where l is the effective perimeter (Appendix A); g = g1 = g2 (assumption) is the gap width; and
Cpul is the per-unit-length capacitance (Appendix B) of the ESRR. For an accurate estimation
of the resonant frequency, the effect of the gap capacitance is also computed using parallel plate
capacitance approximation. For g = g1 = g2, the gap capacitance Cg1 must equal Cg2 and is given
by :

Cgap = Cg1 = Cg2 =
εo · c · h

g
(3)

where c is the width of the conductor and h is the depth of the substrate, as shown in Fig. 1(a).
It is evident that each of the half ring capacitor is in parallel with the gap capacitor and the two
such systems are in series. Hence, the net-equivalent capacitance of the ESRR, Cnet, after some
algebraic manipulations can be expressed as :

Cnet =
Cring + Cgap

2
(4)

2.3. Net Inductance Calculation
Maxwell showed that the self-inductance of a conducting loop is equal to the mutual inductance
between a pair of filaments spaced orthogonally apart at a distance termed as the geometric mean
distance (g.m.d.) of the area of the Section [3]. It can be computed using the general Neumann
expression [4],

M =
∫

s

∫

s′

ds · ds′cosψ

r
(5)

where s and s′ are the pair of filament loops; r is the distance from the center of any element on
one loop to the center of any other element on the other loop; and ψ is the angle between s and s′
filament loops. Cooke showed that the Neumann double integral can be simplified into two sets of
infinite series [5], and that the self-inductance of an elliptical loop can be expressed as the infinite
series:

L = 8 · E (Ω) · a
[
loge

16 · E (Ω) · a
π · h − 2− 0.4375Ω2 − 0.1445Ω4 − . . .

]
(6)

where a is the semi-major axis; h is the g.m.d. of the cross-section; E (Ω) is the complete elliptical
integral of the second kind (Appendix B); and Ω=

(
a2 − b2

)
/
(
a2 + b2

)
where b is the semi-minor

axis of the ESRR. This formula holds good with an error ≤ 0.175% for 0 < Ω < 1/3, which is the
case for most practical designs. For Ω > 1/3, other closed form expressions [5] must be considered.

For computational convenience, Bashenoff deduced a simpler expression to compute the self-
inductance of any closed loop conductor using semi-empirical methods [6]. The self-inductance of
any closed loop conductor is :

Lnet = 0.002l

[
loge

2l

ρ
−

(
2loge

l√
S

+ φ

)
+

µ

4

]
(7)

where l is the perimeter of the ESRR (Appendix A); and S = πab is the area of the ESRR; ρ is half
of the thickness of the cross-section of the conductor (= c/2 for ESRR); and µ is the permeability
of the conductor, taken to incorporate the internal linkage of the flux in the cross section of the
conductor. The parameter φ is a constant which depends on the geometry of the closed loop. In
case of ESRR, φ ∼= −0.034, when eccentricity e = 1/

√
2. For other values of e, the corresponding

φ is tabulated in [7].
2.4. Resonant Frequency Computation
The resonant frequency fo of the ESRR can be computed using eqn

... (1) by substituting Cnet and
Lnet from eqn

... (4) and eqn
... (7) respectively. Clearly, fo is a strong function of the geometrical and

electrical parameters.
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3. GENETIC ALGORITHM OPTIMIZATION

3.1. Genetic Algorithms Steps
Step 1: Create an initial population of all the parameter forming a binary sequence known as
chromosomes.
Step 2: Rank the chromosomes according to their fitness using fitness function and select the
best few.
Step 3: Perform Cross-Breeding and Mutation to get the next generation offspring with new
characteristics.
Step 4: Repeat Step 2 and Step 3 for a number of generations to get the overall best candidate
chromosomes.
Step 5: Extract the optimal valued chromosomes and plot them to get the least error and
best candidates.

It should be noted that the initial population must be large enough so that there is no domination
of gene. This ensures satisfactory convergence to obtain the optimal values.
3.2. Implementation of Genetic Algorithm for ESRR Optimization
The Genetic Algorithm optimization of the physical parameters of the ESRR is carried out in
MATLAB, with the numerical data tabulated in Table 1.
3.3. Genetic Algorithm Optimized Results
Genetic Algorithm optimization of ESRR in MATLAB yields the optimized parameter values, that
are tabulated in Table 2. They are best suited to match the desired frequency and minimize the
error.

The optimized population swarm of the 4 parameters viz. ‘a’, ‘b’, ‘c’ & ‘d’ for minimum relative
error between the desired and the calculated frequency are plotted in Figure 2.

Table 1: Numerical range and value of parameters for MATLAB simulation.

Parameter Range/Value Parameter Range/Value
Major Axis 5mm < 2a < 11mm µ 1 (FR4 Substrate)
Minor Axis 2 mm < 2b < 8mm εr 4 (FR4 Substrate)

Conductor Width 0.01mm < c < 0.2mm Desired Frequency 22GHz
Conductor Spacing 0.01mm < d < 0.3mm % Crossover 45%

Split Gap g = 0.3mm % Mutation 4%
Substrate Depth h = 0.5 mm Total Population 800

Table 2: GA optimized parameter values for best performance of ESRR.

Parameter Best Value Parameter Best Value
Major Axis 2a = 5 mm Conductor Width c = 0.2mm
Minor Axis 2b = 2 mm Conductor Spacing d = 0.3mm
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Figure 2: Plot of relative error in frequency vs. range of ‘a’, ‘b’, ‘c’ & ‘d’.

Figure 3: Scattering parameters (S11 & S21) of ESRR modelled in HFSS over a frequency sweep of 0–50GHz.

4. HFSS MODELING OF ESRR: NRIM PROPERTY VALIDATION

The ESRR has been modeled in Finite Element Method (FEM) based Electromagnetic (EM) CAD
Tool HFSS (High Frequency Structure Simulator) using the optimized physical parameter values of
Table 2. The Scattering Parameter plot of the ESRR generated using HFSS is shown in Figure 3.
The crossovers of S11 & S21 at multiple frequency bands clearly indicate the enhanced NRIM
property of the ESRR [2].

5. RESULTS & CONCLUSION

The Elliptical Split Ring Resonator (ESSR) geometry was discussed, followed by a detailed mathe-
matical analysis by considering its geometrical dimensions and electrical specifications such as the
µ and εr of the substrate in itself. A novel closed form expression for the resonant frequency was
derived considering all the associated and affecting parameters. It is noteworthy that a designer
can start with the Circular SRR and then deviate the semi-major axis, ‘a’ and the semi-minor axis,
‘b’ away from the radius value of the CSRR. This gives the designer 2 tweaking parameters, viz.
‘a’ & ‘b’, to accurately design an ESRR resonating at certain desired resonant frequency. Varying
the ‘a’ & ‘b’ essentially varies the Cnet (due to varying ‘l’ in Cring — Equation (2)), and also Lnet

(due to varying ‘l’ & ‘S’ in Lnet — Equation (7)); but there are no changes in Cgap and Cpul as
these do not depend on ‘a’ & ‘b’. However these may be varied by changing ‘c’, ‘d’, ‘g’ & ‘h’.

The optimum geometrical dimensions of the ESRR were estimated for a desired resonant fre-
quency. MATLAB based Genetic Algorithm (GA) Optimization was used to successfully converge
the values of geometrical dimensions of the ESRR for a particular desired resonant frequency value
by minimizing the frequency estimation error. The optimum geometrical dimensions value has been
tabulated with remarks.

The CAD model of the ESRR was simulated on a commercially available electromagnetic sim-
ulator, High Frequency Structure Simulator (HFSS) based on the Finite Element Method elec-
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tromagnetic mode solver. The S-parameters (S11 & S21) of the ESRR were plotted for a range
of frequency sweep. The cross-cuttings in the S11 & S21 plot give the indication of the NRIM
property of the ESRR. An ESRR loaded microstrip antenna can be used efficiently for wireless
communication in the microwave regime due to its NRIM property.

APPENDIX A

The perimeter l of an ellipse with semi-major axis ‘a’ and semi-minor axis ‘b’ can be expressed
as an infinite series, called the Gauss-Kummer Formula, utilizing the hypergeometric function F (·)
where:

l = π (a + b) · F
(
−1

2
,−1

2
; 1;

{
a− b

a + b

})
= π (a + b) ·

∫ ∞

n=0

(
1/2
n

)
·
{

a− b

a + b

}2n

APPENDIX B

The per-unit-length capacitance Cpul = εo ·
(

εr+1
2

) · E(
√

1−σ2)
E(σ) , where σ = d

d+2c and E (·) is the

complete elliptical integral of the second kind, defined as E (k) =
∫ π/2
0

√
1− (ksin θ )2dθ.
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Novel Microstrip-fed UWB Antenna with CSRR Slot for Signal
Rejection in 5–6 GHz Band
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Abstract— A compact microstrip-fed antenna is proposed for Ultra-wide band applications.
The antenna has compact size of 25 × 30 mm2. The antenna has −10 dB impedance bandwidth
from 2.7 GHz to 12 GHz. Details of antenna are presented with parametric study. The antenna
has consistent gain and stable radiation pattern. Later, the design was modified with comple-
mentary split ring resonator (CSRR) slot to avoid interference from 5–6 GHz WLAN band. The
antenna is analyzed with method of moment based Ie3D electromagnetic solver. The results meet
standard specifications.

1. INTRODUCTION

Ultra-wide band (UWB) technology has become more popular due to various applications such as
ground penetrating radar, medical imaging and sensor networks [1–3]. Antenna is key component in
UWB systems and its design has become challenging task for antenna designers. The antenna should
also be compact and easily be integrated with RF and microwave circuitry. The antenna should be
designed with stable radiation pattern and broad impedance bandwidth. Federal Communication
commission (FCC) has assigned a frequency bandwidth of 3.1–10.6 GHz for commercial UWB
applications. Several wideband antennas like log periodic, bow-tie and vivaldi antennas [4, 5] were
designed for UWB communications. But, they are unable to be integrated with low profile RF
circuitry. Several broad band antennas such as pentagonal, stacked patch and plate antennas [6–
8] have been designed for UWB communications. They have large bandwidth, simple structure
and stable radiation pattern. But, there is a disadvantage in these antennas that the radiator is
perpendicular to ground layer, which increases the size of antenna.

Printed planar structures have become popular for design of UWB antenna due to wide band-
width and ease of fabrication and low cost. Recently, printed monopole antenna has been de-
signed [9]. But, it has large size of 100× 85mm2. The antenna design is specified and parametric
study is performed to observe the effects of various geometrical parameters of antenna. The ra-
diation pattern and gain are discussed. The antenna design is modified with CSRR slot to reject
WLAN band to avoid interference signals.

2. ANTENNA DEDIGN

The antenna is printed on FR4 substrate with dielectric permittivity of 4.4, thickness of 1 mm as
shown in Figure 1. The antenna is fed by microstrip feed. The feed has width of 2 mm and height
of 10.5 mm to obtain 50 Ω impedance characteristic. The microstip feed has SMA connector at its
end. The antenna has compact size of 25× 30mm2. The antenna has half circular shaped slot at
the top of ground plane to provide wide impedance bandwidth. The parameters of antenna are
optimized to obtain wide impedance matching over UWB. The various optimized parameters are
W = 25mm, W1 = 11.5mm, W2 = 2 mm, W3 = 4.62mm, W4 = 2 mm, W5 = 5.8mm, L = 30mm,
L1 =10.5 mm, L2 = 0.7mm, L3 = 4.9mm, L4 = 4.45mm, L5 = 2.4mm, r = 11 mm, M = 2 mm,
N = 3.5 mm. A rectangular slot is etched at lower middle of ground to provide better impedance
matching between 4GHz and 7 GHz.

3. RESULTS AND DISCUSSION

The proposed antenna is simulated and optimized with method of moment based Ie3D electromag-
netic solver. The return loss response of the antenna is shown in Figure 2(a). The curve indicates
that the antenna has operating bandwidth from 2.7 GHz to 12 GHz which covers entire UWB.

The antenna has three resonant frequencies 3.75 GHz, 6.86 GHz and 8.4 GHz. The Ultra-wide
bandwidth is achieved due to overlapping between these three resonant frequencies. Parametric
study is performed on antenna to observe the effect of sensitive parameters of antenna. Figure 2(b)
shows the effect of different lengths L2 on return loss. When L2 decreases from 1.3 mm to 0.1 mm,
first and second resonant frequencies increase. The impedance matching becomes poor at higher
frequencies, which result in the reduction of bandwidth.
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(a) (b)

Figure 1: Structure of proposed antenna. (a) Front view. (b) Back view.

(a) (b) 

Figure 2: (a) Return loss of proposed antenna against frequency. (b) Effect of height L2 on return loss.

Figure 3 presents the change in return loss for various radii ‘r’ of half circular slot in ground
plane. When r increases from 10mm to 12 mm, impedance becomes poor at higher frequencies and
resonant frequencies also change. Hence, the antenna has better impedance matching with UWB
at r = 11 mm. It is concluded from Figure 3 that the antenna has good impedance matching at
r = 11 mm. The gain of antenna is shown in Figure 4. The antenna has reasonably good constant
gain in the operating band.

Figures 5(a) and 5(b) present radiation patterns of proposed antenna at 3.75GHz, 6.86 GHz
and 8.48 GHz in both E-plane and H-planes respectively. The antenna has monopole-like radiation
pattern in E-plane and the pattern is not distorted even at higher frequencies. The antenna
has omni-directional radiation pattern in H-plane. The antenna has almost 80% efficiency in the
operating bandwidth. The compact size, stable radiation pattern make the antenna suitable for
UWB applications.

4. BAND NOTCHED DESIGN

The band-notched UWB antenna is important to avoid interference from in 5–6GHz WLAN band.
The proposed antenna shown in Figure 1 is modified to include circular CSRR slot in hexagonal
patch to reject the WLAN band and is presented in Figure 6. The optimized dimensions of CSRR
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Figure 3: Effect on return loss for different slot
radii r.

Figure 4: Gain of antenna against frequency.

(a) (b) 

Figure 5: Radiation pattern at 3.75GHz, 6.86GHz, 8.48GHz in (a) E-plane. (b) H-plane.

Figure 6: Band notched antenna design. Figure 7: Return loss of band-notched antenna.
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slot are r1 = 3 mm, r2 = 1.3 mm, s = 1 mm, d = 0.8mm. The Figure 7 shows that the −10 dB
impedance bandwidth of band-notched UWB antenna is from 3.1 GHz to 12 GHz with rejected
WLAN band of 5–6 GHz. It confirms rejection of interference signals from WLAN band.

5. CONCLUSIONS

A hexagonal monopole antenna with a half circular slot in ground plane is presented for UWB
applications. The antenna has compact size of 25 × 30mm2 and it can be easily integrated with
microwave circuitry with low cost. The antenna has operating bandwidth from 2.7 GHz to 12 GHz,
which fully covers bandwidth specified by FCC. The antenna has consistent gain and stable radia-
tion pattern. The antenna is modified with CSRR slot to avoid interference from 5–6 GHz WLAN
band.
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Abstract— In this paper, a novel fishnet metamaterial structure operating around 93 GHz
was investigated and this structure is used as a cover to a patch antenna having same resonant
frequency to enhance its performance. Metamaterials are artificial materials engineered to have
properties that may not be found in nature and recently they are widely being used to improve the
performance of antenna. This paper describes a novel way to improve the gain and directionality
of Patch antenna. The gain of antenna is improved very near to its theoretical maximum value.
Effective medium theory and standard parameter retrieval methods were used to show that
the fishnet structure have the value of effective permittivity and effective permeability negative
simultaneously over a frequency range 85 to 98 GHz. We retrieved real part of permittivity
Re(εeff) = −2.2 and real part of permeability Re(µeff) = −2, this tends to the negative value of
refractive index. These parameters value of the metamaterial verifies its left-handed behavior.
The radiation pattern of final structure is investigated which shows that the metamaterial cover
has increased the gain of the patch antenna by a value of 10.96 dB at an operating frequency of
combined structure 88.56GHz. The reason of this improvement is given and the variation of gain
as a function of separation between patch and metamaterial cover is given.

1. INTRODUCTION

Metamaterials is a term consists of Meta + Material, which means a material having property
beyond the property of naturally occurring materials. These materials are also called the Double
Negative Material (DNG) because they have the value of permeability and permittivity both neg-
ative. These materials are first introduced by V. G. Veselago [1] in 1964. In the recent years, this
field attracts the attention of many researchers who investigated the interesting properties of these
materials. Pendry first investigated the propagation of light through this material and proposed
the possibility that a DNG material have a negative index of refraction that may overcome the
limitation of the conventional lenses and perfect lenses can be realized which could focus both the
propagating as well as evanescent spectra [2].

In recent years metamaterial has attracted the attention of many antenna engineers and it is
widely used for the improvement of the characteristics of patch antenna [3–7]. Metamaterial have
periodic structures like photonic band gap structures. In this paper, it is used as a cover of an
antenna, which is illuminated by the radiation of the antenna and all the dielectric elements of the
cover, is exited which acts as aperture antenna and hence improve the directivity of the antenna.

2. DESIGN AND RESULT

2.1. Metamaterial Design

It has already been shown that a structure consists of metal rods arranged in a fishnet type structure
can exhibit the DNG behavior at optical frequency range [8]. We investigated the fishnet structure
at microwave frequency. To obtain this we used PEC rods in periodic manner both sides of a
substrate in a fishnet like shape. The unit cell of this structure is given in Fig. 1. This structure
is quite different from the fishnet structure described in [8]. It contains two electric conductors in
a single unit cell. For the polarization configuration shown in Fig. 1 the structure can be thought
of as consisting of double-plate as “magnetic atoms” and long wires as “electric conductor” [9, 10].
When the period of square lattice is less than the operating wavelength, this structure can be
viewed as a metal thin wire array. This Metamaterial structure has characteristic response to
electromagnetic wave due to plasma resonance of the electron gas. Many researchers have shown
experimentally and theoretically that such a structure of continuous wire can be characterized by
a resonance frequency. Approximate analytical theory and homogenization theory shows that the
effective permittivity has a behavior governed by the plasma frequency given as

εeff = 1− ω2
p/ω2 (1)
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Figure 1: Fishnet unit cell. The metamaterial unit cell given has a length and width of −2.61 mm, a
substrate with dielectric constant 2.3 with S = 0.22mm, width of electric conductor Wy = 0.14 mm and
magnetic conductor Wx = 0.6214mm wide the thickness of these metal plates t = 0.02mm. The periodicity
of electric field rods ax = 2.175mm and the periodicity of magnetic rods ay = 1.205 mm. Our metamaterial
cover is composed of 7 ∗ 7 unit of these unit cells.

(a) (b)

(c) (d)

Figure 2: Various parameters of fishnet structure alone. (a) Metamaterial structure. (b) S-parameters results
from the simulation of metamaterial structure. (c) Effective permittivity (εeff). (d) Effective permeability
(µeff).

Here ωp is the plasma frequency and ω is the frequency of electromagnetic wave. Now depending
upon the frequency the permittivity can be positive or negative.

By considering effective medium theory and using standard parameter retrieval technique to
retrieve the parameters from these S-parameters [11]. We found that over a range of microwave
frequency the value of effective permittivity Re(εeff) and effective permeability Re(µeff) is simultane-
ously less than zero. The negative permittivity in this structure is due to the periodic arrangement
of thin wire which acts like a continuous plasma [12], and the negative permeability is due to the
Plasmon resonance between the two layers of metallic plates [13]. Richard Ziolkiowski and Heyman
have recently investigated the propagation of wave through the medium having negative permittiv-
ity and negative permeability and shows that such medium shows Left Handed behavior and have
negative index of refraction Re(neff) [14].

When this metamaterial structure is simulated under open boundary condition and with a plane
wave source, we obtained the transmission parameters as shown in Fig. 2(a). The transmission and
reflection coefficient of the metamaterial shows that this structure has maximum transmission at
a frequency about 94 GHz. Retrieved permittivity and permeability is shown in Figs. 2(b) and
2(c) respectively. Result shows that the real part of effective permittivity and permeability has
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negative value over a range of frequency and it shows that this structure is having negative index of
refraction and possesses left-handed behavior around the frequency of operation. At this frequency
the value of Re(εeff) and Re(µeff) is about −2.2 and −2 respectively.

2.2. Antenna Design
A patch antenna having an operating frequency around 95 GHz is designed. The antenna and its
transmission parameters are shown in Fig. 3. A co-axial feed Patch antenna with a 0.22 mm thick
substrate having dielectric constant of 1.5 is shown in Fig. 3(a). Length and Width of substrate
are 9mm each. The length and width of patch are 1.5714 mm and 1.1 mm respectively. Fig. 3(b)
shows the return loss of the antenna which have a resonance around 93GHz. The radiation pattern
of this antenna shows a gain of 8.52 dB and a HPBW is around 76.3 degree at this frequency.

2.3. Metamaterial Antenna
The combined structure of Metamaterial Antenna and its radiation characteristics are shown in
Fig. 4. When we placed the metamaterial cover over the patch every element of cover got illu-
minated by the radiation of patch antenna and since the cover is a left-handed material it shows
the congregation effect for the radiation and focus field in a single direction this effect is similar
to the congregation effect of convex lenses for the light rays [15]. It is clear from the transmission
parameters shown in Fig. 4(b) that the metamaterial structure has increased the return loss of the
antenna and hence gain. Obviously, the frequency of operation has been shifted to 88.66 GHz but
it does not affect the scope of impedance [3]. The radiation from patch antenna alone and with the
metamaterial cover is shown. The radiation from a patch antenna alone has a spherical wave front
but metamaterial convert this spherical wave front into a flat and it verifies the.

In this design the gain and the directionality of the antenna depends on the separation ‘d’ of
the patch antenna and the metamaterial cover. The variation of the gain with different value of ‘d’
is shown in Fig. 6.

For a optimum distance d = 18.21 the gain is maximum and at this distance the HPBW of the
antenna is around 5.2 degree.

Theoretically the maximum directivity of an aperture antenna is Dmax = 4πA/λ2, where A =
9mm ∗ 9mm, λ = c0/f0 = 3.2258mm and the gain Gmax = k ∗Dmax, k is the efficiency assuming
k = 1 the maximum gain of the aperture antenna is around 19.91 dB. Our result shows that the
gain of the metamaterial antenna is already very close to the maximum possible gain of the antenna
with the same size.

(a) (b)

Figure 3: Patch Antenna. (a) Antenna design. (b) Transmission parameter of antenna.

(a) (b)
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(c) (d)

(e) (f)

Figure 4: Patch with metamaterial as a cover and the field distribution inside the structure. (a) Combined
structure of antenna where metamaterial structure is placed on a material of dielectric constant 1.24 sep-
arating it from the patch. (b) Return loss of combined structure. (c) Electric field distribution of patch
alone. (d) Magnetic field distribution of patch alone. (e) Electric field distribution of patch with cover.
(f) Magnetic field distribution of patch with cover.

(a) (b)

Figure 5: Radiation pattern of the antenna. (a) Conventional antenna. (b) Antenna with metamaterial
cover.

Figure 6: Variation of gain for different distances between patch and metamaterial.

Table 1: The electrical characteristics of antenna with and without metamaterial cover.

Gain (dB) HPBW (x -z plane) HPBW (y-z plane)
Conventional antenna 8.52 72.2◦ 72.1◦

Metamaterial antenna 19.5 5.2◦ 6.5◦
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3. CONCLUSION

In this paper, a new fishnet type metamaterial structure operating at microwave range is designed
and its radiation characteristic and parameters are verified. By selecting working frequency its
effective index is around −2. This structure is used as a cover for the conventional type patch
antenna and its near and far field patters were investigated. The combined structure shows 10.96 dB
improvement in the gain and a great improvement in the directionality. These improvements are
better than given in [3] and [4], where a similar patch antenna operating under the metamaterial
cover was discussed. Here only one layer of metamaterial was used and this structure is quite small
and lighter in weight.
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Abstract— The composite right/left-handed (CRLH) transmission line (TL) based leaky-wave
antennas (LWAs) are usually constrained by wide frequency scanning bandwidths to achieve
certain beam scanning range. This is mainly due to that the fast wave region of the CRLH
cell dispersion is insensitive to the frequency. In this work, we propose a substrate integrated
waveguide (SIW) CRLH cell structure with dispersion sensitivity improved. This advantage
makes the structure have a narrower fast wave region and thus have a potential application to the
LWA with a large beam scanning range (BSR)/bandwidth ratio. The simulated and experimental
results of this CRLH unit cell are both given to confirm the validity of the dispersion sensitivity
promotion.

1. INTRODUCTION

The CRLH TL metamaterials are known as artificial electromagnetic structures that have been
studied extensively due to its unique properties, especially its application in LWAs to achieve
broadside radiation that is hard to achieve for traditional LWAs [1, 2]. Many CRLH TL cell struc-
tures using microstrip, planar waveguide, SIW etc. were proposed and applied to the LWAs to
achieve continuous beam steering from the backward to forward [2–4]. However, the CRLH LWAs
reported before are usually constrained by wide frequency scanning bandwidths to achieve certain
scanning range [2–4]. The main reason is that the proposed CRLH cell dispersions are insensitive
to the frequency in the fast wave region, especially in the right-handed radiating region, thus cause
a wide frequency bandwidth for the propagation constant β changing from −k0 to +k0, where k0

is the wave number in the air. Till now, little work has been done with the sensitivity of propa-
gation constant for the CRLH cell. In this paper, we will study this problem and propose a SIW
CRLH cell structure with improved dispersion sensitivity so as to achieve large beam scanning
range (BSR)/bandwidth ratio for LWAs.

Three parts are mainly contained in this paper. In Section 2, the CRLH dispersion is discussed
to analyze the potential possibility of sensitivity promotion. In Section 3, the CRLH cell structure
is proposed based on the analysis in Section 2. In Section 4, the proposed structure is simulated,
fabricated and measured, and the sensitivity of the CRLH structure is demonstrated. Finally, a
conclusion is drawn in Section 5.

2. PRINCIPLE

A CRLH TL cell is composed of left-handedness and right-handedness, where the left-handed (LH)
components contain series capacitance CL and shunt inductance LL, while the right-handed (RH)
components are series inductance LR and shunt capacitance CR, respectively. Two types of CRLH
TL called balanced and unbalanced CRLH TLs are distinguished by whether or not the series and
shunt resonant frequencies are equal with each other [1]. In practical application, the prior type of
CRLH TL is usually preferred because no gap (stop band) is occurred in the operating frequency
range. This balanced condition can be expressed as

ωse = ωsh = ω0 (1)

or equivalently
LRCL = LLCR (2)

where ωse and ωsh are the series and shunt resonant frequencies, respectively, ω0 is the transition
frequency where gap-less transition occurs between the LH and RH ranges.

In a balanced CRLH TL, the propagation constant can be simply expressed as the sum of the
propagation constants of a purely RH TL and of a purely LH TL [1]

β = βRH + βLH =
ω

p

√
LRCR − 1

ωp
√

LLCL
(3)
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where p is the length of the unit cell.
In order to achieve a much more sensitive propagation constant β, the expression of dβ/dω in (4)

must be as large as possible:
dβ

dω
=

1
p

√
LRCR +

1
ω2p

√
LLCL

(4)

We can see from (4) that the sensitivity of the propagation can be improved by enlarging LR

(CR). Besides, CL (LL) should be decreased simultaneously to keep the same transition frequency
according to (2), and this would also be helpful to get a better sensitive propagation constant β.
Thus achieving a sensitive β does not conflict to the balanced condition of CRLH TL.

3. CRLH CELL STRUCTURE

In the realization of CRLH TLs using microstrip or other planar TLs, the right-handed components
are usually provided by the parasitic reactance of the TL, which is usually difficult to change after
the balanced condition is satisfied.

In this paper, we propose a improved SIW CRLH cell structure with a transverse slot included,
as shown in Figure 1. This CRLH cell is realized on the substrate of Rogers RT/duroid 5880
with a dielectric constant εr = 2.2 and thickness h = 0.508mm. Two symmetrical interdigital
capacitors are etched on the surface of the cell, which provide the necessary series capacitor for
left-handed application. The metallized via-holes in the two sides are working as shunt inductors
below the cutoff frequency, which provides the other necessary component for left-handedness. All
the via-holes have the same dimension with a radius of 0.5 mm and a distance of 1.7mm between
neighboring via-holes. When the operating frequency is above the cutoff frequency, the right-
handedness of the SIW is in the dominant position. The transverse slot is introduced in the design
procedure to enlarge the right-handed component, LR. It is similar to a transverse slot on the
broad face of traditional rectangular waveguide, where the slot is equivalent to a series impedance
of R + jX [5]. When the slot length is smaller than the resonant length, X > 0 can be achieved,
thus the slot will work as an extra series inductor. The cell can be called the series-inductively
enhanced CRLH structure. In a certain range, the equivalent inductance of the transverse slot is
related to its length. According to (4), the larger X we get, the more sensitive β can be achieved.

The slot equivalent impedance can be calculated using the formula expressed in [5]. Another
method of microwave network using ABCD matrix can be employed to extract the slot impedance.
Let’s consider a SIW of length lSIW has a transverse slot in the middle, as shown in Figure 2. The
ABCD matrix of the slot is Aslot, which is defined as

Aslot =
[

a0 b0

c0 d0

]
(5)

A1 and A2 are both symmetric networks of l/2 length SIW and equal to each other, thus the
cascaded ABCD matrix the entire model can be written as

AM = A1 ×Aslot ×A2 (6)

with A1 = A2.

Figure 1: Prototype of the proposed CRLH cell and its equivalent
circuit.
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1 1

1

1 1

1 1
with
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A

c d

a d

 
=  

 
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Figure 2: Cascaded network of a SIW
with a transverse slot etched in the
middle.
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Removing the slot, the cascaded ABCD matrix becomes as

AN = A1 ×A2 (7)

AM and AN can be obtained by full wave simulation, thereby A1 and A2 are calculated according
to (7). Finally, Aslot is written by

Aslot = A−1
1 ×AM ×A−1

2 (8)

where its element b0 is the slot impedance.

4. RESULTS

Figure 3(a) shows the equivalent reactance normalized to 50 Ohm of different transverse slots cal-
culated by the microwave network technique presented in Section 3, in the frequency range of
interest (8 GHz–12 GHz), the slot length is smaller than the resonant length and the normalized
reactance X > 0 are clearly shown. Figure 3(b) also confirms that in a certain range, the longer
slots correspond to the larger reactance. Figure 3(b) shows the simulated dispersion curves of this
novel CRLH cell with different slot lengths. All the CRLH cell structures are designed to fulfill the
balanced condition at the frequency of 9 GHz approximately. From Figure 3(b), one can obviously
see that the fast wave region of this CRLH structure for β to achieve [−k0, +k0] becomes narrower
as the equivalent inductance of the transverse slot becomes larger, i.e., the dispersion becomes more
sensitive with frequencies.
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Figure 3: (a) Normalized reactance of slots, (b) simulated dispersion curves of proposed CRLH cells.

Figure 4: Photography of the fabricated CRLH cells.
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Two CRLH cells with 4 mm slot length and 5 mm slot length are fabricated, as shown in Fig-
ure 4. Two taper lines are used on the two sides of the cell for the impedance matching to the
SMA connectors of 50 Ω. Because the most important property of CRLH dispersion is related to
the phase, it is essentially to de-embed the taper lines in the experimental procedure. The mea-
sured dispersion curves of the two CRLH cells are given in Figure 5. The measured results are in
accordance to the simulated results as shown in Figure 3(b). We can further see that the dispersion
improvement is obvious in the high frequency range of RH while not in the low frequency range of
LH. This is due to the difference of equivalent inductance between the two slots are become larger
as the frequency rises.

5. CONCLUSIONS

A improved structure for SIW CRLH cell is proposed in this paper as well as the dispersion
sensitivity of the CRLH cell is analyzed. Both the simulated and measured results are given to
confirm the improvement of the dispersion sensitivity to frequencies. The CRLH cell can be applied
to the LWA for achieving large BSR/bandwidth ratio.
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A Shunt-capacitance-aided Composite Right/Left-handed Leaky
Wave Antenna with Large Scanning-range/Bandwidth Ratio

Qingshan Yang, Xiangkun Zhang, and Yunhua Zhang
Key Laboratory of Microwave Remote Sensing

Chinese Academy of Sciences, Beijing 100190, China

Abstract— In this paper, we propose an improved shunt-capacitance-aided composite right/left-
handed (CRLH) leaky wave antenna (LWA) with large beam-scanning-range (BSR)/bandwidth
ratio based on substrate integrated waveguide (SIW) structure. The CRLH LWA is constructed
by etching interdigital capacitor on the waveguide surface, which behaves as the series capacitor
for left-handedness as well as radiating cell. Two longitudinal slots locate at upside and downside
of the interdigital capacitor, respectively, which are working as the aided shunt capacitance to
achieve large BSR/bandwidth ratio. An X-band LWA composed of 15 CRLH cells is fabricated.
The simulated results of S-parameters and radiation patterns are presented. Compared with
other frequency scanning CRLH LWAs reported before, this LWA has the advantage of large
BSR from −57◦ to +65◦ within a fractional bandwidth of 28% (from 9.2GHz to 12.2 GHz).

1. INTRODUCTION

Metamaterial LWAs based on CRLH transmission lines (TLs) have been studied intensively for its
outstanding advantage of continuous BSR from backfire to endfire [1], which can be used in modern
radar system for frequency scanning application. Many researches on SIW structure CRLH TLs
with the application in LWA have been reported [2, 3]. However, the required frequency scanning
bandwidths of the before proposed CRLH SIW LWAs are usually as large as 40% fractional band-
width or even larger in order to achieve certain BSR of [−60◦,+60◦] [2, 3]. A large BSR/bandwidth
ratio is usually preferred for radar systems with high performance beam scanning characteristic
required. In this paper, we propose a shunt-capacitance-aided CRLH LWA using SIW structure so
as to achieve wide continuous scanning range within a narrow fractional bandwidth.

Three sections are contained in the main body of this paper. In Section 2, we show the LWA
configuration and discuss the leaky wave principle. The dispersion of this CRLH cell is analyzed
in Section 3. In Section 4, the S-parameters and radiation patterns of the LWA are presented.

2. CONFIGURATION & LEAKY WAVE PRINCIPLE

A LWA is basically a uniform or periodic waveguiding structure that possesses a mechanism that
permits it to leak power all along its length. Our design is based on the substrate of Rogers 5880
with a permittivity of 2.2, loss tangent of 0.0009 and thickness of 0.508 mm. The unit cell and the
LWA configurations are shown in Figure 1. Interdigital slots are etched on the surface of the SIW
CRLH cell, which behave as series capacitors as well as leaky wave unit. The via-holes adopted in
our SIW structure acting as the shunt inductors have the same dimension with a radius of 0.35 mm
and a center-to-center distance of 1.35mm between neighboring via-holes. Two longitudinal slots
locate at upside and downside of the interdigital capacitor, respectively, which are working as the
aided shunt capacitances which help to achieve large BSR/bandwidth ratio. The bottom of the
substrate is covered by copper so as to act as ground plane.

In a LWA, the free space wave number k0 corresponds to radiation direction of the main beam,
and can be decomposed into longitudinal (x) and transversal (z) components, as indicated in
Figure 1(b). The longitudinal component is

kx = β(ω)− jα(ω) (1)

where β(ω) and α(ω) are the phase factor and the leaky factor, respectively. The transversal
component kz depends on both β(ω) and frequency (via k0)

kz =
√

k2
0 − β2 (2)

If |β| > k0 (phase velocity vp < c, slow wave), kz is imaginary, and the field will be exponentially
decaying along z, which means the wave is completely guided. If |β| < k0 (vp > c, fast wave), kz is
real, therefore leakage radiation occurs.
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(a) 

(b) 

Figure 1: Figuration of the proposed (a) SIW CRLH cell & its equivalent circuit, (b) LWA.

The radiation angle of the main beam is straightforwardly determined by Figure 1(b) as [4]

θ(ω) = sin−1 [β(ω)/k0] (3)

which shows a beam steering can be achieved by frequency scanning.

3. DISPERSION ANALYSIS

A CRLH TL is commonly constructed by embedding repetition of series capacitance and shunt
inductance into a traditional right-handed (RH) TL which exhibits left-handed (LH) property at
low frequency band and RH property at high frequency band. Because of the effect of parasitic series
inductance and shunt capacitance, a pure LH TL cannot exist physically, even if we intentionally
provide only series capacitance and shunt inductance, thus the CRLH model represents the most
general structure.

In original SIW cell, the top and the ground metal surfaces behave effectively as a two-wire
TL with distributed series inductance and shunt capacitance. The short-circuit via-holes can be
regarded as shunt inductance, so for the CRLH model, just series capacitance is needed, which can
be realized by the interdigital slots. The equivalent circuit of the proposed CRLH cell is shown in
Figure 1(a), where CR and LR represent the distributed series inductance and shunt capacitance,
while CL and LL represent the interdigital slots and via-holes, respectively. The two longitudinal
slots are equivalent to the shunt admittance of G + jB [5]. This is similar to the longitudinal slot
on the broad wall of a rectangular waveguide. When the slot length is smaller than the resonant
length, B > 0 can be achieved, thus the longitudinal slot will work as an extra shunt capacitor
Cslot.

In the CRLH model of Figure 1(a), a balanced condition can be achieved if the series and shunt
resonant frequencies are equal with each other or equivalently

LRCL = LLCR (4)

Under this balanced condition, the propagation constant β can be simply expressed as the sum of
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a (linear and positive) RH TL and a (negative and hyperbolic) LH TL [1]

β = βRH + βLH =
ω

p

√
LRCR − 1

ωp
√

LLCL
(5)

The propagation constant β exhibit zero at the frequency called the transition frequency:

ω0 = 1/ 4
√

LRCRLLCL (6)

According to (5), the sensitivity of propagation constant with frequency can be obtained by

dβ

dω
=

1
p

(√
LRCR +

1
ω2
√

LLCL

)
(7)

From (7), we can see the aided shunt capacitor Cslot will enlarge the RH capacitor CR, thus the
sensitivity of propagation constant dβ/dω, which means this CRLH cell has a narrower fast wave
region compared to that does not has the aided longitudinal slots. In our CRLH cell design,
the interdigital capacitor parameters are chosen as: finger length lc = 2.8mm, finger width wc =
0.3mm, space between neighboring fingers ws = 0.35mm. The length and width of the longitudinal
slot are chosen to be 5.5 mm and 0.45mm, respectively. Now, let’s compare the dispersion curves
of the novel cell and that proposed in [2], as depicted in Figure 2. It is shown that both of them
are balanced at 10GHz approximately, and the fast wave region of the new cell is much narrower
than that of the cell in [2]. The difference between the airlines of the two CRLH cells is due to the
different lengths of unit cells. It is to say the proposed CRLH cell can be a good candidate to LWA
for achieving large BSR/bandwidth ratio. Based on this CRLH cell, a LWA composed of 15 cells
is designed and simulated in Section 4.
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4. SIMULATION RESULTS OF THE LWA

The designed LWA is realized by cascading 15 identical CRLH cells. Two taper lines are adopted in
the two ends of the LWA for impedance matching to 50 Ω, as shown in Figure 1(b). The simulated
S-parameters of the LWA using CST Microwave Studio are shown in Figure 3. A bandwidth of
S11 < −10 dB is achieved from 9.5 GHz to 11.2 GHz. The E-plane radiation patterns at different
frequencies are simulated, as shown in Figure 4. A BSR of [−57◦, +65◦] is achieved within a
bandwidth from 9.2 GHz to 12.2 GHz and the maximum gain of 13 dBi is obtained in the broadside
radiation.

5. CONCLUSIONS

A shunt-capacitor-aided CRLH LWA with large BSR/bandwidth ratio is proposed in this paper.
Simulation results of S-parameters and radiation patterns are presented. The BSR can be from
−57◦ to +65◦ within a fractional bandwidth of 28% (from 9.2 GHz to 12.2 GHz). The performance
of BSR/bandwidth ratio is better than that of the LWA reported in [2], which has a fractional
bandwidth of 40% (from 8.6 GHz to 12.8 GHz) for achieving a BSR of [−70◦, +56◦].
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Electrical Characteristics Dependence of Monstera Leaf on Moisture
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Abstract— Transmittance and reflection dependence of monstera leaf on moisture content
has been investigated at X-band. In measurement campaign, forward transmission and forward
reflection coefficients S21 and S11 have been observed with respect to the change of moisture
content within the leaf. It is found that transmittance is strongly dependent on the moisture
content; however, reflection is almost independent of the moisture content, which implies that
most of the electrical power is absorbed within the water content of the leaf.

1. INTRODUCTION

Leaves are one of the most important parts of any vegetation canopy. Some existing microwave
models superpose the electromagnetic scatter from discrete leaves and branches to determine the
total reflectivity of the vegetation canopy. There are lots of empirical relationships proposed in the
literature [1–3].

In 1987, Senior et al. [1] measured backscattering cross section of coleus leaf in varying stage of
dryness and they showed that a uniform resistive sheet constitutes an effective model for a planar
leaf. In 1995, Chuah et al. [2] reported the measured dielectric constants of rubber and oil palm
leaves as a function of moisture content at X-band. They compared the model of Ulaby and El-
Rayes and the simple dielectric theory of Fung and Fung with the experimental data. Their findings
confirmed that the model of Ulaby and El-Rayes has better estimation.

In 2011, Seker and Kunter [3] described a theoretical propagation model and simulation for
horizontal and vertical polarization for different types, size and shape of trees. They found that
the loss from the vegetation is substantially higher for higher frequencies.

Although the approaches developed so far present rather good models, new models, approaches
and further research are required to understand microwave interaction with plant leaves so that
efficient calculations can be developed for purposes such as military and governmental applications,
agricultural planning, and radio-link development. For this reason, a correct understanding and
investigation of electrical characteristics of vegetation canopies is important. In this study, a piece
of a monstera leaf has been investigated by measuring the forward transmittance and reflection
coefficients.

2. THEORY

In a linear electrical system, the relationship between the input/output terminals is expressed in
terms of S parameters. In an n-port network system, there are totally n2 S-parameters, which are
S11, S12, S21 and S22. A sample two-port network is shown in Figure 1.

For a 2-port network, the relationship between the ports [4] can be expressed as in the following:

b1 = S11a1 + S12a2

b2 = S21a1 + S22a2
(1)

where S11 is forward reflection coefficient and expressed as

S11 =
b1

a1
|a2=0 (2)

and S21 is the forward transmission coefficient and expressed as

S21 =
b2

a1
|a2=0 (3)

It should be noted that all S values are complex.



654 PIERS Proceedings, Moscow, Russia, August 19–23, 2012

3. MEASUREMENT SETUP

Measurements have been conducted in Near Field Antenna Measurement Laboratory, inside In-
dustrial and Medical Application Based Microwave Research Center (EMUMAM) at Akdeniz Uni-
versity. The laboratory contains a vector network analyzer operating in 10MHz–9 GHz frequency
range (Anritsu MS4624B). Vector network analyzer is associated with measurement setup mecha-
nism which consists of receiving antenna probe, monstera leaf, leaf holder and transmitting antenna
waveguide, respectively. Leaf holder is simply an aluminum metal box, one side of which has been
connected to a WR90 open-ended rectangular waveguide, which is the measuring probe and capable
of measuring at X-band, and the other side has been connected to source signal. The system can
be controlled and logged via computer graphical interface. The experimental setup is shown in
Figure 2.

A piece of a monstera leaf having 6 cm length, 4 cm width and 770µm thickness has been put

Device 
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Test
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Transmitted Incident

Reflected
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Figure 1: Two-port network representation.
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Figure 2: Graphical representation of experimental
setup.

Figure 3: The change of transmittance with respect to day number. All plots are against frequency.
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Figure 5: Reflection with respect to moisture con-
tent.

within a thin metal box. One side of the box has been connected to an open-ended rectangular
waveguide (WR90 probe) which is used as measuring probe and other side has been connected to
the source signal via the rectangular waveguide part of a horn antenna, which is compatible and
has the same dimension profile with the measuring probe.

Transmittance is measured by using S21 parameter and reflection is measured by using S11

parameter. Measurements have been carried out between 7 GHz and 9 GHz with 20 MHz intervals
through eight days.

4. RESULTS AND CONCLUSION

Transmittance change with respect to days is shown in Figure 3. The transmittance coefficient is
plotted against frequency and it is observed that transmittance increases from beginning to the end
at all frequencies.

At the end of eight-day period, the leaf has lost 65.93% of its total weight. Meanwhile, it has
been observed that transmittance increases as moisture content decreases and the transmittance
at the end is almost two times that at the beginning. Also, the change of transmittance at 8 GHz,
which is the center frequency, with respect to moisture weight within the leaf is shown in Figure 4.
Similar results are observed when values at different frequencies other than 8 GHz are plotted. It
is deducted from Figure 4 that the measured |S21| value at first day is −17 dB and it is less than
−20 dB at 8th day, which shows that more than 3 dB difference has occurred between the beginning
and end of the period.

On the other hand, magnitude of forward reflection coefficient |S11|, which is plotted in Figure 5,
shows very little change through the eight-day period. The difference is below 5% from beginning
to the end. Therefore, it can be concluded that most of the electrical power is absorbed within the
moisture content of the leaf when the moisture content of the leaf is high. At the same time, it is
found that maximum transmittance has occurred at 8 GHz and maximum reflection has occurred
at 7.6 GHz where both coefficients show a fluctuating behavior between 7GHz and 9 GHz, which is
a result seen in Figure 3.
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Abstract—Monitoring global vegetation can be of importance in understanding land surface
processes and their interactions with the atmosphere, biogeochemical cycle, and primary pro-
ductivity. The commonly used vegetation indices derived from the visible-near infrared sensors
are mainly dependent on the green leaf material of the vegetation cover and often limited by
the effects of atmosphere, background soil conditions, and saturation at high levels of vegeta-
tion. In our previous study [1], we developed the microwave vegetation indices (MVIs) with the
dual-frequency technique under the Advanced Microwave Scanning Radiometer (AMSR-E) sen-
sor configuration on the Aqua satellite. The MVIs derived in this study are less affected by soil
surface emission signals, and depend mainly on vegetation properties such as vegetation fractional
coverage, biomass, water content, temperature, the characteristics of the scatterer size, and the
geometry of the vegetation canopy. It demonstrated that the microwave derived vegetation in-
dices can provide complementary vegetation information (both the leafy and woody parts of the
vegetation) by optical sensors. This method provides a new opportunity to establish a long-term
global dataset for monitoring vegetation cover using all-weather passive microwave instruments.
In this study, we will explore and demonstrate a new technique for deriving Microwave Vegetation
Indices (MVIs) using the passive microwave radiometer SMOS data. It provides the global mi-
crowave brightness temperature observations at L-band (1.4GHz) with dual polarizations (V, H)
and a range of viewing angles [2].

1. INTRODUCTION

In deriving vegetation indices from satellite measurements using either optical or microwave obser-
vations we face two problems: the effects of the atmosphere and the background (surface underlying
the vegetation) signals. Microwave observations are less affected by atmospheric conditions than
traditional optical methods. On the other hand, the variability in the background emission signals
resulting from the soil state can have a greater effect on the microwave observations than when
using optical sensors that only sense the canopy. The effect of the background emission signal must
be incorporated in order to derive a reliable and useful vegetation index. Furthermore, we expect
that the AMSR-E sensor will have specific penetration limitations over different land cover vegeta-
tion types and properties. The MVIs derived by AMSR-E sensor have only an unique relationship
vegetation bare soil and short vegetation when both frequencies can “see” through the vegetation
covers. However, the MVIs derived by AMSR-E sensor will have a non-unique relationship in re-
gions where the sensor can “see” the ground surface at both frequencies and the regions where the
sensor can not “see” ground surface at one or both frequencies. For instance, the B parameters
derived from the bare surfaces could have a similar magnitude as that derived from a dense forest
with the fraction cover Fv < 1. It is a limitation of the AMSR-E sensor due to its vegetation
penetration capability. Therefore, AMSR-E sensor derived MVIs may only be reliable for the short
vegetation covers [1]. Unlike microwave vegetation indexes derived in previous study [1], SMOS
observations have much higher vegetation penetration capability than that of AMSR-E and can
provide a new tool for monitoring global vegetation cover, especially for forested regions.

2. EVALUATION OF RELATIONSHIPS BETWEEN THE MULTI-INCIDENCE BARE
SURFACE EMISSION SIGNALS

As shown in [1], the key to derive the microwave vegetation indices is to minimize the background
surface emission signals. For AMSR-E observations, this can be done since the bare soil surface
emissivities at different frequencies can be characterized by a linear function with parameters that
are dependent on the pair of frequencies used. For SMOS observations, we need first to evaluate
the characteristics of bare surface emission signals at the different SMOS observation angles. This
was done by generating a simulated surface emission database for the sensor parameters of SMOS
with frequency: 1.41GHz, polarizations: v and h, and a range of incidence angles, using the
Advanced Integral Equation Model (AIEM) [3]. This database included a wide range of volumetric
soil moistures (2% to 44% at a 2% interval). Surface roughness parameters included rms height
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from 0.25 cm to 3 cm at a 0.25 cm interval and correlation length from 2.5 cm to 30 cm at a 2.5 cm
interval. In total there were 2,904 simulated emissivities for each frequency and polarization. The
commonly used Gaussian and Exponential correlation functions were used in the simulations since
they are the most commonly used two extreme cases and the most of the natural random surfaces
are between them [4].

Through the analysis of numerical simulations at the different incidences at L-band by AIEM [3]
simulated surface emissivity data, we found that soil surface emissivities at different incidences can
be characterized by a linear function with parameters that are dependent on the pair of observation
angles used, as long as the difference in the pair of observation angles less than or around 10
degree. This makes it possible to minimize the surface emission signal and maximize the vegetation
signal when using multi-angle radiometer measurements. Figure 1 shows the entire set of AIEM
model simulated L-band surface emissivities including both Gaussian and Exponential correlation
functions. They are the polarizations of V , H and the polarization difference V -H from left to right
columns. The y-axes of top and bottom rows are the simulated data at 20◦ and 40◦, respectively.
Their x-axes are the corresponding emissivities for the same surface properties (soil moisture and
roughness properties) at the observation angle of 30◦.

Figure 1: AIEM model simulated L-band surface emissivities.

M VI - BM V I - A

Figure 2: The mean monthly values of the MVIs in July, 2010 with the two observation angles of 40◦ and
50◦.
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3. DERIVING MICROWAVE VEGETATION INDICES WITH SMOS MEASUREMENTS

Following the techniques developed in [1], by replacing two frequencies measurements with the two
incidence angle measurements, we can derive the microwave vegetation indices:

MV I B(θ1, θ2) =
TBv(θ2)− TBh(θ2)
TBv(θ1)− TBh(θ1)

(1)

MV I A(θ1, θ2) =
1
2
[TBv(θ2) + TBh(θ2)−B(θ1, θ2) · (TBv(θ1) + TBh(θ1))] (2)

Figure 2 shows the mean values of the microwave vegetation indices for its A and B parameters
in July, 2010 with the SMOS’s two observation angles measurements at 40◦ and 50◦.

We will show the details on analyses of comparisons of the MVIs and NDVI (MODIS) in assessing
the global vegetation pattern during different seasons and on examining its response in global
pattern and to seasonal vegetation phenology.
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Abstract— This study firstly develops a simple parameterization for sensible and latent heat
fluxes under unstable conditions. The parameterization consists of some unknown variables
considered as constants during the daytime and some known functions related to surface tem-
perature and air temperature. The sensible heat flux (H) is expressed as a quadratic function of
the difference between surface temperature and air temperature, and the latent heat flux (LE)
is parameterized as a function of the saturated water vapor pressure at surface temperature as
well as the difference between surface temperature and air temperature. The accuracy of the
parameterization for H and LE is evaluated by the measurements from Yucheng station, north of
China. For H, the coefficient of determination (R2) is 0.925, the root mean square error (RMSE)
is 27.8 W/m2, and the bias (BIAS) is −14.2 W/m2, and for LE, the R2, RMSE, and BIAS are
0.946, 24.7 W/m2, and 0.5W/m2, respectively. With the assumption that surface available en-
ergy is known, the minimization technique is used to inverse heat fluxes. The H is underestimated
by 30.7 W/m2, and the corresponding LE is overestimated by 30.4 W/m2. The RMSEs of H and
LE are 54.1 and 56.6 W/m2, and R2 are 0.775 and 0.806, respectively. The method can estimate
H and LE at any time during unstable daytime without the need to calculate the resistance. The
remotely sensed data from the geostationary meteorological satellite can be utilized adequately
by the method in the future.

1. INTRODUCTION

Sensible and latent heat fluxes (H and LE) are the important components in energy balance equa-
tion. Especially for the evapotranspiration (ET, namely, latent heat flux), more attention has been
paid in the fields of hydrology, agriculture, ecology, climate, and so on. The development of remote
sensing provides an opportunity to estimate ET on the regional scale. The current ET models based
on remotely sensed data mainly include SEBS (surface energy balance system), SEBAL (surface
energy balance algorithm for land), Ts-VI (surface temperature vs. vegetation indices), and two-
source model [1]. From the process of parameterization, apart from the Ts-VI method, all other
models need to estimate the resistance by complex equations. Although these methods are based
on clear physical principles, the more complicated these equations are, the larger uncertainties
are brought for the estimation of ET. Ts-VI method based on the spatial information of remotely
sensed data has been widely used without the need of calculating resistance and the meteorological
data. Especially in arid and semi-arid areas, higher accuracy can be obtained [2]. However, the
method is based on the hypothesis that atmospheric condition is similar in the research region and
the dry and wet points exist for all the fraction of vegetation cover. Actually, it is difficult to satisfy
these hypotheses. Compared with the spatial information from remote sensing, time information
from remote sensing is less applied. Although in ALEXI model, the change rate of surface temper-
ature between the 1.5 h to 5.5 h after sunrise was used to estimate surface fluxes by combining the
atmospheric boundary model, the utility of time information is finite [3].

Raffy and Becker proposed a minimization technique to solve the inverse problems of remote
sensing [4], which can simultaneously estimate the surface fluxes without the calculation of resis-
tance by using the continuous information from remote sensor observation over one day. Based
on this method, this study develops a simple parameterization for H and LE under unstable con-
ditions. The details about the parameterization are shown in Section 2. The evaluation of the
parameterization as well as the preliminary application is given in Section 3. The conclusion and
discussion are presented in Section 4.
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2. METHOD

2.1. Raffy and Becker’s Method
According to the surface energy balance and the study of Hechinger [5], the soil heat flux Φ at the
surface can be expressed by

Φ(Ts, t, D) = ϕ0(Ts, t) +
∑

k=1

dkϕk(Ts, t) (1)

where Ts is the surface temperature; t is the time; ϕk are functions assumed to be known and
related to the known Ts; and dk are the soil parameters and can be considered as constants along
one day period, which contribute to the set D.

The key process in the Raffy and Becker’s method is to parameterize the energy balance com-
ponents as some unknown constants and some known functions [4]. Given these constants, the
components in energy balance equation can be obtained simultaneously. The set D changes with
the different known conditions. The unknown parameters in set D can be obtained by minimization
technique. Two methods are used to solve the inverse problem, i.e., flux method and temperature
method. The flux method minimizes the root mean square difference between calculated and mea-
sured flux, while temperature method minimizes the difference between calculated and measured
surface temperatures. More details can be found in [4, 6, 7].

2.2. The Parameterization for Sensible and Latent Heat Fluxes
Based on the parameterization for H from Blümel and the method of Raffy and Becker [4, 8], a
parameterization for H is proposed by the following equation

H(t) = A[ρacp × (Ts(t)− Ta(t))] + B[ρacpg × (Ts(t)− Ta(t))2] (2)

where A and B are the unknown variables related to the surface and atmosphere characteristics,
and are positive from the point of view of physics; ρa is the density of air; cp is the heat capacity
of air; g is the acceleration due to gravity; and Ta is the air temperature.

Taking into account the relationship between H and the LE in the parameterization of Raffy
and Becker, LE can be expressed as

LE(t) = C[ρacp × Ps(Ts(t))] + D[ρacpg × Ps(Ts(t))× (Ts(t)− Ta(t))]

+E

[
ρacp× ∂Ps(T )

∂T

∣∣
Ts(t)×(Ts(t)− Ta(t))

]
+F

[
ρacpg× ∂Ps(T )

∂T

∣∣
Ts(t)×(Ts(t)− Ta(t))2

]
(3)

where C, D, E, and F are the unknown variables related to the surface and atmosphere character-
istics; and Ps(T ) is the saturation vapor pressure at temperature T . E and F are positive, while
C and D depend on the underlying condition and are positive in most situations.

3. THE EVALUATION AND APPLICATION OF PARAMETERIZATION

3.1. The Evaluation of Parameterization
In order to evaluate the accuracy of parameterization for H and LE, the data from the EC measure-
ment at Yucheng station are used in this study. The Yuchaeng station is located in the southwest
of Yucheng County, Shandong province with winter wheat and summer corn crop rotation in North
China. It is part of the Chinese terrestrial ecosystem flux network, and aims at measuring the
exchange of carbon dioxide, water vapor and heat between land and atmosphere. The climate at
this station is subhumid and monsoon climate with mean annual temperature and precipitation of
13.1◦C and 528 mm, respectively. Because the parameterization for H is developed under unstable
condition, the data with most temperature gradient larger than 0 during the daytime will be used,
and finally 24 days in the years 2009 and 2010 are selected. The unknown variables (A, B, C, D,
E, and F ) in the parameterization are obtained by fitting with the least square method.

The H and LE from parameterization are in good agreement with those from the measurements
(see Figure 1). For H, the coefficient of determination (R2) is 0.925, the root mean square error
(RMSE) is 27.8 W/m2, and the bias (BIAS) is −14.2W/m2. For LE, the R2, RMSE, and BIAS are
0.946, 24.7 W/m2, and 0.5 W/m2, respectively. The accuracy of parameterization for LE is slightly
better than that for H, which may be related to the more unknown variables in the parameteriza-
tion for LE. For most of the selected days, the RMSEs of H and LE can be less than 50 W/m2, the
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(a) (b)

Figure 1: The comparison of (a) the sensible heat flux and (b) the latent heat flux from the parameterization
with the EC measurements.

(a) (b)

Figure 2: The inverse (a) sensible heat flux and (b) latent heat flux for 24 selected days compared with the
measurements.

absolute BIAS can be less than 30 W/m2, and the R2 can be larger than 0.9. The parameterization
for H is more sensitive to the difference between surface temperature and air temperature. The
larger the difference during the daytime, the higher the parameterization accuracy is. The param-
eterization for LE is not only related to the difference between surface and air temperatures, but
also to the saturation vapor pressure at surface temperature.

3.2. The Application of Parameterization

When the parameterization is determined, the main problem for the estimation of H and LE is to
obtain the unknown variables A, B, C, D, E, and F . The minimization technique is used to help
the solution. Given the complexity to solve the heat conduction equation, this study assumes that
the surface available energy is known, and the unknown variables are solved by flux method. The
input variables are only the surface temperature and the air temperature. Without the aid of any
a priori knowledge, the RMSEs of H and LE are 54.1 and 56.6W/m2, and R2 are 0.775 and 0.806,
respectively (see Figure 2). The H is underestimated by 30.7 W/m2, which is consistent with the
accuracy of parameterization shown in the Figure 1. Because the energy balance is implied in the
minimization technique, the corresponding LE is overestimated by 30.4W/m2. Due to the lack of
the stabilized procedure, some discrete points can be observed in Figure 2. The inverse results on
the day 105 of the year 2010 are displayed in the Figure 3. The R2 of H and LE are 0.979 and
0.989, respectively, almost close to 1. The H is only underestimated by 7.5W/m2. The RMSEs are
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(a) (b)

Figure 3: The inverse (a) sensible heat flux and (b) latent heat flux on the day 105 of the year 2010 compared
with the measurements.

17.3W/m2 and 20.0 W/m2, respectively. In addition, the inverse accuracy at the sunrise and the
sunset is slightly worse than that during the noon on this day, because the stable condition as well
as the negative temperature gradient is common at that time.

4. CONCLUSION AND DISCUSSION

According to the study of Raffy and Becker, the H and LE can be parameterized by some unknown
constants and some known functions. This work proposed a simple parameterization for H under
unstable condition during the daytime, and subsequently the parameterization for LE is also pro-
posed. The accuracy of parameterization is acceptable. If these unknown variables can be obtained
accurately, the H and LE at any time during the daytime can be estimated, and consequently the
daily ET can be calculated. The main problem for this method is how to obtain those unknown
constants. Some a priori knowledge and stabilized procedure can be used to optimize the results.
However, because the work is only a preliminary approach, a priori knowledge is not considered in
this study so that some inverse results are unsatisfied. Therefore, more work need to be done in
the future:

1) To minimize surface temperature by solving the heat conductivity equation so that those
unknown variables can be estimated with a better accuracy.

2) To find the relationship between these unknown variables and those parameters that can be
obtained from remotely sensed data so that the initial value for minimization technique can
be determined.

3) To add some a priori information and some constrain conditions to stabilize the iterative
procedure.

The main advantage of the method is that it is not necessary to calculate the resistance, and
the heat flux at any time during the daytime can be estimated. It is then more convenient to
obtain the daily ET. This method can adequately utilize the time information from geostationary
meteorological satellite data in the future. However, it may be improper for this method to use
the data from polar orbital satellite. Another problem for this method is how to obtain the air
temperature at the pixel scale when satellite data are used.
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8. Blümel, K., “Estimation of sensible heat flux from surface temperature wave and one-time-
of-day air temperature observation,” Boundary-Layer Meteorology, Vol. 86, No. 2, 193–232,
1998.



664 PIERS Proceedings, Moscow, Russia, August 19–23, 2012

Wireless Power Transmission by Scalar Waves

Konstantin Meyl
Faculty of Computer and Electrical Engineering, Furtwangen University, Germany

Abstract— Current RFID technology explains how the transfer of energy takes place on a chip
card by means of longitudinal wave components in close range of the transmitting antenna. It is
scalar waves which spread towards the electrical or the magnetic field pointer. That provides the
better explanation. Using the wave equation proposed by Maxwell’s field equations these wave
components were set to zero. Why were only the postulated model computations provided after
which the range is limited to the sixth part of the wavelength.

This text proposes instead the rationale for scalar wave components in the wave equation of
Laplace. Physical conditions for the development of scalar wave transponders become operable
well beyond the close range. Scalar wave information and energy is transferred with the same
carrier wave and not carried over two separated ways as with RFID systems. Bi-directional signal
transmission with energy transfer in both directions is achieved when there is a resonant coupling
between transmitter and receiver.

The first far range transponders developed on the basis of the extended field equations are
already functional as prototypes, according to the US-Patent No. 787,412 of Nikola Tesla: Art
of transmitting electrical energy through the natural medium [11], New York 1905.

1. INTRODUCTION

Transponders serve the transmission of energy, e.g., on a chip card in combination with a trans-
mission of information. The range is with the presently marketable devices (RFID technology) less
than one meter [2]. The energy receiver must be in close range of the transmitter. The far range
transponders developed by the first transfer centre for scalar wave technology are able to transfer
energy beyond close range (10 to 100m) with fewer losses and/or a higher efficiency. The energy
using the same carrier wave is transferred as well as information vs. the RFID technology which
uses two separate systems [2].

A condition for new technologies is a technical-physical understanding, as well as a mathemati-
cally correct and comprehensive field description, which include all well known effects of the close
range of an antenna. We encounter here a central problem of the field theory, which forms the
emphasis of this paper and the basis for advancements in transponder technology.

In today’s times of bluetooth and Wireless LAN one quickly becomes accustomed to the ameni-
ties of wireless communication. For example garage gates, the barrier of the parking lot, or the car
trunk are opened by radio.

However, the limited life span and often polluting batteries used in numerous radio transmitters
and remote maintenances create a great disadvantage.

Ever more frequently the developers see themselves confronted with the demand for a wireless
transfer of energy. Accumulators are to be reloaded or replaced completely. In entrance control
systems (ski elevator, stages, department stores...) these systems are already successfully used. But
new areas of application with increased requirements are constantly added apart from the desire
for a larger range:

• In telemetry plants rotary sensors are to be supplied with energy (in the car, e.g., to control
tire-pressure).

• Also with heat meters the energy should come from a central unit and be spreadly wireless in
the whole house to the heating cost meters without the use of batteries.

• In airports contents of freight containers are to be seized, without having been opened (security
checks).

• The forwarding trade wants to examine closed truck charges by transponder technology.
• In the robot and handling technique the wirings are to be replaced by a wireless technology

due to wear-out problem.
• Portable radio devices, mobile phones, Notebooks and remote controls working without bat-

teries and Accumulators will reduce the environmental impact.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 665

A technical solution, which is based on pure experimenting and trying, is to be optimised
unsatisfactorily and hardly. It should stand rather on a field-theoretically secured foundation,
whereby everyone thinks first of Maxwell’s field equations. Here however a new hurdle develops
itself engaged closely.

2. FIELD THEORETICAL PROBLEM

In the close range of an antenna, the current level of knowledge is longitudinal based — towards a
field pointer portions of the radiated waves present. These are usable in the transponder technology
for the wireless transmission of energy. The range amounts to only λ/2π and that is approximately
the sixth part of the wavelength [6]. The problem consists now of the fact that the valid field
theory from Maxwell, is only able to describe transversal and not longitudinal wave components.
All computations of longitudinal waves or wave components, which run toward the electrical or the
magnetic pointer of the field, are based without exception on postulates [12].

The near field is not considered in vain as an unresolved problem of the field theory. The
experimental proof may succeed, but not the field-theoretical proof. The wave equation derived
from the field equations according to Maxwell on one hand is a transverse electro-magnetic wave [10]:

−curl curlE · c2
︸ ︷︷ ︸

transverse

= δ2E/δt2︸ ︷︷ ︸
−wave

+(1/τ1) · δE/δt︸ ︷︷ ︸
+vortex damping

(1)

On the other hand there is a damping term in the equation which is responsible for the losses
of an antenna. It indicates the wave component, which is converted into standing waves, can also
be called field vortices, which produce vortex losses for their part with the time constant τ1 in the
form of heat.

Where, at close range of an antenna proven and with transponders technically used longitudinal
wave components hide themselves in the field Equation (1)?

3. WAVE EQUATION

The wave equation found in most textbooks has the form of an inhomogeneous Laplace equation.
The famous French mathematician Laplace considerably earlier than Maxwell did find a compre-
hensive formulation of waves and formulated it mathematically:

∆E · c2︸ ︷︷ ︸
Laplace operator

= −curl curlE · c2+︸ ︷︷ ︸
transverse-(radio wave)

grad divE · c2 = δ2

︸ ︷︷ ︸
longitudinal-(scalar wave)

E/δt2︸ ︷︷ ︸
wave

(2)

On the one side of the wave equation the Laplace operator stands, which describes the spa-
tial field distribution and, according to the rules of vector analysis, can be decomposed into two
parts. On the other side the description of the time dependency of the wave can be found as an
inhomogeneous term.

If the wave equation according to Laplace (2) is compared to Equation (1) derived from the
Maxwell equations, then two differences clearly come forward:

1. In the Laplace equation the damping term is missing.
2. With divergence E a scalar factor appears in the wave equation and a scalar wave as a

consequence.

A Practical example of a scalar wave is the plasma wave. This case forms according to the
Maxwell Equation (3):

divD = ε · divE = ρel (3)

the space charge density consisting of charge carrier’s ρel the scalar portion. These move in form
of a shock wave longitudinal forward and present in its whole an electric current.

Since both descriptions of wave’s posses equal validity, we are entitled in the sense of a coefficient
comparison to equate the damping term due to eddy currents according to Maxwell (1) with the
scalar wave term according to Laplace (2).

Physically seen the generated field vortices form and establish a scalar wave.
The presence of divE proves a necessary condition for the occurrence of eddy currents. Because

of the well-known skin effect [3] expanding and damping acting eddy currents, which appear as a
consequence of a current density j, set ahead an electrical conductivity σ.
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4. VIEW OF DUALITY

Within the near field range of an antenna opposite conditions are present. With bad conductivity
in a general manner a vortex with dual characteristics would be demanded for the formation
of longitudinal wave components. I want to call this contracting antivortex a potential vortex
contrasting the expanding vortex by eddy currents.

If we examine the potential vortex with the Maxwell equations for validity and compatibility,
then the potential vortex would be Zero. The derivation of the damped wave Equation (1), [7] can
take place in stead of the electrical also for the magnetic field strength. Both wave Equations (1)
and (2) do not change their shape. In the inhomogeneous Laplace equation in this dual case
however, the longitudinal scalar wave component through divH is described and this is according
to Maxwell zero!

Maxwell’s Equation (4):
divB = µ · divH = 0 (4)

If this is correct, then there may not be a near field, no wireless transfer of energy, and finally also
no transponder technology. Therefore, the correctness (of Equation (4)) is to be examined, what
would be the result if potential vortices exist forming scalar waves in the air around an antenna,
as the field vortices form among themselves a shock wave.

Besides still another boundary problem will be solved: since in div D electrical monopoles can
be seen (3) there should result from duality magnetic monopoles to divB (4). In October 2009 the
search has been successful the first time [9]. Vortex physics will give the answer and the derivation
in mathematic is still published [8]. What is the result?

5. TESLA’S DREAM, WIRELESS ENERGY SUPPLY

It is apparent from Tesla’s patents that instead of using a connection line he grounded his pancake
coils on one side. At the high voltages and frequencies he used the earth behave as part capacitive
and part electrical conductor [11]. However with this technique any grounded consumer load in
resonance can deduct energy. That might include a disagreeable competitor. That’s why the project
to wirelessly supply ships on the ocean with energy wasn’t put into practice. However the feasibility
of this principle was proven in 2001 by the “First Transfer Centre for Scalar Wave Technology”
using a miniature boat.

“The boat is working without a battery”, proclaims the narrator in a ZDF documentary. “Also,
it isn’t dragging a cable along”. The power output of its motor is approximately 5Watts and the
installation’s efficiency is about 100%. As the electrical circuit closure is much easier to realize in
practice than the magnetic one, at an unattainably high efficiency, especially the Tesla principle is
considered economically viable.

In addition, metal parts are oftentimes present, functioning as potential equalization panel or
return conductor, in a car for example the body, or the iron parts in a machine tool, the conduction
system of heating pipes in consumption counters or the guiding rails in elevators or other rail-bound
vehicles.

No one can ignore the fact that only in the case of resonance; energy will reach the receiver, i.e.,
at the same frequency and opposite sign. For the layman, that can be illustrated by the image of
power “flowing out” of a power plant then “flowing in” to its consumer. Both leads in the cable
thereby induce resonance as the two-poled plug is put into the socket.

In principle, this is also possible with only one cable, only then, the resonance is no longer
forced, which is why the receiver can drop (i.e., energy does not reach it any longer). By optimising
range and conservation of resonance, for example by variation of the coil and antennae geometry,
these problems are manageable.

In wireless energy supplies as utilized in remote controls or mobile phones no “return conductor”
is available. It is in these circumstances that magnetic coupling with all its disadvantages comes
into play. The disadvantages culminate at the point where the receiver, entirely without guidance
wires or other means of connection to the emitter, doesn’t know which signal to resonate with. The
limiting factor in practical use is not the distance over which resonance can still be maintained, but
the tuning distance over which the wireless transmission system is capable of starting up without
foreign assistance.

The tasks of a transponder include not only wireless energy, but also information transfer. Now
both systems benefit from the fact that intertwined with the magnetic radiation field, magnetic
scalar waves always appear, analogous to the electric ones accompanying electrical energy radiation.
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To keep down transmission losses a minimization of scalar waves is the aim. In any case, the wave
remainder is modulateable and usually sufficient for information conduction in both ways (i.e.,
from emitter to receiver and vice versa). That would be a point-to-point-connection of energy
and information.

A multi-point-connection is set up so a power emitter supplies many stations with radiation
energy, eliminated the need for a battery or external power supply. If a receiving station is being
modulated (i.e., fed with information), this is noticeable at all other stations. Equipped with a
code (i.e., with a pattern match comparable to a telephone number), individual communications
within a vast network are also conceivable. That’s the basis of a cell phone network relying on
scalar waves, without radio masts, without harmful e-smog and with less that a thousandth of the
emitting power common today.

6. SUMMARY, RFID TECHNOLOGY OR SCALAR WAVE TRANSPONDER?

In comparison, RFID technology (radio frequency identification) comes off badly, especially when
both energy and bidirectional information transmission each rely on a separate system. While a
scalar wave transponder can unify all three systems. The verdict on using RFID becomes even
more devastating when examining the occurring scatter fields.

Today’s RFID technology is a compromise, making clear the limitations of Hertz’ian wave tech-
nology. Energy transmission occurs at around 120 kHz, so that the useful near-field area is maxi-
mized, while information is sent back in the microwave spectrum, so that its emitter is small enough
for storage in a credit card. People in the vicinity are exposed to the sum of both scatter fields.
That is a fact, regardless of the biological effects of VLF- or microwave radiation. For precautionary
measure, but also for reasons of efficiency, in the future all signal routes such as wireless LAN or
Bluetooth are to be combined with a wireless energy transmission on the basis of scalar waves as
the only way to eliminate scatter fields and to prevent biological effects.

7. FROM PRACTICAL EXPERIENCE

If the antenna efficiency is very low (i.e., in case of misadjusted antennae), the useful amplitude
decreases while simultaneously antenna noise increases. According to the wave equation, the expla-
nation could be different: From all the emitted waves the transversal waves decrease in favour of
longitudinal waves. But the latter are being utilized in transponder technology, which is why uncon-
ventional antennae structures oftentimes allow for better results than common or time tested ones.
Spherical antennae have proven especially useful in electrical transmission lines. The larger the
sphere, the more the reception area for energy can be extended past the near field. This effect can
be demonstrated experimentally quite convincingly. So far, high frequency technicians have only
concerned themselves with maximizing the transversal wave so that it wouldn’t be overwhelmed by
noise. The construction of far range transponders calls for misadjusted antennae, the very opposite
of what is being taught today in the field of HF technology, for inverted technical solutions.

And thus, the introduction and development of a new transponder technology first demands an
extended view and secondly novel ways of high frequency technology education.

8. THE EXTENDED FIELD THEORY

It could be demonstrated that Maxwell’s field equations contain an approximation and therefore
only constitute a special case of a new, dually formulated and more universal approach. The
mathematical derivations of the Maxwell field and the wave equation uncover what the Maxwell
approximation is. The dual counter vortex, with its skin effect expanding and contracting towards
the vortex current, also referred to as potential vortex, is being omitted. Is it capable of forming
structures and propagates as longitudinal scalar wave in badly conductive materials such as air or
vacuum. At relativistic velocities, the potential vortices are affected by Lorentz contraction. As
scalar waves propagate longitudinally in the direction of an oscillating field pointer, the potential
vortices experience a steady oscillation in size, consequently to their oscillating propagation. Imag-
ining the field vortex as planar but coiled transversal wave, it follows from the oscillations in size
and thus wavelength at a constant vortex velocity (= c) a permanent change in frequency, which
is being measured as noise.

This noise turns out to be the potential vortex term omitted from the Maxwell equations. If,
for example, a noise signal is being measured at an antenna this proves the existence of potential
vortices. If, however, the Maxwell equations’ scope of validity is left behind, misinterpretations and
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ignorance of accordant phenomena from the field theory are the consequence and the noise or near
field can not be further calculated or conclusively explained.

For example this leads to mobile phone industry claims that a mobile phone is less harmful to
the human organism when the antenna efficiency is reduced by artificially shortening the antenna,
thereby fewer Hertz’ian waves are being emitted.

In fact, the antenna noise (i.e., the biological relevant scalar wave proportion), is being increased,
only it is not measured in a laboratory for electromagnetic environmental compatibility (EMC).

Already in principle, it is impossible to reproduce measure vortices since they will vortex at the
probe, or else they wouldn’t be vortices!

It’s being said that there are faithful apostles of science who only think of the measurable as
real. What they can not measure can not exist, and therefore they have trouble accepting the
existence of scalar waves. It’s that easy to deny the existence of scalar waves, although only until
it comes to an industrial practical usage of this physical phenomenon, for example for scalar wave
transponders.
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Abstract— Based on transformer theory and the SP model, this paper have an in-depth dis-
cussion of changing relationships between output power or transmission efficiency of the system
and the receiving coil in different free position. Simulation by Matlab, we find that when two coil
axis distance are in close proximity and the radial offset distance or deflection of receiving coils
are smaller, the transmission efficiency is maximum, but the output power is not the biggest.
Appropriate adding axial distance, radial offset distance between coils or deflection angle of re-
ceiving coils, greater output power are available. Finally, the correctness of the theory can be
verified through a series of experiments. We can also obtain that surrounding environment of
the wireless transmission system has a effect on output power and transmission efficiency of the
system. It laid the foundation for further applied research of the wireless transmission system.

1. INTRODUCTION

In recent years, as research of the wireless power transmission technology continue to heat up and
its related applications continue to broadenmore and more scientists give sufficient recognition of
this technology. Many research areas are racing to chase, such as wireless charging of portable small
household appliances, wireless power supply of implanted human medical devices, wireless charging
for electric vehicles, etc., and technology in application has made a definite breakthrough [1]. In
contrast, the traditional cable transmission system shows a growing number of drawbacks. In the
special area of deep sea, coal, chemicals and so on, a large series of security and constructive
problems such as spark, the laying and maintenance difficulties of transmission lines have made the
wireless power transmission technology an urgent need to these fields [2].

At present, the receiver coil of magnetic coupling wireless power transmission system in a free
position is becoming a hot spot. In this paper, according to the change status of output power
and transmission efficiency of the receiving coil in different free position, the optimal location of
receiver coil for output power and transmission efficiency in the system is explored by the method
of simulation analysis and experimental validation. Based on the above, in the case of the same
compensation capacitor of the system, the method of the maximum output power or transmission
efficiency has been obtained in different axial distance, radial offset distance or offset angle of coils.

2. THE ESTABLISHMENT OF THE TRANSMISSION SYSTEM MODE

At present, according to take capacitors in series resonant compensation or parallel resonant com-
pensation of the transmitter and the receiver coils, the wireless power transmission system model
can be divided into four categories: Series-Series (SS), Series-Parallel (SP), Parallel-Series (PS) and
Parallel-Parallel (PP) [3]. In this paper, the model of SP has been chosen as the analytical model
of wireless power transmission system.

Take the same parameter of coils as the receiver and the transmitter in Figure 1, Us is high
frequency power, R is the equivalent resistance of transmitter and receiver coil, L is equivalent
inductance, Ce is parasitic capacitance in high-frequency, Ct is external tunable capacitors. In the

Figure 1: SP model.



670 PIERS Proceedings, Moscow, Russia, August 19–23, 2012

condition of parallel compensation, and for the convenience of theoretical analysis, the terminal
adjustable capacitors of the transmitter and the receiver are adjusted to the same value considered
to take the ideal load (Infinite resistance). It does not affect the transmission power and its
corresponding efficiency. RL takes purely resistive load.

For these two models, the KVL equation can be listed based on equivalent circuit [4]:
{

İ1Z1 − jωMİ2 = U̇s

İ2Z2 − jωMİ1 = 0
(1)

Loop current can be obtained: İ1 = Z2U̇s

Z1Z2+(ωM)2 , İ2 = jωMU̇s

Z1Z2+(ωM)2 . In which Z1 = R + jωL + 1
jωC ;

Z2 = R+jωL+
RL
jωC

RL+ 1
jωC

, when two coils in resonance, we can draw simplified expression of efficiency

as follows:

η =
(ωM)2RL[

(1 + ω2C2R2
L)R + RL

] [
R(R + RL

1+ω2C2R2
L
) + (ωM)2

] (2)

3. THEORETICAL ANALYSIS

For a more comprehensive analysis of general laws of energy transferring between coils in free
position in the transmission process, the power and efficiency formulas use more general forms
of expression under the model of parallel resonance. That is: Pin = Re[U̇sİ

∗
1 ], Pout = |İ2|2RL.

Therefore, the efficiency of system is η = Pin

Pout
. By further calculation, the analytical solution of

output power Pout and efficiency η are:

Pout = U2
s

(
k3RLω2MC − k4ωM

)2 +
(
ωMk3 + k4ω

2MCRL

)2

(
1 + ω2C2R2

L

)2 (
k2

3 + k2
4

)2 ·RL; (3)

η =

(
k3RLω2MC − ωMk4

)2 +
(
ωMk3 + k4ω

2MCRL

)2

(k1k3 + k2k4)
(
1 + ω2C2R2

L

)2 (
k2

3 + k2
4

) (4)

in which: k1 = R+Rω2C2R2
L+RL

1+ω2C2R2
L

, k2 = ωL − ωCR2
L

1+ω2C2R2
L
, k3 = k1R + k2

1−ω2LC
ωC + (ωM)2, k4 =

k2R + k1(ωL− 1
ωC ).

However, the essence of the achievement of performance indicators in the magnetic coupling
wireless power transmission system, such as power or efficiency, has relationship with the change of
mutual inductance of coupled coils in free position. The following paper focuses on the relationship
of mutual inductance between coils in the space free position.

3.1. The Mutual Inductance of Two Parallel Coils in Space

Figure 2 shows the space location of two parallel coils, as follows.
According to the Neumann formula, M = µ0

4π

∮
C1

∮
C2

d`1d`2
|X2−X1| ; µ0 is the magnetic constant. Taking

two same conductive rings in axis of Figure 2, ignoring the effect of a small amount of factors, such

Figure 2: Axial, radial offset positions of coils. Figure 3: M12 varies with L, d.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 671

as the uneven shape of coils, the mutual inductance can be expressed as [5]:

M12 =
µ0

4π

∮

C1

∮

C2

d`1d`2

|X2 −X1|=
µ0

4π

∫ 2π

0
dφ

∫ 2π

0

R2 cos(θ − φ)dθ√
R2(cos θ − cosφ)2 + (L + R sin θ −R sinφ)2 + d2

(5)

in which, µ0 is the vacuum magnetic permeability, Value: 4π × 10−7 (A/m), R is radius of coils.
In order to verify the accuracy of experiment, R takes the value 0.1 m that is radius of coils in
experiment. L is radial offset distance of two coils, d stands for axial offset distance.

As is shown in Figure 3, when the radial offset distance and axial offset distance of two coils
are relatively small, the mutual inductance value is larger and coils are more closely coupled. The
mutual inductance value continues to decay with the axial and radial distance gradual widening.
It can be concluded that when coils are in close proximity, they are in a strongly coupled state.
3.2. The Mutual Inductance between Two Coaxial but Not Parallel Coils in Space
Figure 4 is for two coaxial non-parallel coils, in which exists a certain deflection α in coil 1, 2,
ignoring the effect of a small amount of factors, such as the uneven shape of coils.

We can get the relationship between mutual inductance of L1, L2 and axial distance d, radial
distance L2, angle of rotation α:

M12 =
µ0

4π

∫ 2π

0
dφ

∫ 2π

0

R2(cos θ cosφ + sin θ sinφ cosα)dθ√
(R2 cos θ cosφ)2 + (R sin θ cosα−R sinφ)2 + (−R sin θ sinα + d)2

(6)

The mutual inductance is simulated in Figure 5. It is shown that When the two coils fit closely,
the maximum mutual inductance appears in α = 0, and this time two coils stay in a strongly
coupled state. There is a maximum mutual inductance value in a deflection angle when the axial
distance between two coils is gradual widening.

4. RESEARCH WITH SIMULATION AND EXPERIMENTAL

4.1. Analysis with Simulation
In order to study the link between power, efficiency of system and the receiver in free position,
this paper starts from mutual inductance of coils in free position, drawn the relationship between

Figure 4: Rotational position of receiving coil. Figure 5: M12 varies with d, α.

Figure 6: P varies with d, L. Figure 7: η varies with d, L.
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Figure 8: P varies with d, α. Figure 9: η varies with d, α.

power, efficiency of system and the location parameter of coils through the simulation, and make
the conclusion.

The parameters of system come from the actual measurement: turns of two coils are N = 31,
considering the skin effect in high frequency, equivalent resistance of coils are R = 0.73Ω, inductance
L = 300µH, compensation capacitor C = 2200 pF, output frequency of power ω = 1/

√
LC =

1.23× 106, take constant resistive load RL = 484 Ω.
(1) Simulation results of transferring efficiency, power with axial, radial offset of receiving coils.
In this paper, figures about P , η with d, L have been drawn by MATLAB simulationas shown

in Figures 6, 7.
It can be seen from Figure 6 that when radial offset and axial distances are small, two coils are

in a strongly coupled state. The output power of system is too small, but the efficiency is very
high. To maintain the axial distance constant, appropriate pulling the radial offset distance or to
keep radial offset distance unchanged, increasing the axial offset distance, output power of system
will increase and the efficiency decrease. In a certain position, the output power can be achieved
maximum under the same condition. Through Figures 6, 7 we can clearly see that there is a clear
frequency splitting phenomenon when the axial distance d ≤ 5 cm. The maximum points of output
power and transmission efficiency do not appear at the same point in a free position.

(2) Simulation results of transferring efficiency, power with axial, angle offset of receiving coils.
In different axial distances, the relationship between transmission efficiency, output power and

the deflection angle of receiver coils has been studied of. Figures about P , η with d, α have been
drawn by MATLAB simulationas shown in Figures 8, 9.

As is shown in Figures 8, 9, when axial offset distance is small, two coils are in a strongly coupled
state. The output power is very small, but the transmission efficiency high. Maintaining the same
axial distance, proper turning the deflection of receiving coils, the output power gradually increases,
and the maximum output power appears at a certain angle in the same axial distance. However,
the transmission efficiency η decreases with the deflection α increasing. When the coil deflection
angle is small and fixed, there is a power transferring optimization region in a given axial distance.
In this region, the maximum output power is reached under the same deflection. But with axial
distance widening, the transmission efficiency decreases in the same deflection. It also can be seen
from Figures 8, 9, when α ∼ [57◦, 85◦], there is a clear frequency splitting phenomenon.

4.2. Experimental Verification
In order to verify the theory, the experimental system similar to simulation has been designed in this
paper. Fixed frequency of power, the relationship between output power, transmission efficiency
and radial offset distance L, deflection α has been drawn when d = 5 cm and d = 20 cm. At the same
time, a set of obstacles experiments have also been designed for the specific application environment,
such as wireless charging for electric vehicles. That is, at D = 10 cm, symmetric adding two iron
panels on both sides of the system. The following figures are plotted by experiment in several
different situations, in which the blue line represents the experimental system with iron panels.

It can be seen from Figure 10(a), when the axial distance is 5 cm and the radial distance is
0, the output power is not the largest. Appropriate Increasing the radial distance, the output
power is gradually increased to the maximum. When L = ±21 cm, frequency splitting point
appears, and there is an extreme value in a small range. From Figure 10(b) we can find that when
L ∼ [−10, 10] cm, Transmission efficiency is above 80%. As L ≈ ±23 cm, there is an extreme value.
The above two points further validate the correctness of theory. As adding iron panel, both output
power and transmission efficiency decrease.
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(a) (b)

(c) (d)

Figure 10: (a) d = 5 cm, P varies with L. (b) d = 5 cm, η varies with L. (c) d = 20 cm, P varies with α. (d)
d = 20 cm, η varies with α.

It can be seen clearly from Figures 10(c), 10(d) that when the axial distance d = 20 cm, the out-
put power and transmission efficiency decreases gradually with the deflection increasing. Ignoring
the error of the experiment system, the above figures have verified the correctness of theory.

5. CONCLUSIONS

When two coils are close proximity, the mutual inductance is large, so two coils are in the state of
strong coupling. Although the efficiency of system is high, the energy is not easy to be transmitting.
Therefore, the radial offset or rotation angle can reduce the coupling coefficient between coils,
resulting in more attuned to load matching and increasing the output power. At the same time,
the frequency splitting point will appear. When the axial distance increases to a certain extent, coils
are in the state of weak coupling and the frequency splitting phenomenon disappears. Therefore,
in magnetic coupling wireless power transmission system with fixed power frequency, points of
maximum output power and transmission efficiency do not match. We need to find out the best
free position of receiving coils to improve the performance of system such as output power and
transmitting efficiency. In addition, to specific applications such as wireless charging for electric
vehicle with fixed power frequency, we need to avoid the influence of the magnetic material to
charging performance. The relationship concluded from the analysis of theory and experiment has
a good guiding significance for actual applications.
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Abstract— At present, most problems related to wireless power transfer are explained by
the coupled mode theory and equivalent electric circuit. However, as a kind of electromagnetic
phenomena, electromagnetic energy transfer can always be described by the Poynting vector.
In this paper, we use the way of numerical simulation with Comsol to get the distribution of
magnetic field and the Poynting vector. The relationship of power transferred and the currents’
phase angle difference was researched under the condition of the other parameters were fixed. The
result shows that maximum energy transfer is achieved when the current phase in transmitting
coil is π/2 ahead of current in receiving coil.

1. INTRODUCTION

Nowadays, with the development of mobile appliances and the electric vehicles, the need for a
technique to wirelessly charge these applications has increased. The research of wireless power
transfer (WPT) has also increased. In WPT equipment, when two or more coils are placed closely,
they are coupled to each other, and the energy of each coil can be transferred. Presently, the
main wireless power transfer technologies are the electromagnetic induction, the microwave power
transfer, and the wireless power transfer via strongly coupled magnetic resonances. It has been
recently demonstrated that power can be transferred with high efficiency between two strongly
coupled self-resonant coils. Until now, this phenomenon was explained using the coupling mode
theory [1] and the equivalent circuits [2]. The two theories respectively give explanations on the
WPT transmission mechanism from different point of view. However, as a kind of electromagnetic
phenomena, it can be always analyzed from the electromagnetic field. Electric and magnetic fields
are utilized to evaluate the Poynting vector, which defines the direction and power density carried
by the electromagnetic field.

The Poynting’s theorem is described as:

−∇ · (E×H) =
∂

∂t

(
1
2
H ·B +

1
2
E ·D

)
+ E · J

or

−
∮

S
(E×H) · dS =

d
dt

∫

V

(
1
2
H ·B +

1
2
E ·D

)
dV +

∫

V
E · JdV

It means the electromagnetic energy is conservative in any volume of space. Define vector
S = E × H as Poynting vector. The law shows that the power crossing the closed surface S
bounding the volume V equals the power supplied to the charged particles by the field plus the
rate of changes of stored electromagnetic energy. The Poynting theorem is a complete description
of how energy be transferred. Calculate the Poynting vector on closed surface surrounded the coil,
the transmission power can be accurately calculated.

In this paper, with the method of numerical simulation, we obtain the magnetic field and the
Poynting vector distribution. Keep the geometric parameters and the amplitudes of two coils’ cur-
rents fixed, the relation of power transferred and the phase-angle difference is researched. The aim
of this work is to provide a fresh look on wireless power transfer in the context of an electromagnetics
framework.

2. NUMERICAL SIMULATIONS

Strictly speaking, the current and the electromagnetic are interactive. The current stimulates
the electromagnetic field, meanwhile the electromagnetic field reacts to the current, changing the
current distribution in the coil. However, the working frequencies of most WPT systems are between
10 kHz to 10 MHz. In this case, the size of the system and the distance of coils are far less than the
wavelength, so the electromagnetic induction is in the near field. Therefore we think the current is
uniform in the coil.
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We pay close attention to the two coils and do not focus on the periphery of the specific circuit.
When the geometry parameters and distance of the coils are fixed, main variables at two coils are
the amplitude and their phase difference of currents, the voltage of the coils will be determined if
the currents are given. In the receiving coil, we also load a current to simulate the induced current
of receiving coil in the actual situation. Because the coils’ geometric parameters are given, the
inductance is fixed, so we can get any given value of the current in load circuit through a combination
of any capacitance and resistance. The current in transmitting coil is expressed as IT , the current
in receiving coil is expressed as IR. Take the IT as reference, assume IT = A

√
2 cos(ωt), IR =

B
√

2 cos(ωt + ϕ), the complex vector is İT = A∠0, İR = B∠ϕ, ϕ is the phase angle difference of
two currents. The power transferred between the coils is related with the variation of A, B and
the ϕ, the characteristics of the current when the maximum power transferred in wireless power
transmission is our research point.

The coils’ parameters are shown as in Figure 1. We use the AC/DC model of Comsol to simulate
the electromagnetic field. Our concern is the electromagnetic field of the space distribution and
energy flow density, the field in the wire is not our consideration. In the software, the coils will be
regarded as helixes with no volume the currents are loaded in them. Give a certain frequency and
start to simulate, the space of the electromagnetic field distribution will be obtained. The simulate
parameters are as follows: A = 5, B = 2, ω = 2 × 106 × 2π. When ϕ equals π/2 the magnetic
field of the coils and the Poynting vector distribution between two coils are respectively shown in
Figure 2 and Figure 3.

It can be seen from the Figure 2 that the average magnetic field is strong near the coils. This is
a certain result. In the Figure 3, the Poynting vector is from the current B∠ϕ to A∠0. Because the
ϕ > 0, that means the coil that has a lead current phase angle is the transmitting coil. Integrate
the Poynting vector in the closed surface S surround the receiving coil, the power transferred is
obtained. By the function of parametric sweep in the Comsol, make ϕ as parameter and the keep
the other parameters fixed, watch the relation of the power and ϕ.

The Figure 4 shows that the power has the maximum when the ϕ equals π/2. We can explain
this result with the help of mutual inductance. The current in transmitting coil excite the magnetic
flux B, the B is synchronized with the current. The B induce the voltage ξ in the receiving coil.
Because the ξ = −∂B

∂t , the phase of ξ is behind π/2 compare to B, also behind the current in
transmitting coil. So if the current in receiving coil has the same phase with the ξ, that is the
transmitting coil’s current phase is π/2 ahead of the receiving coil’s, the maximum power will be
got. That is the explanation of the result.

3. MODEL VALIDATION AND EXPERIMENTAL RESULTS

We make a 5 turns system to confirm the simulation results, the distance is 10 cm, the capacitance
in series is 500 pF. In experiment the maximum power transmission of system can be achieved
when operating frequency is 2.56MHz. The measurement is that: the RMS value of source coil’s
current is 0.7A and the RMS value of receiving coil is 1.1 A, the power that the load received is
7W. Take the same geometric parameters to simulation the result is 6.86W, in good agreement
with experimental result. Meanwhile, in the experiment, we found that by changing the system’s

Figure 1: The geometrical parameters of
coils.

Figure 2: The average magnetic field intensity (ϕ = π/2).
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Figure 3: The Poynting vector distribution between two coils, the color stands for the value of z direction
of the vector (ϕ = π/2).

Figure 4: The power crossed the closed surface S with the change of ϕ

Figure 5: The experiment figure, the current phase of transmitting coil is ahead of receiving coil π/2.

working frequency to change the phase difference, when the current phase of transmitting coil is
ahead of receiving coil π/2, the power transferred is maximum. Figure 5 is the experiment photo,
in the oscilloscope the current phase of transmitting coil (the yellow line) is ahead of receiving coil’s
current (the green line) π/2.
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4. CONCLUSIONS

In this paper, by using the numerical simulation of Comsol, we get the magnetic field and the
Poynting vector distribution. Only change the phase angle difference, the power cross the surface
bounding the coil changes. When the transmitting coil’s current phase is ahead of π/2 than the
receiving coil’s current, the maximum power transfer is achieved.
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Abstract— A novel means of optimizing transfer efficiency of Inductively Coupled wireless
power transfer (WPT) system is presented for the first time. In the applications envisaged, such
as electric vehicles and biomedical implants, generally the receiving coil is laterally and angularly
misaligned from the transmitting coil. The numerical solution of mutual inductance between the
two coils is derived and simulation result shows there is a partial optimal solution in the ranges of
lateral and angular misalignments. The bigger is mutual inductance, the higher transfer efficiency
is. The novel means presented in this study allows the coil to be removable and rotatable for
achieving bigger mutual inductance and optimizing transfer efficiency. Finally the experimental
results show the means is efficient and greatly improves the transfer efficiency. If the transfer
distance is 15 cm and there is no lateral misalignment, the transfer efficiency can be improved
about from 38.6% to 60.5% by turning the transmitting coil to make the tilt angle varied from 0
to π/4. This introduced technique can be widely applied to WPT system to optimize the transfer
efficiency.

1. INTRODUCTION

As the development of mobile devices such as electric vehicles and portable devices [1–3], the
requirement of wireless charging made WPT technology become increasing important. Inductive
coupling and resonant coupling are two major means, and in inductive or magnetic coupled systems,
power is transferred from a primary transmitter (Tx) coil to a secondary receiver (Rx) coil with
the aid of an alternating magnetic field as shown in Fig. 1. In the applications envisaged, such
as electric vehicle and biomedical implants [4], the misalignment between the two coils including
lateral displacement and angular tilt generally took place. And the impact of coil misalignment on
the transfer efficiency has received little attention by researchers.

The aim of this work is to optimize the transfer efficiency of inductive coupled WPT system.
A novel means is presented based on the mutual inductance analysis of coil misalignment. In
experiments, the primary Tx coil is designed to be removable and rotatable for obtaining the partial
optimal solution of mutual inductance so that optimizing the transfer efficiency. The experimental
results show that if the transfer distance is 15 cm and there is no lateral misalignment, the transfer
efficiency can be improved about from 38.6% to 60.5% by turning the transmitting coil to make
angular misalignment varied from 0 to π/4. And if the lateral misalignment occurs, changing the
tilt angle can also change the transfer efficiency and the optimal efficiency is according to the partial
maximum mutual inductance.

Figure 1: Structure of the wireless power transfer
system.

Figure 2: Model of the wireless power transfer sys-
tem.
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2. INDUCTIVE COUPLED WPT SYSTEM MODEL

In the inductive coupled WPT operation represented by the equivalent circuit of Fig. 2 [5, 6], d is
the coil separation distance, M is the mutual induction of two coils, Uin is the induced potential
source; RP , RS , CP and CS are the parasitic parameters in HF and LP , LS are the self-inductances
of the two coils (the subscripts “P” and “S” stand for the primary and secondary respectively);
RL stands for the load resistance. The Rx coil is situated within the near-field of the Tx coil and
the interaction between two coils is considered as magnetoquasistatic [7].

Suppose the system operating angular frequency equals to ω, the KVL equations of primary
and secondary circuits are easily deduced from Fig. 2.

[
RP + jXP jωM

jωM RS + RL + jXS

] [
IP

IS

]
=

[
Uin

0

]
,

{
XP = ωLP − 1/(ωCP )
XS = ωLS − 1/(ωCS) (1)

The physical meaning of the power transfer efficiency studied in this paper is defined as the
ratio of the output power Pout in the load RL to the input power Pin generated by the Tx coil,
denoted η.

Pin =
u2

inZS

ZP ZS+(ωM)2
, Pout =

u2
in(ωM)2RL

[ZP ZS+(ωM)2]2
, η =

Pout

Pin
=

(ωM)2RL

ZS [ZP ZS+(ωM)2]
× 100% (2)

When resonance occurs in Tx and Rx circuits, the maximum power is delivered to the resistive
component of the load and the losses of the reactive components are canceled [8, 9]. Then η can be
rewrite as

η =
(ωM)2RL

(RS + RL)[RP (RS + RL) + (ωM)2]
× 100%. (3)

From (3), the impact of mutual inductance on transfer efficiency is obvious and big mutual
inductance implies high efficiency. The mutual inductance M can be derived by solving the double
integral in Neumann’s formula.

M =
NTxNRxµ0

4π

∮

lT x

∮

lRx

dlTx · dlRx

R
(4)

where NTx, NRx, lTx, lRx, dlTx and dlRx define the coil turns, the length of each turn and infinites-
imal of l of the resonant Tx and Rx coils, respectively. R is the distance between dlTx and dlRx,
and µ0 is the magnetic permeability of free-space.

It is evident that the mutual inductance M of (4) depends on the shapes and the orientations
of the two coils. In this paper, the impact of coil orientation on the mutual inductance is studied
in Section 3 that follows.

3. MISALIGNMENT AND MUTUAL INDUCTANCE ANALYSIS

Clearly, coil orientation is a key parameter in the design of the inductively coupled systems. In
practical application, coil misalignment is normal. And there are three following forms of misalign-
ment:

1) Lateral misalignment: In this case the pair of Tx and Rx coils are situated in parallel planes,
which are separated by a vertical distance d and their centers are displaced by a lateral distance
l, as shown in Fig. 3(a).

2) Angular misalignment: In this case the plane of the Tx coil is tilted to form an angle θ and
the axis of one coil passes through the center of the other coil, as shown in Fig. 3(b).

3) Incorporated misalignment: This case incorporates both lateral displacement and angular tilt
of the coils, as shown in Fig. 3(c).

A general misalignment case is the third case presented above. Suppose that the projection of
O2 in the Tx plane is O2’, using the vector O1O2’ to indicate the direction of the x axis we can
establish the Cartesian coordinate system, shown in Fig. 3(c). Then for mutual inductance analy-
sis and efficiency optimization, we assume the angle θ is formed around the x axis. In paper [10],
Soma had demonstrated that there is no strong interaction between the lateral misalignment effect
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(a) (b) (c)

Figure 3: Misalignment configurations of the Tx and Rx coils.

(a) (b)

Figure 4: Mutual inductance of coil misalignment: (a) lateral misalignment, (b) incorporated misalignment.

and the angular misalignment effect. And paper [11] had studied the two displacement configura-
tions independently for the maximum permissible angular and lateral displacements for different
applications.

Any theoretical investigation of the mutual inductance in the misalignment cases is extremely
complex due to the heavy work required to solve the double integral as (4) and the analytical solution
is almost impossible to be derived. Hence, in this study, Matlab is used to obtain the numerical
solution of the mutual inductance in varied misalignment cases with the separate distance of 15 cm
as shown in Fig. 4.

In Fig. 4, the positive and negative of l and θ just stand for the position in the special coordinate
system and the direction of rotation (anticlockwise or clockwise), respectively. It is evident that
in lateral misalignment, the mutual inductance is become smaller with the increase of the lateral
distance l. And in incorporated misalignment, the mutual inductance is varied with the lateral
distance and tilt angle, and there are partial optimal solutions in their ranges shown in Fig. 4(b).
It is also worth noting that with a specific separate distance, the peaks of the mutual inductance in
Fig. 4(b) do not occur in perfect alignment. This implies that in inductively coupled WPT system,
there are some constraints to guarantee the maximum power transfer occurs in perfect alignment.

4. EXPERIMENTAL RESULTS

In order to verify the above theory results and the proposed means of optimizing the transfer
efficiency, an inductively coupled WPT system shown in Fig. 5 is set up according to the parameters
listed in Table 1.

In Fig. 5, we adjust the power supply AG1017L to output the high-frequency signal of 0.58MHz
and read the RF output power as the system input power Pin. Using the oscilloscope DSO5014A
to detect the voltage signal of the load and reading the URMS , we can calculate the output power
Pout in the load by Pout = U2

RMS

RL
.
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Figure 5: Photograph of the experiment setup. Figure 6: The measured transmission efficiency.

Table 1: Experiment device parameters.

FACTORS

Radius
Tx Coil RTx = 0.20m
Rx Coil RRx = 0.16m

Turns
Tx Coil NTx = 13
Rx Coil NRx = 16

Resonant Frequency f = 0.58MHz
Load Resistance RL = 7.2Ω

Setting the separate distance of 15 cm, the measured transfer efficiencies are shown in Fig. 6
with the removable and rotatable Tx coil and the fixed Rx coil.

It can be seen in Fig. 6 that in perfect alignment the system can only achieve about 38.6%
efficiency, whereas turning the Tx coil to make a tilt angle of π/4 can improve the efficiency up to
60.5%. If the separate distance is constant, the smaller is the lateral distance, the higher transfer
efficiency is. And if the lateral distance is constant, the efficiency is varied with the tilt angle and
there is a partial optimal solution. It is also evident in Fig. 6 that the tilt angle corresponding to
the partial solution becomes smaller with increasing lateral distance.

5. CONCLUSION

Coil misalignment is an inhere problem of inductively coupled links and its impact on transfer
efficiency is complex. In this paper, we use Neumann’s formula to solve the numerical solutions of
the mutual inductance in varied coil misalignment cases. Simulation results show that only meeting
certain constraints, the mutual inductance and the transfer efficiency can achieve maximum and
optimal in perfect alignment. If not, there are partial optimal solutions in coil misalignment.
Then for some practical applications, such as electric vehicles, a novel method proposed in this
study allows the coil to be removable and rotatable for achieving bigger mutual inductance and
optimizing transfer efficiency. Finally, the experimental results verify the theoretical results and
show the proposed method is feasible. With the distance of 15 cm, if there is no lateral distance,
the transfer efficiency can reach up to about 60.5% by rotating the Tx coil to make a tilt angle π/4
from 38.6% in perfect alignment.
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Abstract— Frequency optimal control for magnetic resonance coupled wireless power transfer
system to improve the system transfer efficiency, which requires the system should have one unique
stable resonant frequency. Actually, transmitted at close distance the system will appear multiple
resonant frequencies (frequency splitting) phenomenon which results in unstable and increase
control complexity. In order to study the frequency splitting mechanism, the system equivalent
load model is established on the base of bilateral capacitor parallel-compensated topology in this
paper. And then the transfer distance and load resistance threshold conditions are presented
when the resonant frequency splitting occurred. On this basis, frequency optimal control method
and solutions for system frequency splitting is proposed. Finally, simulations and experiments
verify the feasibility of the analysis.

1. INTRODUCTION

With the rapid social development and people’s pursuit of amenities, the traditional wired power
supply cannot meet the requirements. In order to get rid of the power wired problems to achieve
wireless power transmission, mountains of work have been done on this topic and lots of methods
have been proposed by scientists [1–4]. The most noteworthy is MIT’s use of magnetic resonance
coupled theory to achieve power wireless transfer in 2007 [5], which successfully avoids obstacles
to transfer power in meter-scale range, and indicates a new research direction for medium-range
(meter level) wireless power transmission. This technology quickly becomes a hot pursuit for
research institutions [6–10].

Currently, studies reveal that while at long-distance transmission, the wireless power transfer
system has only one stable resonant frequency and that the transmitting and receiving coils circuits
should be in their self-resonance respectively under this frequency to achieve efficient performance.
But, at close transfer distance, the system resonant frequency will give rise to two or three reso-
nant frequencies which increase the power transfer instability and difficult to determine the ideal
frequency controlling points. It can be seen that the uniqueness and variation characteristics of the
system resonant frequency are core of system optimal control, and also one of the main research
contents in this paper. In order to achieve system resonance, varieties of capacitor compensated
modes can be used in transmitting and receiving circuits. In this paper, the bilateral capacitor
parallel-compensated topology is studied, and the system load equivalent model is established to
analyze the variation characteristics of the system input impedance. In conclusion, an optimization
control method is proposed to ensure the system a single stable resonant frequency and effective
work in resonant status.

2. TRANSMISSION MODEL AND PP TOPOLOGY

Theory suggests that the wireless power transfer system is composed of high-frequency power Us,
receiving and transmitting coils L1 and L2, capacitor C1, and C2, and the load RL. Only in terms
of transfer system, the specific circuit of the system is shown in Fig. 1. R1, R2 are coils equivalent
resistance [5] respectively, M , d for mutual inductance and the distance (transfer distance) between
two coils, respectively. And the high frequency influence is ignored for simplification.

3. EQUIVALENT LOAD MODEL

Suppose that ω0 is the self-resonant frequency of receiving coil circuit, Q2 is quality factor, L1 = L2,
C1 = αC2, ω = βω0, where α for capacitance ratio, β for operating frequency ratio. Then the
relations are as follows: 




ω0 = 1/
√

L2C2

Q2 = RL/(ω0L2)
κ = M/

√
L2L1 = M/L2

(1)
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Figure 1: System PP compensated mode. Figure 2: The normalized equivalent circuit.

Here k is coupling coefficient between two coils, and the receiving coil circuit self-impedance is
converted to the transmitting circuit (as shown in Fig. 2), the normalized receiving equivalent
impedance Zr in transmitting circuit is

Zr =
β2k2R2

L
Q2(1 + β2Q2

2)
[
R2(1 + β2Q2

2) + RL

]

Q2

[
(R2Q2(1 + β2Q2

2) + RLQ2)2 + (βRL(1 + β2Q2
2)− βQ2

2RL)2
]

−j
β3k2R3

L
(1 + β2Q2

2)(1 + β2Q2
2 −Q2

2)
Q2

[
(R2Q2(1 + β2Q2

2) + RLQ2)2 + (βRL(1 + β2Q2
2)− βQ2

2RL)2
] (2)

If Zr is defined as a form of Zr = Rr − jXr, then the system input admittance Yin watched from
the transmitting side is

Yin =
Q2

2(R1 + Rr)
Q2

2(R1 + Rr)2 + (βRL −XrQ2)2
+ j

(
αβQ2

RL
− Q2(βRL −XrQ2)

Q2
2(R1 + Rr)2 + (βRL −XrQ2)2

)
(3)

The imaginary part of Yin should be zero while the system is working efficiently in resonant state,
and under Us, the system input power P and transfer efficiency η can be obtained by Equation (4)

P = (ReYin)U2
s (4)

4. FREQUENCY ANALYSIS AND SPLITTING PHENOMENON

For the above analysis it can be concluded that the system input impedance imaginary part ImYin is
zero when the system works in resonant, so the study of resonant frequency points can be converted
to the study of the frequency solutions of the equation ImYin = 0. Since mutual inductance’s
calculation is quite complex, we have M ≈ πµ0r4N2/(d2+r2)1.5 [11], in which µ0 is the permeability,
N is turns of coils, r is the radius.

4.1. Resonant Frequency Splitting

The stability of the system is one of the key performances, which requires a single stable resonance
frequency. The resonant frequency is the frequency solutions which ensure zero of the system’s input
impedance imaginary part ImYin. With a fixed RL, there exists a minimum threshold distance when
frequency splitting occurs, denoted as dc. When the transfer distance is greater than dc, the system
will only have one stable resonant point. In order to solve the dc, the threshold value of coupling
coefficient kc should be given when system frequency splitting occurs. Regardless of R1, R2, we
propose the constraint relationship between coupling coefficient k, load resistance RL, capacitance
ratio α and the operating frequency ratio β as ImYin = F (k, RL, α, β) = 0 while frequency splitting
occurs. Substituting the relevant parameters, which can be further organized into a fourth-order
equation on k, that F (k, RL, α, β) = ak4 + bk2 + c. Here, a, b, c, are the function on the load RL,
capacitance ratio α, operating frequency ratio β, which be expressed as





a =
(
1 + β2Q2

2

)2
[
αβ5Q3

2R
2
L + αβ7Q2R

2
L

(
1 + β2Q2

2 −Q2
2

)2
]

b =

∣∣∣∣∣

(
β3Q2R

2
L − 2αβ5Q2R

2
L

)
(1 + β2Q2

2)
(
1 + β2Q2

2 −Q2
2

)
[
Q2

2 + β2
(
1 + β2Q2

2 −Q2
2

)2
]

∣∣∣∣∣

c =
[
Q2

2 + β2
(
1 + β2Q2

2 −Q2
2

)2
]2 (

αβ3Q2R
2
L − βQ2R

2
L

)
(5)
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Then, the boundary condition of equation F (k, RL, α, β) = 0 has only one positive solution
besides zero is β = (1/α)0.5, and the threshold value kc is

κc =

√
−b−√b2 − 4ac

2a
(6)

Especially when α = β = 1, kc is (−b/a)0.5 = [1/(1 + Q2
2)]

0.5. By Equation (3), we can see that
if k ¿ 1, ImYin is approximately proportional to β, and the frequency splitting disappears. Then
ImYin can be simplified as Q2(β2α − 1)/RLβ. If α is not equal to 1, according to ImYin = 0 we
can obtain the similar relationship between β and α: β = (1/α)0.5, which suggests that the system
resonant frequency is determined uniquely by α.
4.2. The Impact of Load Changes on Resonance Frequency
If we investigate on ImYin changed with β under different quality factor while α = 1, the results
are shown as Fig. 3. With RL changed from large to small at close distance, the system resonant
frequencies change from multiple into single. Evidently, if d is fixed, there exists a threshold load
which makes the system produce only one resonant frequency, denoted as RLc. As the distance
increases, the coupling relation between two coils will be reduced, which leads to the decreased
impact of load on system resonant frequency, as is shown in Fig. 3(b) and Fig. 3(c). By comparing
research we find that no matter how the load changes, the system has a common resonant frequency
if distance d and capacitance ratio α are fixed, which gradually approaches ω0 with the coupling
between two coils weaken. At short distance, the system resonant frequency will deviate from ω0

and the frequency splitting phenomenon may occur.

5. DESIGN AND FREQUENCY OPTIMIZATION

Based on the above analysis it can be found that at close distance, a single stable resonant frequency
of the transfer system for an easy control can be achieved as following: fixing α, and adjusting RL

to achieve only one resonant frequency at the whole distance under the context of d < dc. For the
actual system parameters simulation studying, Lp = Ls = 8.02µH, N = 3, r = 0.3m, C2 = 265 pF.
Simulation and experimental studies are carried out to verify the above theoretical analysis.

When α = 1, the curve of β varied with d is shown as Fig. 4. It can be easily seen if d is greater
than dc (threshold distance), the resonant frequency is almost close to ω0, otherwise deviates from
ω0 obviously. If the power source frequency output ω can change around ω0, this requires the
system working resonant be near ω0 with d changing, and has only one stable resonance frequency.
If RL = 1500 Ω in long-distance transmission is given, we measured dc is 0.45 m when resonance

(a) α=1, d=0.2 m (b) (c) α=1, d=0.3 m α=1, d=1.0 m

Figure 3: ImYin(β) at different transfer distance and load.

Figure 4: The curve of β varied with d. Figure 5: The curve of RL varied with d.
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Figure 6: Load received power varied with d. Figure 7: Transfer efficiency varied with d.

frequency splitting occurred. If the transfer distance is less than dc, we can adjust RL to make the
system have a unique resonant frequency, and the actual resistance value is shown in Fig. 5.

Figures 6 and 7 indicate the curves of load received power and transfer efficiency by adjusting
RL to make the system work in a single stable resonance frequency near ω0. By comparison we
can see that through controlling the system has only one resonant frequency, which increase the
stability of the system. Due to without frequency splitting at the long-distance the system transfer
power and transfer efficiency has not been improved significantly before and after the optimization,
But at close distance, the load received power and transfer efficiency are larger.

6. CONCLUSIONS

This paper has an in-depth study of the load model of magnetic resonant coupled wireless transfer
system with PP topology. By exploring the relations between the system’s resonant frequencies,
coupling coefficient and the capacitance ratio, the variation of system resonant frequency are an-
alyzed in detail. And then the threshold value of load and distance are investigated when system
resonant frequency splitting occurs. On this basis, an optimization method is proposed to make the
system work in a single stable resonant frequency by changing the load resistance and capacitance
ratio at different transfer distance, thus improving the system stability and controllability. Both the
simulations and experiments manifest that the system enjoys a higher transfer efficiency and power
output under this optimal control method. The research of this paper will also prove a significant
theoretical guidance and reference for the system stability control and optimized operation.

ACKNOWLEDGMENT

This work was supported by Scholarship Award for Excellent Doctoral Student granted by Min-
istry of Education, the Research Innovation Program for College Graduates of Jiangsu Province
(No. CXZZ11 0150) and the National Natural Science Foundation of China (No. 51177011).

REFERENCES

1. Nikola, T., “The transmission of electrical energy without wires as a means for furthering
peace,” Electrical World and Engineer, Vol. 7, 21–24, Jan. 1905.

2. Hideyuki, K., K. Tamotsu, and S. Hideo, “Power and information transmission to implanted
medical device using ultrasonic,” Japanese Journal of Applied Physics, Vol. 40, No. 5B, 3865–
3866, Feb. 2001.

3. Junji, H., K. Tae-Woong, and K. Atsuo, “Integral motor with driver and wireless transmission
of power and information for autonomous subspindle drive,” IEEE Transactions on Power
Electronics, Vol. 15, No. 1, 13–20, Jan. 2000.

4. Wang, G. X., W. T. Liu, and M. Sivaprakasam, “High efficiency wireless power transmission
with digitally configurable stimulation voltage for retimal prosthesis,” Proceedings of the 2th
International IEEE EMBS Conference on Neural Engineering, Arlington, Virginia, Mar. 16–
19, 2005.

5. Kurs, A., A. Karalis, R. Moffatt, and J. D. Joannopoulos, “Wireless power transfer via strongly
coupled magnetic resonances,” Science Express, Vol. 317, No. 5834, 83–86, Jul. 2007.

6. Zhen, N. L., A. C. Raul, and T. Ryan, “Design and test of a high-power high-efficiency loosely
coupled planar wireless power transfer system, ”IEEE Trans. on Industrial Electronics, Vol. 56,
No. 5, 1801–1812, May 2009.

7. Villa, J. L., A. Liombart, and J. F. Sanz, “Design of a high frequency inductively coupled
power transfer system for electric vehicle battery charge,” Applied Energy, Vol. 86, No. 3,
355–363, Mar. 2009.



688 PIERS Proceedings, Moscow, Russia, August 19–23, 2012

8. Segura-Quijiano, F., J. Garcia Canton, and J. Sacristan, “Wireless powering of single-chip
systems with integrated coil and external wire-loop resonator,” Applied Physics Letters, Vol. 92,
No. 7, 074102-1–074102-3, Feb. 2008.

9. Tan, L. L., X. L. Huang, and H. Huang, “Transfer efficiency optimal control of magnetic
resonance coupled system of wireless power transfer based on frequency control,” Science
China Technological Sciences, Vol. 54, No. 6, 1428–1434, Jun. 2011.

10. Sedwick, R. J., “Long rang inductive power transfer with superconducting oscillators,” Annals
of Physics, Vol. 325, No. 2, 287–299, Feb. 2010.

11. Huang, H., X. L. Huang, and L. L. Tan, “Research on the transmitter and receiver of wireless
power transmission based on magnetic resonance,” Advanced Technology of Electrical Engi-
neering and Energy, Vol. 30, No. 1, 32–35, Jan. 2011.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 689

A Comparison of Analytical Models for Resonant Inductive
Coupling Wireless Power Transfer

E. Bou1, E. Alarcon1, and J. Gutierrez2

1Electronic Engineering Department, Technical University of Catalonia UPC BarcelonaTech, Spain
2Applied Physics Department, Technical University of Catalonia UPC BarcelonaTech, Spain

Abstract— Recent research in wireless power transfer (WPT) using resonant inductive coupling
has demonstrated very high efficiencies (above 40%) at large distances compared to the antenna
dimensions, which has exponentially increased the number of potential applications of WPT.
Since resonant inductive coupling is a very multidisciplinary field, different approaches have been
proposed to predict the behaviour of these systems from physical theory of resonators, reflected
load theory and the circuit point of view. However, the relation between these methods is
still obscure. In this article, we compare the results of these models to find the efficiency of
a Resonant Inductive Coupling WPT system under Steady-State sonditions and to analyze the
relation between the optimal load values obtained from this perspectives and the ones obtained
using impedance matching techniques.

1. INTRODUCTION

In this paper, three different Resonant Inductive Coupling Theories are revisited in terms of Power
Transfer Efficiency, namely: Coupled Mode Theory, Reflected Load Theory and Lumped Circuit
Theory (Sections 2, 3 and 4 respectively). The results are then described and compared in Section 5.
In Section 6, the optimal load values have been derived from the efficiency formulas previously
obtained and compared to optimal load values resulting from the application of Impedance Matching
Techniques.

2. COUPLED MODE THEORY

Resonant Inductive Coupling (hereafter referred to as RIC) was presented using Coupled Mode
Theory Form [1, 2]. This model, which is based on the physical theory behind resonators, provides
a framework to analyze a wireless power transfer system in strong coupling regime as a first order
differential equation. Although it is an approximate method, it does predict very accurately the
steady-state response of a Resonant Inductive Coupling link.

In this case, the two coils forming a WPT system with low losses are approximated by two
resonators where their time-domain field amplitudes can be described as [3]:

ȧ1 = −(jω1 + Γ1)a1(t) + jK12a2(t) + FS(t)
ȧ2 = −(jω2 + Γ2 + ΓL)a2(t) + jK12a1(t)

(1)

where a± is the mode amplitude:

a(t)± =

√
C

2
v(t)± j

√
L

2
i(t) (2)

ω1,2 are the eigenfrequencies (frequencies at which the coils resonate), Γ1,2 are the rates of intrinsic
decay due to the coils losses (absorption and radiative), FS(t) is the excitation applied to the first
coil and K12 is the coupling rate between both resonant objects:

Γ1,2 =
R1,2

2L1,2
; K12 =

√
ω1ω2k12

2
=

j
√

ω1ω2M12

2
√

L1L2
(3)

where ω is the resonant frequency of the system (ω1 = ω2 = ω), and k12 is the mutual coupling
between the coils.

In steady state, being FS(t) a sinusoidal function described as FS(t) = Ase
−jωt, the field ampli-

tudes in first and secondary coils are a1(t) = A1e
−jωt and a2(t) = A2e

−jωt. It can be shown that
the amplitudes A1 and A2 verify:

A2

A1
=

jK12

Γ2 + ΓL
(4)
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Figure 1: Reflected load theory schematic [3].

and therefore the power at the first coil, second coil and load is, respectively:

P1 = 2Γ1|A1|2; P2 = 2Γ2|A2|2; PL = 2ΓL|A2|2 (5)

Finally, the efficiency can be described as the ratio between the power delivered to the load PL

and the total power delivered to the system:

ηCMT =
PL

PT
=

ΓL|A2|2
|A1|2Γ1 + |A2|2(Γ2 + ΓL)

=
ΓLK2

12

Γ1(Γ2 + ΓL)2 + (Γ2 + ΓL)K2
12

(6)

3. REFLECTED LOAD THEORY

Reflected Load Theory has been widely used by electrical engineers to analyze transformers and
it is now also used to predict RIC behaviour in the near-field [3, 4]. Reflected Load Theory states
that the amount of current that flows through the primary coil is affected by the load present in
the secondary coil. This load does not appear to the primary coil with the same actual value of
the load, but instead as a function of the load value and the mutual impedance between primary
and secondary coils.

In reflected load theory, the inductive link is described using the mutual coupling between coils
k12 = M12

L1L2
and their quality factors (Q1, Q2):

Qs,x =
ωLx

Rx
; Qp,x =

Rx

ωLx
(7)

where Qs,x and Qp,x represent the quality factors of an element placed in series and in parallel
respectively.

At resonance frequency, the secondary coil is reflected onto the primary and the value that this
coil sees is represented by Rref [3]:

Rref = k2
12

L1

L2
= k2

12ωL1Q2L (8)

where k12 is the coupling between the coils and Q2L is the loaded quality factor of the load Q2L =
Q2QL/(Q2 + QL).

Because at resonance the impedance of the two coils is purely resistive, the power provided by
the source Vs is divided between R1 and Rref (which also divides between R2 and RL). This leads
to the definition of the WPT RIC efficiency in Reflected Load Theory:

ηRLT =
Rref

R2 + Rref

Q2
2R2

Q2
2R2 + RL

=
k2

12Q1Q2L

1 + k2
12Q1Q2L

Q2L

QL
(9)
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Figure 2: Lumped circuit theory schematic. Figure 3: Lumped circuit theory — block diagram.

4. LUMPED CIRCUIT THEORY

The resonant inductive coupling between two electromagnetic resonators can also be described by
Lumped circuit theory using a coupled RLC representation system. In this circuit, the capacitances
and inductances model the resonant nature of the loops while the resistors model the radiative and
ohmic losses.

In Resonant Inductive Coupling, the effect of the first coil to the second (mutual inductance)
can be represented by a compensation source Z2M on the coil. Similarly, the effect of the second
coil to the first one (back EMF) can be represented also by a compensation source Z1M .

Z2M =
ωM12Vad

Z1
=

ωM12Vad

R1 + jωL1 + 1
jωC1

(10)

The power at the first coil, second coil and load is:

P1 =
V 2

ad

Z1

P2 = I2
2Z2 =

(
Z2M

Z2 + ZL

)2

Z2 =
(

ωM12Vad

Z1(Z2 + ZL)

)2

Z2

PL = I2
2ZL =

(
Z2M

Z2 + ZL

)2

ZL =
(

ωM12Vad

Z1(Z2 + ZL)

)2

ZL

(11)

where M12 is the mutual inductance between coils.
Defining the efficiency as the ratio between the power dissipated in the load (PL) and the total

power (P1 + P2 + PL):

ηRLC =
(ωM12)2ZL

Z1(Z2 + ZL)2 + (ωM12)2(Z2 + ZL)
(12)

The Lumped Circuit system can also be analyzed expressing each subsystem’s power transfer func-
tions as gains. Figure 3 shows the interrelations between them.

Using this model, the current that flows at first and second coils can be written as:

I1 = (Vad + I2Gm)G1; I2 = (I1GmG2) (13)

where Gm is the transfer function from intensity in coil 1 to voltage in coil 2 (Gm = ωM12), G1 is
the transfer function from Voltage to current in first coil and G2 is the equivalent at second coil:

G1 =
s

s2L1 + sR1 + 1/C1
; G2 =

s

s2L2 + s(R2 + RL) + 1/C2
(14)

where s is the complex frequency s = jω.
The efficiency of the system can be found by dividing the power transferred to the load by the

total power available (power on the source coil plus power dissipated on R2 and RL).

ηRLC,2 =
I2
2RL

I2
1R1 + I2

2 (R2 + RL)
=

RLG2
m

R1(R2 + RL)2 + G2
m(R2 + RL)

(15)

Finally, knowing that the gain functions G1, G2 are the inverse of the impedances in coils 1 and 2:
G1 = 1/Z1, G2 = 1/Z2, the efficiency can be found equivalent to the one obtained in Equation (12):

ηRLC =
(ωM12)2ZL

Z1(Z2 + ZL)2 + (ωM12)2(Z2 + ZL)
=

G2
mZL

1
G1G2

2
+ G2

m
1

G2

= ηRLC,2 (16)
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5. COMPARISON

The Power Transfer Efficiency of Coupled Mode Theory (6) can be found equivalent to the efficiency
of Reflected Load Theory (9) using the relationships:

K12 =
ωk12

2
; Qs,x =

ωLx

Rx
=

ω

2Γs,x
; Qp,x =

Rx

ωLx
=

ω

2Γp,x
(17)

ηCMT =
ΓLK2

12

Γ1(Γ2 + ΓL)2 + (Γ2 + ΓL)K2
12

=
k2

12

QL

Q1

(
Q2+QL

Q2QL

)2
+ k2

12
Q2+QL

Q2

= ηRLT (18)

Similarly, it can be demonstrated that the efficiencies obtained using Lumped Circuit Theory
are also equivalent to the ones obtained by CMT and RLT:

ηRLC =
(ωM12)2ZL

Z1(Z2 + ZL)2 + (ωM12)2(Z2 + ZL)
=

k2
12ZL

ωL2
Q1

(
Q2+QL

Q2QL

)2
+ ωk2

12L2
Q2+QL

Q2QL

= ηRLT (19)

6. OPTIMAL LOAD

Once the efficiencies of the different theoretical models have been found, it is interesting to analyze
the optimal values of load that maximize them.

To find the optimal load in Coupled Mode Theory, we can differentiate the efficiency expres-
sion (6) with respect to ΓL, obtaining:

ΓL,ηmax =
√

Γ2
2 +

Γ2

Γ1
K2

12 (20)

Similarly, we can set the derivative of (9) with respect to QL to 0:

QL,ηmax =
Q2√

1 + k2
12Q1Q2

(21)

Using the relationships defined in (7), it can be demonstrated that resistor needed to match
the optimal load Q factor to maximize the efficiency is the same as the one obtained using CMT
theory [3].

ΓL,RLT = Γ2

√
1 +

4K2
12

ω2

ω

2Γ1

ω

2Γ2
=

√
Γ2

2 +
K2

12Γ2

Γ1
= ΓL,CMT (22)

We could also differentiate the efficiency obtained using Lumped Circuit Theory (16)

RL,RLC =
√

R2
2 + Gm2

R2

R1
(23)

and using the Equation (17) it can be demonstrated that the equivalent optimal load found in CMT
and RLT is equal to the load found in (23):

RL,CMT = RL,RLT = 2L2

√(
R2

2L2

)2

+
ω2k2

12

4
R2L1

R1L2
=

√
R2

2 + ω2k2
12L1L2

R2

R1
= RL,RLC (24)

To compare the load values obtained from optimizing the efficiency function to the ones from
applying impedance matching techniques, we must first find the output impedance seen by the
load. From the circuit model:

Zout = jωL2 − j

ωC2
+ R2 +

(ωM12)2

jωL1 − j
ωC1

+ R1

(25)

To maximize the efficiency using impedance matching techniques, it can be seen that the system
must be totally matched, this is, the load should be conjugately matched to the output resistance:
Zout = Z∗L.

ZL,RLC =
(

j

ωC2
− jωL2

)
+

√
R2

2 + (ωM12)2
R2

R1
(26)
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In resonance, ZL = Zout∗ becomes purely real:

RL =
√

R2
2 + (ωM12)2

R2

R1
= RL,CMT = RL,RLT = RL,RLC (27)

Therefore, we have demonstrated that using impedance matching techniques (conjugately matching
the load to the output resistance) leads to the same optimal values than the ones obtained by setting
the derivative of the efficiencies obtained using Coupled Mode Theory, Reflected Load Theory and
Lumped Circuit Theory with respect to the load equal to zero.

7. CONCLUSIONS

We have successfully demonstrated that Coupled Mode Theory, Reflected Load Theory and Lumped
Circuit theory are equivalent when calculating the Power Transfer Efficiency of a Resonant Induc-
tive Coupled link in Steady-State. Also, the optimal values of load have been found for each theory,
showing complete accordance. Finally, it has been demonstrated that applying impedance match-
ing techniques (this is, conjugately matching the load to the output resistance of the system) is
equivalent to optimizing the PTE efficiency by setting its derivative with respect to the load equal
to zero.
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Abstract— For high quality factor magnetically coupled resonator wireless power systems, con-
stant wireless power transfer efficiency can be achieved over a greater range and higher efficiency
than an inductively coupled system. However, as the distance varies between two near-field
resonators, the input and output impedances to the resonators change. Therefore, in order
to achieve constant efficiency, the resonator input impedance must be adaptively matched to
the source impedance of the transmit resonator and the load impedance of the output device.
Previous techniques have demonstrated adaptive frequency tuning control algorithms to track
the resonant peaks. However, government regulations strictly limit the radiating electric field
strength of wireless applications outside specific bandwidths which will be exceeded by these fre-
quency tuning algorithms. Adaptive impedance matching (AIM) networks automatically change
the input and output impedances in order to maintain maximum wireless power transfer effi-
ciency. In this paper, the input impedance is characterized for a four-element resonant wireless
power system. Two algorithms are presented to determine the component values for any adaptive
impedance matching network topology to achieve constant wireless power transfer efficiency at a
single frequency. These techniques are demonstrated and verified with a π-match network.

1. INTRODUCTION

Wireless power technology using magnetically coupled resonators (MCRs) is becoming more preva-
lent in common applications that demand efficient wireless power delivery for an entire volume of
space, such as consumer electronics and implantable biomedical devices [1–6]. These applications
require a highly efficient end-to-end wireless power system that can operate within the bandwidth
limitations defined by wireless communication standards and regulations.

For a four-element high-Q MCR wireless power system operating in the over-coupled regime,
there are two resonant modes offset by several MHz from the resonant frequency [1]. Prior work
has demonstrated wideband frequency tuning techniques that automatically tune the operating
frequency to maximize wireless power transfer efficiency [1, 3, 7, 8]. However, a frequency tuning
algorithm used to perform maximum power point tracking may not be a viable option because the
optimal operating frequency can violate the allowable frequency bandwidths where wireless power
systems can operate as defined by wireless communication standards in a given country.

Rather than tuning the operating frequency to achieve maximum wireless power transfer effi-
ciency, an impedance matching network can be used to achieve high efficiency at a single frequency
within the narrow regulated bandwidth. Figure 1 shows the system-level block diagram of a wireless
power system indicating an input matching network, a set of high-Q MCRs, an output matching
network, a rectifier to convert the RF signal into a DC voltage compatible with a specific applica-
tion, and the corresponding impedance contribution of each block. The impedance ZMCR looking
into the MCRs changes as a function of the mutual inductance M23 between the transmit (Tx) and
receive (Rx) resonators. Additionally, the impedance ZRECT across a full-wave rectifier changes as
a function of transferred power. In order to match the varying complex system impedance ZIN,SY S

R L

Tx Resonator Rx Resonator

VS

RS

AI M 
Network

Z IN,SYS ZMCR ZRECT ZLOAD

AI M 
Network

Figure 1: Block diagram of the impedance path for a high-Q MCR wireless power system.
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to the source impedance RS (typically 50 Ω from a power amplifier), an adaptive impedance match-
ing (AIM) network can be used to induce a resonant peak at the specified operating frequency for
narrowband wireless power transfer.

In this work, the impedance of each block in the wireless power system is characterized using
ABCD transmission matrices. Next, two separate algorithms are proposed to determine the com-
ponent values of any matching network that will enable maximum wireless power transfer across
a set of MCRs at a single transmit frequency. The first technique assumes an ideal matching net-
work and directly calculates the component values of the matching network based on the input
impedance ZMCR extracted from measured S-parameter data for the MCRs. The second technique
uses a constrained nonlinear optimization algorithm to compute the matching network component
values for a lossy matching network that optimize S21 for a set of MCRs. Both techniques are
validated using a π-match AIM network for a set of MCRs tuned to 13.56MHz.

Although the analysis presented in this paper can be adapted to any set of MCRs, Figure 2(a)
shows the set of MCRs that will be used for both the simulated and experimental inductance (L),
tuning capacitance (C), and parasitic resistance (Rp) of the MCRs. These parameters are summa-
rized in Figure 2(b). The resonators are all individually tuned for 13.56MHz and are optimized for
an optimal figure of merit (FOM) by optimizing the loop-coil coupling coefficients k12 and k34 for
the best tradeoff between |S21| and wireless power transfer range according to [1].

2. IMPEDANCE CHARACTERIZATION OF MAGNETICALLY COUPLED
RESONATORS

Before selecting an optimal matching network for MCRs, it is desirable to characterize the input
impedance to a set of MCRs for a range of coupling coefficients between the resonators. The
equivalent circuit diagram for a typical four-element resonant system is shown in Figure 3.

TRANSMITTER RECEIVER 

L1 0.6708 uH L 4 0.6737 uH 
C1 203.19 pF C4 203.6 pF 
Rp1 0.2627 Ω R p4 0.2586 Ω
N1 1 N 4 1 
Radius 1 10.25 cm Radius 4 10.25 cm 
Rsource 50 Ω R 50 Ω 
Q1 1.143 Q4 1.145 
F1 13.63 MHz F 4 13.58 MHz 
K12 0.2798 K34 0.287 
Q2 312.9 Q3 230.29 
Fo2 13.68 MHz Fo3 13.66 MHz 
L2 17.04 uH L3 17.15 uH 
C2 8 pF C3 8 pF 
R p2 4.66 Ω Rp3 6.36 Ω
N 2 8 N3 8 
Radius 2  14 cm Radius 3 14 cm 

   

load 

(a) (b)

Figure 2: (a) High-Q MCR resonators used throughout this work, (b) summary of coil parameter values for
the MCRs.

  

Rp1 Rp 2 Rp 3 Rp 4
RL

L1 L2 L4L3

C4

C2 C3

  

C1

 

M12 M34

M23

VS

RS 

ZMCR

I 1 I 2 I 3 I 4

Figure 3: Equivalent circuit diagram of a 4-coil MCR wireless power system.
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Flux linkages (Φi) and Kirchoff Voltage Loop (KVL) equations are used to solve the loop currents
(I1−4) indicated in Figure 3. The flux linkages across each coil are related to the voltage across the
two ends of each coil. These flux linkages can also be expressed in terms of the mutual inductance
(Mij) between the various coils. The mutual inductance is related to the coupling coefficient kij

between two inductors by (1). The current I1 supplied by VS flows through L1 and produces an
oscillating magnetic field. Some of these field lines pass through the other coils to produce a flux Φi.
These flux linkages can be comprehensively expressed in terms of the mutual and self inductances
for the four-element resonant system [9]. Substituting the flux linkage for each coil into the node
equations derived from the four KVL equations for the schematic in Figure 3 gives (1).




VS

0
0
0


 =




Z1 jωM12 jωM13 jωM14

jωM21 Z2 jωM23 jωM24

jωM31 jωM32 Z3 jωM34

jωM41 jωM42 jωM43 Z4







I1

I2

I3

I4


 , kij =

Mij√
LiLj

(1)

After solving for the individual currents, neglecting the parasitic cross-coupling terms (M13 =
M14 = M24 = 0) and setting M12 = M21, M23 = M32 and M34 = M43, the equivalent input
impedance ZMCR can be defined by (2).

ZMCR =
VS

I1
−RS =

M2
12(M

2
34ω

4 + ω2Z3Z4)− (RS − Z1)(M2
34ω

2Z2 + M2
23ω

2Z4 + Z2Z3Z4)
M2

34ω
2Z2 + M2

23ω
2Z4 + Z2Z3Z4

Z1 = RS + RP1 + jωL1 +
1

jωC1

Z2 = RP2 + jωL2 +
1

jωC2

Z3 = RP3 + jωL3 +
1

jωC3

Z4 = RL + RP4 + jωL4 +
1

jωC4

(2)

Figure 4 shows the simulated ZMCR plotted against k23 at a single frequency of 13.56 MHz for
the extracted L,R, C components of the resonators shown in Figure 2. This plot indicates that
for strong coupling between the two resonators (over-coupled regime [1]) |ZMCR| < RS and for
weak coupling (under-coupled regime) |ZMCR| > RS . The critical coupling point occurs when
|ZMCR| = RS = 50 Ω. Therefore, an AIM network must be able to match a load impedance that
can be either greater than, less than or equal to the source impedance.

Critical Coupling
Under-coupled Over-coupled

Figure 4: Plot of the real, imaginary, and magnitude components of ZMCR as a function of K23.
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3. MATCHING NETWORK COMPONENT SELECTION

To determine the component values of any impedance matching network at a given frequency, the
source and load impedances of the matching network must be accurately defined. For the resonant
wireless power system shown in Figure 1, the equivalent impedance (Z) matrix can be accurately
defined by analyzing each step in the impedance path as a two-port network.

The components in each block can be defined with either ideal components, lossy components,
or with extracted scattering (S) parameters from a vector network analyzer (VNA) for the most
accurate analysis. For example, an inductor can be modeled as either a lossless component or as
a lossy component with a series DC resistance (DCR) based on the parasitic parameters provided
by the manufacturer. However, the most accurate parasitic model for an inductor can be extracted
by measuring the two-port S-parameters using a VNA and importing these model parameters into
a simulation tool.

Similarly for the equivalent impedance of the MCRs: the input impedance for four-element
MCRs can be calculated for a given coupling coefficient using (2). However, these theoretical
expressions typically neglect parasitic effects such as capacitive cross-coupling and resonator de-
tuning that can significantly reduce efficiency at the resonant frequency for a practical system.
Therefore, it is most accurate to extract S-parameters from a VNA for a full range of coupling
coefficients and calculate the equivalent input impedance from S11 as in (3). Once the impedance
characteristics of each block have been defined using these techniques, the algorithms presented in
this paper can be implemented to determine the necessary component values of a matching network
to match the source impedance Rs to this lumped system impedance ZIN ,SYS .

Zin = RS
1 + S11(jω))
1− S11(jω))

(3)

Throughout this work, a low-pass π-match impedance matching network topology will be used
as in Figure 5. In contrast to an L-match topology, the π-match topology enables wideband
impedance matching to load impedances that are either greater than, equal to or less than the
source impedance. The low-pass π-match topology allows for a fixed inductor value to be placed
in the high-current path, and variable source and load capacitor values can control the impedance
matching capabilities of the matching network. This switching functionality is preferable because it
is easier to implement a parallel bank of switchable capacitors than inductors in series. Additionally,
the quality factor (Qm) of the π-match network provides an extra degree of freedom to achieve
wideband or narrowband impedance matching. For strongly coupled MCRs, wideband impedance
matching (low Qm) is desired, but for weak coupling, narrowband impedance matching (high Qm)
is preferable. Refer to Section 4 for an extended analysis of the π-match network implented with a
set of MCRs.
3.1. Ideal Conjugate Match Algorithm
Refer to the impedance path in Figure 1 as a reference for this discussion of the matrix transfor-
mations for the ideal conjugate match algorithm. For the most accurate modeling, a VNA has
been used to extract the S-parameters for a set of MCRs and the rectifier. By converting the
S-matrices of the MCRs and the rectifier to ABCD transmission matrices, a single transmission
matrix [ABCD]SYS can be defined for the entire system by multiplying together the cascaded
ABCD matrices [10, 11]. The [ABCD]SYS matrix is then converted back to an S-matrix from
which the equivalent input impedance ZMCR can be defined as in (3).

Now, the component values of the matching network can be selected. For simplicity, the
impedance contribution from the rectifier has been neglected and only the real component of ZMCR

RL +  
jXL

Lm

CS CL

rPrP

rS rL + jxL

Figure 5: Block diagram of the low pass π-match network.
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is used since the imaginary component of ZMCR is negligible in the over-coupled regime as shown
in Figure 4. The source impedance rs seen by the π-match network is equal to Rs and the load
impedance rl + jxl is equal to real(ZMCR). To eliminate the need for a switching circuit in the
high-current path, a fixed inductor value Lm in the π-match network is chosen. The source and load
capacitors (CS and CL) and Qm of the π-match network can be calculated to provide an accurate
impedance match for a specified source and load impedance using (4). By swapping the equations
for CS and CL and interchanging rs and rl, the π-match component values can also be derived for
the case when rs > rl.

Qm =

√
−1 +

rl(rl + rs)
L2

mw2
0

+
2rl

√
rlrs − L2

mw2
0

L2
mw2

0

CS =

√
−1 + (1+Q2

m)rs

rl

rsw0

CL =
Qm

rlw0





rs < rL (4)

These expressions are used to define the component values for a π-match AIM network as ZMCR

changes as a function of k23 for a set of MCRs. From the expression for CS , the maximum achievable
quality factor (Qm,MAX) for a π-match network is determined by (5). The maximum and minimum
conditions in (5) account for the additional case when rs > rl.

Qm,MAX =

√
max(rs, rl)
min(rs, rl)

− 1 (5)

If Qm exceeds Qm,MAX for a given rs and rl, then CS will not be a real number and is not
achievable. Therefore, the matching network will not be able to effectively match the source
impedance to the load impedance. However, Lm can be increased to reduce Qm and ensure that
the matching network can provide an optimal match for all possible values of rs and rl.

The advantage of implementing this algorithm in a wireless power system is that the component
values of the AIM network can be directly calculated and selected by a microcontroller unit (MCU).
These direct computations can be faster to perform than an optimization routine on an MCU and
can be used to quickly define new component values of an AIM network for changing input and
output impedances of a wireless power system.
3.2. Parasitic Match Optimization Algorithm
The second algorithm calculates the component values of non-ideal AIM networks placed at both
the Tx and Rx sides of MCRs by using extracted S-parameters to define Lm and by modeling CS

and CL with an equivalent series resistance (ESR). Rather than directly solving for the component
values using the calculated source and load impedances of the matching network as in the ideal
conjugate match algorithm, the parasitic match algorithm uses constrained nonlinear optimization
to compute component values that maximize the magnitude of the system transmission function
S21,SYS .

By characterizing any type of impedance matching network as a two-port ABCD matrix, ex-
tracted S-parameters for inductors and capacitors in the matching network can be used. In the case
of the π-match network, extracted S-parameters for the series inductor can be used and converted
to an ABCD matrix, and the shunt source and load capacitors can be modeled with an ESR. Then,
for a specified inductor, the values of CS1,2 and CL1,2 are optimally selected to maximize |S21,SYS |.

The optimization routine uses the fminsearch function in Matlab. First, S21,SY S is defined at
a single frequency as a function of CS1,2 and CL1,2 using the transmission matrix transformation
shown in Figure 6. Next, the fminsearch function computes CS1,2 and CL1,2 constrained by positive
real capacitor values by minimizing the error function (σ) defined in (6).

σ = min(1− |S21,SY S |), 1 pF < Cs, CL < 10 nF (6)

There are two key benefits of this algorithm over the ideal conjugate match algorithm. First,
since all components have been modeled accurately with extracted S-parameters from either the
component manufacturer or a VNA, the simulated results accurately match the achievable exper-
imental results as confirmed in Section 4. Second, it is easier than the ideal conjugate matching
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Figure 6: Flow chart of the process used for the parasitic optimization algorithm to extract the shunt
capacitor values in the π-match network for an AIM network implemented with a set of high Q MCRs.

algorithm to simulate any impedance matching network topology because the equations for the
components in the matching network do not need to be defined for a specific source and load
impedance. Rather, the matching network can be easily defined as an ABCD matrix, and af-
ter transforming the cascaded ABCD matrices into a single S matrix [S]System, the optimization
algorithm automatically selects the component values for maximum |S21,SY S |. Additionally, the
matching network can be placed either at the Tx side only, Rx side only or both sides as in Figure 6
without having to re-calculate the equivalent input impedance, which becomes complicated for a
double-sided matching network topology. Section 4 demonstrates that a π-match network at both
the input to the Tx resonator and the output of the Rx resonator can achieve a greater |S21,SYS |
than a matching network only at the Tx side.

4. MODEL VALIDATIONS AND EXPERIMENTAL RESULTS

A total of 87 S-parameter datasets have been extracted using a VNA for various distances be-
tween the Tx and Rx resonators shown in Figure 2(a) ranging from 0.3 cm–40 cm. These model
parameters have been used to characterize the MCRs for both the ideal conjugate match and para-
sitic optimization algorithms presented in Section 3. A 206 nH inductor and switchable capacitors
ranging from 1–1000 pF are used in the π-match AIM network. For the ideal conjugate match
algorithm, both this inductor and the shunt capacitors have been modeled as ideal, lossless compo-
nents. For the parasitic optimization algorithm, S-parameters provided by the manufacturer for a
206 nH air-core inductor have been used to model the inductor in the π-match network. The shunt
capacitors have been modeled with a 50mΩ ESR, a standard value for an 0603 package ceramic
capacitor in the tens of MHz frequency range.

Figure 7 shows the 3D surface plots of |S21,SY S | versus frequency and distance between the two
resonators. Figure 7(a) shows the case without an AIM network: the MCRs are terminated in
50Ω source and load impedances. This plot demonstrates the frequency splitting effect in the over-
coupled region. For a commercial application, this behavior is problematic because the efficiency
at the resonant frequency of 13.56 MHz within the regulated frequency band is very low in the
overcoupled regime. Figure 7(b) shows how an ideal π-match AIM network with component values
selected by the simulated ideal conjugate match algorithm can confine the resonant peaks to a single
ridge centered at 13.56 MHz across the entire range of separation distances. Figure 7(c) shows the
effect of the simulated parasitic optimization algorithm implemented with the MCRs. For this plot,
a π-match AIM network has been placed at both the Tx and Rx resonators. Although there is
a significant improvement in efficiency at 13.56 MHz compared to Figure 7(a), this ridge is not as
well defined as the ideal case in Figure 7(b) because parasitic components of the matching network
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(a) (b) (c)

Figure 7: Surface plots of the extracted |S21| for the MCRs with (a) 50 Ω source and load termination
impedances, (b) a π-match AIM network at the Tx side corresponding to the simulated ideal conjugate match
algorithm, and (c) a π-match AIM network at both the Tx and Rx sides corresponding to the simulated
parasitic optimization algorithm (surface plot) with the experimental results overlayed (black lines).

(a) (b)

Figure 8: (a) Plot of the simulated and experimental efficiency, or |S21|2, and (b) a Smith chart of the
simulated S11.

are included in the simulation. This simulated surface plot is compared to experimental results
shown by the black lines in Figure 7(c). The experimental dataset was extracted using a VNA
with a π-match network on both sides for eight incremental distances between the resonators. The
shunt capacitors are manually switched according to the recommended component values from the
parasitic optimization algorithm. This result confirms that the simulated parasitic optimization
algorithm accurately models the achievable experimental result.

Figure 8 directly compares the efficiency versus separation distance at a single frequency of
13.56MHz for all of the simulated analyses and experimental result. Figure 8(a) includes single-
frequency results for the MCRs terminated in 50 Ω, an ideal π-match AIM network at the Tx
side based on the ideal conjugate match algorithm, a parasitic π-match AIM network at the Tx
side as well as at both the Tx and Rx sides based on the parasitic optimization algorithm, and the
experimental implementation of the double-sided parasitic optimization algorithm. Figure 8(a) also
includes a result for wideband frequency tuning where the operating frequency is selected based on
the maximum efficiency points along the low-frequency ridge in Figure 7(a). The AIM networks
improve efficiency from the 50Ω case at a single frequency in both the overcoupled and undercoupled
regions, but cannot achieve efficiency as high as the frequency tuning results. Additionally, the S11

Smith chart is shown in Figure 8(b) for all of these cases. S11 is defined on the Smith chart at
13.56MHz for each separation distance. The ideal conjugate match algorithm provides a perfect
match to the 50Ω source impedance at the center of the smith chart. The parasitic matching
network is able to confine S11 towards the center, but cannot provide an accurate match for all
distances.

The most problematic scenario occurs for the strongest coupling between the two resonators
because the bandwidth is widest for the split resonant modes at this point. An ideal matching
network is able to fully recover maximum efficiency at a single frequency for this case. However,
the parasitic matching network is incapable of fully recovering maximum efficiency because the load
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impedance presented to the matching network by the MCRs for strongest coupling is significantly
less than the 50 Ω source impedance.

5. CONCLUSION

In this paper we demonstrate how an adaptive impedance matching network can be implemented
with a set of high-Q MCRs to achieve maximum wireless power transfer efficiency at a single
operating frequency. The key contributions of this work are the two algorithms presented that can
compute the required component values of an AIM network for an accurate impedance match to
both the input and output impedances for any amount of coupling between the MCRs.

We have characterized the input impedance for a four-element MCR system. The first algo-
rithm uses the calculated equivalent input impedance to directly calculate the component values
of a π-match AIM network. The second algorithm accounts for a non-ideal matching network by
using extracted S-parameters and matrix transformations to define a system S-matrix. Then, an
optimization algorithm computes the component values of a matching network that maximize the
efficiency of the entire system at a single frequency. Finally, these algorithms are validated with an
experimental model of the parasitic optimization algorithm.
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Abstract— The symmetric/asymmetric planar slab waveguide is simplest waveguide structure
to be analyzed. These waveguides are used in optical communication systems. In this paper, we
have derived the Eigen value equation by using the transmission line (TL) method for the case of
Double Negative Meta-material (DNG) slab. The derived results have been exactly matched with
the existing results found into the literatures. The unusual behaviour of double negative meta-
material is predicted. Dispersion study (b-v graph), mode field profile and power confinement
factor are also being discussed at the end.

1. INTRODUCTION

The Usual properties of Meta material waveguide structures may have impact on WDM optical
communication systems. The transmission line (TL) method has great application to analyze
DNG waveguide structure having arbitrary refractive index profile [1, 2]. There is large number
of current research papers on application of TL method of waveguide analysis. The asymmetric
waveguide is somewhat tough to analyze due to their asymmetric mode field profile. However the
asymmetric waveguide have found certain advantage over the symmetric waveguide structure due to
their easiness [3, 4]. In Section 2, we have shown the procedure to derive the Eigen-value equation
by TL method followed by double negative meta-material waveguide structure in Section 3. In
Section 3, itself, we discussed the results of computation.

2. MAXWELL EQUATIONS AND TRANSMISSION EQUIVALENT T-CIRCUITS

Let consider the simplest planar slab optical waveguide as shown in Fig. 1(a) having refractive
index variation in x-direction and direction of wave propagation in +z direction. Consider the
following Maxwell equations (time harmonic ejωt) [4],




∇× E = −µ0

∂H

∂t
(1)

∇×H = ε
∂E

∂t
(2)

For the TE mode case propagating in +z direction as shown in Fig. 1(a), having Ex = 0, Hy = 0
and Ez = 0 hence from Eqs. (1) and (2).

∂Ey

∂x
= −µ0jωHz (3)

∂Hz

∂x
+ jβHx = −jωε0 {n(x)}2 Ey (4)

βEy = −ωµ0Hx (5)
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Figure 1: (a) A thin wave guiding element with coordinate. (b) Geometry for an asymmetric double negative
meta-material planar slab waveguide.
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Let us define new variables as follows [1–3]:
{

V = βHz

l = βEy = −ωµ0Hx
. Eq. (4) and Eq. (3) can be

written as
∂V

∂x
= − γ2

jωµ0
I (6)





∂l

∂x
= −jωµ0V (7)

γ2 = β2 − ω2µ0ε0 {n(x)}2 (8)
The characteristics impedance in Eqs. (6) and (7) is given by

Z =
γ

jωµ0
(9)

3. DERIVATION OF EIGEN-VALUE EQUATION AND RESULTS OF CALCULATION
FOR DNG ASYMMETRIC PLANAR SLAB DIELECTRIC WAVEGUIDE

In this section, we derive the rigorous and exact Eigen value equation for the waveguide structure
as shown in Fig. 1(b) having the refractive index variation [5–7],

n(x) =

{
nc =

√
µ1ε1, x ≥ d → Cover Region — 1

nf =
√

µ2ε2, 0 ≤ x ≤ d → Film Region — 2
ns =

√
µ3ε3, x ≤ 0 → Substrate Region — 3

(10)

where nf →
√

(−µ2)(−ε2) = −√µ2ε2 for the double negative meta-material. Equivalent T network
representation in this case can be drawn as shown in Fig. 2, where,





ZF
S = ZF tanh

(
γ d

2

)

ZF
P = ZF 1

sinh(γd)
ZS = −Zs

ZC = Zc

&

ZF =
γ

jωµ2
=

√
β2 − κ2

0n
2
f

jωµ2
=

jκ2

jωµ2

Zs =

√
β2 − κ2

0n
2
s

jωµ1
=

α1

jωµ1

Zc =

√
β2 − κ2

0n
2
c

jωµ3
=

α3

jωµ3





(11)

and also κ2 =
√

κ2
0n

2
f − β2, α1 =

√
β2 − κ2

0n
2
s, α3 =

√
β2 − κ2

0n
2
c with free space wave number

k0 = 2π
λ0

. By using Eq. (11) it can also be shown




ZF
S =

jκ2

ωµ2
tan

(
κ2

d

2

)
(12)

ZF
P =

κ2

jωµ2

1
sin(κ2d)

. (13)

Minus sign in the expression of Zs is due to limit x = −∞. Finally the Eigen value equation can
be derived from the following expression when the impedance seen from either side of terminal A-B
in Fig. 2 is same

(ZC + ZF
S )ZF

P

ZC + ZF
S + ZF

P

+ ZF
S = ZS . (14)
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Figure 2: Equivalent T network representation of Meta material asymmetric planar slab waveguide.
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Putting the value of ZC , ZS , ZF
S , ZF

P from Eq. (11) in Eq. (14) and after some algebraic manip-
ulation turns out

κ2d = mπ + tan−1

(
µ2α1

µ1κ2

)
+ tan−1

(
µ2α3

µ3κ2

)
(15)
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Figure 5: (a) Normalized dispersion relationship of the surface wave modes with n1 = 1, n2 = −√2, n3 = 2,
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This is an exactly the same Eigen value equation found in literatures [7]. Eq. (15) can be written
as

V
(
1− p2

)1/2 = mπ + tan−1

[
µ2

µ3

(
p2

1− p2

)1/2
]

+ tan−1

[
µ2

µ1

(
p2 + ∆
1− p2

)1/2
]

(16)

where V = k0d
√

n2
f − n2

s, p2 = N2−n2
s

n2
f−n2

s
, ∆ = n2

s−n2
c

n2
s−n2

c
, are the normalization parameters and also

N = β
k0

where k0 = 2π
λ . Figs. 3, 4 and 5 show the results computed by graphical method followed

by back calculation in TL method. In Fig. 5, it is implicit that Sz = βE2
y(x)

2ψµ(x) . The results are
accurate enough when compared with graphical method.

4. CONCLUSION

We have derived and analyzed the electromagnetic properties of DNG asymmetric planar slab
waveguide by using TL method. We compare the guidance conditions by using Graphical method.
The derivation presented into this paper is useful to the beginners who want to gain inside into TL
method. One can easily extended these results to simulate multilayer DNG waveguide structure.
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Abstract— This paper presents a design technique for transformation media that aim to reduce
staircasing errors occurring in the numerical solution of electromagnetic boundary value problems
by finite methods. The main idea is to place transformation media within the computational
domain adapted to the Cartesian grid, and to determine the material parameters by mapping
the staircase-approximated boundary of the geometry to its original boundary. In this manner,
both the staircasing error is reduced, and a uniform and easy-to-generate mesh can be used. This
technique also allows the numerical modeling of any arbitrarily-shaped object by using a ‘single’
mesh and by changing only the constitutive parameters within the transformation media. Several
numerical simulations are illustrated in the context of electromagnetic scattering problems.

1. INTRODUCTION

The concept of a ‘transformation medium’ refers to an artificial medium whose constitutive param-
eters (i.e., the permittivity, permeability and conductivity) are obtained by means of coordinate
transformations. Maxwell’s equations preserve their form in the modified coordinate system, but
the original material parameters are replaced by anisotropic and spatially-varying constitutive pa-
rameters to account for the resulting change in the field behavior after the coordinate transforma-
tion. This technique was employed in the literature to design several optical and electromagnetic
structures, such as the invisibility cloak, reshapers, miniaturized waveguides, etc. [1–5]. However,
most applications of this technique suffer from a lack of physical experiments, and hence, they
are indeed living in ‘virtual reality’. This is because the material specifications are challenging as
a result of the spatially varying material parameters. Our main objective is to utilize specially-
designed transformation media (called software metamaterials, in order to distinguish them from
the metamaterials constructed and used in the physical world), for enhancing the ability of numer-
ical modeling methods in computational electromagnetics.

Although we are interested in several possible designs of software metamaterials in computational
electromagnetics, the particular objective of this paper is to achieve reduction of staircasing error
in finite methods through the use of anisotropic metamaterials. Most of the numerical techniques
(such as finite difference time or frequency methods, finite element method employing rectangular
elements) are based on a Cartesian coordinate grid or mesh. However, curved geometries that do not
conform to a Cartesian grid can only be modeled by using a staircased approximation of the curved
surface. This approximation yields errors due to the inaccurate modeling of the geometry. The
proposed approach in this paper constructs transformation media within the computational domain
adapted to the Cartesian grid, and obtains the material parameters by mapping the staircase-
approximated boundary of the geometry to its original boundary. In other words, an equivalent
model that mimics the original problem is created, through the use of transformation media. Hence,
this approach reduces the approximation errors without the need for changing simple Cartesian
grids. Several numerical results are demonstrated in the context of TMz electromagnetic scattering
problems.

2. DESIGN OF TRANSFORMATION MEDIA

A coordinate transformation technique is presented in order to handle curved geometries by using
a Cartesian grid or mesh in finite methods such as the finite element method (FEM) or the finite
difference time domain (FDTD) method. The transformation is illustrated in Fig. 1(b), where a
circular object with a curved boundary is modeled. The object is placed within a hypothetical
metamaterial layer and the region inside the metamaterial layer ΩA is mapped to the region Ω̃ =



708 PIERS Proceedings, Moscow, Russia, August 19–23, 2012

(a) (b)

Figure 1: Coordinate transformation technique for modeling a curved geometry by means of a Cartesian
grid: (a) Standard staircased modeling. (b) Modeling with anisotropic metamaterial layer.

Ω ∪ ΩA by using the transformation given below:

~r → ~̃r = T (~r) = K (~r − ~ro) + ~rs where K = ‖~rA − ~rs‖ / ‖~rA − ~ro‖ (1)

The vectors ~r and ~̃r are the position vectors of the points P and P̃ in the original and transformed
coordinate systems, respectively. Also, ~rA, ~ro and ~rs are the position vectors of the corresponding
points. The unit vector â is chosen emanating from a point from the innermost domain (such as
the center-of-mass point) in the direction of the point P. This transformation achieves a one-to-one
correspondence between the boundary of the object and the inner boundary of the metamaterial
layer that is conformal to a Cartesian grid. Hence, the curved geometry of the original object can
be handled by means of a software metamaterial layer whose boundary is conformal to a Cartesian
coordinate system, which implies that a simpler uniform mesh with rectangular elements can be
used in the numerical solution.

We note that this technique can be applied to dielectric objects similarly. In this case, ~rs is
set to zero and Ω includes the inner region. When the transformed point falls into the dielectric
object, material parameters are computed with respect the dielectric constant of the object. In
addition, the boundary conditions that must be imposed on the boundary of the conducting object
must be imposed on the inner boundary of the metamaterial region in the equivalent problem.
Finally, note that the same mesh can be used for any object of arbitrary shape by simply changing
the constitutive parameters of the metamaterial layer computed according to the geometry of the
object.

Under the coordinate transformation in (1), the original medium is replaced by an anisotropic
medium where the transformed fields satisfy the original forms of Maxwell’s equations. In other
words, based on the form-invariance property of Maxwell’s equations under coordinate transforma-
tions, the constitutive tensors of the anisotropic medium are obtained by [6]

¯̄ε = ε ¯̄Λ and ¯̄µ = µ ¯̄Λ, where ¯̄Λ =
(
det ¯̄J

)(
¯̄J
T · ¯̄J

)−1
(2)

Here, ε and µ are the permittivity and permeability of the original medium, respectively, and ¯̄J is
the Jacobian tensor that is ¯̄J =∂ (x̃, ỹ, z̃)/∂ (x, y, z) in Cartesian coordinates.

According to the field equivalence principle, the original fields in transformed coordinates, ~E(~̃r),

can be recovered by using the transformed fields in original coordinates, ~̃E (~r), by using the following
relation [6]:

~E (~r) → ~̃E (~r) = ¯̄J
T · ~E

(
~̃r
)

and ~H (~r) → ~̃H (~r) = ¯̄J
T · ~H

(
~̃r
)

(3)

This principle of field equivalence is important because it allows us not to lose the near-field
information inside the discarded region around the object.

3. NUMERICAL SIMULATIONS

The performance of the proposed technique is tested with simulations performed by our finite ele-
ment code and finite difference time domain code in the context of TMz electromagnetic scattering
problems.
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We first consider the scattering by a circular object whose radius is 1.8λ [λ = 1 m is wavelength].
In the numerical modeling of this canonical problem via finite methods, the mesh must be fitted
to (or refined around) the curved boundary of the object to get accurate results. In Fig. 3(a),
the standard finite element solution is shown by using a triangular mesh that is conformal to
the boundary. However, if a Cartesian mesh is employed, staircased modeling of the boundary
results in errors due to non-conformal mesh. In Fig. 3(b), the solution of the proposed approach
is demonstrated which employs a matematerial layer of thickness 1.2λ fitted to the Cartesian grid.
The metamaterial layer creates a virtual reality in the sense that Figs. 2(a) and 2(b) must be
equivalent and must yield identical field values inside the free-space region (Ω). To confirm our
claim, we measure the mean-square percentage difference between the field values of these two
simulations as 0.0970%.

Next, we present the results of the simulation performed by the finite difference time domain
method for the trapezoidal geometry excited by a sine wave at 3 GHz (see Fig. 3). We plot the field
maps of both the equivalent problem employing a metamaterial region and the original problem
at different time instants. The original problem is staircased on a “fine” Cartesian grid such that
the staircasing error is reduced to a certain value by adjusting the grid size sufficiently small.
The mean-square percentage difference between the field values of these two cases is 4.68e-5% (at
n = 800) and 5.41e-4% (at n = 1000).

(a) (b)

Figure 2: Finite element simulation of scattering from a circular object: (a) Electric field map in original
problem. (b) Electric field map in equivalent problem with metamaterial layer.

(a) (b)

Figure 3: Finite difference time domain simulation of scattering from a trapezoidal object at different time
instants: (a) Solution with fine Cartesian grid. (b) Solution with a matematerial layer.
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4. CONCLUSIONS

We have proposed a new coordinate transformation technique for alleviating the staircasing errors
in numerical modeling of curved boundaries in finite methods. We have observed good agreements
between the analytical formulations and the numerical simulations.
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Abstract— We employ sinusoidal basis functions together with R.W.P. King’s analytical Green
functions in a Method of Moments formulation of electromagnetic scattering by thin wire mesh
structures located over a dielectric ground. The present formulation is an extension of an earlier
work by the authors where they have implemented R.W.P. King’s Green functions for the first
time in literature for the same problem using pulse basis functions. Over a number of numerical
tests for canonical structures, it is observed that the results of the present formulation match
perfectly with the same solutions provided by the famous open software NEC-2. While the de-
veloped codes equally have the ability to read NEC-2 formatted input files, their main advantage
lies in the capability to evolve by proper substitutions of Green functions to take into account
various terrain features in any scenario.

1. INTRODUCTION

Recently, the present authors have introduced [1] the analytical backbone of a Method of Moments
(MoM) code for thin wire mesh geometries located over a dielectric ground with high refractivity,
which incorporates the Green functions of R.W.P. King [2] as alternative to a similar role of the
extensive numerical/asymptotic libraries of NEC-2 [3]. In the present work these formulations
and codes are extended from pulse basis to sinusoidal basis functions by which it is possible to
generate the same solutions provided by NEC-2 with perfect accuracy. Since the geometry under
consideration and the structure of the electrical field integral equation are essentially the same as
in [1], some of the definitions, descriptions, assumptions, field quantities, references, etc. are not
repeated in this letter due to size limitation.

2. FORMULATION

We consider regions I (z > 0) and II (z < 0) free-space and a simple lossy dielectric with con-
stitutive parameters and wave numbers given as (ε0, µ0), k1 = ω

√
µ0ε0 and (ε2, µ0, σ2), k2 =

ω
√

µ0(ε2 + iσ2/ω), respectively. A time convention exp(−iωt) is assumed and suppressed. The
complex refractivity of ground is defined by N = k2/k1 =

√
εr + iσ2/(ωε0) with εr = ε2/ε0. The

high contrast approximation (HCA) |N |2 À 1 is already satisfied since in the applications we focus
on seawater with εr ≈ 75 − 80, σ2 ≈ 4 − 5. For a wire mesh geometry constituting M segments,
the sinusoidal current on j -th thin wire segment in MoM formulation is expressed by

~Ij = ẑjIjζj(zj) = ẑjIj

(
Aj + Bj sin(k1z

j) + Cj cos(k1z
j)

)
, |zj | < `/2 (1)

where the outer and local reference systems and the associated position vectors are depicted in
Fig. 1. The procedure followed in determining the coefficients Aj , Bj , Cj according to junction
conditions is already provided in [3, pp.10–18] and shall not be repeated here. The unknown
coefficients Ij are determined by inverting the linear system of equations [Zmj ][Ij ] = [Vm], j, m =
1, . . .M . Each element of the impedance matrix constitute direct wave (d), perfect image wave (i)
and surface wave (s) components, i.e., Zmj = Zd

mj + Zi
mj + Zs

mj , which are calculated from the
Green function formulation as follows:

Zd
mj = ˆ̀

m ·
(
x̂jfd

xj + ŷjfd
yj + ẑjfd

zj

)
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fd
xj =

i xmeikR1

4πωε0R1

{
k1(zm − zj′)

(ρm)2
(
Bj cos(k1z

j′)− Cj sin(k1z
j′)

)

+
1

(ρm)2

[
1− (zm − zj′)2(1− ik1R1)

R2
1

]

×
(
Bj sin(k1z

j′) + Cj cos(k1z
j′)

)
+

Aj(1− ik1R1)
R2

1

}`/2

zj′=−`/2

fd
yj =

i ymeikR1

4πωε0R1

{
k1(zm − zj′)

(ρm)2
(
Bj cos(k1z

j′)− Cj sin(k1z
j′)

)

+
1

(ρm)2

[
1− (zm − zj′)2(1− ik1R1)

R2
1

]

×
(
Bj sin(k1z

j′) + Cj cos(k1z
j′)

)
+

Aj(1− ik1R1)
R2

1

}`/2

zj′=−`/2

fd
zj =

−i

4πωε0

{[
k1

eikR1

R1

(
Bj cos(k1z

j′)− Cj sin(k1z
j′)

)

−(zm − zj′)(1− ik1R1)eikR1

R3
1

×
(
Bj sin(k1z

j′) + Cj cos(k1z
j′)

)]`/2

zj′=−`/2

−Aj

[
(zm − zj′)(1− ik1R1)eikR1

R3
1

]`/2

zj′=−`/2

−Ajk
2
1

`/2∫

−`/2

eikR1

R1
dzj′





Zs
mj = iωµ0

`/2∫

−`/2




`mxtxs
x zjx + `mxtys

x zjy

+`mxtzs
x zjz + `myt

xs
y zjx

+`myt
ys
y zjy + `myt

zs
y zjz

+`mzt
xs
z zjx + `mzt

ys
z zjy

+`mzt
zs
z zjz


ζj(zj′)dzj′

Here ~rm = (xm, ym, zm) denotes the central point and (xI
m, yI

m, zI
m) & (xII

m , yII
m , zII

m ), the starting
& end points of m-th segment in the presumed direction of current flow. Then its unit tangential
vector can be written as ˆ̀

m = `mxx̂+`myŷ+`mz ẑ =
[
(xII

m − xI
m)x̂ + (yII

m − yI
m)ŷ + (zII

m − zI
m)ẑ

]
/`,

where ` =
[
(xII

m − xI
m)2 + (yII

m − yI
m)2 + (zII

m − zI
m)2

]1/2, ∀m. We also have R2
1(~r

m, ~rj′) ∼= (ρm)2 +
a2+(zm−zj′)2, (ρm)2 = (xm)2+(ym)2 and the explicit expressions of the variables tas

b , a, b = x, y, z
are already available in [1]. The perfect image wave is the free space radiation field of the image
of any segment when the ground z = 0 is assumed a perfect electrical conductor. Therefore Zi

mj is
calculated in a similar manner as Zd

mj with proper change of coordinates and its explicit expression
is avoided due to size limitation.

3. NUMERICAL IMPLEMENTATIONS

For a precise comparison of the accuracies of the pulse and sinusoidal basis expansions we consider
the same scenarios in [1]. Accordingly, let us consider the crossed wire above planar sea surface
(εr = 80, σ = 4 S/m) in Fig. 2 is illuminated by a homogeneous plane wave with incidence angle
ψ = 45◦ and unit electrical field amplitude, while Vm = − ~Einc(~rm) · ˆ̀

m. The four arms of the
cross are assumed to have the same length 3.33 m while the height of the bottom arm from ground
is h = 8m. In the first set of illustrations in Fig. 3 the operating frequency is taken f = 3MHz
(λ = 100m) for which each arm length is λ/30 and h = 2λ/25. In virtue of thin wire approximation
the length and the radius of the segments are picked as ` = 0.5m = λ/200m and a = 1/40 m =
λ/4000m = `/20. They fall into the range in which the values of the computed fields remain
insensitive. Under this parameterisation the total number of segments read 27. We provide the
amplitude distributions of currents on the arms of the crossed wire and relative errors calculated
by %100|(SNECTM−CODE)/SNECTM| with reference to the same results obtained by SNECTM [4].
In the second set of illustrations in Fig. 4 we set f = 15 MHz (λ = 20m) for which the arm length
is λ/6 and h = 2λ/5, while ` = 0.5m = λ/40 m and a = 1/40 m = λ/800m = `/20.
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Figure 1: j-th and m-th thin wire segments and
position vectors in outer Oxyz and local Ojxjyjzj

Cartesian reference systems.

Figure 2: A crossed wire located above planar sea
surface and illuminated by a homogeneous plane
wave.
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Figure 3: The amplitude distributions of currents
on vertical and horizontal arms and relative errors
at 3 MHz
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Figure 4: The amplitude distributions of currents
on vertical and horizontal arms and relative errors
at 15 MHz .

Figure 5: A wire mesh plate illuminated by a
monopole residing on planar sea surface.
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Figure 6: Elevation pattern and relative error for
the total scattered field at 30MHz.

It is observed that the relative error in the calculations using sinusoidal basis functions (SBF)
w.r.t. SNECTM is restricted by 0.6%. We attribute this to indispensable round off errors due to
different computational algorithms employed by SNECTM and MATLABTM. The relative error in
phase calculations is observed around 10−3%, which is practically zero.

In the second scenario depicted in Fig. 5 we have a wire mesh plate with side length 7 m and
diagonal length D ∼= 10 m, which is illuminated by a monopole with unit moment at a distance of
10 km.

In Fig. 6, we plot the elevation pattern (Oxz ) of the total scattered field at r =
√

x2 + z2 =
10 km versus θ = tan−1(x/z) and the relative error between SBF and PBF (Pulse Basis Function)
formulations at 30 MHz (D ∼= λ), which may increase up to 9%.
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4. CONCLUSION

Substituing PBF with SBF in MoM investigation provides the advantage of calculating Zd
mj , Zi

mj

analytically and the possibility to totally remove the relative error, which is otherwise observed to
rise up to 9% in PBF computations. On the other hand there is comparatively more analytical
preprocessing in SBF computations in the implementation of the junction conditions. The influence
of terrain features can be taken into account by substituting proper range independent Green
function available in literature into the MoM scheme (cf. [1] for a wide account). The research
is planned to pursue by extending the impedance matrix for dielectric coated mesh structures for
stealth applications, which is managed by reformulating the MoM matrix by describing a first
order impedance boundary condition on each wire segment. For an analytical demonstration of the
validity of the impedance condition on arbitrarily shaped surfaces one may refer to [5].
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Abstract— A novel co-simulation algorithm that combines the multi-physics simulation with
the circuit simulation for the electro-thermal analysis of circuits with semiconductor devices is
proposed. It utilizes a physical model based multi-physics simulation to analyze the semiconduc-
tor devices in a circuit, and incorporates the multi-physics simulation into an equivalent-model
based circuit simulation to simulate the circuit. As a sample, the proposed algorithm is employed
for analyzing the electronic and thermal characteristics of a limiter circuit consisting of commer-
cial PIN diodes with model number mot bal99lt1. The feasibility and accuracy of the proposed
algorithm are certified through comparison with measurements. Besides high-fidelity solutions,
the proposed algorithm provides physical mechanisms for better understanding of the behavior
of the PIN diode.

1. INTRODUCTION

It is well known that the commonly used method to analysis semiconductor devices and circuits
is the circuit simulation, where the complicated and nonlinear characteristics of the semiconductor
devices are normally represented by equivalent circuit models [1]. However, equivalent circuit
models are not always valid, and may lose their accuracy in some special cases such as high-power,
high frequency or ambient temperature variation applications. Moreover, most of those equivalent
circuit models are without a direct physical interpretation [1], and thus cannot be easily used to
predict the physical effects of the semiconductor devices and circuits.

Another method is the physically-based multi-physics simulation [2]. It does an analysis by build-
ing physical models for semiconductor devices, then coupling multiple physical equations (e.g., the
electromagnetic, semiconductor transport and thermodynamics equations) to form an equation sys-
tem and solve the equation system in a numerical approach. Based on physical models rather than
equivalent models, it is naturally able to accurately simulate semiconductor devices and circuits un-
der various conditions and is convenient for predicting the physical effects. However, due to solve a
set of strongly-coupled nonlinear differential equations, it is computationally expensive [3]. Hence,
until now it can only be used to simulate a semiconductor device or a simple circuit consisting of
a semiconductor device and a few other elements.

This paper presents a novel multi-physics and circuit co-simulation algorithm. It utilizes a multi-
physics simulation method to simulate semiconductor devices in circuits, and then incorporates the
multi-physics simulation into an equivalent-model based circuit simulation so that the simulation
can be extended to circuits. In this work, the proposed co-simulation algorithm is applied to
simulate a limiter circuit consisting of commercial PIN diodes with model number mot bal99lt1,
and a serial of experiments are conducted to validate the proposed algorithm.

2. THE PRINCIPLE OF THE CO-SIMULATION ALGORITHM

2.1. The Multi-physics Simulation for Semiconductor Devices

In principle, the electro-thermal behavior of semiconductors can be described by a multi-physics
equation system[4], which includes: the Poisson’s Equation (1), the continuity equations for elec-
trons (2) and holes (3), the current relations for electrons (4) and holes (5), the heat flow Equa-
tion (7), as well as the equations estimate the relation between the temperature and physical
parameters such as the permittivity (8), the intrinsic carrier concentration (9), and the effective
mobility of electrons and holes (10). In the equation system, the Poisson’s Equation (1) is the
simplifications of the Maxwell equations after adopting “lumped” assumption, and the continuity
and current Equations (2)–(5) are derive from the Boltzmann transport theory by employing the
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drift-diffusion approximation.

∇2ϕ = −q

ε
(p− n + Nt), (1)

∂n

∂t
=

1
q
∇ · ↔Jn −R, (2)

∂p

∂t
= −1

q
∇ · ↔Jp −R, (3)

↔
Jn = µnkb(T∇n + n∇T ) + qµnn∇ϕ, (4)
↔
Jp = −µpkb(T∇p + p∇T ) + qµpp∇ϕ, (5)

I = (
↔
Jc +

↔
Jd) ·

↔
A = (

↔
Jn +

↔
Jp + ε

∂
↔
E

∂t
) · ↔A (6)

ρc
∂T

∂t
= ∇ · [κ(T )∇T ] +

(
↔
Jn +

↔
Jp + ε

∂
↔
E

∂t

)
· ↔E, (7)

ni(T ) = Ns exp(−Eg/(2kbT )), (8)
ε(T ) = ε [1 + Bε (T − 300)] , (9)

µn,p
T = µn,p

0 × T/T0

(1 + (E/Ec)β)1/β
, (10)

where, ε is the permittivity, ϕ is the electrostatic potential, Nt is doping concentration, n, p are
electron and hole density, q is the elementary charge, t is time,

↔
Jn,

↔
Jp are the electron and hole

current density, R is the electro-hole recombination rates, Dn, Dp are the corresponding diffusion

coefficients, µn, µp are the electron and hole mobility, kb is the Boltzmann constant,
↔
Jc,

↔
Jd are the

conduction and displacement current density, I is the branch current,
↔
A is the cross-sectional area,

κ(T ) is temperature-dependent thermal conductivity, ρ is the specific mass density, c is the specific
heat capacity, T is the temperature, Bε is Blakemore constant, Ns is the number per unit volume
of effectively available states, Eg is the energy gap, µ0 is the value of mobility at 300 K, Ec is the
saturation velocity, and β is the coefficients.

For the set of Equations (1)–(6), as T is a known value, it can be simplified to the solution of
an increment equation [5]:

A∆y(k−1) + B∆y(k) + C∆y(k+1) = H(k), (11)

where y = [ ϕ n p ]T , ∆y = [ ∆ϕ ∆n ∆p ]T , A, B, and C are 3 × 3 matrixes, H is a
3 × 1 matrix. Similarly, as n, p, and ϕ are known values, after discretization described in [6], the
increment equation of the thermal Equation (7) can be described as:

a∆y(k−1) + b∆y(k) + c∆y(k+1)) = h, (12)

where y = [T ], ∆y = [∆T ], a, b, c, and h are the coefficient. Based on the boundary condition, the
increment Equations (11), (12) are able to be solved, respectively.

An iterative method as the follows can be used to solve the multi-physical equation system.

1) Initializing the parameters such as the terminal voltages Uj and the ambient temperature T0.
2) Solving the increment Equation (11) to get the electrical characteristics of the semiconductor.
3) Using the new n, p, and ϕ to solve the increment Equation (12) to get the thermal character-

istics of the semiconductor, and then obtaining the variation of the temperature ∆T0.
4) Updating the characteristic parameters of semiconductors by employing the above obtained

parameters n, p, ϕ, and T0, and in this way the electro-thermal effects on semiconductors are
considered simultaneously and correlated to each other in the simulation.

5) Repeating the steps 2–4 by using the updated temperature T0 + ∆T0 until the convergence
criterion, which may be defined as the temperature variation ∆T0 is less than a preset smaller
value, is satisfied.

6) The final results (n, p, ϕ and T0) are used to obtain the branch current Ij in the device
from (6).
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Figure 1: The PIN diode and its physical model. Figure 2: The doping profile of the PIN diode.

2.2. The Multi-physics and Circuit Co-simulation Algorithm
For an element in the circuit, its branch currents are related to the terminal voltages. Assuming a
device is located in the jth branch and between the (k−1)th and the kth node, it can be described
as

Ij = ψ(Uk, Uk−1). (13)

To simplify the simulation and reduce the computation burden, only the crucial and sensitive
semiconductors in the circuit are simulated by the above introduced multi-physics simulation. As
for other devices, the Equation (13) is derived from their equivalent circuit models.

Based on the method described in the author’s previous work [7], for a circuit, its simulation
can be simplified to the solution of the iterative equations
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k−1 and U∆
k are two trial solutions to approximately calculate the partial deriva-

tives of Ij∆ is a small constant selected based on experience (such as 1.0× 10−6) for a convergent
solution. And the iterative procedure is the same as that described in the author’s previous work [7].

In the iterative Equation (14), the terms ψ(Un
k−1, U

n
k ), ψ(Un∆

k−1, U
n
k ) and ψ(Un

k−1, U
n∆
k ) are ob-

tained by multi-physics simulation while the others are derived from the equivalent circuit simu-
lation, In this way, the multi-physics simulation and the circuit simulation are integrated into a
unified algorithm.

3. APPLICATIONS OF THE PROPOSED ALGORITHM

A commercial PIN diode with model number mot bal99lt1 and its physical model are depicted
in Figure 1. It is a common practice to extract physical parameters of an electronic device from
measured data by using a curve fitting approach [8]. The PIN diode’s physical parameters are
extracted from a measured DC volt-ampere characteristic curve and as follows: the life time τp =
5.0× 10−7 s, τn = 5.0× 10−7 s for p-type and n-type carriers, the thickness of p-layer Xa = 5.0µm,
I-layer Xb = 1.55µm, n-layer Xd = 0.5µm, the cross-sectional area A = 0.7 cm2, and the doping
profile is shown in Figure 2.

As shown in Figure 3, a limiter circuit consisting of two PIN diodes, an AC source with voltage
Us = 2.5V, two resistors (RS = 1 kΩ and RL = 1kΩ), and a capacitor CL = 22 pF, will be
simulated by the proposed co-simulation algorithm as a sample. The simulated results are to be
compared with that from measurement using a Tektronix TDS1012 oscillograph. Figure 4 compares
the measured and simulated voltage waveform of the limiter’s output voltage Uo at 20 MHz and at
the ambient temperature T = 27◦C. From the comparison one observes that the two sets of data
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Figure 3: A limiter circuit composed of two PIN
diodes.

Figure 4: The measured and simulated waveform of
Uo at 20 MHz.

(a) 10 kHz (b) 1 MHz

Figure 5: The measured and simulated PIN diode voltage waveforms at different ambient temperature.

(a) (b)

Figure 6: (a) The simulated intrinsic carrier concentration and (b) carrier density of the PIN diode at 1 MHz
and at different ambient temperatures, (b) that inside the center I-layer.

are in good agreement, and the output voltage Uo is about 0.65 V when the exciting voltage Us is
2.5V, which clearly illustrates the limiting effect of the limiter.

The temperature effect on the PIN diode limiter is simulated, and the results are compared with
that measured by a Tektronix TDS1012 oscillograph and a ZTE-202-00AB thermostatic system. As
depicted in Figure 5, the simulated and measured results are also in good agreement and the clipping
threshold level of the limiter slightly decreases with the increase of the ambient temperature.

The above temperature effect can be clearly and intuitively analyzed by the proposed co-
simulation algorithm. As illustrated in Figure 6(a), the simulation of the proposed algorithm
estimate that the PIN diode’s intrinsic carrier concentration, which is the number of electrons
in the conduction band and the number of holes in the valence band per unit volume, increase
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with the ambient temperature T . For a PIN diode in the forward voltage period, the increase of
the intrinsic carrier concentration leads to the rise in the carrier concentration, which is clearly
demonstrated in Figure 6(b). A higher carrier concentration means the PIN diode has a better
electrical conductivity and can be in turn-on state even under a smaller positive terminal voltage,
which results in the slightly decrease of the diode’s clipping threshold. For the limiter, two PIN
diodes connect in parallel, always there is one diode being in turn-on state, and thus the slightly
decrease of the diode’s clipping threshold makes the limiter’s clipping threshold to be decreased
with the increase of the ambient temperature. It is worth noting that this example demonstrates
the proposed multi-physics and circuit co-simulation algorithm is able to provide useful physical
pictures of semiconductor devices.

4. CONCLUSIONS

A novel multi-physics co-simulation algorithm is proposed in this paper. This algorithm adopts
the multi-physics simulation to analyze the semiconductor devices in a circuit, and incorporates
the multi-physics simulation into the circuit simulation to simulate the circuit. The proposed
method is employed to simulate a limiter containing commercial semiconductors with model number
mot bal99lt1, and the circuit simulation is validated by comparing its simulation results with the
measurement data. Its simulation results agree well with the measurement data. Moreover, the
proposed algorithm is capable of depicting useful physical pictures for the analysis of semiconductor
devices and circuits. These merits make the proposed algorithm to be a powerful and effective tool
for the semiconductor devices and circuits simulation.
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Abstract— The Beam propagation method (BPM) is one of the most power techniques to
investigate axially varying waveguides. The single mode optical Y -junction consisting of single
mode channel waveguide is a fundamental component for dividing/combining guided light. Beam
splitter/combiner sections are a basic element of many optical fiber communication systems often
providing a Y -junction by which signals from separate sources can be combined or the received
power divided between two channels. Beam propagation methods are used to obtain guided wave
characteristics include power loss due to different branching angle. The input field is applied to
the branching waveguide and combined after propagating through some distance. The output
field is compared with respect to input field for the case of various branching angles. It is expected
to high power loss due to wide branching angle. Beam propagation method has been used to
estimate the power loss.

1. INTRODUCTION

Optical waveguides are the key elements of photonic devices that perform guiding, coupling, switch-
ing, splitting, multiplexing and demultiplexing of optical signals. Passive waveguides, electro-optic
components, transmitters, receivers, and driving electronics can be integrated into one chip using
planar technology, similar to microelectronics. The explosive growth of optical communication
networks, Beam splitters are a basic element of many optical fiber communication systems. We
present here theoretical results on channel waveguide switch in the form of Y -junction. The device
is consists of a single-mode channel waveguide Y -junction [1–3]. Much theoretical work has been
done upon the junction problems. Here, we consider the Y-branch having inbuilt optical beam
splitters and combiner as shown in Figure 1. The optical beam splitters and combiner are formed
of planar optical waveguides of width w (µm). The junction half-angle is varies (θ2 > θ1). It is
divided mainly in two sections first section is splitter, which divides the input power in two parts.
Splitter section starts with tapered section. Second section is combiner, which combine the power.
Again combiner section ends with tapered section. Splitter and combiner section joined together
with a linear waveguide as shown in Figure 1.

In this paper, we describe the Beam Propagation method (BPM) applied to the study of wave
propagation in splitter/combiner. We begin by deriving a paraxial form of the Helmholtz equation,
known as the Fresnel equation. This equation, valid for paraxial propagation in slowly varying
optical structures, is the starting point to develop BPM algorithms [4].

2. BEAM PROPAGATION METHOD: FRESNEL EQUATION

One of the fundamental aspects in integrated optics is the analysis and simulation of electromagnetic
wave propagation in photonics devices based on waveguide geometries, including optical waveguides.

(a) (b)

Figure 1: (a), (b) Layout design of Y-branch inbuilt optical beam splitters and combiner.
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The problem to be solved is the following: given an arbitrary distribution of refractive index
n(x, y, z), and for a given wave field distribution at the input plane at z = 0, E(x, y, z = 0), the
spatial distribution of light E(x, y, z) at a generic point z must to be found. Figure 1 outlines
the problem to a beam splitter/combiner. In this case, the distribution of the refractive index is
known, which defines the optical circuit. When a light beam is injected at z = 0, the problem is
to determine the light intensity distribution at the exit, and in particular, what will be the output
light intensity in each of the two branches of the splitter. The problem of light propagation in
waveguides with arbitrary geometry is very complicated in general, and it is necessary to make
some approximations. In the first place, we will assume a harmonic dependence of the electric and
magnetic fields, in the form of monochromatic waves with an angular frequency ω, in such a way
that the temporal dependence will be of the form ejωt. The equation which describes such EM
waves is the vectorial Helmholtz equation [5];

∇2E+
(ω

c

)2
n2 (x, y, z)E = 0 (1)

where E = E(x, y, z) denotes each of the six cartesian components of the electric and magnetic
fields. The refractive index in the domain of interest is given by n(x, y, z), and will be determined
by the waveguide geometry having optical fiber, optical beam splitters and combiner, etc.. If the
wave propagation is primarily along the positive z-direction, and the refractive index changes slowly
along this direction, the field E(x, y, z) can be presented as complex field amplitude u(x, y, z) of slow
variation, multiplied by a fast oscillating wave moving in the +z direction (propagation direction):

E (x, y, z)= u (x, y, z) ejKz (2)

where K is a constant which represents the characteristics propagation wave vector, K =n0ω/c,
and n0 is chosen, for example, as the refractive index of the substrate (or the cover). Substituting
the optical field in Helmholtz equation, it follows that;
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where k0 = ω/c = 2π/λ denotes the wave vector in the vacuum, and the notation k(x, y, z) =
k0n(x, y, z) has been introduced to represent the spatial dependence of the wave vector. If we also
assume that the optical variation is slow in the propagation direction (“slowly varying envelope
approximation, SVEA”), we will have:
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In this case, we can ignore the first term on the left-hand side of Eq. (3) with respect to the second
one; this approximation is known as parabolic or Fresnel approximation and Eq. (3) leads to;

2jK
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)
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(
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)
u (5)

which is known as paraxial equation. It is the starting equation for the description of optical
propagation in homogeneous media, and in particular, in waveguide structures. An example is TE
propagation in 1D waveguides, where the Fresnel equation reduces to;

2jk0n0
∂Ey

∂z
=

∂2Ey

∂x2
+k2

0

[
n2 (x, z)−n2

0

]
Ey (6)

where Ey is the only non-vanishing components of the electric field associated to TE modes of
the 1D waveguide, and where the refractive index is represented by n(x, z). The solution to the
Helmholtz equation or the Fresnel equation applied to optical propagation in waveguides is known
as the Beam Propagation method (BPM). Two numerical schemes have been proposed in literature
to solve the Fresnel equation. In one of them, optical propagation is modeled as a plane wave
spectrum in the spatial frequency domain, and the effect of the medium inhomogeneity is interpreted
as a correction of the phase in the spatial domain at each propagation step. The use of the
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fast Fourier techniques connects the spatial and spectral domains, and this method is therefore
called Fast Fourier transform BPM (FFT-BPM). The propagation of EM waves in inhomogeneous
media can also be described directly in the spatial domain by a finite difference scheme (FD).
This technique allows the simulation of strong guiding structures, and also of structures that vary
in the propagation direction. The Beam propagation method which solves the paraxial form of
the scalar wave equation in an inhomogeneous medium using the finite difference method is called
FD-BPM [6–8].

3. RESULTS AND DISCUSSIONS

In this section, we use the Beam propagation method based on the above formulation in Section 2
to simulate the pulse propagation through Y-branch as shown in Fig. 1. Here core refractive index
(n1= 1.5), cladding refractive index (n2 = 1.48), width of the waveguide (w = 4µm), and operating
wavelength of light (λ = 1.55µm) are simulation parameters taken for two different angles of Y -
junction waveguide. We too calculate the power loss at splitter, combiner and overall power loss
in the transmission. Figures 2(a), 2(b), 2(c), and 2(d) show the 2D-plot of optical profile, optical
field power versus Y -axis at fix point X = 800µm, optical field power versus X-axis at fix point
Y = 0µm and 3-D plot of optical field propagation respectively for layout shown in Figures 1(a)
(for the case of θ1 = 2◦). Similarly Figures 2(e), 2(f), 2(g) and 2(h) repeat all the calculations
as shown in Figures 2(a)–2(d) for the layout shown in Figure 1(b) (for the case of θ2 = 4◦). It
is apparent from the Figure 2 that power loss is substantial at wide angle of Y-branch. Further
we have studied the effect of width on field profile as shown in Figure 3. It shows the 2 D-plot of
optical field profile and output field power versus Y -axis at fix point X = 800µm for the case of
w = 2.5µm and w = 5µm respectively. It reveals that as the width (w) of waveguide increases the
power loss increases substantially due to higher order mode conversion effect. Hence by decreasing
the width of waveguide, we can compensate the loss due to wide angle of Y-branch. Figure 4 shows
the plot of loss versus angle of Y -junction. As angle of Y -junction or splitter increases then loss at
the end of waveguide varies. At lower angle losses are minimum but at higher angle (say between
3◦ to 4◦), there is abrupt increase in loss.

Loss at Y-branch having inbuilt optical splitters is more than the Y-branch having inbuilt optical
combiner as shown in Figure 4. It is apparent that sign is opposite for splitter power loss versus
combiner power loss. It is also apparent that as the angle increases the splitter loss increase up
to maximum of ≈ +1.8 dB, then it saturates and shows no significant changes with increasing the

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 2: 2-D Plot of optical field propagation, output field profile at fix X = 800 µm, output field profile
at fix Y = 0 µm. and 3-D plot of optical field propagation for the case of (a)–(d) θ1 = 2◦ as shown in
Figure 1(a) and for the case of (e)–(h) θ2 = 4◦ as shown in Figure 1(b) respectively.
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(e) (f)

(a) (b)

(c) (d)

Figure 3: 2-D Plot of optical field profile and output field power at fix point X = 800 µm and Y = 0 µm for
the case of (a)–(b) w = 2.5 µm and (c)–(d) w = 5 µm respectively and plot of refractive index profile (e) at
θ1 = 2◦ and (f) at θ2 = 4◦.

(a) (b)

Figure 4: Plot of power loss (dB) versus (a) angle and (b) width of waveguide of Y -junction.

angle. The combiner loss is also increased with angle up to ≈ −1.8dB, and then it decreases. It
is concluded that total power loss increases slowly with angle, and then increases drastically with
some wide angle. We would also suggest compensating this loss by decreasing the width of the
waveguide. Figure 4 shows the variation of power loss with the width of the waveguide. It reveals
that power loss increases almost linearly with the width of waveguide. Hence by properly choosing
the width of waveguide, one can reduced the effect of wide angle of Y-branch splitter/combiner.

4. CONCLUSION

We have analyzed the Y-branch having inbuilt optical beam splitters and combiner with different
branching angle. The power loss found to be more for wide angle. This is due to mode conversion
occurred in taper section. Due to this effect light may split into many parts and it may no longer
remains guided. These results are found application where to deploy the optical network compo-
nents. We further observe that power of the guided mode is divided into branching waveguides
with relatively small losses when the refractive index difference between the core and the cladding is
large. We further show that as the width of waveguide or length of centre waveguide increases total
losses increases. Thus we can minimize the losses by reducing the width of waveguide, decreases
the length of centre linear waveguide and increasing refractive index difference between the core
and the cladding.
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Abstract— A highly efficient hybrid method combining the Kirchhoff approach (KA) and the
method of moment (MoM) is proposed for calculating the monostatic RCS of conducting objects
above a rough surface. In many engineering applications, the error of the radar cross section
(RCS) could be less than 3 dB. Accordingly, the hybrid KA-MoM is able to be further speed
up by sacrificing the numerical accuracy. The main difference between the proposed method
and the traditional KA-MoM algorithm is the size of the rough surface have been truncated
when calculate the interactions between the objects and the rough surface, for depending on the
scattering characteristics of the rough surface with various roughness. The adaptive truncation
method is used to define the truncated size of the rough surface. By executing the truncation
procedure, the memory and the computation time is reduced significantly. The accuracy and
efficiency of the proposed method are validated by numerical experiments.

1. INTRODUCTION

The scattering by objects above a rough surface is a typical problem in the study of electromagnetic
scattering characteristics of objects and their environments, which is important for target identifi-
cation and radar design. However, since the multi-interactions between objects and rough surfaces
are complicated, analysis of this problem is difficult. In 1990s, numerical methods began to be
employed for computing scatterings by arbitrarily shaped targets above a rough surface [1–4]. Due
to the restriction of the computer capacity, the most of these attempts are limited to 2D problems.
In the recent years, a variety of numerical methods have been proposed for the study of various
special models of this kind of 3D problems [5–10]. The calculation of the coupled field from rough
surface to object or from object to rough surface is very time consuming, since the size of the
rough surface is very large in terms of wavelength, especially at low grazing incident angles. How
to truncate the size of the rough surface is the key of solving this problem.

By considering the error of the radar cross section (RCS) could be less than 3 dB in many
engineering applications. The adaptive truncation method is used to define the truncated size of
the rough surface when only the monostatic scattering is concerned. Based on this, a highly efficient
hybrid KA-MoM is proposed in this paper. Different from the traditional hybrid KA-MoM [11], the
truncated rough surface interacted with objects is specially chosen at a very small area according to
the scattering contribution of the rough surface. Thus the interaction between the objects and the
rough surface can be efficiently calculated. The formulation of the method is presented in Section 2.
Section 3 performs numerical experiments for investigating accuracy and efficiency of the method.
The conclusions are given at last.

2. ROUGH SURFACE TRUNCATION

The roughness of a rough surface is usually described by the root mean square (rms) slope of this
rough surface s. For the isotropic Gaussian correlation function (lx = ly = lc), s is defined as:

s =
√

2σ/lc (1)

where lc is the correlation length of the rough surface, σ is the rms height. In many cases, the
rough surface has the following properties as

lc > λ, s < 0.25 (2)

For this kind of rough surfaces, the KA is applicable. Numerical experiments show that the
scattering by surfaces with the roughness s < 0.1 are much stronger at the mirror direction than
other directions. However, as the value of the roughness is rising, the characteristic of the scatterings
are becoming more complex. For example, the bistatic RCS by the rough surface with the same
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Figure 1: Bistatic RCS of surface-only illuminated
by a taper wave.
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Figure 2: The chosen truncated rough surface.

correlation length as lc = 2λ and different roughness of s = 0.1 and s = 0.2 are presented in Fig. 1.
A taper wave is incident at θi = 45◦. The illuminated size of the surface is 20× 20λ2.

It can be seen that for the rough surface with s = 0.1, the main lobe of the scattered field
locates at the mirror of the incidence with narrow beamwidth and high side lobe level. Therefore,
the coupled fields from the rough surface to object are mainly contributed by the small size of
the projection region of the object according to the mirror direction. The contribution from the
areas with θs > 0◦ could be ignored. On the other hand, for the rough surface with s = 0.2, the
beamwidth is larger, and the side lobe level is smaller; the coupled fields from the rough surface to
object are contributed by a large projection region. In this case, the contribution from the areas
with 0◦ < θs ≤ 30◦ couldn’t be ignored totally until θs > 30◦.

In Refs. [12, 13], we have been proposed the truncation method for the smoothly rough surface
with s ≤ 0.1 rough ness. For these methods, the truncation area is defined by an equation which
is relative to the scattered angles and the incident angles. Although in most cases, the truncated
methods are valid, we still found the phases are inaccuracy, and with the roughness increase, these
approaches do not work anymore. In this paper, the adaptively truncation method is utilized to
define the proper contribution area.

Figure 2 shows the rough surface truncation method. At the beginning of the RCS calculation,
the position of x

(1)
1 , x

(1)
2 are selected by

{
x

(1)
1 = −(htgθm + r/ cos θm)

x
(1)
2 = htgθm + r/ cos θm

(3)

where r presents the largest dimension of the object; θm is the maximum scattering angles, h is
the distance from the center of the object to the rough surface. By performing the Equation (4),
the length of [x1, x2] is reduced to [x(1)

1 , x
(1)
2 ]. If the error of the RCS calculated by the scattering

from [x(1)
1 , x

(1)
2 ] is less than 1 dB, the division procedure would be continued. The length of the

rough surface will be divided into smaller and smaller size by considering the 80% scattering energy
contributions until the total error of the RCS is larger than 3 dB. If the times of the division is 3,
the integral region of the rough surface are determined by L1 = [x(3)

1 , x
(3)
2 ].

It is known that the length in conventional hybrid KA-MoM is as large as [15]

L0 = 16(htgθi + r/ cos θi) (4)

By comparing L1 with L0, L1 is much smaller especially at low grazing incident angles.

3. NUMERICAL RESULT

To test the validity of this method, the computation of the scattering by a cube (a = 1.5λ, h = 3.5λ)
above a rough surface is illustrated. The vertical polarized taper wave is incident from θi ∈ [0◦, 70◦],
φi = 0◦. The original size of the rough surface is L0 × Ly (L0 = 450λ, Ly = 15λ) with lc = 2λ,
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Figure 3: Monostatic RCS of a cube on a rough surfac

s = 0.15. By performing the proposed method, the size of the rough surface is reduced to be
Lx × Ly. It can be seen from Fig. 3 that the results from our proposed hybrid KA-MoM has a
quite good agreement with those from the traditional hybrid KA-MoM. The root mean square
error is 0.08 dB. For θi = 70◦ incidence, the truncated size of the rough surface is reduced to be
14.25× 15λ2, which is smaller 30 times than the original size of the rough surface.

4. CONCLUSIONS

In this paper, an adaptive truncation approach is proposed to determine the size of the rough surface
by considering the engineering applications. Based on the truncation, a highly efficient hybrid KA-
MoM is proposed by sacrificing the numerical accuracies as the error of the monostatic RCS is
limited to 3 dB. By performing the proposed method, the size of the rough surface is significantly
reduced. The numerical results show the accuracy and the efficiency of the proposed method.
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Abstract— An adaptive compressed sampling method is proposed to reduce the time require-
ment for computation of monostatic scattering. The angular samples which would be most
informative can be selected optimally by use of the cubic spline interpolation method. Different
with our previous work, adaptive sampling is applied to choose the key excitation vectors instead
of electric current vectors. Reduction number of multiple excitation vectors can lead to less com-
putation time significantly. Moreover, with low-rank property, the excitation vectors at these
sampling angles could be further compressed by singular value decomposition (SVD), resulting
in a more efficient adaptive sampling method. The SVD can be replaced by adaptive cross al-
gorithm (ACA) to further reduce the computational complexity. Numerical results demonstrate
that this method is efficient for monostatic RCS calculation with high accuracy.

1. INTRODUCTION

Amongst integral formulations, the combined field integral equation (CFIE) is widely used for
electromagnetic wave scattering problems as it can handle the most general geometries. The matrix
associated with the resulting linear systems is large, dense, complex and non-Hermitian [1]. This
difficulty can be circumvented by use of iterative methods, and the required matrix-vector product
operation can be efficiently evaluated by multilevel fast multipole algorithm (MLFMA) [2, 3]. The
use of MLFMA reduces the memory requirement to O(N logN) and the computational complexity
of per-iteration to O(N logN).

It is still time-consuming for calculation of monostatic RCS since it requires repeated solution of
integral equation at each incident angle. As well known, many interpolation methods are proposed
to circumvent this difficult. The model-based parameter estimation (MBPE) technique is presented
by Miller and Burke to accurately compute wide band response with a few direct calculations [4, 5].
In the asymptotic waveform evaluation (AWE) technique [6–8], the induced current is expanded in
the Taylor series around an angle, and the Padé approximation is used to improve the accuracy.
Cubic spline method [9, 10] utilizes the information of C1-continuous to evaluate the first derivative
of the induced current vector instead of solving the large linear equations.

It is noteworthy that selection of sampling points is crucial for interpolation and extrapolation
methods. Obviously, non-uniform sampling method shows more flexible and efficient than uniform
sampling method. As a result, optimally select those angles that would be most informative will
reduce the number of repeated solutions when one must consider for monostatic scattering compu-
tations. In [11], an adaptive multi-point AWE method is proposed for a FEM fast frequency sweep.
In [9, 10], the cubic-spline based adaptive sampling method is proposed to optimally select the most
informative angles in monostatic RCS curve, resulting in an efficient computation of monostatic
scattering. In [12], it is reported that multiple excitation vectors or right hand side vectors can
be compressed by use of the low rank property. In this paper, the combination of the cubic-spline
adaptive sampling and low rank compression is applied to efficient computation of monostatic RCS.

2. ADAPTIVE SAMPLING STRATEGY WITH COMRESSION

The CFIE formulation of electromagnetic wave scattering problems using planar Rao-Wilton-
Glisson (RWG) basis functions for surface modeling is presented in [1, 13, 14]. The resulting linear
systems from CFIE formulation after Galerkin’s testing are briefly outlined as follows:

Ax = b (1)

To solve the above matrix equation by an iterative method, it is time consuming for the computation
of monostatic RCS since it requires repeated solution of CFIE at each incident direction. As a result,
new methods are required to circumvent this difficulty.
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The adaptive strategy with the idea of coarse-to-fine is proposed to generate a set of non-uniform
sampling nodes. There are two basic problems that need to be emphasized in this approach. One
is how to select the optimal samples and the other is when to stop the process. Take an arbitrary
function or curve for example, as shown in Fig. 1. In order to approximation the black curve f(x)
with area [a, b], a straightforward idea is to use the line model. The slope of the line is computed
by the value of f(a) and f(b). If the black line is C1-continous, a more accurate method is to use a
cubic spline to approximate it [9]. It is named as cubic spline model in this paper. The parameters
of cubic spline can be computed by f(a), f(b), f ′(a) and f ′(b). The first derivatives are evaluated
by spline. From the first chart in Fig. 1, it is obvious that cubic spline model is far different with
line model. Accordingly, both of the two models are inaccurate and new samples are needed. In the
area [a, b], a new sample is defined at the location with largest difference between the two models.
Assume c is a new sample, then a new adaptive process will perform in [a, c] and [c, b] which is the
same as the process in [a, b]. From the second chart of Fig. 1, there is almost no difference between
cubic spline model and line model. As a result, no sample is needed to refine the result and the
adaptive sampling could be stopped.

In this paper, a new adaptive method is proposed to fast analysis of monostatic scattering.
Instead of induced current vectors, the new method is used to select the optimal right hand side
vectors. Especially in the implementation of monostatic scattering, the curve of right hand side
vectors is very smooth since the excitation is only the function of angle. From (1), the current
vectors x can be rewritten as

x(θ) = A−1b(θ) (2)

In order to control the accuracy of the far-field scattering, the Convergence Error (CE) is used for
judging whether or not more samples are required. The CE is defined as the relative error between
the cubic spline model and the excitation vectors. Since the excitation vectors are computed
analytically, it is feasible to ensure the accuracy under the control of the relative error. Generally,
when the relatively error is smaller than 0.01, the selected samples could lead to a precise result.

3. NUMERICAL RESULTS

In this section, the result of VFY218 model is presented to demonstrate the accuracy and efficiency
of the proposed method for fast calculation of monostatic RCS over wide angular band. The
VFY-218 is a well-known model in the field of electromagnetic scattering. The flexible general
minimal residual (FGMRES) [18–20] algorithm is applied to solve linear systems. All experiments
are conducted on an Intel Core(TM) II Duo with 3.45 GB local memory and run at 2.4 GHz in
single precision. The iteration process is terminated when the 2-norm residual error is reduced by
10–3, and the limit of the maximum number of iterations is set as 1000.

In our numerical experiments, the geometry is illuminated by plane wave with the incident pitch
angles range from 0 to 180 deg. The frequency is 500MHz and the azimuth angle is 0 deg. The
value of CE is set to be 0.01 in this paper to keep the RCS curve accurate enough. In Fig. 2, the
monostatic RCS of VFY-218 is computed by adaptive sampling method. The word “Reference”
means results computed by MLFMA without interpolation while “proposed method” means results

A new sample is 

needed 

No sample is 

needed 

a b

a bc

Figure 1: Sketch of adaptive sampling strategy.
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Figure 2: The monostatic RCS results by adaptive sampling method with compression.

computed by proposed method. The CE is set to be 0.01. It is concluded that the proposed method
can approximate the RCS curve accurately. For reference results, the total computation time is
106618 s and the number of linear equation solutions is 361 since the space for angle sweep is
0.5 degree. Large time is cost for repeated solution of linear systems. In order to demonstrate the
efficiency, the traditional AWE method and adaptive cubic-spline method is applied for comparison.
When using the AWE method, uniform samples are used and the order of derivatives is 10. The
interval of samples is set to be 12 degree. Accordingly, the number of iterative solutions is 160.
When using the adaptive cubic spline method discussed in [9, 10], the sampling vectors is 155.
When ACA compression is used, the multiple vectors for these three geometries can be compressed
to 73. Consequently, the CPU time is reduced to 28732 s. As a result, our proposed method can
be considered as an accurate and efficient method.

4. CONCLUSIONS

In this paper, a novel adaptive sampling framework is proposed for efficient analysis of monostatic
scattering. Different from interpolating the electric current, the cubic spline interpolation method
is used to approximate the multiple right hand sides on a set of non-uniform sampling angles and
the adaptive sampling strategy is employed to generate new sampling points automatically. The
most informative angles could be selected by this adaptive procedure. Moreover, applying ACA
to compute the eigenvectors of the selected vectors leads to reduction times of iterative solutions
of linear systems. Numerical experiments demonstrate that the proposed method is more efficient
when compared with the traditional AWE method and adaptive cubic spline method for computing
monostatic RCS.
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Abstract— A wideband switched beam beamforming network based on an 8×8 Butler matrix
is designed. This structure is implemented in a multilayer microstrip slot technology that employs
two dielectric layers with common ground plane and coupling slots. Elliptically shaped microstrip
hybrids and phase shifters are adopted to realize the required wide bandwidth. The final design
of the Butler matrix provides a compact and without any crossovers beamforming network.
The Butler matrix outputs feed a tapered slot Vivaldi antenna array that provides operating
bandwidth covering the whole desired frequency range of 3.1 to 10.6 GHz.

1. INTRODUCTION

The trend in contemporary wireless communications systems is to develop Ultra Wide Band (UWB)
RF components as high speed wireless connectivity has become a daily demand. UWB radio sys-
tems are very promising since transmission data rates greater than those on the other WLAN
systems can be developed with lower power dissipation. Beamforming networks providing con-
trollable radiation patterns are a solution for wireless applications where high resolution, reduced
interference, propagation around obstacles and low cost are design parameters. The most impor-
tant beamforming networks of common use for multiple beams with linear array are based on the
Butler matrix, due to its ability to form a group of orthogonal beams, its reciprocal nature and
its design simplicity. The classical realization of Butler matrix, [3] consists of microwave hybrids,
crossovers and phase shifters. However, the typical microstrip hybrids and crossovers have a lim-
ited bandwidth of maximum 30% to 40% and occupy large space in printed boards. In addition
crossovers may also add undesired effects, such as increased insertion loss, mismatched junctions,
additional line cross couplings and poor power handling.

In the current study the goal is to successful design wideband Butler matrix (aiming at UWB:
Ultra-Wideband) implemented on multilayer microstrip slot technology feeding a wideband vivaldi
antenna array. For this purpose elliptically shaped wideband microwave hybrids [8], and phase
shifters [9], have been designed in order to implement a Butler matrix in microstrip slot technology
with wideband characteristics and provide a compact design that overcomes the problem of the
crossovers that appear in conventional designs.

2. RELATED AND PREVIOUS WORK

Our laboratory has extensive experience in the design of Butler matrices. There have been several
designs serving different systems but all with a common characteristic: limited bandwidth. Two
different Direction of Arrival (DOA) units were developed in our previous effort directed toward the
development of smart antennas at the RF-level which support SDMA techniques, e.g., [1, 2]. These
systems share the same principles and were based on two different topologies. The first proposed
system was based on 4 inputs-4 outputs Butler matrix [1]. The received signal was sampled at
the inputs of the Butler matrix by an array comprised of 4 antennas. Depending on the angle of
arrival the Butler matrix produces different signals at its outputs. These signals were translated
into DC-voltages using crystal detectors. In turn these DC signals are compared with differential
amplifiers in order to extract a DC-voltage difference that defines the angle of arrival. The second
proposed system was based on the polar phase discriminator approach. The received signal was
sampled by two antennas and was processed by four 90◦ hybrids and four crystal detectors [2].
The space coverage provided by the two DOA developed systems was 120◦ in azimuth and 60◦ in
the elevation angle. Also based on the same principles two different DOA systems incorporating
an 8 × 8 Butler matrix were developed in order to accomplish full space coverage of 360◦ in the
azimuth plane [4, 5]. Another topology of the Butler matrix has been developed by Kaifas et al.
using elliptically shaped hybrids aiming for UMTS applications [6].

This study proposes an extension of the above developed Butler matrices in order to achieve
wideband characteristics accompanied with an 8 element tapered slot vivaldi antenna array.
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3. THE 8 × 8 BUTLER MATRIX DESIGN

The first stage of this study is to develop an 8×8 UWB Butler matrix. For this purpose microstrip
slot technology has been chosen in order to implement the Butler matrix. This technology consists
of two microstrip substrates supported by a common ground plane in the middle where appropriate
shaped slots are made to accomplish signal coupling between the two sides. Exploiting the multi-
layer microstrip slot technology a reconfigured Butler matrix block diagram is proposed in Fig. 1,
where all crossovers are avoided resulting to a more compact design while keeping its symmetry.
Suitable 3 dB UWB directional coupler and phased shifters of elliptical shape have already been
introduced in [8, 9] respectively. The elliptically shaped microstrip slot directional coupler and
phase shifter layouts that were used to implement the Butler matrix of Fig. 1 are given in Fig. 2.
In Fig. 2(b) the cross section of the coupler that consists of three conductor layers is shown, with
the middle layer being the common ground plane, interleaved by two dielectric layers. With the
aid of the analytical expressions given in [8], the initial dimensions of the elliptical patch and slot
where calculated. The microstrip slot coupler was then designed using CST Microwave Studio [7],
and the final dimensions are Dm = 4.8mm, Dl = 7.2mm and Ds = 7.4mm. The coupling achieved
is 3 ± 1.7 dB at the range of 3.1–4.6 GHz and 3 ± 0.6 dB elsewhere, the return loss at all ports is
lower than −20 dB and the phase difference between the ports 2 and 3 is 90◦ ± 1.7◦. The design of
the phase shifters is similar to the microstrip slot coupler. The phase shifting function is obtained
by open circuiting ports 2 and 3 of the microstrip slot coupler, (Fig. 2(c)). Following the design
procedure that is stated in [9] the initial values of the three phase shifters were obtained. In turn
the phase shifters were designed and optimized using CST Software. The final dimensions for the
67.5◦ are Dm = 7mm, Dl = 7mm, Ds = 10.1mm, for the 22.5◦ phase shifter are Dm = 6.1 mm,
Dl = 7.3mm, Ds = 8.3mm and for the 45◦ phase shifter are Dm = 4.8mm, Dl = 7.1mm and
Ds = 7.3 mm. The phase shift is referenced to a microstrip transmission line of the same length
as the phase shifter. Rogers RO4003 with εr = 3.38 and h = 0.508mm, readily available at our
laboratory, is considered as upper or lower substrate.

As a final step of the design procedure all elements were combined together in order to form
the layout of the Butler matrix that is presented in Fig. 3. The dark color is the top layer and
the light color the bottom layer. The dimensions of the final design are 110 mm× 70mm which is
considerably smaller than ordinary designs including these of our previous work.

The phase shift obtained for the output ports for each possible beam (when different input ports
is activated) are −157.5◦ ± 9◦, −112.5◦ ± 8◦, −67.5◦ ± 8◦, −22.5◦ ± 8◦, 157.5◦ ± 9◦, 112.5◦ ± 8◦,
67.5◦± 8◦, 22.5◦± 8◦. The magnitudes of the transmission S-parameters were −10± 2.5 dB across
the bandwidth which deviates from the ideal of −9 dB. This deviation is due to the fact that the
phase shifters introduce some loses when compared to the simple transmission line phase shifters

Figure 1: The 8× 8 Butler matrix architecture with the multilayer microstrip slot technology configuration.

(a) (b) (c)

Figure 2: (a) The microstrip slot coupler, (b) cross section and (c) the phase shifter layout.
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Figure 3: The final layout of the 8× 8 Butler matrix.

(a) (b)

Figure 4: (a) Simulated insertion loss and (b) return loss of the output ports of the Butler matrix.

(a) (b)

Figure 5: (a) Vivaldi tapered slot antenna array and (b) the microstrip-fed.

Figure 6: Reflection coefficient at input of the 4th tapered vivaldi slot antenna.

and the maximum deviation is observed at the lower frequencies. The magnitude deviation does
not affect considerably the switch beam capacity of the beam forming network.
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4. THE VIVALDI ANTENNA ARRAY DESIGN

In order to complete the RF front end a suitable wideband antenna array is in need that will
meet the desired characteristics. One of the best candidates that will provide both wideband and
directional characteristics is the Vivaldi tapered slot antenna [10]. In the design process of these
antenna arrays it is highly important to take into consideration the mutual coupling and utilize
it in order to optimize the overall performance of the array. Gaps between the elements of the
Vivaldi array causes undesirable resonances that disrupt the wideband performance of the array
thus all antenna elements is preferred to be contiguous as shown in Fig. 5(a). The tapered profile
is defined by the exponential function y = 0.25e0.05x − 0.5. The input power is first transferred
from the microstrip line to the slotline by a wideband transition [11], as shown in Fig. 5(b). The
slotline of the Vivaldi has a characteristic impedance of 100 Ω thus a linear tapered impedance
transformer was used in order to achieve an input impedance of 50 Ω at the microstrip input of the
antenna. The tapered slot and its ground plane are etched on the bottom layer (Rogers RO4003)
while the feeding microstrip line (width w50Ω = 1.18mm and w100Ω = 0.29mm) and the wideband
matching radial stub (radius of Rstub = 5mm and θ = 60◦) are printed on the upper substrate.
The slot line starts from the circular slot with radius Rslot = 3.5 mm. The tapered slot serves
as a wideband impedance transformer and guides the wave to propagate along the slot. Fig. 6
presents the simulated results of the reflection coefficient of the 4th antenna element. The antenna
has a good impedance matching (below −12 dB) over the bandwidth of 3.1–10.6 GHz. The total
dimensions of the antenna array are 160 mm× 65mm.

5. CONCLUSIONS

An Ultra wideband RF front end consisted from an 8× 8 Butler matrix and an 8 element vivaldi
antenna array was designed. The Butler matrix has been designed using multilayer microstrip slot
technology that provided a compact design without using any crossings overcoming the one of the
classic problems of the Butler matrix. In order to complete the system an 8 element vivaldi antenna
array was designed using tapered slot technology.
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Abstract—There has been much progress in recent years in the simulation of Casimir forces
between various objects. Current methods have allowed traditional computational electromag-
netic solvers to be used to find the Casimir forces in arbitrary threedimensional objects. The
underlying theory to these approaches requires knowledge and manipulation of advanced quan-
tum field theory or quantum statistical physics. We present a means of deriving the Casimir force
using the method of moments via the argument principle that presents a simplified derivation
and greater freedom in the representation of the moment matrix.

1. INTRODUCTION

The ability to model the bulk effect of molecular forces has become increasingly desired with the
development of microand nanoelectromechanical systems (MEMS and NEMS). Improved modeling
of the static and dynamic behaviors of such MEMS devices involves the accurate evaluation of the
molecular and electrodynamic forces. To this end, a simple and robust method of calculating the
Casimir force has been developed based around a recent method developed by Reid, Rodriguez,
White and Johnson (RRWJ) [1–3]. This method allows for the use of traditional computational
electromagnetic (CEM) solvers such as the method of moments (MoM) to find the Casimir force
for arbitrary three-dimensional objects of arbitrary medium. However, this method has only been
derived for the traditional MoM matrix problem which suffers from such limitations as low frequency
breakdown and mesh density breakdown.

To alleviate these limitations and to further broaden the flexibility of the algorithm, we propose
a new method of deriving the Casimir force using the argument principle. With the advantages of
the new derivation we can provide a means of calculating the Casimir force that is free of the low
frequency breakdown and offers greater freedom in the choice of the CEM formulation to address
other shortcomings of traditional solvers.

2. PROPOSED METHOD

Focusing upon the perfect electrically conducting (PEC) problem, the RRWJ method derives an
expression for the Casimir energy as [2, 4],

E =
~c
2π

∫ ∞

0
dκ ln

det M̄(κ)
det M̄∞(κ)

(1)

where we now use an imaginary frequency dyadic Green’s function by applying what is called the
Wick rotation,

Ḡκ(r, r′) =
[
Ī +

∇∇′
κ2

]
e−κ|r−r′|

4π|r− r′| (2)

and the elements of the matrix M̄,

[M̄]ij =
∫∫

fi(r) · Ḡκ(r, r′) · fj(r′)dr′dr (3)

are of the same as the matrix elements of the MoM impedance matrix with f(r) being the chosen
basis functions. The method used to derive Equation (1) follows a framework that assumed a
specific action for the path integral and properties of the matrix M̄. Attempts to modify the
resulting impedance matrix used in Equation (1) requires one to start over with a new path integral
formulation. Deriviations using EFIE [2], PMCHWT [3, 5], and scattering matrices [6] all required
starting over with a new path integral formulation and working it out to the end. Instead of
attempting to rederive a new path integral formula for different solvers where a method like the
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low frequency Augmented-Electric Field Integral Equation (AEFIE) [7] cannot be used as a direct
replacement for M̄ in the RRWJ derivation, a simpler approach can be taken by making use of the
argument principle.

It starts by noting that the Casimir force results from the relative perturbation of the quantum
vacuum fields by the objects in question. The objects force the fluctuating vacuum fields to conform
to the appropriate boundary conditions and in doing so change the energy density of the vacuum.
The perturbation in the energy density due to the relative position of scatterers gives rise to the
Casimir force. The calculation of the Casimir force on an object can be done by first calculating
the Casimir energy (the normalized energy of the fluctuating fields) and taking the gradient of
the energy with respect to the displacement of the object in question. If one can determine the
eigenfrequencies of the field configurations that can satisfy the geometry’s boundary conditions
then the unnormalized energy of the fluctuating fields can be found via [8, 9]

E =
∑
ω

1
2
~ω (4)

Normally the above pertains only to cases where the vacuum is located within a finite space, like a
PEC cavity since the modes of an open problem are generally continuous. This can be addressed
by first finding the energy when the scatterers are confined within a finite PEC cavity, in which
case the modes are discretized, and then generalizing the result by finding the energy in the limit of
the cavity growing to infinite size. Previous derivations of the Casimir force have made use of the
argument principle to find the eigenmodes of the vacuum fields to define the energy density [9–12].
Assuming that there is some dispersion equation that describes the eigenmodes of the problem, the
Casimir energy can be calculated by the argument principle. This is done by first noting that the
argument principle states that

1
2πi

∮
φ(ω)

d

dω
lnf(ω)dω =

∑

i

φ(ω0, i)−
∑

j

φ(ω∞, j) (5)

where ω0, i are the zeros and ω∞, j are the poles of the function f(ω) inside the contour of in-
tegration. Noting that the Casimir energy of a geometry is given by Equation (4), we can relate
the Casimir energy with the contour integral from above by allowing the function f(ω) to evaluate
to zero at the eigenfrequencies and ω0, i to be the energy of the eigenmodes as defined by Equa-
tion (4). This is done by choosing a contour that runs along the imaginary frequency axis and
encloses the right hand side of the complex frequency plane. The path integration that deviates
from the imaginary axis evaluates to zero via Jordan’s Lemma. Thus, using integration by parts
and describing the integration along the imaginary axis via ω = icκ, we find

E =
~c
2π

∫ ∞

0
dκ ln

f(icκ)
fnorm(icκ)

(6)

where the zeros of f(ω) correspond to the eigenmodes of the structure and fnorm(ω) is a normaliza-
tion of f(ω) that is taken as the geometry when the objects are infinitely separated. The theoretical
problem is then to find some function f(ω) that evaluates to zero at the natural frequencies of our
Casimir geometry. This has previously been done using a closed form equation for the dispersion
relations of the system however it can also be generalized to matrix approximations of the system.

The traditional EFIE for PEC objects is derived using the fact that the fields arising from
currents induced on the surface of a PEC must cancel any excitation fields that are present. The
resulting matrix equation is

Z̄ · J = V (7)

where Z̄ is the matrix representation of the non-Wick rotated Green’s operator, J is the vector
representation of the current J(r), and V is the vector representation of the exciting fields. As
previously stated, the eigenmodes of the quantum vacuum are those where the fluctuating fields can
conform themselves to the boundary conditions of the geometry. In other words, the eigenmodes
exist where we can have currents on the surface of the objects without the need of any excitation
fields. These natural modes automatically satisfy the geometry’s boundary conditions, and in the
case of the EFIE matrix equation, they also satisfy the relation,

Z̄ · J = 0 (8)
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Figure 1: Comparison of the integrand for the Casimir Energy integral for the EFIE and A-EFIE formulations
using single precision.

We can then conclude that f = detZ̄ = 0 for the natural frequencies. Using this new function for
our argument principle’s Casimir energy, applying the Wick rotation, and normalizing the energy
with the energy of the problem when the objects are infinitely separated, we rederive Equation (1).

Two objections can be noted by the fact that the EFIE MoM problem assumes an open space.
First, the modes of the open problem are continuous, and, second, due to the Sommerfeld radiation
condition in the Green’s operator the resulting modes are complex. The former point can be
addressed by again assuming that the problem starts out confined to a finite PEC cavity which
will approach the open problem by expanding the volume of the cavity to infinity. The effects of
the cavity reflections can be incorporated into the Green’s function and the overall matrix problem
remains unchanged. In addition, an infinitesimal loss needs to be introduced into the cavity Green’s
function to allow for the Sommerfeld radiation condition to come out in the limit of the cavity to
infinity. This changes the cavity Green’s function into the retarded Green’s function. The enclosed
problem has discrete modes that can be summed up using the argument principle as described
above. The resulting energy will become the Casimir energy in taking the limit of the volume of
the PEC cavity to infinity, in which case the infinitesimally lossy cavity Green’s function becomes
the normal free-space Green’s function.

However, the Green’s function’s infinitesimal loss factor turns the eigenfrequencies into complex
numbers. One would expect the summation of the complex eigenmodes to result in a complex
number but the result can be shown to still be real by the fact that the system is treated at
imaginary frequencies. Under purely imaginary frequencies, the Kramers-Kronig relation states
that the permittivity and permeability become real [13], resulting in a purely real dyadic Green’s
function and an associated purely real integrand. The physicality of using these complex eigenmodes
to calculate the energy has been addressed in recent work which showed that the energy of the
electromagnetic fields can still be expressed as the summation over the vacuum energies of the
modes using imaginary frequencies despite the fact that the system was lossy [14, 15].

To demonstrate the flexibility of this approach, a low frequency method like the A-EFIE that
would not be compatible with previous derivations is used to calculate the Casimir energy and
force. It can be shown that the A-EFIE impedance matrix, which will be called Z̄A, will have the
same function f(ω) = detZ̄A = 0 at the eigenfrequencies of the geometry per the above arguments.
The A-EFIE impedance matrix can be then used as a direct replacement for the EFIE impedance
matrix. Thus, the Casimir energy becomes,

E =
~c
2π

∫ ∞

0
dκ ln

det Z̄A(κ)
det Z̄A,∞(κ)

(9)

Using the sum of the eigenvalues as a means to find the determinants, the integrand of the
Casimir energy can be calculated. It was seen that using A-EFIE results in a more accurate low
frequency energy spectrum than using EFIE. While in general, double precision can give satisfactory
results, Figure 1 shows that the A-EFIE and EFIE results for the Casimir energy start to depart
from each other as the frequency drops when using single precision for the case of two PEC spheres.
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The deviation in the calculated integration is a result of the location of the Gaussian points but
the error in the EFIE result can be greater than 100% while the A-EFIE remains in agreement to
almost single precision when compared with the double precision results. Similar results can be
found for the Casimir force integrand and for the comparison between the total calculated Casimir
force.

3. CONCLUSION

This paper presents an alternative derivation for the Casimir energy and force that has been derived
using the RRWJ method. This new derivation presents a simple procedure that can be used to
easily adapt different CEM methods to overcome the difficulties when using traditional solvers like
EFIE. As we have shown, the importance of the low frequency content of the integrand can give rise
to erroneous results when relaxing the computational precision due to low frequency breakdown
and this can be addressed through the use of the low frequency A-EFIE. Future work will focus
around providing extended functionality to dielectric objects and even allowing for new physical
representations using the Equivalence Principle Algorithm (EPA) [16]. In the EPA, the problem is
described using scattering and translation operators and their matrix representations. This results
in a new formulation that is based around different physical representations of the problem. The
result is one that is conceptually similar as previous work [6], but once again avoids the complicated
and strict derivation.
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1Agency Láın Entralgo for Education and Health Research, Regional Ministry of Health, Madrid, Spain
2Health Institute Carlos III, Telemedicine and e-Health Research Unit, Madrid, Spain

Abstract— Pervasive healthcare has been widely approved to be the next generation form of
healthcare, in which distributed, patient-centric and self-managed care is emphasized compared
to the traditional hospitalized, staff-centric and professional managed care. Poor compliance for
medication has become a well-known problem all around the world. It is defined as the patients
lack of compliance to follow the prescription (dosage, schedule, etc.) from physicians. Non-
compliance for regimens causes worsening of disease, death and increase of healthcare costs. One
of the technological options are low-cost information gathering and dissemination devices, such as
sensors and RFID tags that facilitate fast-paced interactions among the objects themselves as well
as the objects and persons in any place and at any time. For some years now the RFID technology
has been considered a very promising option to solve that healthcare problem. Consequently, this
work aims to expose the technological advances produced from 2001 to 2011 and which factors
might explain both the RFID penetration rate in healthcare and RFID successes on preventing
medical errors.

1. INTRODUCTION

The integration of RFID with other pervasive computing technologies such as communications
protocols and wireless sensor networks is leading to further innovative applications in the tele-
medicine area [1], particularly for ubiquitous persistent monitoring of elderly or disabled people, as
well as for patient follow-up during rehabilitation phase that have to self-manage their medication.
Poor compliance for medication has become a well-known problem all around the world [2]. It
is defined as the patients lack of compliance to follow the prescription (dosage, schedule, etc.)
from physicians. Non-compliance for regimens causes worsening of disease, death and increase of
healthcare costs.

Medication errors have been the focus of several studies since 2000 when the USA Medicine
Institute reported on their quantity and severe side effects [3, 4]. For some years now the RFID
technology has been considered a very promising option to solve that healthcare problem but both
its ratio of penetration as well as their real effectiveness remain unknown [5]. Consequently, this
work aims to review the technological advances produced from 2001 to 2011 which have been
based on radiofrequency identification in order to preserve the Patients five Rights in administering
medications — 1. Right patient. 2. Right time and frequency of administration. 3. Right dose. 4.
Right route of administration and finally. 5. Right drug.

2. METHODS AND MATERIAL

2.1. Search Strategy
Both automatic and manual searches have been carried out on conference proceedings and other
engineering journals included in IEEExplore to identify relevant articles published between 2001
and 2011.

The keywords used in searching articles for effective results were a combination of RFID or
radiofrequency identification and also patient safety or medication error with 55 papers as result.

A second search using RFID or radiofrequency identification plus the single word medication
give 53 papers more. After eliminating both duplicates and other inaccurate results, there were 75
papers finally taken into account.
2.2. Data Synthesis
Two authors independently reviewed the selected papers in order to classify them into one of the
following categories at least:

(a) Id: Identification (patients or health professionals).
(b) It: Information technology which includes two subcategories B.1. Information management

(Im) and B.2. Communication systems (Cs).
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(c) Ta: Asset tracking.
(d) Nm: New Materials.
(e) Aal: Ambient assisted living which illustrates more complex scenarios including patients

homes.

A more careful reading of the summaries showed that selected papers not always matched with the
focus of this review. Papers located using search engines contained the words we are looking for
but not always were they in the proper context. Search engines usually work using orthographical
criteria and not semantic one and this is a great weakness in automated searches. As a consequence,
only 23 papers were specifically dedicated to preventing the negative effects of medication errors
and all of them were selected for an entire reading. However, about 31 more described systems,
platforms or workflows developed with other aims but which could be used to avoid medication
errors in the future.

3. RESULTS

From 2001, the number of papers which incorporate RFID technology to manage medication error
seemed to have increased significantly, as Figure 1 shows.

These 75 papers were classified into the six categories we have proposed attending the year of
publication, as Figure 2 shows.

However, a more careful reading showed, as it is written above, that although papers mention this
subject (medication errors), in fact they are not dedicated to avoid them. As Figure 4 shows, there
is a category which is gaining importance and attracting the interest of researchers, the Ambient
Assisted Living, characterized more complex scenarios, where RFID tags and readers are combined
with sensors for working together in a wireless network, finally connected via Internet to remote
information repositories of data and software. Reducing hospital admissions and length of stay is
a main objective in order to save economical and human resources, as well as to improve patients
quality of live. However, most of these outpatients are elderly or have temporary or permanent
disability, and many have no caregivers to help them. Then, they are solely responsible for ensuring
their own five Rights in administering medications and technological advances can be very useful to
fulfill that goal. Then, from 2007 and especially in 2010 and 2011, the number of papers dedicated
to ambient assisted living in patients home has been increased and they show that RFID technology
can provide useful information.

4. DISCUSSION

On the whole, the evaluation of the methodological quality of studies has been a very difficult task
because of the heterogeneity of the papers included in the review. This is due to the fact that
there is a lack of published papers in the first two years considered, as is showed in Figure 1. Most
of the papers included only partially cover the subject matter. The research performed for this
document clearly demonstrates the high number of publications during the recent years on this

Figure 1: RFID technology to manage medication error from 2001 to 2012 (Npapers: 75).
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Figure 2: RFID applications areas in terms of functionality (Npapers: 75).

Figure 3: Papers that use RFID to avoid medication errors (Npapers 75).

Figure 4: RFID applications areas in terms of functionality (Npapers: 23).

subject. However, despite the large number of studies found, there is a lack of publications evalu-
ating effectiveness of RFID and most of the studies only cover technological issues. Regarding the
effectiveness of RFID and radiofrequency identification systems in patients safety and medication
errors prevention, the scarcity of studies is evident and it can be observed in Figure 3. The absence
of homogeneous criteria among authors to choose keywords to describe their papers may have an
undesirable consequence: an indeterminate number of papers may have been omitted by search
engines. To confirm the usefulness of RFID technology in preventing medication errors there is
much still to do. Among other things, it should improve the quality and reliability of the signal,
and there are some works that address current limitations of antennas.

Because most of the papers are technological, this research will continue with the evaluation
of other data base like Pubmed, Embase + Medline, Health Systems Evidence, etc., in order to
identify additional relevant studies which exemplify the penetration of these technologies in real
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work flows.

5. CONCLUSIONS

Pervasive healthcare has been widely approved to be the next generation form of healthcare, in
which distributed, patient-centric and self-managed care is emphasized comparing to the traditional
hospitalized, staff-centric and professional managed care. The integration of RFID with other per-
vasive computing technologies such as communications protocols and wireless sensor networks is
leading to further innovative applications in the tele-medicine area, particularly for ubiquitous per-
sistent monitoring of elderly or disabled people, as well as for patient follow-up during rehabilitation
phase that have to self-manage their medication.

Poor compliance for medication has become a well-known problem all around the world. It
is defined as the patients lack of compliance to follow the prescription (dosage, schedule, etc.)
from physicians. Non-compliance for regimens causes worsening of disease, death and increase of
healthcare costs. In this context, Ambient Assisted Living (AAL) where objects are being capable
of identifying, locating, sensing and connecting and thus leading to new forms of communication
between people and things and things themselves, offers new possibilities to support outpatients in
their daily routine to allow an independent and safe lifestyle without caregivers. Developing real
smart objects have to be the next step, including ingestible or subcutaneous sensor tags.
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Abstract— There are no previous studies about the influence of the use of social alarms in
the electromagnetic (EM) environment. Two models of social alarm devices were chosen from
among the most used in telecare monitoring activities. After obtaining the radiation pattern
and determining the direction maximum radiation, the Equivalent Isotropically Radiated Power
(EIRP) and the power density were calculated for each of the tested models. The results recorded
were compared with the levels set by the national and international regulations to analyse the
exposure to EM fields of people using and in the proximity of social alarm devices in assisted
environments.

1. INTRODUCTION

Social alarm devices are used to assist patients, elderly and disabled people in distress situations,
with the possibility of the inclusion of many types of conventional alarms (gas, smoke, flood, etc.).
Environments equipped with such wireless, sensitive and responsive devices are referred to as being
Ambient Assisted Living (AAL).

The increasing average age of people and the consequent rise of chronic diseases will result in
a dramatic growth of the need for assistance and healthcare within the years to come. There is
an increasing demand for outpatient care accessibility, maintaining and restoring health, as well as
maximizing the independence of patients [1]. Social alarms devices provide direct benefits when
applied in healthcare environments. The special implication of these devices with welfare and
safety requirements involves a special interest in its operating conditions as well as in promoting
correct habits of usage. The use of such devices and transmission sources based on short range
wireless technologies involves the increase of the levels of electromagnetic (EM) fields in residential
environments.

For some years now the short range technology has been considered a very promising option to
cope with healthcare monitoring challenges. Some models of social alarm devices are based on a
wide range of wireless technologies (RFID, UWB, NFC, WLAN, etc.). Specific architectures of short
range technologies have been adapted for medical applications (ZigBee Health Care and Bluetooth
Health Device Profile). Other type of social alarm devices operate in its own working frequency,
from 869.2 to 869.25 MHz in accordance with European standards (2011/829/EU: Commission
Implementing Decision of 8 December 2011 amending Decision 2006/771/EC on harmonisation of
the radio spectrum for use by short-range devices).

People using or in the proximity of short range devices (SRD) are exposed to radio signal emitted
from them. Laboratory measurements have been carried out to characterize and analyze the RF
emissions of the selected devices. The objectives were to establish the radiation pattern (angular
distribution of electric field strength around each type of device), identify the orientation at which
the electric field is maximum, and calculate the power density and the Equivalent Isotropically
Radiated power (EIRP) for each of the tested devices.

2. METHODS AND MATERIAL

For this work, two models of social alarm devices were chosen from among the most used in telecare
monitoring activities. These devices, Tunstall AMIE+ (device 1) and Neat Atom (device 2), are
shown in Figure 1. Their working frequency is 869.21MHz.

The measurements were performed in a semianechoic chamber, shown in Figure 2. The room
has dimensions of 9.76 m × 6.71m × 6.10m, the walls are lined with a foam based radiofrequency
absorber material (RANTEC Ferrosorb300) specified to have a reflection/absorption coefficient of
−18 dB at the frequency of 869.21 MHz.

All of the measurements during this work were made in the far field region with respect to
the sources. At 869.21 MHz, the wavelength is about 34 cm, which means the reactive near field
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(a) (b)

Figure 1: Selected models of social alarms devices: (a) Tunstall AMIE+. (b) Neat atom.

Figure 2: Measuring antenna and positioners required for the E-field measurements inside the anechoic
chamber.

extends to around 5.5 cm from the source (based on the usual λ/2π criterion, where λ is the
wavelength). The antennas of the social alarm devices are no more than around 5 cm in size, and
they are integrated inside the casing device. Hence, the radiating near field extends no further
than around 1.5 cm at 869.21 MHz (based on the usual 2D2/λ criterion, where D is the maximum
source dimension).

The devices under test were mounted on a manual positioning device with a EMCO 1060 motor,
allowing the device to be rotated and permitting the measuring antenna to sample the radiation
pattern at any angle.

All the measurements were performed in vertical and horizontal polarizations, a positioner with
a EMCO 1051 motor allows the changes of the position of the measuring antenna.

After obtaining the radiation pattern, the position of each tested device at which the electric
field strength is maximum was fixed. In that position the electric field strength was measured as a
function of distance in horizontal and vertical polarization in the far field region in steps of 10 cm,
from 0.2 m to 1.7 m. The positioning device used to determain the distances was a FSM 016, with
an HD10 controller to move it automatically.

The measurements were carried out with an EMI Test Receiver ESIB26, Rhode & Schwartz with
a frequency range of 20 Hz–26.5 GHz, and the measuring antenna is a VBAA-9144 Schwarzbeck
biconical antenna with a frequency range of 80 MHz–1GHz.

The EMI test receiver calculates the electric field strength taking into account the antenna factor
and the cable attenuation, according to the following equation [2]:

E = V + AF + ATT (1)

where E is the electric field strength (dBµV/m), V is the measured voltage (dBµV), AF is the
antenna factor (dBm−1), and ATT is the cable attenuation (dB).

After obtaining the horizontal and vertical components, the total field strength was calculated.
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The power density was derived using the following equation:

S =
E2

377
(2)

where the unit of S is W/m2 and E has now been converted to linear units.
The EIRP of each tested device was calculated for comparison with the emission limit of 16.4mW

set by standard regulations [3, 4].
EIRP is the power that would have to be emitted if the antenna were isotropic in order to

produce a power density equal to that observed in the direction of maximum gain of the actual
antenna. The EIRP is obtained from the power density as follows:

EIRP = 4πr2Smax(r) (3)

where EIRP is in units of W , r is the distance to the antenna in meters, and Smax(r) is the maximum
power density measured at each distance in W/m2.

The EIRP was calculated using the maximum measurement of power density, so the measure-
ments of the electric field strength were realized in the direction of maximum radiation.

Figure 3: Variation of power density and the EIRP limit as a function of distance for two social alarm
devices.

Table 1: Maximum electric field strength (E), power density (S), and EIRP for the tested devices.

Device 2 Device 1

Distance (m) E (mV/m) S (mW/m2) EIRP (mW) E (mV/m) S (mW/m2) EIRP (mW)

0.2 310.662 0.256 0.129 419.038 0.466 0.234

0.3 249.879 0.166 0.187 283.527 0.213 0.241

0.4 219.518 0.128 0.257 289.373 0.222 0.447

0.5 196.383 0.102 0.321 267.815 0.190 0.598

0.6 164.764 0.072 0.326 243.292 0.157 0.710

0.7 142.712 0.054 0.333 215.788 0.124 0.761

0.8 134.910 0.048 0.388 138.447 0.051 0.409

0.9 105.952 0.030 0.303 146.854 0.057 0.582

1 83.361 0.018 0.232 125.115 0.042 0.522

1.1 85.096 0.019 0.292 104.006 0.029 0.436

1.2 76.252 0.015 0.279 72.701 0.014 0.254

1.3 73.644 0.014 0.306 83.463 0.018 0.392

1.4 73.285 0.014 0.351 68.100 0.012 0.303

1.5 64.293 0.011 0.310 94.780 0.024 0.674

1.6 75.860 0.015 0.491 84.643 0.019 0.611

1.7 59.532 0.009 0.341 81.043 0.017 0.633
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3. RESULTS

Figure 3 shows the variation of the power density as a function of the distance for the test devices
operating at 869.21MHz. The power density calculated from an EIRP equal to 16.4 mW limit
is shown for comparison. The ordinate axis is represented in logarithmic scale to improve the
comparison between the obtained results and the set limit of 16.4 mW.

Overall, the power density plots calculated from maximum electric field strength as a function
of distance broadly follow the expected inverse-square dependence on the distance.

Table 1 shows the values of the maximum electric field strength (E), power density (S), and
EIRP as a function of the distance for each of the devices under test.

4. CONCLUSIONS

This paper intends to address the EM environment actually present in homes regarding the as-
sessment for potential safe use of social alarm devices. The main finding of this study is that the
electric field strength and the EIRP around social alarm devices are well within the guidelines set
by the ICNIRP and the thresholds set by standard regulations.

All the field strengths recorded in this study are well bellow the corresponding ICNIRP reference
level of 40 V/m defined for the general public at the working frequency [5]. It means E field
level in healthcare environment at home is apparently safe according with the health and safety
requirements regarding the exposure of patients, professionals and general public for protecting
against possible health effects from nonionizing radiation.

The recorded values of EIRP are well below the level that would be expected based on 16.4 mW,
set by the national and international regulations: Commission Implementing Decision of 8 Decem-
ber 2011 amending Decision 2006/771/EC on harmonisation of the radio spectrum for use by
short-range devices (2011/829/EU) [3], and the Spanish National Table of Spectrum Location
(ITC/332/2010) [4], so the tested social alarm devices operate in safe conditions under the set
limits of EIRP.
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Abstract— This paper presents a thorough evaluation of the specific absorption rate (SAR) in
the human head due to mobile telephones operating at 900MHz, 1.8GHz, 2.1 GHz and 2.4 GHz.
The evaluation is performed using two complimentary approaches: measurements and computa-
tional simulations. The measurements were performed using a DASY 4 system in two models of
the human head: a at and a homogeneous head model. The numerical simulations were carried
out using the finite-difference time-domain (FDTD) method for two models of the human head:
a homogeneous and a heterogeneous head model, the latter is composed of 17 different materials.
All SAR measurements are in agreement with the IEEE Std1528. The numerical results for the
homogeneous head model resulted in maximum differences in the SAR1 g of 2.6% for 900 MHz,
8.5% for 1.8GHz and 11.8% for 2.1 GHz, in comparison with the IEEE Std1528, values that are in
agreement with the literature. The simulations of a commercial mobile telephone operating with
power of 23.44 mW (13.7 dBm) at 2.1 GHz, and at 2.4GHz, in the heterogeneous head model,
resulted in the worst case the maximum SAR1 g of 1.06W/kg and 1.27 W/kg, respectively, at
the fat region of the head; values that are smaller than 1.6 W/kg/1 g indicated by the IEEE
guidelines.

1. INTRODUCTION

In the past fifteen years, the rapid and widespread adoption of wireless devices by our society,
particularly cellular telephones, has raised public concern on whether the proximity of the cellular
phone to the human head may cause any adverse health effects.

In order to evaluate these effects, dosimetry is used to determine the amount of power in various
parts of the body exposed to the electromagnetic fields. The effects of this power deposition are
quantified in the specific absorption rate (SAR) and have been used to define guidelines and limits
for exposure [1, 2]. These standards have often served as basis for regulations in several countries.
To assess if a device is within the limits defined by the guidelines, the dosimetry of fields can be
performed using two complimentary methods: a) measurements; and computational simulations.

There have been some contributions on the calculation of the specific absorption rate (SAR)
in the human head [3, 4], amongst others, and the implications of the new relaxed IEEE safety
standard [5]. Recent studies have been concerned with the new frequencies used in telephones,
specifically 2.1 GHz for the 3G generation and the fact that mobile phones and other wireless
devices now also operate in 2.4 GHz [6].

It is recognized that the head model may lead to uncertainties in the SAR calculations, due to:

1. The number of tissues: the use of homogeneous models has been shown to result in an over-
estimation of approximately 30% for the 1 g averaged SAR [7].

2. Resolution of the model: it has a direct impact on the calculated peak SAR, as it is a result
of the electric field in each point of the domain. A smaller resolution tends to provide higher
peak SAR values.

3. Presence of the pinna: it has been shown that it results in a smaller value of SAR [8]. That
is a consequence of two facts: the distance of the model from the antenna is larger for models
with pinna; and the distribution of the SAR is more concentrated in models without pinna.

In terms of SAR measurements, the IEEE Std 1528 [8] is the main reference for electromagnetic
fields in the range 300 MHz–3 GHz. It uses the definition: SAR = σ|E|2/ρ, where σ is the electrical
conductivity, |E| is the rms magnitude of the electric field and ρ is the mass density of the medium.
The current state-of-the-art indicates that the E-field measurement is carried out by scanning
within a thin anatomically phantom shell filled with a tissue equivalent liquid, typically using a
multi-axis robot to position a miniature probe.

In this paper we present a thorough analysis of the SAR induced in the human head due to
the use of cellular telephones. Particular emphasis is given to comparisons of the numerical results
between the homogeneous and heterogeneous head models.
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Table 1: Dielectric property measurements.

Frequency Value
IEEE Std 1528 [8]

Measured
Acceptable Desired

900MHz
εR [-] 39.4 to 43.6 41.5 41.6

σ [S/m] 0.92 to 1.02 0.97 0.99

1.8GHz
εR [-] 38 to 42 40.0 38.11

σ [S/m] 1.33 to 1.47 1.40 1.43

(a) (b) (c) (d)

Figure 1: Measurement grid and scanning setup.

2. MATERIALS AND METHODS

This section is organized in two parts. The first part describes how the SAR is measured and the
second how it is calculated using the finite difference time domain method. In both methods, the
SAR is normally evaluated over a 1 g or 10 g of tissue [8]. The maximum values allowed for exposure
for the general public are 1.6 W/kg/1 g (head) and 4W/kg/10 g (members), respectively [1].

2.1. SAR Measurements
All measurements were performed at the CPqD, Brazil, using a DASY4 Systems provided by
SPEAG, following [8]: 1) Setup and calibration of the probe, the phantom, verification of the
dielectric parameters and system validation; 2) Configuration of the devices to verify the operating
conditions; 3) Positioning of the device with respect to the phantom; 4) Scanning procedures for
determination of the peak spatial-average SAR locations and values; 5) Applicability of the test
procedure for testing to an individual device.

Setup of dielectric properties The dielectric parameters of the liquid were verified before
and after each measurement and the temperature of the liquid was monitored at all times, resulting
the values presented in Table 1.

Measurements of the power irradiated were performed to validate the source of electromagnetic
fields, resulting in a total irradiated power of 16 dBm. In order to compare SAR1 g and SAR10 g

with [8], a conversion was performed to calculate the equivalent values for a radiated power of 1 W.
Positioning of the device and scanning procedures Figure 1(a) shows the measurement

grid used, which is composed by 76 points in x, 126 points in y and 31 points in z, spaced by 2 mm
in x and y directions, and 6mm in z direction, respectively. The center of the grid was set at the
peak SAR point defined by a pre-scan. This grid was used for the at and homogeneous phantoms
at 900 MHz and 1.8 GHz. Figure 1(b) shows the at phantom with the dipole in detail. Figures 1(c)
and (d) illustrate details of the dipole adjustment in the homogeneous model.

2.2. Numerical Simulations
There are six steps to perform the numerical calculation of SAR1 g and SAR10 g: 1) First, the
physical models must be constructed to represent the domain; 2) The next step is to define the
electromagnetic source; 3) Using a numeric method, the electric (~E) and magnetic fields ( ~H) are
calculated in each point of the domain; 4) Once steady state is reached, the maximum value of
electric field (|E|) is calculated for each point of the domain; 5) Then, the SAR is calculated in
each point of the domain. The cell where the maximum value of SAR occurs is the Peak SAR cell;
6) Finally, two cubes are defined around the Peak SAR cell, one with 1 g mass and one with 10 g
mass. All values of SAR in the cells inside that cube are added and this value is divided by the
number of cells, obtaining the average SAR in 1 g and 10 g.



752 PIERS Proceedings, Moscow, Russia, August 19–23, 2012

(a) (b) (c)

Figure 2: (a) Head model. (b) Homogenous model. (c) Heterogeneous model (cuts to show the internal
tissues).

Table 2: SAR measurements.

Model SAR [W/kg]
900MHz 1.8GHz

Std1528 FDTD Error (%) Std 1528 FDTD Error (%)

Flat
1 g 10.8 10.24 5.2 38.1 37.8 0.5

10 g 6.9 6.62 4.1 19.8 19.66 0.7

Homog.
1 g 10.8 10.38 3.9 38.1 37.64 1.2

10 g 6.9 6.74 2.4 19.8 20.05 1.3

2.2.1. Numerical Head Models
Three models were implemented. The flat phantom is composed of air, a 2mm plastic shell,
internal liquid, dimensions and physical properties as suggested by the IEEE Std 1528 [8]. The
homogeneous and heterogeneous head models have a resolution of 1.15mm × 1.52mm × 1.34mm
in x, y and z directions, respectively, and are composed of 296 cells in x, 188 cells in y and 296
cells in z, resulting in 16.47 million cubic cells and a total size of 34 cm × 28.6 cm × 39.7 cm. The
physical properties of the homogeneous and heterogeneous models can be found at [8, 9]. Figure 2
illustrates the homogeneous and heterogeneous head models.

2.2.2. Electromagnetic Field Source
The source of the electromagnetic fields is a half wavelength dipole for 900 MHz, 1.8 GHz, 2.1 GHz
and 2.4 GHz, with a radiated power (Pr) of 1W as defined by [8]. This dipole was located parallel
to the y axis, the gap was located in the center of the ear of the phantom in the x and y directions.
The dipole has a separation of s = 15 mm (900 MHz) or s = 10 mm (1.8GHz, 2.1 GHz and 2.4GHz)
from the liquid inside the phantom. The source was implemented as a thin dipole as presented
in [11]. A commercial cellular phone operating at 900 MHz, 1.8 GHz, 2.1GHz and 2.4 GHz with a
power of 23.44 mW (13.7 dBm) was also considered.

2.2.3. Electromagnetic Field Calculation

The electric ( ~E) and magnetic fields ( ~H) are calculated in each point of the domain using the
finite-difference time-domain method (FDTD), further details can be found in [10, 11].

2.2.4. Maximum Electric Field and Peak SAR
After the electromagnetic fields reach steady state, the maximum value of electric field (|E|) for
each point of the domain is calculated. Taking the maximum value of electric field (E0), the SAR is
calculated using conductivity SAR = σ|E|2/ρ, where (σ) and (ρ) are the conductivity and density
of each point.

2.2.5. Calculation of 1 g and 10 g of SAR
To calculate SAR averaged in 1 g and 10 g, two different methods were investigated: a) IEEE Std
95.3 [12] that specifies that the SAR must be averaged using a 1 g and a 10 g cube that contains
the peak SAR; and b) making the cube grow continuously until the needed tissue mass is obtained
(1 g or 10 g).
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Table 3: FDTD SAR simulation — flat and homogeneous head models.

Model
SAR

[W/kg]

900MHz 1.8GHz 2.1GHz

Std1528 FDTD Error (%) Std 1528 FDTD Error (%) Std 1528 FDTD Error (%)

Flat
1 g 10.8 11.2 3.2 38.1 38.2 0.3 44.0 43.0 2.2

10 g 6.9 7.3 5.1 19.8 20.6 4.0 21.9 22.2 1.5

Homog.
1 g 10.8 10.5 2.6 38.1 34.8 8.5 44.0 44.0 11.8

10 g 6.9 6.9 0.2 19.8 20.9 5.4 21.9 22.8 4.2

Table 4: FDTD SAR simulation — heterogeneous head model.

Tissues

SAR [W/kg]

900MHz 1.8GHz 2.1GHz 2.4GHz

1 g 10 g 1 g 10 g 1 g 10 g 1 g 10 g

CSF 0.03 0.02 0.05 0.04 0.04 0.02 0.06 0.04

Brain 0.15 0.09 0.12 0.06 0.13 0.05 0.11 0.02

Skin 0.06 0.04 0.05 0.04 0.06 0.03 0.04 0.02

Muscle 0.16 0.09 0.09 0.24 0.58 0.26 0.68 0.26

Fat 0.24 0.13 0.75 0.31 1.06 0.31 1.27 0.34

Eye 0.01 0.00 0.01 0.00 0.01 0.00 0.01 0.00

Hypot. 0.03 0.02 0.03 0.02 0.02 0.01 0.02 0.01

3. RESULTS

3.1. SAR Measurements

The measured values for 900 MHz and 1.8GHz, given in Table 2, are in good agreement with the
IEEE Std 1528 [8], presenting a maximum error of 5.2% for SAR1 g in at phantom at 900MHz and
1.3% for the SAR10 g in homogeneous phantom at 1.8GHz. Considering the good agreement, these
results will be used to validate part of the simulation results.

3.2. FDTD Simulations

3.2.1. Flat and Homogeneous Head Model

Table 3 shows the SAR numerical results for the at phantom and the homogeneous head model.
The numerical results for the at phantom are in good agreement with the values of IEEE Std
1528 [8], with a maximum error of 5.1% and 4.0% for the SAR10 g at 900 MHz and at 1.8 GHz, and
2.2% for the for SAR1 g at 2.1 GHz. In terms of the homogeneous model, there are maximum errors
of 2.6%, 8.5% and 11.8% for the SAR1 g at 900 MHz, 1.8 GHz and 2.1GHz, respectively, which are
in good agreement with the literature. Considering the good agreement, the FDTD code will be
used to evaluate the SAR due to a modern cellular phone in a heterogeneous head model.

3.2.2. Heterogeneous Head Model

Table 4 shows the SAR numerical results for heterogeneous head model. In this case the cellular
phone is operating at the four frequencies studied with a power of 23.44mW (13.7 dBm), which is
similar to commercial phones. In the worst case, the maximum SAR is 1.27W/kg for 1 g at the fat
region for 2.4 GHz; a value that is smaller than 1.6W/kg/1 g indicated by the IEEE guidelines.

4. CONCLUSION

The paper has presented a thorough analysis of the SAR induced in the human head due to cellular
phones. The numerical results of the homogeneous head model are in very good agreement with
the measurements, indicating that numerical simulations can be used as an useful tool to evaluate
the SAR in the human head. In addition, the homogeneous model yielded a more conservative
estimation of the SAR when compared to the heterogeneous model. The numerical simulation of
a commercial cellular phone in the heterogeneous model — a more realistic representation of the
human head — resulted in SAR values that are smaller than 1.6 W/kg/1 g in all tissues of the head.



754 PIERS Proceedings, Moscow, Russia, August 19–23, 2012

ACKNOWLEDGMENT

This work was supported by the National Council for Scientific and Technological Development —
CNPq, Brazil, under grant: 306.910/2006-3, and by The State of Minas Gerais Research Foundation
— FAPEMIG, Brazil, under grants: TEC 251/09 and Pronex APQ 01075/09.

REFERENCES

1. IEEE C95.1, IEEE Standard for Safety Levels with Respect to Human Exposure to Radio
Frequency Electromagnetic Fields, 3 kHz to 300GHz, IEEE, USA, 2005.

2. ICNIRP, “Guidelines for limiting exposure to time-varying electric, magnetic, and electromag-
netic fields (up to 300 GHz),” Health Phys., Vol. 74, No. 4, 494–522, 1998.

3. Gandhi, O. P., G. Lazzi, and C. M. Furse, “Electromagnetic absorption in the human head
and neck for mobile telephones at 835 and 1900 MHz,” IEEE Trans. on Microw. Theory and
Tech., Vol. 44, No. 10, 1884–1897, 1996.

4. Bernardi, P., M. Cavagnaro, S. Pisa, and E. Piuzzi, “Specific absorption rate and temperature
increases in the head of a cellular-phone user,” IEEE Trans. on Microw. Theory and Tech.,
Vol. 48, No. 7, 1118–1126, 2000.

5. Li, Q.-X. and O. P. Gandhi, “Thermal implications of the new relaxed IEEE RF safety standard
for head exposures to cellular telephones at 835 and 1900MHz,” IEEE Trans. on Microw.
Theory and Tech., Vol. 54, No. 7, 3146–3154, 2006.

6. Sabbah, A. I., N. I. Dib, and M. A. Al-Nimr, “Evaluation of specific absorption rate and tem-
perature elevation in a multi-layered human head model exposed to radio frequency radiation
using the finite-difference time domain method,” IET Microw. Antennas Prop., Vol. 5, No. 9,
1073–1080, 2011.

7. Furse, C., D. A. Christensen, and C. H. Durney, Basic Introduction to Electromagnetics, CRC
Press, Boca Raton, FL, USA, 2009.

8. IEEE STD 1528, IEEE Recommended Practice for Determining the Peak Spatial Average Spe-
cific Absorption Rate (SAR) in the Human Head from Wireless Communications Devices:
Measurements Techniques, IEEE, USA, 2003.

9. Rodrigues, A. O., J. J. Viana, and J. A. Ramirez,“A head model for the calculation of SAR
and temperature rise induced by cellular phones,” IEEE Trans. on Magn., Vol. 44, No. 6,
1446–1449, 2008.

10. Taflove, A. and S. Hagness, Computational Electrodynamics — The Finite Difference Time
Domain Method, Artech House, Norwood, MA, USA, 2005.

11. Elsherbeni, A. and V. Demir, The Finite Difference Time Domain Method for Electromagnet-
ics: with Matlab Simulations, SciTech Pub., Raleigh, NC, USA, 2009.

12. IEEE C95.3, IEEE Recommended Practice for Measurements and Computations of Radio
Frequency Electromagnetic Fields with Respect to Human Exposure to Such Fields, 100 kHz–
300GHz, IEEE, USA, 2006.



Progress In Electromagnetics Research Symposium Proceedings, Moscow, Russia, August 19–23, 2012 755

An in vitro Study of Apoptosis in Pancreatic Cancer Cells by
High-intensity Nanosecond Pulses

N. Pausawasdi1, V. Sirivatanauksorn2, C. Srisawat2, and P. Kirawanich3

1Department of Internal Medicine, Faculty of Medicine Siriraj Hospital
Mahidol University, Bangkoknoi, Bangkok 10700, Thailand

2Department of Biochemistry, Faculty of Medicine Siriraj Hospital
Mahidol University, Bangkoknoi, Bangkok 10700, Thailand

3Electrical Engineering Department, Mahidol University
Salaya, Nakhon Pathom 73170, Thailand

Abstract— This paper reports the unique apoptotic responses of human pancreatic cancer cells
(Panc-I) induced by nsPEF systems. In vitro experiments were carried out using laboratory-
assembled apparatus, serving the cells with 10-ns and 500-ns high-intensity pulses. Our data
suggested that the apoptotic effects of nsPEF on Panc-I cells are pulse characteristics dependent.
In addition, both long pulse duration and post treatment period are required to initiate the
apoptosis demonstrated by a maximal increase in activation of caspases-3/7 activities of 50%
(p < 0.05) at 24 h after 500-ns nsPEF treatment. The slow progression rate of apoptosis induced
by nsPEF appears to be a unique property of Panc-I cells when compared to other mammalian
cells. nsPEF-induced apoptosis in Panc-I cells may involve multiple mechanisms but at least in
part due to intrinsic pathway and activation of caspase signaling.

1. INTRODUCTION

Pancreatic cancer is known for treatment resistance owing to its ability to develop anti-apoptotic
mechanisms. Regardless of advanced researches in the pathogenesis and treatment, this disease
remains a challenging problem given its poor overall survival rate. Apoptosis, in general, can be
activated through two pathways. The first pathway is mitochondria dependent, known as intrinsic
pathway. It is triggered by cellular stress, cytotoxic agents, and growth factor deprivation that
result in an increase in mitochondrial outer membrane permeability and release of apoptotic factors
including cyctochrome c, Apaf-1 and caspase-9 into the cytoplasm. The other is called extrinsic
pathway mediated by death receptors, which belong to the tumor necrosis factor (TNF) super
family including the TNF-, FAS-(APO-1, CD95) and TRAIL-(TNF-related apoptosis inducing
ligand) receptors. Both pathways finally activate the executioner caspases-3/6. Basically, in type I
cells, the activation of caspase 8 is independent of mitochondria. In contrast, type II cell apoptotic
pathways are mediated through the release of cytochrome c from mitochondria and caspase-9
activation, which lead to cell failure via activation of caspase-3. It is known that deregulation
and evasion of the apoptosis are not unusual mechanisms in pancreatic cancer. Highly efficient
techniques, therefore, are required in order to improve the prognosis of this disease [1].

In recent years, nanosecond second pulsed electric field (nsPEF) is emerging as a new application
for cellular apoptosis induction. It has been employed to serve as an alternative tool for activation of
apoptosis in a variety of cancer cell lines. Thus, we examined whether nsPEF can provoke apoptosis
in pancreatic cancer cells, which are known to develop anti-apoptotic mechanisms [2]. We report
here the use of high-intensity electrical pulses in nanosecond regime as an intracellular electro-
manipulation agent for induction of apoptosis in pancreatic cancer cells through the demonstration
of caspase activity. The key apparatus to corporate nsPEF effect on pancreatic cancer cells is a
pulse forming circuit, which generates the ultrashort, high-intensity pulses [3–5].

2. MATERIALS AND METHOD

Two different pulse forming circuits were assembled in our facility to serve the load with 10-ns
and 500-ns high-voltage electrical pulses shown in Fig. 1. The load is the treatment chamber
filled with pancreatic cancer cell line in a buffer solution. The treatment chamber is a 1-mm
commercial electroporation cuvette (VWR Scientific Products, West Chester, PA, USA) that can
offer homogeneous electric fields across the entire active region.

Human pancreatic cells, Panc-I [6] were used for our experiments. The Panc-I cells were grown
in Chang mediumr C (Irvine Scientific, Santa Ana, CA, USA) and incubated at 37◦C with 5%CO2–
95%O2 condition. To prepare cells for nsPEF treatment, they were tripsinized with 0.25% trypsin.
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Figure 1: Temporal waveforms of 10-ns and 500-ns high-voltage pulses.
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Figure 2: Flow diagram of the entire sequence of in vitro cellular apoptosis studies by means of intracellular
electro-manipulation.

After trypsinization, the cells were washed with PBS 3 times before resuspended in PBS with the
final concentration of 3–6× 105 cells/ml.

The outline of in vitro nsPEF experiments is detailed in Fig. 2 with treatment settings, i.e., A
and B. All settings were arranged with different pulse conditions (amplitude, durations, and pulse
numbers) to account for the same specific energy of 2.5 kJ · kg−1. That is, setting A was carried out
with 50 pulses while only 3 pulses were assigned for setting B. For each setting, a total volume of
125µl of cell suspension was added to a pre-sterilized, disposable 1-mm electroporation cuvette and
100µl was used as a control. After nsPEF treatment, 100µL of the treated cells was transferred
into a microcentrifuge tube and spun down at 5000 rpm. The supernatant was removed and the cell
pellet was resuspended with Chang mediumr C to make the final cell concentration of ∼ 7.5× 104

cells/mL before plating 100µl of the cell suspension to each well of a 96-well FluoroNuncTM black
culture plate (Thermo Scientific, Lafayette, CO, USA). The same protocol was applied to the
control group.

To determine cell viability, CellTiter-Bluer Cell Viability Assay (Promega Corporation, Wiscon-
sin, USA) was used. We carried on cell viability assay at 0, 6, and 24 hr with 20µl of CellTiter-Blue
reagent directly added to each well at each time point and cells were incubated for 1 h at 37◦C.
Each assay was performed in duplicate. After incubation, the fluorescent signal proportional to
the number of viable cells was measured using a SynergyTM HT Multi-Mode Microplate Reader
(Bio-Tek Instruments, Winooski, VT, USA) at 545± 40Ex/590± 25Em (in nm) with the sensitivity
of 50.

The assessment of caspase activity was done using Apo-ONEr Homogeneous Caspase-3/7 Assay
(Promega Corporation, Wisconsin, USA). 50µl of the diluted reagent was added to each well and
cells were incubated for 1 h at 37◦C. Each assay was performed in duplicate. The fluorescent
signal proportional to the number of viable cells was measured using a SynergyTM HT Multi-Mode
Microplate Reader at (485± 20Ex/530± 25Em).

Data are presented as means ± standard error (SE). Mann-Whitney U test was used for statis-
tical analysis. The p value less than 0.05 was considered statistically significant.

3. RESULTS AND DISCUSSION

Initially, the effect of nsPEF on cell death was evaluated using viability assay. Fig. 3 shows the
average percentage of pancreatic cancer cell viability after treatment with both nsPEF settings
A and B compared to control group. The viability tests were performed at 1 and 24 h. It was
observed that delivering 3 pulses of 500-ns duration (setting B) significantly induced cell death at
24 h (p = 0.02), demonstrated by viability rate of nearly 50%, but not at 1 h. Setting A, meanwhile,
was found to have some effects without statistically significant results at both time points.

We performed follow-up experiments with the use of setting B in which the caspase activity was
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Figure 4: Average caspase activity observed at 0, 6
and 24 h after the treatment. The asterisk ∗ indi-
cates statistical significance (p < 0.05).

assessed to evaluate whether the induction of cell death by nsPEF involved apoptotic pathway. The
apoptosis assessments were performed at 0, 6, 24 h. Fig. 4 shows that there were no differences of
caspase activity among treated and untreated group at 0 and 6 h. However, average caspases-3/7
activities increased significantly by 50% compared with control at 24 h (p < 0.05).

nsPEF treatments to induce apoptosis in pancreatic cancer cells with the longest pulse duration
at 24 h have shown the most effective results. They underline the significance of both pulse charac-
teristics and incubation time after the treatment. Basically, the nsPEF technique has been shown
to rapidly induce apoptosis within few minutes after treatment in typical mammalian cells [7, 8].
This, however, may not apply to pancreatic cancer cells. The apoptosis induction by nsPEF in pan-
creatic cancer cells may involve multiple mechanisms but at least in part due to intrinsic pathway
and caspase activation.

4. CONCLUSIONS

The slow progression rate of apoptosis induced by nsPEF appears to be a unique property of Panc-I
cells when compared to other mammalian cells. The apoptotic responses of pancreatic cancer cells
to pulsed electric fields are complex and unique partly due to the crosstalk between extrinsic and
intrinsic pathways occurring in this particular cell type. nsPEF-induced apoptosis in Panc-I cells
may involve multiple mechanisms but at least in part due to intrinsic pathway and activation of
caspase signaling. In addition to a need for observing the cell apoptotic responses by other types of
pulses, further studies to define the sites of action in the complex apoptotic pathways are suggested.
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Abstract— We report microwave transmission studies of one-dimensional magnetophotonic
layered structures incorporating a cobalt layer. When placing the cobalt layer at the node of
the localized mode at the defect in periodic structure, a significant enhancement (up to 3 orders
of magnitude) of microwave transmission is observed, whereas the magnetophotonic response
strongly depends on the quality of the deposited cobalt film.

1. INTRODUCTION

Magnetic materials are of great importance to microwave engineering [1] and photonics [2] due
to their nonreciprocal properties such as Faraday and Kerr effects. They are utilized in various
microwave and optical components, including isolators, circulators, phase shifters, modulators,
etc. One of the approaches to miniaturizing magnetooptic elements exploits one-dimensional (1D)
magnetophotonic crystals [3–5], that are periodic stacks of layers with a component being a ferrite
or ferromagnet, in which nonreciprocal properties can be significantly enhanced. Experiments [5]
have already demonstrated enhancement of Faraday and Kerr rotation in magnetophotonic crystals
composed of a ferrite layer sandwiched between two Brag reflectors. The enhancement, however,
was accompanied by a significant decrease in respective transmission and reflection due to losses
in the magnetic layer. For example, in a study of optical transmission and Faraday rotation in
a 1D magnetophotonic crystal containing a thin Cobalt layer of the variable thickness, d, the
transmission nearly vanished for d > 50 nm [6], thus emphasizing the fact that many magnetic
materials exhibiting strong magnetophotonic responses have been ignored due to their high losses
in spectral ranges of interest.

On the other hand, it was recently shown that absorption of lossy components in 1D photonic
crystals can be greatly suppressed [7, 8]. The absorption suppression mechanism is due to a highly
nonuniform electromagnetic field distribution inside the photonic crystal. For example, at the
transmission resonance, the electromagnetic field in the photonic crystal is nearly a standing wave,
in which the nodes of the electric field coincide with the antinodes of the magnetic field and vice
versa (Fig. 1). When lossy (e.g., metallic) components dominated by the permittivity tensor are
positioned at the nodes of the electric field, their absorption is greatly suppressed [8]. The desired
nonreciprocal properties of the components, in order to be enhanced in the magnetophotonic crystal,
should then be dominated by the magnetic permeability tensor. In ferromagnets this is the case at
microwave and far infrared frequencies.

Figure 1: Magnetophotonic structure under study (upper panel) and spatial distribution of the localized
mode electric field amplitude (lower panel) utilized to suppress conductivity losses of the cobalt layer F .
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Figure 2: (a) Microwave transmission through a stand alone 275-nm cobalt layer and magnetophotonic
structure of Fig. 1(b); no magnetic field. The red line indicates transfer matrix calculations.

In this work, we report microwave transmission measurements in a cobalt film incorporated
into a 1D photonic crystal. We show that cobalt reflection and electromagnetic losses are greatly
suppressed, when placing the cobalt layer at the node of the localized mode at the defect in periodic
structure, in agrement with transfer matrix calculations. We also show that magnetophotonic
properties of cobalt depend on the quality of the deposited cobalt film and can be controlled with
magnetic field.

2. EXPERIMENTAL SETUP

The magnetophotonic structure under study was organized as the following. A unit cell of 1D
photonic crystal consisted of two dielectric layers, alumina (A) and air (B), of dielectric constants,
εA = 10 and εB = 1, respectively. The dielectric layers had the same thickness of 4.0± 0.1mm and
magnetic permeability µ = 1. The initial structure had N = 7 unit cells. An additional layer A
was added to the right end, and the middle layer B was removed to create a defect at the center.
A cobalt film of thickness d = 275 nm was RF sputtered on a glass substrate of thickness 500µm
and inserted at the center of the defect, as depicted in the upper panel of Fig. 1. The microwave
field transmission measurements were carried out over the frequency range of 4.5–8.5 GHz with the
use of a network vector analyzer and a pair of linearly polarized horn antennas positioned in front
and behind the structure. In order to measure magnetophotonic response of the structure, it was
placed in the bore of a DC magnet with magnetic field oriented perpendicular to the structure.
The magnet bore was furnished and capped with microwave absorber.

3. RESULTS AND DISCUSSION

Microwave transmission measurements were first carried out without magnetic field. The stand
alone cobalt layer transmission is shown in the left panel of Fig. 2. At microwave frequencies, the
dielectric permittivity of cobalt can be assumed to be purely imaginary, ε ≈ i4πσ/ω, where σ is
the electrical conductivity and ω is the angular frequency. The transmittance of a cobalt layer of
thickness d can be approximated by, T ≈ (2πσd/c)−2, where c is the speed of light. The comparison
to the measured transmission brings the conductivity of the cobalt film, σ ≈ 4.2 × 1015 s−1. The
transmission through the photonic structure of Fig. 1 is shown in the right panel of Fig. 2, which
proves strong absorption suppression. The defect in the periodic structure produces a localized
electromagnetic state at f0 ≈ 6.9 GHz in the spectral band gap. At the transmission resonance
frequency, the microwave transmission is nearly 3 orders of magnitude the transmission through
the stand alone cobalt layer.

When an external magnetic field was applied, the transmission spectra of Fig. 2 and the mi-
crowave absorption suppression did not change noticeably, except we were able to observe a small
dip (∼ 0.03 dB) in the relative transmission, with the dip frequency depending on the magnetic
field (Fig. 3). The dip was identified as the ferromagnetic resonance (FMR) of the cobalt film. The
FMR frequency was found to increase linearly with the magnetic field (Fig. 3), to match closely
with the Kittel’s formula for the frequency of the FMR in magnetic field, f0 ∼ γH0, where H0

is the internal magnetic field and γ the gyromagnetic ratio. The fit of the data in Fig. 3 yielded
γ = 24.4± 0.2 GHz/T for the cobalt film.

The presence of the FMR is a magnetophotonic response of the cobalt layer. However, Faraday
rotation induced by the cobalt film could not be reliably measured due to its small value and
uncertainty of microwave polarization measurements. The weak magnetophotonic response of the
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Figure 3: Microwave transmission through the magnetophotonic structure of Fig. 1 in magnetic field H =
1.26T (blue), 1.27 T (green) and 1.28T (red), normalized by the transmission of Fig. 2(b). The dip in
transmission indicates FMR. Inset: FMR frequency in GHz versus applied magnetic field.

photonic structure measured can be explained by the following factors. The homogeneity of the
magnetic field across the cobalt film was ∼ 2%, which explains the broadening of the FMR line in
Fig. 3. More importantly, the cobalt film had a random polycrystalline structure, as was confirmed
in XRD measurements. Because magnetophotonic response of the cobalt film, including Faraday
rotation, strongly depends on the orientation of the magnetoanisotropy axis, it was smeared and
nonreciprocal properties were reduced due to random polycrystalline orientation of the film.

4. CONCLUSION

In conclusion, lossy magnetic layers incorporated in 1D photonic crystals can be utilized for achiev-
ing strong magnetophotonic response. By placing the magnetic layer at the node of the electric
field in the photonic crystal, electromagnetic losses can be dramatically suppressed, while magne-
tophotonic response significantly enhanced at resonance with the localized mode at the defect in
the periodic structure. We performed microwave studies of a 1D magnetophotonic layered structure
incorporating a cobalt layer and observed significant enhancement (up to 3 orders of magnitude)
of microwave transmission, as compared to a stand alone cobalt layer. At the same time, the mag-
netophotonic response was found strongly dependent on the quality of the deposited cobalt film
and therefore can be significantly improved by using epitaxial or highly textured cobalt films. Our
work suggests that lossy magnetic materials may have important photonics applications and lead
to a new generation of magnetophotonic devices.
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1Instituto de Ciencias F́ısicas, Universidad Nacional Autónoma de México
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Abstract— A panorama on the scattering of waves of absorbing (amplifying) systems, in which
imperfect coupling to the incoming and outgoing channels is also present, is given. The theo-
retical calculations for the nonunitary scattering matrix are also discussed from a perspective
of two different theoretical frameworks. From one side, we discuss simple quantum mechanical
systems with local and global absorption (amplification), in the presence of direct reflections. In
the one channel case, the movement of the nonunitary scattering matrix on the Argand plane is
discussed for two cases: the first one consists of a complex delta potential and the second one
consists of a real delta with an imaginary constant potential. The probability distribution of the
nonunitary scattering matrix is given by the nonunitary Poisson kernel. From the other side, we
consider complex scattering of microwaves by chaotic and disordered systems with global absorp-
tion (amplification) and imperfect coupling. The result for one and several channels is discussed
in terms of the Poisson kernel squared. The theoretical Random Matrix Theory predictions are
supported by different numerical and experimental results, with an agreement of several orders
of magnitude.

1. INTRODUCTION

Scattering of waves by classical systems has been of interest in the recent years (see for instance
Refs. [1–4] and references therein). One of the main reasons is that they are classical analogs of
quantum systems, with some advantages like the easy control of external parameters [5, 6]. However,
a cost to be paid is the existence of power losses that comes from the absorption of energy in the
system walls [7, 8]. Therefore, a lot of work have been done in order to investigate the effect of
the absorption in the scattering properties [1–4, 7–9]. On the other hand, the phenomenon of
amplification has been also of interest from theoretical and experimental points of view [10, 11], as
happens in optics, where the interplay between gains and chaos is investigated [12].

In most of the cases the absorption or amplification is in volume, it takes place at any point in
the interior of the system, as happens in microwave cavities or microcavity lasers [7, 12]. Recently,
it has been proposed that absorption can be controlled by attaching absorbing patches in the
inner walls of the system [13]. In a previous work, we analyzed the scattering matrix of a simple
system with local absorption or amplification [10]. Currently, local absorption has being considered
to study the quasimodes in chaotic cavities [14]; local amplification has been used to amplify scar
modes [11]. Moreover, classical wave systems with both, local absorption and amplification, are very
useful tools to simulate quantum systems with PT -symmetry, systems described by non-Hermitian
Hamiltonians with invariance under joint parity (P) and time-reversal (T ) [15].

It is well known that an imperfect coupling of the antennas that feed a system with global or
local absorption, affects the scattering properties, and hence the transport or waves [10, 16]. It is
due to direct reflection that give rise to a prompt response in the system. Therefore, it is also
expected that the prompt responses affect the scattering properties in the presence of gains [10].
Prompt responses or direct processes make that the scattering matrix has a probability density, or
a statistical distribution in a stationary random process, that is given by a nonunitary version of
the Poisson kernel [10], or the Poisson kernel squared in the stationary random process [16].

In this paper, a panorama of what is known about scattering of waves in the presence of absorp-
tion or amplification and imperfect coupling is given. In next section we consider simple examples of
local and volume absorption with direct reflections. In Section 3, we give an overview of absorbing
chaotic systems with imperfect coupling. Finally, we conclude in Section 4.
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2. DIRECT PROCESSES AND ABSORPTION OR AMPLIFICATION IN 1D

2.1. Local Absorption or Amplification
As a first example we consider a one-dimensional cavity that is formed by a Dirac delta potential
in front of an impenetrable barrier at a distance a. The intensity of the delta potential is chosen
to be a complex number to simulate absorption or amplification located at x = a. Therefore, the
potential of this one-dimensional problem is

V (x) =
{ ∞, x < 0

(u∓ iv) δ(x− a), x > 0 , (1)

where u and v are positive constants; the minus (plus) sign corresponds to absorption (amplifica-
tion).

The outgoing plane wave amplitude is related to the incoming one by the 1×1 scattering matrix,
which is given by [10]

S̃ =
√

R eiθ = − [sin ka + (k/α̃) cos ka] + i(k/α̃) sin ka

[sin ka + (k/α̃) cos ka]− i(k/α̃) sin ka
, (2)

where α̃ = 2m(u± iv)/~2 and k =
√

2mE/~2; θ is twice the phase shift plus π and R = S̃†S̃ is the
reflection coefficient; R < 1 for absorption and R > 1 for amplification. When v = 0, α̃ = 2mu/~2

and the unitary case is recovered (R = 1).
In Fig. 1, we show the movement of S̃ in the Argand plane when ka is varied from 103 to

complete 35 resonances. As we can see it describes a circle of radius
√

R0 < 1 (
√

R0 > 1) for
absorption (amplification), displaced along the real axis. This circle touch the unitary one in the
point R = 1 and θ = π where the delta potential is totally transparent because the wave function
has a node just in the position of the delta potential.

The scattering matrix S̃′ =
√

R′ eiθ′ that is viewed from the center of the circle can be obtained
from S̃ by the translation

S̃′ = S̃ +
(
1−

√
R0

)
. (3)

What it is very interesting here is that the probability distribution of S̃′ is given by [10]

p′
(
S̃′

)
= q′

(
θ′

)
δ
(
R′ −R0

)
=

1
2π

R′ −
∣∣∣S̃′

∣∣∣
2

∣∣∣S̃′ − S̃′
∣∣∣
2 δ

(
R′ −R0

)
, (4)

where q′(θ′) is the nonunitary version of the Poisson kernel, with S̃′ the energy average of S̃′, which
is taken from the numerical experiment and gives a measure of the direct processes (see Fig. 1).

2.2. Volume Absorption or Amplification
Volume absorption or amplification in one dimension can be simulated by a complex constant
potential between an impenetrable barrier and a Dirac delta potential which intensity is purely real
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Figure 1: In presence of local (a) absorption, or (b) amplification, the motion of S̃′ describes a circle of
radius

√
R0 < 1, or

√
R0 > 1, displaced along the real axis with respect to the origin of the unitary circle

obtained in absence of absorption, or amplification. The probability density of S̃′ is given by the nonunitary
Poisson kernel. Here, ua = va = 103 and R0 ≈ 0.91. Adapted from Ref. [10].
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and positive. That is,

ReV (x) =
{ ∞, x < 0

u δ(x− a), x > 0 , ImV (x) = ±i V0, 0 < x < a (5)

where V0 and u are positive constants. As before, the plus sign in (5) corresponds to amplification
while the minus sign to absorption.

In this case, the scattering matrix associated to the cavity is also 1× 1 and it is given by

S̃ =
√

R eiθ = −

[
sin k̃a + (k̃/α) cos k̃a

]
+ i(k/α) sin k̃a

[
sin k̃a + (k̃/α) cos k̃a

]
− i(k/α) sin k̃a

, (6)

where α = 2mu/~2 and

k̃ =

√
1
2
k2 +

1
2

√
k4 + W 4 ± i

√
−1

2
k2 +

1
2

√
k4 + W 4, (7)

with k =
√

2mE/~2 and W =
√

2mV0/~2; the plus sign correspond to absorption and the minus
sign to amplification. Note that for W = 0, Eq. (7) reduces to k and Eq. (6) reduces to the unitary
case. Therefore, W gives a measure of the absorption or amplification strength.

In Fig. 2, we present the results for the numerical experiment for ua = 103 and Wa = 50. As for
the local case, S̃ is nonunitary and the reflection coefficient R oscillates and increases (absorption)
or decreases (amplification) with ka, as can be seen in panels (c) and (d) of this figure. The S̃-
matrix describes an spiral in the Argand plane and as a consequence stationarity is not fulfilled.
For high enough energies we can assume stationarity such that the motion of S̃ describes almost a
circle displaced along the imaginary axis with respect to the unitary circle, as can be seen in panels
(a) and (b) of Fig. 2. The numerical simulation is done for ka in the range from 10000 to 10110,
where there are 35 resonances.

From the center of this circle the scattering matrix is S̃′ =
√

R′eiθ′ , where we can assume that the
reflection coefficient R′ is almost constant, R′ = R0. In panels (e) and (f) of this figure we compare
the distribution of the phase θ′ obtained from the numerical experiment with the Poisson kernel
given by q′(θ′) of Eq. (4), where the only relevant parameters are R0 and S̃′, both obtained from
the experiment. The excellent agreement show that also in the global case the phase is distributed
according to Poisson kernel.
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Figure 2: In presence of volume (a), (c), (e) absorption or (b), (d), (f) amplification, the motion of S̃′

describes a circle of radius
√

R0 < 1, or
√

R0 > 1, displaced along the imaginary axis with respect to the
origin of the unitary circle obtained in the absence of absorption, or amplification. Here, also, it seems that
the probability density of S̃′ is given by the nonunitary Poisson kernel. Here, ua = 103 and Wa = 50 and
R0 ≈ 0.91.



766 PIERS Proceedings, Moscow, Russia, August 19–23, 2012

3. ABSORBING CHAOTIC CAVITIES WITH IMPERFECT COUPLING

In a classical chaotic cavity the scattering matrix S̃0 that describes it is a subunitary one that is a
member of an ensemble of scattering matrices. The statistical distribution of this ensemble is very
well explained by Random Matrix Theory in the absence of direct processes [3]. However, in the
presence of such processes a phenomenological model was implemented such that the scattering
matrix S̃, for a system with direct processes, can be obtained from S̃0 [6]. In the one channel case,
S̃ =

√
R eiθ, S̃0 =

√
R0 eiθ0 , and their relation is given by

S̃ = −
√

1− Ta +
√

Ta
1

1− S̃0

√
1− Ta

S̃0

√
Ta, (8)

where Ta is the coupling of the antenna to the cavity. This transformation is of the form

S̃ =
〈
S̃

〉
+ S̃fluc, (9)

where Sfluc is the fluctuating part and 〈S̃〉 = −√1− Ta is the ensemble average that quantifies
the direct processes which are obtained from the experimental data; therefore, the coupling can be
quantified through Ta = 1− |〈S̃〉|2.

The absorption strength is quantified by a parameter γ which is implicit in the statistical
distribution of S̃0 and can be calculated through the average of the reflection coefficient. Through
our model, the statistical distribution of S̃ can be obtained from the one of S̃0, which is known
from Random Matrix Theory results. That is [16],

p
(β)

〈S̃〉

(
S̃

)
=

1
2π




1−
〈
S̃

〉2

∣∣∣1− S̃
〈
S̃

〉∣∣∣
2




2

p
(β)
0

(
R0

(
S̃

))
, (10)

where β = 1(2) in the presence (absence) of time reversal invariance. It was show that [4]

〈R〉β = 1− Ta + T 2
a

∞∑

n=1

(1− Ta)(n−1)〈Rn
0 〉β, (11)

which is a very complicated calculation. However, we can present two cases of interest, strong and
weak absorption limits and introduce the correct criterion for them, namely [4]

〈R〉β ≈
{

1− Ta, γ À Ta, strong absorption
1− γ γ ¿ Ta, weak absorption . (12)

It is important to notice that the first factor on the right hand side of this equation is the Poisson
kernel squared, such that the direct processes affect the distribution of S̃. In Fig. 3, we show the
comparison between the theoretical prediction with experimental observation for the distribution
of θ. The agreement is excellent.

(a) (b) (c) (d)

Figure 3: (a) Model for imperfect coupling. (b) Experimental results for S̃ in microwave cavities (Ta = 0.754).
(c) Distribution of θ, when Ta = 0.754 and γ = 2.42, agrees with the prediction of Poisson kernel squared.
(d) Average of R for β = 1, 2, where the limits of weak and strong absorption are shown. Adapted from
Refs. [2, 4].
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4. CONCLUSION

We gave a panorama on the scattering of waves by systems with local and global absorption
or amplification, in presence of direct processes. We present theoretical calculations for simple
quantum mechanical systems in the local and global cases. The subunitary scattering matrix that
describe the system moves on a non-unitary circle in the Argand plane, which is displaced from
the origin. In both cases the scattering matrix satisfies the Poisson kernel distribution in its non-
unitary version. In chaotic systems with global absorption and imperfect coupling the Poisson
kernel squared describes the statistical distribution of the sub-unitary scattering matrix.
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in chaotic microwave cavities in the presence of absorption,” Phys. Rev. Lett., Vol. 94, No. 14,
144101-1–144101-4, 2005.



768 PIERS Proceedings, Moscow, Russia, August 19–23, 2012

A Novel Retrodirective Array by Removing Band Pass Filter
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Abstract— Usually, in heterodyne Retrodirective Array (RDA), for mixing RF and LO signals,
a nonlinear component is used. Result of this mixing is generation of harmonics of RF frequency
(fRF ). In other side, a BPF couples the LO into the mixer at fLO frequency, also, it isolates LO
to mixer at fRF . In this paper, BPF is replaced with configuration of two λ/4 length transmission
lines. With replacement of BPF with this configuration, no considerable changes occur in diode
voltage signal and power harmonics which incident to antenna port in this novel structure. With
this change, a RDA is designed with less complexity and is fabricated smaller and lighter.

1. INTRODUCTION

In recent years, design and fabrication of devices with directed beam forming capability have
attracted much attention [1]. Beam forming decreases interference (between waves), increases
quality of communication, and causes that a communication be more secure. RDA and Smart
Antenna are two methods for achievement of a device with beam forming property. RDAs have
the characteristic of reflecting an incident wave toward the source direction without any prior
information on the source location. Also, RDAs have shown much potential for use in many
applications; automatic pointing and tracking systems, microwave tracking beacons, transponder,
radar, RFID, solar power satellite (SPS) network and complex communication systems [1].

RDAs are achieved in three methods: right corner, Vanatta array and Heterodyne array. A Right
corner consists of two (infinite) metal plates, that joint together in one edge, and angle between
them is 90◦. When a wave propagates toward a right corner, it reflects back toward transmitted
source, after two reflections from each surface of right corner [1]. A Vanatta array consists of
multi antennas and a network. The network consists of transmission lines, and its functionality is
connection of each two antennas that located in conjugated places. The connection of two antennas
causes that the output currents (of antennas ports), swap between them [2].

Generally, RDA design is based on heterodyne array method. Heterodyne RDA was proposed
by C. Y. Pon in 1964. He proposed that phase of output signal of each antenna ports (RF signal)
is reversed and then, signal returned to antenna (Figure 1). For phase reversion, he proposed that
RF signal mixed with LO signal which its frequency is twice of RF frequency (fLO = 2fRF ) [3].
When RF signal mixed with LO signal, two signals are produced. One of them has a frequency
equal to fRF and its phase is reverse of phase of RF signal (IF signal). Frequency of the second
signal is equal to triple of fRF , and, its phase is equal to phase of RF signal [1, 3]. Therefore, in
heterodyne RDA design, designers need a LO which its frequency is twice of fRF . Also, they must
design a mixer to produce IF signal with mixing RF signal with LO signal.

In heterodyne RDA, a BPF is placed between mixer and LO. Ideally, It connects LO and mixer
at fLO, and separate them in other frequencies, to suppress of signals from mixer to LO (except at
fLO).

Figure 1: Heterodyne RDA (Pon RDA) [4]. Figure 2: End-coupled and Edge-coupled BPF.
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In the next sections, we discuss about role of BPF in heterodyne RDA. Then, we replace this
BPF with two parts of transmission lines, and omit BPF from heterodyne RDA structure. Finally,
for implementation of the new idea, three RDA structures are simulated by AWR 2008, and voltage
signal at diode node and power harmonics which present at antenna port are demonstrated for three
cases.

2. THE ROLE OF BPF IN RDA STRUCTURES

It’s well known that in a circuit with nonlinear elements, the harmonics of fundamental frequency
are generated [5]. Usually, in heterodyne RDA, a nonlinear component is used to mix RF and LO
signals. Result of this mixing, is generation of many harmonics. Each of these harmonics is equal
to mfRF + nfLO (m and n are integer numbers). Because fLO is twice of fRF , then mfRF + nfLO

is a harmonic of fRF .
For suppression these harmonics, a cascade filter is usually used between LO and mixer. In

other words, the role of BPF in heterodyne RDA is rejection of all harmonics of fRF except 2fRF .
At microwave frequencies, a BPF is realized by various methods, such as End-coupled BPF and

Edge-coupled BPF methods [6] (Figure 2). The cascade filter increases size and cost of structure,
and yields additional Insertion Loss (IL). In addition to this disadvantages, some disadvantages
occur in usage of microwave filters; for example, parallel coupled microstrip line have been used
as the main coupling component in Edge-coupled BPF design, which it causes that this filter has
spurious pass band. The first spurious pass band of this filter appears at twice the basic pass band
frequency [7].

For removing the cascade filter, several new technologies have been studied recently. A photonic
Bandgap (PBG) structure, a Defected Ground Structure (DGS) and Compact Microstrip Reso-

Figure 3: |s11| (4) and |s21| (¤) for L-section (in
dB).

(a) (b)

Figure 4: First heterodyne RDA, with (a) BPF and
(b) L-section.

(a) (b)

Figure 5: Second heterodyne RDA, with (a) BPF
and (b) L-section.

(a) (b)

Figure 6: The third heterodyne RDA, with (a) BPF
and (b) L-section.
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nant Cavity (CMRC) are some of techniques that are used to reject spurious harmonics. Besides
harmonic suppression in these methods, some difficulties occurs when designers use them [8, 9].

3. REPLACEMENT OF BPF WITH TWO PARTS OF TRANSMISSION LINE

We try to replace BPF with two quarter wavelength transmission lines. One of them is located
between LO and mixer, and the second one is used as an open stub which is connected to the
connection of first transmission line and LO. In present paper, this configuration of two transmission
lines is called L-section.

Input impedance of the open stub (with length of λ/4) is zero at odd harmonics of fRF and
infinite at even harmonics of fRF .

Zopen stub =
Z0

j tan(βl)
=

{
0 βl = (2k + 1)π/2
∞ βl = kπ

(1)

Based on this note, at odd harmonics of fRF , input impedance of L-section is infinite from
port 1, and at even harmonics of fRF , port 1 is connected to port 2 with a λ/4 length transmission
line. In other words, L-section isolates port 2 from port 1 at odd harmonics of fRF and connects
port 2 to port 1 at even harmonics of fRF .
|s21| and |s11| for L-section, which is designed at 6 GHz are shown in Figure 3. |s21| is approxi-

mately zero and one at odd and even harmonics of fRF , respectively. This behavior is the same as
what happens for a BPF that is realized by parallel coupled microstrip line at harmonics of 2fRF .

In other view, Figure 3 is similar to a Band Stop Filter (BSF) graph, with a difference that
this graph has multi center frequencies. In this case, these center frequencies are odd harmonics of
fRF [10]. Therefore, L-section rejects odd harmonics of fRF that are generated in mixer.

Generally, in heterodyne RDA, harmonics of fRF are generated at mixer, and a BPF is placed
between LO and mixer, to block all harmonics of fRF except 2fRF . Therefore, we can say that
the role of BPF is harmonic rejection. As mention before, BPFs which are realized at microwave
frequencies, have the spurious pass bands (out of desired pass band). Also, L-section can reject
odd harmonics of fRF , but it can’t reject even harmonics of fRF . Then, these two structures are
the same behavior in heterodyne RDA when each of them is placed between LO and mixer.

For implementation of this idea, we use three RDAs.
The first one is a RDA that is introduced in [10] (Figure 4(a)). This structure consists of a

circular microstrip antenna with two ports that connect to two ports of a ratrace coupler. The
proposed structure is similar to a single balanced rat race mixer, when LO and IF signals are
interchanged [10]. Two mixer diodes are placed at two remaining ports of coupler. Placing the
LO port in the longer section of the ring at a 6 GHz quarter wave from either port 1 or 4, so the
other ports can be formed to feed the diodes with equal power (Figure 4(a)). The mixer employed
(SMS7621) mixer diodes [10].

Each element in second structure consists of a circular microstrip antenna with two ports that
connect to two ports of a branch line coupler. Two diodes (SMS7621) are connected to other ports
of coupler through a LPF. LO is connected to each of diodes with a BPF [11] (Figure 5(a)).

Figure 7: Voltage signal at the connection of diode
to coupler, (5) RDA with BPF, (4) RDA with L-
section.

Figure 8: Power harmonics which incident to an-
tenna port, (5) RDA with BPF, (4) RDA with
L-section.
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Also, the third structure consists of a circular microstrip antenna with two ports that they
connect to two ports of a branch line coupler (Figure 6(a)). Two dual channel phase conjugators
are connected to other ports of coupler through a LPF. Each of phase conjugators contains two
ports, one for the LO and the other for RF/IF port. The channels are identical except position of
the 90◦ phase delay line (at the RF frequency). Beside this, two diodes (SMS7621) are mounted
in opposite directions. Since the fLO is twice that of the fRF , no power coupled to branch line
coupler at fLO, providing good LO isolation [12] (Figure 6(a)). The board which is used in two
cases, is RT/Duroid 5870, with its height is equal to 31 mil, and its εr and tan δ are 2.33 and 0.0012,
respectively. These RDAs are designed for receive and transmit wave at 6 GHz.

Now, we remove BPFs from these structures and insert L-section in them as Figures 4(b), 5(b)
and 6(b).

4. SIMULATION

As mention before, three RDA strucrures are considered, each one is simulated in two cases, when
BPF is placed between LO and mixer and when the BPF is replaced with L-section. In these cases,
diode voltages and power harmonics which incident to antenna ports are demonstrated in two cases.

A. For first structure is shown in Figure 4:
Figure 7 shows voltage signals at connection of one of diodes to coupler, in two cases. In this

structure, the conversion loss is approximately 6.5 dB at 6 GHz. The LO power is 10 dBm. Power
harmonics that incident into antenna ports are shown in Figure 8.

B. For second structure is shown in Figure 5:
Figure 9 shows voltage signals at connection of one of diodes to coupler when BPF and when

L-section are placed between LO and mixer. In this structure, the conversion loss is approximately
6 dB at 6 GHz. The LO power is 10 dBm. Power harmonics which incident to antenna ports are
shown in Figure 10.

C. For third structure is shown in Figure 6:

Figure 9: Voltage signal at the connection of one
of diodes, (5) RDA with BPF, (4) RDA with L-
section.

Figure 10: Power harmonics which incident to an-
tenna port, (4) RDA with BPF, (5) RDA with
L-section.

Figure 11: Voltage signals at the connection of
diode, (4) RDA with BPF, (5) RDA without BPF.

Figure 12: Power harmonics which incident to an-
tenna port, (5) RDA with BPF, (4) RDA with
L-section.
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The third structure is shown in Figure 6. Same as before structures, diode voltages are shown
in Figure 11. In this structure, the conversion loss is approximately 7 dB at 6 GHz. The LO power
is 10 dBm. Power harmonics which incident to antenna ports, are shown in Figure 12.

Voltage signal at diode node and Power harmonics which incident to antenna ports, are approx-
imately equal, in three structures. Also, conversion losses in two cases (when BPF/L-section is
placed between LO and mixer) are the same for three RDA structure. It means that replacement
of BPF with L-section in heterodyne RDA does not affect to functionality of RDA mixer.

5. CONCLUSIONS

In present paper, BPF is replaced with two parts of transmission line (L-section). One of these
transmission lines is located between LO and mixer and the other one connects to connection of LO
and the first transmission line, in parallel mode. With this replacement, heterodyne RDA structure
is fabricated smaller and lighter, and it is designed with less complexity, whilst no changes occur
in signals at different nodes of circuit.
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Mobile Phone EMC Deterioration Due to Different Realistic Usage
Patterns
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Abstract— This paper presents in details the effects of different realistic usage patterns on the
EMC, that represented by the antenna total efficiency (ηtot) and the total isotropic sensitivity
(TIS ), of different mobile phone handsets, where a commercial FDTD-based EM solver is used
to solve Maxwell’s equations. Different semi-realistic mobile phone handset models operating
in the GSM900, GSM1800, and UMTS/IMT-2000 bands are simulated to achieve the available
commercial models, whereas, a heterogeneous MRI-based CAD model is used to simulate the
mobile phone user’s head. The results achieved in this paper showed that certain realistic usage
patterns during a call could dramatically affect the mobile phone antenna specifications, i.e., ηtot,
and TIS, and consequently deteriorate its EMC.

1. INTRODUCTION

While moving towards a ubiquitous society where anyone can get information from anywhere at
any time, antennas are becoming a key component for cellular handsets and other portable wireless
devices. Users of portable wireless devices want such devices to be of small volume, light weight,
and low cost. With the huge progress in very large scale integration (VLSI) technology, this dream
has become a reality in the past two decades. All that imposed a big challenge to engineers in
keeping the mobile phone handset compatible electromagnetically.

From a more technical point of view, the user’s body, head and hand, have an impact on the
mobile handset. The tissue of the user represents a large dielectric and lossy material distribution in
the near field of a radiator. It is obvious, therefore, that all antenna parameters, such as impedance,
radiation characteristic, radiation efficiency and total isotropic sensitivity (TIS ), will be affected
by the properties of the tissue. Moreover, the effect can differ with respect to the individual
habits of the user in placing his hand around the mobile handset or attaching the handset to
the head. Optimized user interaction, therefore, becomes a technical performance parameter of
cellular mobile phones. The electromagnetic interaction between mobile phone antenna and human
body was investigated extensively in the previous literatures, where a review of the most published
articles in this field can be found in [1], whereas, the Electromagnetic Compatibility (EMC) of
mobile phone antennas are studied by few authors [2, 3].

The EMC of a cellular handset is defined as its ability to function properly in its intended
electromagnetic environment and without introducing excessive electromagnetic energy that may
interfere with other devices. This paper investigated the mobile phone EMC, that represented in
terms of total efficiency (ηtot) and TIS deterioration due to different realistic usage patterns, where
both ηtot and TIS are computed due to different handhold and handset positions.

2. MOBILE PHONE ANTENNA EFFICINCY AND TIS

2.1. Antenna Total Efficiency (ηtot)
The efficiency of a handset antenna is the ratio of the total power radiated by the antenna to
the forward power available at its terminals (or those of its associated matching network). The
antenna efficiency is a parameter which takes into account the amount of losses at the terminals
of the antenna and within the structure of the antenna. These losses are: reflections because of
mismatch between the transmitter and the antenna, and I2R losses (conduction and dielectric).
Hence the total antenna efficiency can be written as:

ηtot = ηmis · ηc · ηd (1)

where: ηtot = total efficiency, ηmis = (1− |Γ|2) mismatch efficiency, Γ = reflection coefficient, ηc =
conduction efficiency, and ηd = dielectric efficiency. Since ηc and ηd are difficult to separate, they
are lumped together to form the ηrad efficiency which is given as [4]:

ηrad = ηc · ηd · Rr

Rr + RL
(2)
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ηrad is called as the antenna radiation efficiency, and is defined as the ratio of the power delivered
to the radiation resistance Rr, to the power delivered to Rr and loss resistance RL. Efficiency may
be measured either in passive or active modes. In active measurements, it is difficult to determine
the forward power, so the better active parameter is a measurement of the total radiated power
(TRP) — which is what matters in network performance.

In the typical operating situation, a mobile terminal is located in very close proximity to the
user. When RF radiation is emitted from a mobile terminal held next to a human, a portion is
radiated away into the surrounding air, and body tissues absorb another portion. When a mobile
terminal is located in a traditional talk position, mostly head and hand regions absorb RF radiation.
Thus, the handset efficiency deteriorated drastically in realistic usage patterns [5, 6].

2.2. Total Isotropic Sensitivity (TIS)

The sensitivity is defined as being the input signal power that gives rise to a specific frame error
rate or residual bit error rate. The sensitivity is sampled in orthogonal polarizations at points
spread over a surface surrounding the handset [7]. The TIS is a measure of the handset receiving
performance, where both TIS and TRP together determine the effectiveness of the handset as
a piece of radio equipment, in particular the maximum range at which the handset can operate
from the base station with some given level of performance [7]. As compared with the normal
receiver sensitivity in the GSM-family, a typical specification for the TIS is around 10-dB higher in
talk position [8]. The TIS can be measured in a reverberation chamber with a definition formula
given in [9]. The sensitivity of a commercially available GSM900 phone in receiving mode could be
measured in a reverberation chamber for different handset setups (in free space and against head
phantom) [10].

3. NUMERICAL COMPUTATIONS

The Finite-Difference Time-Domain (FDTD) method proposed by Yee in 1966 [11] is a direct
solution of Maxwell’s curl equations in the time domain. Maxwell’s curl equations are discretized
using a 2nd order finite-difference approximation both in space and in time in an equidistantly
spaced mesh [12], where a FDTD-based EM solver, SEMCAD X, is used to simulate the handheld
next to head in different position at different frequencies, and solve Maxwell’s equations.

3.1. Modeling of Mobile Phone Handset

Three groups of twelve single-band handset models are designed and simulated to find out the
available commercial models design as follow:

1. Candy-bar type handset with left-side external antenna (model-A),
2. Candy-bar type handset with upper internal patch antenna (model-B),
3. Clamshell type handset with left-side external antenna (model-C),
4. Clamshell type handset with upper internal patch antenna (model-D).

The first group of the designed handsets is working at 900MHz to cover the GSM-900 band, the
second group is working at 1800 MHz to cover the GSM-1800 band, and the third group is working
at 2025MHz to cover the UMTS-IMT 2000 band. In this paper, the adopted external antenna
is a short whip, top-loaded with a small cylinder [6], whereas, the internal antenna is a shorted
microstrip patch antenna [6]. Fig. 1 shows the adopted handset models close to head at different
positions.

3.2. Human-hand Model

A homogeneous hand model consisting of three tissues (skin, muscle, and bone) [5, 6, 13] is designed
with two common different holding positions referred as hand1 and hand2. Hand1 is gripping the
lower part of the handset, whereas, hand2 is gripping the upper part of the handset. The proposed
hand-holds represent the two possible extreme cases.

3.3. Human-head Model

The user’s head is simulated using an MRI-based anatomically correct model, High-Resolution
European Female Head (HR-EFH), available with SPEAG [12]. The electrical properties and
densities of tissues are given in [6].
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(a) Model-A, Hand1 (b) Model-B, hand1

(e) Model-A, hand2 (f) Model-B, hand2

(c) Model-C, hand1

(g) Model-C, hand2

(d) Model-D, hand1

(h) Model-D, hand2

Figure 1: Handset models-A, B, C, and D in close proximity to HR-EFH gripped by hand at different
positions, i.e., hand1 and hand2.

(a)

(b) (c)

Figure 2: 3D-bar representation of the handset models total efficiency at different positions operating at;
(a) 900 MHz, (b) 1800 MHz, and (c) 2025 MHz.
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(a)

(b) (c)

Figure 3: TIS versus handset setup for the different adopted models at cheek-position operating at: (a)
900MHz, (b) 1800 MHz, and (c) 2025MHz.

4. SIMULATION RESULTS

Figure 2 demonstrates the ηtot values of the twelve adopted mobile phone handset antennas versus
realistic usage patterns, i.e., in free space, in hand1, in hand2, in hand1+cheek, in hand2+cheek, in
hand1+tilt, and in hand2+tilt, whereas, Fig. 3 demonstrates the TIS values of the adopted handsets
versus different realistic usage patterns with check -position only. As shown in these figures, holding
the mobile phone handset next to head may dramatically deteriorate both ηtot and TIS.

At 900MHz operating frequency, a maximum deterioration was noticed for the handset model-A,
where 89% decrease in the ηtot value while holding the handset with hand1 at tilt-position, whereas,
9.5 dBm increase in the TIS while holding the handset with hand2 at cheek -position. The same
scenario for handset model-A was noticed at 1800 MHz operating frequency, where more than 91%
decrease in the ηtot value while holding the handset with hand1 at tilt-position, whereas, 10.5 dBm
increase in the TIS while holding the handset with hand2 at cheek -position. At 2025 MHz operating
frequency, a maximum deterioration was noticed for the handset model-B, where 91% decrease in
the ηtot value while holding the handset with hand1 at tilt-position, whereas, 10.5 dBm increase in
the TIS while holding the handset with hand2 at cheek -position. The TIS values during a call are
agreed with those given in [5].

It is obvious that the candy-bar type handset, i.e., model-A, is more affected by the vicinity
of the user’s head whereas, the clamshell type handset, i.e., model-C and model-D, is less affected
by the vicinity of the user’s head. It should be noticed that for the clamshell type and due to
its shape, only a cheek -position was considered. This is why the ηtot of clamshell at tilt-position
appears equal to zero in Fig. 2. According to the results shown in both Fig. 2 and Fig. 3, the
handset antenna matching parameters and the handset EMC may include the presence of hand
and head during the design process, with an acceptable EMC in free space. This will insure less
handset EMC deterioration while making a call and deposits less SAR in the user’s tissues.
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5. CONCLUSIONS

The results achieved in this paper showed that certain realistic usage patterns during a call could
dramatically affect the mobile phone antenna specifications, i.e., total efficiency, and total isotropic
sensitivity, and consequently deteriorate its electromagnetic compatibility. This electromagnetic
compatibility deterioration may, firstly: disables the mobile phone handset to function properly
in its intended electromagnetic environment, and secondly: push the mobile phone handset to
introduce excessive electromagnetic energy to keep a successful electromagnetic connection with
the cellular base-station. The later may increase the specific absorption rate (SAR) in the user’s
head. Thus, the realistic usage pattern should be considered while the mobile phone designed and
assembled by the manufacturer.

The manufacturer may involve both the human head and handhold dielectric properties while
designing and attaching the antenna to PCB of the prototype mobile phone handset and calculating
the final electromagnetic specifications, i.e., antenna total efficiency and total isotropic sensitivity.
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A Parametric Study and Design of the Balanced Antipodal Vivaldi
Antenna (BAVA)
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Abstract— Now days the ultra wide band antenna (UWB) is widely used in different appli-
cations such as microwave imaging, wireless communications, ground penetrating radars, remote
sensing and phased arrays. Since then the Vivaldi antenna is a suitable candidate for this appli-
cations. This antenna has 3 main categories: 1- Co-planar Vivaldi antenna, 2- Antipodal Vivaldi
antenna and 3- Balanced Antipodal Vivaldi antenna (BAVA). The BAVA has great advantages
over the other types of antennas, as well as better radiation characteristics, wider bandwidth and
better return loss characteristics. In this paper a parametric study and design of the balanced
antipodal Vivaldi antenna (BAVA) has been taken with the aim of using them as elements of
wideband phased arrays. The study reported here was performed in the 1–20 GHz by using com-
mercial electromagnetic simulation software ANSOFT HFSS. The BAVA is constructed using
RT/duroid 6002 (Rogers Corporation CT. USA) which has relative permittivity of 2.94. The
simulation showed that the return loss is better than −10 dB within the bands. This antenna is
suitable for imaging radar or tissue scanning applications.

1. INTRODUCTION

The Vivaldi antenna was first introduced by Gibson in “The Vivaldi aerial” [1]. Since then, it
is widely used in different applications such as microwave imaging, wireless communications and
ground penetrating radars. The Vivaldi antenna, nowadays, has three main categories: The copla-
nar Vivaldi antenna which is introduced by Gibson, the antipodal Vivaldi antenna [2] and balanced
antipodal Vivaldi antenna [3]. These categories, in general, have the exponentially tapered flares.
In all of them, traveling wave propagate on the inner edges of the flares which is the main mecha-
nism for radiation. So, exponentially tapered flare is the unique specific feature of this work which

(a) (b) (c)

Figure 1: Three structures of the Vivaldi antenna. (a) Coplanar. (b) Antipodal. (c) Balanced antipodal.

(a) (b)

Figure 2: (a) Geometry and dimensions of the BAVA. (b) Exploded view of designed BAVA.
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Figure 3: The variation of return loss and gain of BAVA with different parameters.
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makes the antenna operates over a broad frequency bands. Similar to bow-tie antenna, Vivaldi
antenna can be manufactured reasonably cheap using PCB technology. In coplanar Vivaldi an-
tenna, the oldest form of Vivaldi, two radiator planes are on the same side of the dielectric sheet.
This structure has been shown in Figure 1(a). The antenna can be fed by aperture coupling from
the other side as depicted in this figure. There is another feeding circuit using broadband balloon
which is not convenient in many designs due to the length of these balloons and the complexity
they might add to the structure.

The antipodal Vivaldi antenna (Figure 1(b)) is proposed to solve the feeding in coplanar ones.
In this type of Vivaldi antenna one of the layers is printed on top and the other one which is tapered
in opposite direction is printed on the bottom of the dielectric substrate sheet. This antenna can
be fed easily by soldering the connector to the two sides of the sheet. The impedance matching of
conventional 50 Ω line has been done by the transition between twin parallel strip-line to micro-strip
line. The antipodal Vivaldi antenna, however, increase the cross-polarized radiation which is not
suitable for radar applications. This can be improved by balanced antipodal structure of Vivaldi
antenna, Figure 1(c). In balanced antipodal Vivaldi antenna, another dielectric sheet has been
added on top of the antipodal structure and a metal plate just like the one in the bottom of the
antenna has been printed on top of the newly added sheet [4].

2. ANTENNA DESIGN

The antenna consists of three copper layers; the two external layers are connected to the feeding
line ground planes and the central layer is connected to the signal conductor of the feeding line
(Figure 2). The copper layers are supported by two dielectric substrates on each side of the
antenna. The feed is a gradual transition between a strip-line to a tri-strip transmission line (TL).
The conductor width increases linearly while the ground width decreases exponentially to keep
constant impedance along the transition [5]. The tri-strip TL extends for a short distance and
then the grounds and conductor start to flare in opposite directions with exponential curvatures to
create the antenna aperture [5].

The geometry parameters are presented in Figure 2: W , L and T are the overall width, length
and thickness respectively, Ws and Wg are the width of the strip-line and corresponding ground
plane width, Wts is the width of the transmission line tri-strip, Wa defines the actual aperture
width, Lt, Lts and La correspond to the transition, tri-strip TL and aperture length respectively.
The dielectric thicknesses are defined by T for the supportive substrates. Finally, the exponential
curves for the transition, flare and aperture (Yt, Yf , Ya) are defined by the following equation:

yi = ±
(
Ai × ePi×(x−Bi) + Ci

)
i : a, f, and t (1)

where, A is the scaling factor, P the exponential rate, B the shifting value and C the offset. These
parameters are defined for each curve in Table 1.

3. DESIGN AND PARAMETRIC STUDY

The study shows that dielectric with permittivity slightly higher than the surrounding environment
(εr = 2.5) produces superior radiation behavior while the thickness of the supportive substrate (T )
does not significantly influence the antenna performance. Once the dielectric material has been
selected, the influence of increasing the aperture variables W , Wa and Pa has been investigated.
Increasing the aperture or total width improves the S11 performance but usually degrades the other
metrics. A small exponential rate (Pa) is preferred which actually translates to a longer aperture.
The flare parameters Af and Pf influence the matching. A sharp flare curve increases the end-fire
radiation but at the expense of degrading the S11 performance. The transition dimensions Wg, Ws

and Wts are defined to provide TLs with 50 Ohms characteristic impedance at both ends. Pt is
selected to get the best transmission coefficient (S21).

Table 1: Exponential curves parameters [5].

Curve A P B C

Yt
Wts−Wg

2×(ePt×Lt−1)
Pt 0 Wg

2 −At

Yf Af Pf Lt + Lts
Wts

2 −Af

Ya
Wts−Wg

2×(ePt×Lt−1)
pa Lt + Lts −Wts

2 −Aa
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The selected dielectric is RT/duroidr 6002 from Rogers Corporation which has a relative per-
mittivity of 2.94. The thickness T is chosen to be 1.524 mm. The lengths are listed here: L = 74 mm,
Lt = 23 mm, Lts = 1 mm, La = 50 mm. Finally the remaining parameters are: W = 44mm,
Wa = 34mm, Wg = 10, Ws = 2 mm, Wts = 2.24 mm, Pt = −0.15, Pf = 0.4, Pa = 0.05 and
Af = 0.1.

4. FINAL DESIGN AND SIMULATION

The lengths were already defined but are listed here again: L = 84mm, Lt = 23mm, Lts = 1 mm,
La = 60 mm, W = 44 mm, Wa = 34 mm, Wg = 10, Ws = 2mm, Wts = 2.24mm, Pt = −0.15mm,
Pf = 0.4mm, Pa = 0.05mm, Af = 0.1mm, Ba = 24mm, Aa = 0.00095 mm, Ca = −2.0694 mm,
Cf = 1.02mm, At = 0.004mm and Ct = 0.993 mm. The simulation is done by ANSOFT HFSS

Figure 4: The H-plane and E-plane radiation pattern of BAVA from 1 to 20 GHz.



782 PIERS Proceedings, Moscow, Russia, August 19–23, 2012

Figure 5: Simulated return loss of BAVA. Figure 6: Simulated gain of BAVA.

V.13.0. For this design, S11 is below −10 dB above 1GHz, as shown in Figure 5 and the gain up to
more than 9 dB as shown in Figure 6. The radiation patterns in H-plane and E-plane are shown
in Figure 4.

5. CONCLUSIONS

This paper presents the design and detailed results of the Balanced Antipodal Vivaldi Antenna
with the selection of RT/Duriod 6002 substrate material. This antenna is showing remarkable
performance over the entire frequency range between 1–20 GHz with high gain up to more than
9.5 dB and very low Cross polarization. This antenna can be used as an element in phased arrays
for wide band wide angle scanning because of its wide beam width in both the planes and also
providing wide bandwidth.
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Abstract— This paper proposes a design of a Chebyshev type microstrip low pass filter (LPF)
loaded with an array of split ring resonator (SRR) as an additional plane between ground and filter
sections for superior performance. Metamaterials (MTM) are the artificial materials engineered
to exhibit double negative (DNG) properties that are not found in nature. Such a material gains
its properties from its structure rather than its chemical composition. Many researchers have
introduced various MTM structures such as spiral resonator, split ring resonator, complementary
slip ring resonators, omega, S structures etc., in recent years in that category. The advantage of
MTM is its compact size with ability to provide improved performance. Firstly the conventional
microstrip LPF was designed at 2GHz. The novel SRR consisting of new V shaped structures
was designed and verified separately for the existence of its µ negative and ε negative properties
using a separate coding written in MATLAB for Nicolson-Ross-Wier (NRW) method. Finally
the already designed LPF was loaded with the verified metamaterial structure and simulated.
For the design and simulation, HFSS 3D simulation tool was used. On comparison it is observed
that the SRR loaded low pass filter provides improved performance over the conventional type.

1. INTRODUCTION

A miniature size better performing low pass filters are of great demand in the applications of mi-
crowave circuits. Though the low pass filters [1] designed using microstrip technology provides
low profile, improvement in the filter characteristics are still investigated intensively with different
alternatives [2]. Recently metamaterials (MTM) play important role in the performance improve-
ment [3] of microstrip components such as antennas, filters etc.. Russian Scientist Victor Vesselago
in 1967 first introduced the MTM concept in theories during 1967. Later the use and applications
of these materials in the field of microwaves have been under investigation vigorously since year
2000 after a silent period of roughly around 30 years when the work on slip ring resonators (SRR)
proving the negative µ and ε was first reported by B. Pendry et al., in 2000. MTMs are artificial
materials obtained from their physical structures and not from their chemical composition. They
are attracting researchers because of their negative medium properties which influence the perfor-
mances. The effective medium thus prepared are recognized as negative refractive index (NRI)
medium, left handed metametarial (LH MTM), double negative medium (DNG), single negative
medium(SNG), epsilon negative medium (ENG), mu negative medium (MNG), all [4] depending
on the negativeness of dielectric permittivity and magnetic permeability of the new artificial sub-
strate. There are mainly resonator and transmission line approaches for preparing the artificial
substrates. Researchers have been contributed a variety of SRR and CSRR structures [6–9] for
such investigations. The SRR or CSRR embedded on or in the substrate disturbs [10] the shield
current distribution in the ground plane and changes the properties of inductor and capacitor. The
proposed microstrip low pass filter is based on resonator approach. This makes use of a novel SRR
consisting of V shaped metallic structures arranged to form an array on a plane embedded between
the filter on the top and the ground at the bottom giving rise to change in the effective inductance
and capacitance of the mictrostrip line laid as filter. The filter properties are influenced by the
presence of the embedded MTM and also the gap distance between the unit cells. The difference
between the conventional grounded filter and the SRR embedded and grounded filter is visible from
the characteristics shown in Figure 2.

2. CONVENTIONAL MICROSTRIP LOW PASS FILTER DESIGN

The conventional LPF of order three has been designed using the empirical formulae found in
literatures [1, 2, 6, 8]. This paper considers the design aspects of third order Chebyshev type low
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pass T section filter. The simplified design steps involved in this filter are described in Equations
from (1) to (12).

Ripple r = 1 + a2
mT 2

n

(
ω′

)
(1)

where for stop band attenuation
T 2

n

(
ω′

)
= 1 (2)

for stop band attenuation rpba at fs,

T 2
n(ω′) = cosh2

(
ncosh−1 ω′s

)
(3)

ω′s = ωs/ωc (4)
W

h
=

8 eA

e2A − 2
(5)

where

A =
Zo

6

[
εr + 1

2

]1/2

+
εr − 1
εr + 1

[
0.23 +

0.11
εr

]
(6)

The characteristic impedance Z0 is essentially considered to be 50 ohms for matching conditions
and εr is the relative permittivity of the substrate material. Depending on whether W/h < 1 or
W/h ≥ 1, one can choose the appropriate formula for the determination of the effective medium
property.

If W/h < 1, then the following Equations (7) and (8) may be chosen

εeff =
[
εr + 1

2

]
+

[
εr − 1

2

] [(
1 +

12h
W

)− 1
2

+ 0.04
(

1− W

h

)]2

(7)

Z0 =
60√
εeff

ln
[(

8h

W

)
+ 0.25

(
W

h

)]
(8)

If W/h ≥ 1, then the following Equations (9) and (10) may be used

εeff =
[
εr + 1

2

]
+

[
εr − 1

2

] [
1 +

12h
W

]−1/2

(9)

Z0 =
[

377√
εeff

] [
W

h
+ 1.393 +

(
2
3

)
ln

(
W

h
+ 1.444

) ]−1

(10)

For the inductor, Z0 = Z0L = 100 ohms and for the capacitor Z0 = Z0C = 20 ohms may be used
with reference to the Wheeler’s curve found in literature [2]. Similarly the transmission line length,
the width and length of inductor and capacitor can be calculated. The transmission line length
can be taken to be multiples of λg0

4 . Moreover for pass band ripple of 0.5 dB the g values are
go = 1.0000, g1 = 1. 5963, g2 = 1.0969, g3 = 1.5963 and g4 = 1.0000. If any other ripple value
is planned then the appropriate g values can be obtained from the table in literature and in [2, 3].
The other parameters can be calculated using the equations listed below:

The free space wave length
λo = c/fc (11)

The wave length through transmission line

λgo =
λ0√
εeffTx

(12)

The transmission line length
LTx = λg0/8 (13)

The wavelength through the inductor

λgL = λ0/
√

εeffL (14)
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The wavelength through the capacitor

λgC = λ0/
√

εeffC (15)

For T section filter the following formulae may be used:

Length of inductor

βL L1,L3 = L1,3
Z0

Z0L
where β = 2π/λgL (16)

where
L1 = L3 = (Z0/g0) (Ωc/2πfc) g1 (17)

Length of capacitor

βLc2 = C2
Z0L

Z0
where β = 2π/λgc (18)

where
C2 = (g0/Z0) (Ωc/2πfc) g2 (19)

The roll-off rate [6] for the LPF is given by

ξ =
αmax− αmin

fs−fc
(20)

where ξ is in dB/GHz and αmax and αmin are the attenuation points corresponding to fs and fc

respectively. The input parameters considered for the design are the cut-off frequency fc, the stop
band frequency fs, the stop band attenuation rsba, the pass band ripple level rpba, the dielectric
permittivity of the substrate εr the thickness of the substrate h and the characteristic impedance
for matching ZO.

3. DESIGN AND SIMULATION

3.1. Conventional Filter Synthesis
The conventional filter synthesis was carried out using procedure outlined in equations from (1) to
(20) and inputting the specified set of data fc = 2 GHz, fs = 4 GHz, rsba = 25 dB, rpba = 0.5 dB,

εr= 4.4, h = 1.6mm, LTx = λg0

8 and Zo = 50 Ω, and the dimensions are as indicated in the Table 1.
The corresponding filter section is shown in the inset in Figure 2(b). For the design and simulation
the HFSS software is used. Simulations are performed for both the conventional T section filter as
well as novel V shaped SRR embedded third order LPF. The filter components are designed using
copper conductor on a double side printed FR4 substrate of thickness 1.6 mm and permittivity 4.4
with dimensions (47.54mm× 20.3mm). The ground plane is laid at the bottom of the substrate.
3.2. Metamaterial Preparation and Negative Medium Verification
The proposed SRR type metamaterial preparation is based on the V shaped structures. The unit
cell and the array structures are shown in Figure 1. This structure is embedded as copper strips
between filter section and ground at 0.8 mm inside the FR4 substrate of 1.6 thickness. After creating
the said MTM structure, the PE (perfect electric) boundary on two sides of x-axis, PM (perfect
magnetic) boundary on two sides of z-axis and in the rest sides of y-axis the waveports 1 and 2
should be set up appropriately and then simulated with appropriate sweep frequency range. The
S-parameters thus obtained will have S11, S21, S12 and S22 since there are two ports.

These are complex numbers having real and imaginary parts. The negative medium properties
can then be determined by making use of any one of the appropriate parameter retrieval proce-
dures. There are four popular methods [5] such as Nicolson-Ross-Wier (NRW), NIST iteration

Table 1: Conventional T section filter dimensions.

Filter Zo ZoL ZoC λgo λgL λgC WTx

T sec 50 99.78 18.43 82.39 88.99 77.36 3.06
Filter WOL WOC LTx LC2 LL1 LL3 -
T sec 0.7008 12.256 10.3 4.98 10.98 10.98 -
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(a) (b)   (c) (d)

    11mm 

8mm 

   3mm 

5mm 

       43 mm 

 

gap  
15mm 

            gap  

Figure 1: Proposed SRR structures and S-parameter retrieval for negative medium properties. (a) Single unit
structure. (b) Array of V structures placed underneath the filter sections. (c) Permeability and permittivity
of the MTM medium. (d) Refractive index.

(a) (b)   (c) (d)

Figure 2: Simulated outputs. (a) View of Metamaterial loaded LPF. (b) Reflection and transmission loss
of conventional LPF (Inset: LPF structure). (c) Transmission loss of MTM LPF for various gap distances.
(d) Reflection loss of MTM LPF for various gap distances.

technique, new non-iterative technique (NNIT) and short circuit techniques (SCT) available for
the negative medium property verification. The selection of the retrieval technique is based on the
some constraints such as the measured S-parameters, length of the substrate, the required dielectric
properties, time involved in the conversion process and the accuracy of the obtained results. The
SCT is suitable for one port measurement hence has the possibility of determining relative permit-
tivity only. In NIST iteration and NNIT methods, εr can only be determined and µr is treated
as unity only. In this paper, the NRW method is adapted as it can give both medium properties,
simple, involves fewer steps and less time consuming, straight forward and makes use of one set of
reflection and transmission S-parameters only. The permittivity and permeability of the medium
are related to S-parameters by the Equations from (21) to (22) as given below.

εr =
2

jkoh

1− V 1
1 + V 1

(21)

µr =
2

jk0h

1− V2

1 + V2
(22)

where

V1 = S21 + S11 (23)
V2 = S21 − S11 (24)

and
n =

√
εrµr (25)

where k0 is a wave number equivalent to 2π/λ0, h is the thickness of the substrate and V1 and V2

are terms representing the composite of S11 and S21. The term k0h is expected to be very much
less than unity for meeting the condition that the structure of MTM must be smaller in size [9].
The calculation of refractive index can also be done using the formulae listed in [6]. Using the
S-parameters data obtained from the simulation, in the Equations from (21) to (25) for verification
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of negative medium, the properties εr, µr and refractive index n are obtained and also drawn as a
function of frequency.

3.3. MTM Loaded LPF Simulation
The MTM is inserted between the filter and the ground as shown in Figure 2(a). The filter is set
up for a sweep frequency of 2 GHz in a sweep range of 1 to 6 GHz with lumped port input fed to
two ports and simulated to obtain the filer properties.

4. RESULTS AND DISCUSSIONS

The Figure 1(c) shows the dominating negative epsilon medium upto 4.2 GHz and dominating
negative mu medium after 5 GHz. The double negative property is noticed between 4.2–5GHz
range. The Figure 1(d) indicates the negativeness of the refractive index of the artificially prepared
substrate medium. From the literature [4] it is already experienced that the ENG and MNG media
aids in improving the performance due to good coupling between strips.

The simulated S-parameters of the conventional LPF as a function of frequency are shown in
Figure 2(b). The inset indicates the filter structure. The reflection loss is −28 dB initially at 1GHz
and raises uniformly as the frequency increases. It remains high after 3 GHz and continues upto
6GHz. However, the transmission curve is nearly flat in the passband and it starts decreasing after
the cut-off frequency of 2 GHz corresponding to −3 dB. It reaches −15 dB only at 4.4GHz and again
it rises. Hence this filter is able to provide a poor roll-off rate only because this curve does not even
cross −15 dB whereas the specification planned is 25 dB in the stop band at 4 GHz which is not
achieved by this filter. The Figure 2(c) shows the transmission (S21) values of the metamaterial
loaded LPF for various gap distances between adjacent V structures. The transmission band is
flat without any ripples and the cut-off frequency occurs at 1.95 GHz corresponding to −3 dB and
then decreases to nearly around −34 dB for all the gap distances. However, for each gap distance
reduction from 1 mm to 0.2 mm, it is seen that the stop band frequency reduces and hence improving
to good roll-off rate. This rate is low for 1 mm gap distance and becomes appreciably lower when
it is 0.2 mm. The 25 dB attenuation point is reached at 3.6GHz whereas for the rest of the gap
distances, it occurs after 4GHz only. Similarly the reflection characteristics curves for various gap
distances are shown in Figure 2(d). As the distance decreases the reflection loss remains varying
between −18 dB and −20 dB initially and then rises uniformly. Also in the stop band, this S11 is
better for the gap distance of 0.2 mm when compared to other values. Hence, as the gap between
the MTM structures reduces, more coupling takes place between strip lines and yielding better
performance of the filtering action when compared to the conventional filter.

5. CONCLUSION

This paper reported the results of an effort of improving the performance of a third order Chebyshev
conventional T section microstrip low pass filter using metamaterial array structure in the substrate.
The novel V shaped metamaterial structure as a SRR array was laid as performance improving
cover between filter section and conventional ground layer. Better transmission and reflection
characteristics have been obtained without compromising the size. The roll-off rate of 13.33 dB/GHz
has been achieved with the proposed filter whereas in the conventional filter this was observed to be
7.096 dB/GHz only. The advantage of this filter considers improved and fast roll-off, good reflection
and transmission loss in the pass and stop bands. The future work is to investigate the possibility
of practical implementation of this metamaterial filter structure and test its real performance. The
characteristic changes with respect to change in position of the V shaped SRR array inside the
substrate can also be analyzed in terms of filter performance.
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Abstract— A compact artificial neural network (ANN) trained Chebyshev type microstrip low
pass filter has been proposed in this paper. Micrstrip filters always find an important place
in many microwave applications. They are most widely preferred for selecting or confining the
microwave signals within specified spectral ranges. The challenges on the microwave filters with
requirements such as improved performance, miniature size, lighter weight, and lower cost are ever
increasing with the emerging applications of wireless communications. The microstrip type filters
play vital role at microwave frequencies because of these features. The conventional and ANN
trained filters were designed using HFSS simulation tool. The design and analysis of microstrip
low pass filter at cut-off frequency of 2 GHz on a FR4 substrate was initially performed using HFSS
and then the necessary filter design parameters were trained with an ANN optimization technique
using MATLAB. The performance comparison of the conventional filter designed was executed
with the ANN model. The best possible design dimensions of the filter could be obtained with the
ANN and the reflection (S11) and transmission (S21) properties were obtained in a satisfactory
level.

1. INTRODUCTION

Microstrip filters gain attracting popularity among researchers because their day to day improve-
ment in designs and their needs in many microwave systems including satellite communication [1, 2].
Depending on the need and application either Butterworth or Chebyshev type of filter with either
low pass, high pass, band pass or band stop filter configurations [3] can be used. The conventional
low pass filters can be synthesized using equivalent circuit model [2]. However, this type of syn-
thesis methods suffer from some limitations such as mathematical complexity and time consuming
computational efforts in determining the best possible designs. This paper provides an artificial
neural networks (ANN) based low pass filter design for a 2 GHz cut-off frequency. The improvement
in the filter design is made possible with the help of ANN [4, 5]. The artificial neural networks are
proposed because they offer a fast and fairly accurate design before going for fabrication. There
are different kinds of ANN used [6] in the recent years for overcoming limitations found in synthe-
sis and analysis of microstrip components. ANNs are crude model of many engineering systems
describing the analogy of neural structure of the brain. In terms of technical perspective they
are viewed as parallel information computing systems consisting of large number of interconnected
processing systems called neurons, working together to provide a solution to complicated variables
based problems. The attracting feature of ANN is that it possesses the ability to learn through
trainings and provide best decision [7]. To learn the neuron, two main learning schemes such as
supervised learning and unsupervised learning are available. In the supervised learning an external
supervisor called output set corresponding to the input set are provided. However, in the unsuper-
vised learning there is no such defined output set to compare with the obtained outputs set after
training. Hence, it needs some kind of regularities to make decisions. Generally, for decision making
after applying the learning algorithm various activation functions [8] are used. The various inputs
given to the neuron are processed with the weights of some neuro-cells. Finally the output from
the neuro model is compared with the fixed threshold set of values by using any of the activation
functions and decision is made for the best. Hence, they are found described as yield prediction and
optimization [9] methods in microstrip based components designs. In this paper back propagation
algorithm (BPA) is used to train the data set. Many ANN models adapt supervised learning since
it is a popular learning algorithm and has the ability to classify the input data patterns and relate
with the output patterns and provide accuracy. It mainly compares the outputs produced from the
neural network with the specified outputs and then the error in the calculation is back propagated
to the network for making a modification in the weights.
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2. CONVENTIONAL MICROSTRIP LOW PASS FILTER DESIGN

From the equivalent circuit model found in literatures [2, 3] the conventional microstrip low pass
filter can be designed. This paper considers the design aspects of third order Chebyshev type low
pass Pi section filter. The simplified design steps involved in this filter synthesis are described in
Equations from 1 to 20.

Ripple r = 1 + a2
mT 2

n

(
ω′

)
(1)

where for stop band attenuation
T 2

n(ω′) = 1 (2)

and for stop band attenuation rpba at fs,

T 2
n(ω′) = cosh2(n cosh−1ω′s) (3)

ω′s = ωs/ωc (4)
W

h
=

8eA

e2A − 2
(5)

where

A =
Zo

6

[
εr + 1

2

]1/2

+
εr − 1
εr + 1

[
0.23 +

0.11
εr

]
(6)

The characteristic impedance Z0 is essentially considered to be 50 ohms for matching conditions
and εr is the relative permittivity of the substrate material. Depending on whether W/h < 1 or
W/h ≥ 1, one can choose the appropriate formula for the determination of the effective medium
property.

If W/h < 1, then the following Equations (7) and (8) may be chosen

εeff =
[
εr + 1

2

]
+

[
εr − 1

2

][(
1 +

12h

W

)− 1
2

+ 0.04
(

1− W

h

)]2

(7)

Zo =
60√
εeff

ln
[(

8h

W

)
+ 0.25

(
W

h

)]
(8)

If W/h ≥ 1, then the following Equations (9) and (10) may be used

εeff =
[
εr + 1

2

]
+

[
εr − 1

2

] [
1 +

12h

W

]−1/2

(9)

Zo =
[

377√
εeff

] [
W

h
+ 1.393 +

(
2
3

)
ln

(
W

h
+ 1.444

)]−1

(10)

For the inductor, Z0 = Z0L = 100 ohms and for the capacitor Z0 = Z0C = 20 ohms may be
used with reference to the Wheeler’s curve found in literature [11]. The strip width may assume
the notations WTx, WOL and WOC corresponding to transmission line, inductor and capacitor
respectively. The transmission line length can be taken to be multiples of λgo

4 . Moreover for pass
band ripple of 0.5 dB the g values are go = 1.0000, g1 = 1.5963, g2 = 1.0969, g3 = 1.5963 and
g4 = 1.0000. For any other ripple value or for any change in the order of the filter, the appropriate
g values can be obtained from the table in literature and in [2, 3].

The free space wave length
λo = c/fc (11)

where c = 3× 10∧100mm/sec.
The wave length through transmission line

λgo =
λo√
εeffTx

(12)

The transmission line (strip) length

LTx = λgo/8 (13)
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The wavelength through the inductor

λgL = λo/
√

εeffL (14)

The wavelength through the capacitor

λgC = λo/
√

εeffC (15)

For third order Pi section filter the following formulae may be used:
Length of inductor strip

βLL2 = L2
Zo

ZoL
where β = 2π/λgL (16)

where L2 =
(

Zo

g0

) (
Ωc

2πfc

)
g2 and Ωc = 1 (17)

Length of capacitor strip

βLC1,C3 = C1,3ZoL/Zo where β = 2π/λgC (18)

where C1 = C3 =
(

g0

Zo

) (
Ωc

2πfc

)
g1 and Ωc = 1 (19)

The roll-off rate corresponding to LPF is given by

ξ =
αmax − αmin

fs − fc
(20)

where αmax and αmin are the attenuation points corresponding to fs and fc respectively.
The input parameters considered for the design are the cut-off frequency fc the stop band fre-

quency fs the stop band attenuation rsba the pass band ripple level rpba the dielectric permittivity of
the substrate εr the thickness of the substrate h and the characteristic impedance for matching ZO.
Similarly the hidden output parameters expected to be calculated are the characteristic impedance
of the transmission line ZO, the characteristic impedance of the inductor ZOL, the characteristic
impedance of the capacitor ZOC , the wavelength through the transmission line λgo, the wavelength
through the inductor λgL, and the wavelength through the capacitor λgC . The microstrip dimen-
sions of main feed line, L and C components are WTx, WOL, WOC , LTx, LL2, LLC1, LLC3 which
are calculated from the knowledge of the input data set as well as the six hidden output parameters
Zo, ZoL, ZoC, λgo, λgL, and λgC . For the selected input data fc = 2 GHz, fs = 4 GHz, rsba = 20 dB,
rpba = 0.5 dB, εr = 4.4, h = 1.6mm, LTx = λo

8 and Zo = 50 Ω, the conventional filter calculations
are made and the dimensions are as indicated in the Table 1. The corresponding filter section is
shown in the inset in Figure 2(a).

3. NEURAL NETWORK MODEL

3.1. ANN Input, Ranges and Output Data Set
Recent research on ANN applications imply that the ANNs are knowledge based [9, 10] structures
which combine the existing empirical formulae and equivalent circuit models with the networks for
providing optimum results. For fixing an accurate model for the problem defined it is necessary to
have a sufficient number (k) of neurons. However, it depends on the degree of non-linearity and
dimensionality involved in the synthesis. For highly non-linear components, the number of neurons
required is more. Hence adaptive processes are also used which can add or discard neurons as per
the necessity at the time of training [10]. The number (m) of input parameters set (x) planned for
the design of proposed filter and the number (n) of output parameters set (y) expected are seven.
This is represented in Equations (21) and (22).

x = {fc, fs, rsba, rpba, εr, h, Zo} (21)
y = {WTX ,WOL,WOC , LTx, LL2, LLC1, LLC3} (22)

For conventional filter the output depends on the input set as defined by the empirical formulae
listed from Equations (1) to (20).

y = f(x) (23)
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However, for ANN training a weight parameter associated with the interconnections in the neural
network must be included. The training for data set is decided based on the actual relationship
between the input and output parameters. Thus, Equation (23) becomes modified as below (Equa-
tion (24))

y = f(x,w) (24)

3.2. ANN Model

The BPA based ANN model used in this paper is shown in Figure 1. The complete coding has been
developed in MATLAB using ANN tool box. There are three layers- input layer, output layer and
hidden neuron layer. However in the hidden layer, the input data or output data is not directly
associated but through the actual as well as the weighted functions relationship as mentioned in
Equation (24).

3.3. The Data Range

The data range in conventional and ANN model are shown below. This ANN is applied for design
accuracy of the filter and hence the S parameters which describe the filter characteristics are
simulated using HFSS simulator. The input data range for ANN is given by

fc = 2GHz (1 : 0.1 : 2GHz) , fs = 4 GHz (2.8 : 0.1 : 4.5 GHz) , rsba = (20 : 2 : 40 dB)

rpba = 0.5 dB (0.1, 0.2, 0.5 dB) , εr = 4.4 h = 1.6mm, LTx =
(

λo

8
,
λo

16
,
λo

32

)
and Zo = 50Ω

3.4. Synthesized Filter Dimensions

The synthesized filter dimensions (impedance in ohms, wavelengths, lengths and widths in millime-
ter) are listed in Table 1.

4. HFSS SIMULATION

Both the conventional as well as ANN designed filter parameters are taken to HFSS software where
the simulations are performed. The filter components are drawn using copper conductor on a
double side printed FR4 substrate (42.63mm×16.3mm) of thickness 1.6mm and permittivity 4.4.
The ground plane is laid at the bottom of the substrate. The filter is set up for a sweep frequency
of 2 GHz in a sweep range of 1 to 6 GHz with lumped port input fed to two ports and simulated.
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Figure 1: ANN model for microstrip low pass filter design.

Table 1: Synthesized Pi section filter dimensions.

Filter Zo ZoL ZoC λgo λgL λgC WTx

Conv 50 99.78 18.43 82.39 88.99 77.36 3.06
ANN 50.088 103.4861 18.4452 81 84.9 76.2 3.059
Filter WOL WOC LTx LL2 LC1 LC3

Conv 0.7088 12.256 10.3 7.55 7.24 7.24
ANN 0.7092 12.2428 2.5745 10.099 7.079 7.079
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5. RESULTS AND DISCUSSIONS

5.1. Simulation Results and Discussion

The simulated S parameters of the conventional LPF as a function of frequency are shown in
Figure 2(a). The reflection loss S11 value lies well below −10 dB with a deep upto −31 dB at
1.43GHz indicating a good matching at the port. From the transmission properties it can be found
that the passband ripple varying between −1 and −4 dB and a roll off takes place after cut-off
frequency (1.9GHz) and is found as 14.16. At 3 GHz the attenuation is −20 dB. A transition
of −15 dB per 1 GHz is noticed in the stopband after 1.9 GHz. Though, there is an increase in
attenuation after 3 GHz, the insertion loss is not sufficient and appreciable after fs.

The S parameters obtained for ANN trained filter are shown in Figures 2(b) and (c). In Fig-
ure 2(b), the reflection loss quantities are compared with various strip lengths LTx = (λgo

8 , λgo

16 , λgo

32 ,
λgo

64 ) as per ANN outputs. For λgo

8 the reflection (S11) parameter is well upto −45 dB but there is
dip in attenuation noticed at 2.6GHz in the stop band. Similarly the attenuation for other two con-
secutive strip lengths are found providing reflection loss of around −30 dB but there is dip noticed
at 3.6 GHz and 4.4GHz respectively. However, the λgo

64 length strip provides a constant stop band
attenuation in addition to sufficient passband reflection level. In Figure 2(c), the insertion loss
characteristics for the said four strip lengths are shown. The stop band insertion loss is appreciably
good for λgo

64 when compared to other three strip lengths. Insertion loss of upto −68 dB is provided
by this structure. A sharp transition occurs after cut-off frequency and a roll-off rate of 12.14 is also
achieved. Also the maximum stopband attenuation occurs well within 4.2 GHz in advance when
compared to the specified maximum value in the input data. This remains comparatively better
than that of the conventional filter. There is a downshift in frequencies in S11 and S21 correspond-
ing various strip lengths in the increasing order. The S22 and S12 parameters appear same as S11

and S21 and hence they are not shown here.

 

(a)
 

(b)  (c)

Figure 2: Simulated results of S11 and S21 (Inset: Filter structures). (a) Conventional filter. (b) ANN
trained filter output for S11. (c) ANN trained filter output for S21.
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5.2. Comparison of the Characteristic Parameters of the Proposed Filter
The filter parameters designed from conventional method and from the artificial neural networks
are compared and produced in Table 1. It lists the values of conventional filter elements obtained
using Equations from 1 to 19 for the stated input data. The size of the substrate board is 0.517λgo×
0.197λgo in the conventional filter. The ANN trained optimum dimensions for better reflection and
transmission properties are different from the calculated ones. The transmission strip length is also
very small compared to that of the conventional filter. Hence the size of the substrate board is
0.295λgo × 0.197λgo showing size reduction possibility with ANN approach. From the comparison
is found that the ANN has produced optimized dimensions using best possible combinations of the
supplied input data set.

6. CONCULSION

The application of artificial neural networks in the design of microstrip low pass filter is verified in
this paper. The optimum method of synthesis of microstrip filter low pass filter has been performed
using back propagation algorithm based ANN model. The designed filter has been simulated for
both conventional as well as ANN trained data sets separately and then compared. From the
simulated results it is evident that the design accuracy can be achieved using artificial neural
networks. A filter size reduction has also been achieved considerably with the help of ANN. The
future work is to fabricate the filters and then evaluate the experimental performance.
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