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Abstract— Asymmetric Y-branch plastic optical fiber (POF) coupler based on metal- and
acrylic-based substrates have been developed. The POF coupler devices utilized two optical
designs: a Y-branch structure and an attenuation technique based on lateral displacement of two
fibers. The Y-branch designs are based on two waveguide taper structures namely the hollow
waveguide taper and the high index contrast waveguide taper. The non-symmetrical coupling
ratios are obtained by attenuation due to the lateral displacement of two adjoining fibers at the
output port. Fabrication of the device is done by producing the device structures on a metal
and acrylic blocks using high speed CNC machining tool. The coupling ratio of the fabricated
metal-based coupler ranges from 14.23% to 85.77% with excess loss varies from 6.3 dB to 8.33 dB.
Similarly, the fabricated acrylic-based device has coupling ratio ranges from 8.01% to 91.99%
with excess loss varying from 5.42dB to 7.64dB.

1. INTRODUCTION

Large core optical fiber such as Plastic Optical Fiber (POF) is a well known medium for optical
data communication due to its highly large-core size, multimode properties, low cost and robust
characteristics. The Y-branch couplers are the simplest and cheapest type optical splitting device
constructed by polishing two fibers and gluing them together. Nevertheless, the coupling ratio
is fixed at 50 : 50 ratio and non-symmetrical coupling ratio and variable type couplers would be
difficult to manufacture.

Planar-based waveguide symmetrical coupling ratio Y-branch couplers have been reported by
H. Mizuno etal. [1], T. Klotzbuecher etal. [2] and Y. Takezawa etal. [3] with large core sizes
(1000 pm). These devices utilized mold inserts which have been fabricated using hot embossing,
laser-LIGA and injection molding techniques. However, all of these devices required expensive
production equipment and in-factory precision assembly tools. In addition to the symmetrical
coupling ratio couplers, there have been several reported designs on the non-symmetrical coupling
ratio couplers. S. Suzuki etal. [4] and H. B. Lin etal. [5] reported singlemode asymmetric Y-
branch coupler whereas H.Kurokawa et al. [6] and J. D. Love et al. [7] reported multimode version
of the asymmetric coupler. The device reported by S. Suzuki is a Y-branch coupler with the center
axis of the branching output waveguide and that of the taper waveguide shifted from each other.
The asymmetric coupler proposed by H. B. Lin et al. used microprisms where the power-splitting
ratio is controlled by varying the lengths of prisms. The multimode device by H. Kurokawa uses
mirror-finished reflection at the reflecting surface of the waveguide to divide the optical power,
independent of the branch corner. J. D. Love’s asymmetric multimode Y-junction splitter is a
wavelength independent device where the power splitting ratio is controlled by the geometry size
of the output branch.

The work demonstrated in this paper showed how metal- and acrylic-based asymmetric Y-
branch POF couplers can be implemented using a single structured Y-branch. The new proposed
device will reduce the cost of having separate and bulky external variable attenuators attached to
a standalone symmetrical Y-branch coupler. The POF devices are constructed using both metal
and acrylic substrate materials. Two optical designs are used for device construction: a waveguide
taper and simple attenuation technique based on lateral displacement of two fibers for the non-
symmetrical coupling ratios. The waveguide taper are based on two unique designs namely the a
hollow waveguide taper [8] and the high index contrast waveguide taper [9]. Devices have been
modelled using non-sequential ray tracing technique and then fabricated using CNC machine.

2. DEVICE DESIGN

The design of the asymmetric coupler is based on a simple Y-branch structure. The non-symmetrical
coupling ratio is obtained using this structure by using a simple concept o attenuation caused by
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Figure 1: Generic Y-branch coupler with movable output fibers.
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Figure 2: Fabricated components for metal-based coupler (a) hollow waveguide taper structure, (b) assembled
device block, (c) enclosed device.

the lateral displacement of two fibers. A simple concept of attenuation caused by the lateral
displacement of two fibers is utilized for generating the non-symmetrical coupling ratios. The loss
associated to this is given by the following relationship [10].
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where S is the separation between the two fibers, Ay is the numerical aperture of the fibers, n is
the refractive index of the fibers and d is the diameter of the fibers.

Figure 1 shows a generic design structure for the proposed variable Y-branch POF coupler. The
device consisted of a rectangular block with Y-branch structure engraved on it. POF fibers are
slotted into this structure and arranged accordingly as shown in the figure. The input fiber is
a non-movable fiber. The output fibers however are divided into two sections: non-movable and
movable fibers. The fibers after the middle splitting junction are short non-movable fibers whereas
the two outermost output fibers are defined as movable fibers.

Based on Figure 1, a relationship between the coupling ratios and the output fibers lateral
displacement (S; and S2) can be obtained. Hence, the coupling ratio equation in terms of the
output fibers lateral displacement (S; and S2) is given by following relationship [11],

_ 1-RS
S o )

where R is the value of R = 23‘475 where the parameters Ay, n and d are defined earlier.

In the asymmetric mode, only one of the output fiber is moved where it will be shifted at a
pre-determined step. The displacement varies from 0.1 mm to 4.4 mm, with a 0.1 mm step whereas
the other output fiber remains stationary. We can simplify Equation (2) into terms involving the
coupling ratio and fiber displacement S only (S2 = 0), shown as follows.

1— RS

— 3

2— RS 3)
Using the standard value of a step index (SI) POF fiber, where Ay = 0.5, n = 1.49 and

d = 1mm, gives R = 223.71. The use of a symmetrical Y-branch coupler will ensure that the

output power is divided equally by the waveguide taper in the middle. The coupling ratios for the
design asymmetric coupler vary from 0.8% to 99.2%.

CR =

3. DEVICE FABRICATION

The fabrication of this Y-branch POF coupler is done using a simple and low cost technique.
The designed structures are engraved onto aluminium and acrylic blocks using Roland’s EGX-400
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Figure 3: Fabricated components for acrylic-based coupler (a) device block, (b) assembled and enclosed
device.
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Figure 4: Metal-based asymmetric POF coupler: Figure 5: Acrylic-based asymmetric POF coupler:
coupling ratios for fabricated devices. coupling ratios for fabricated devices.

desktop CNC machine at a spindle speed between 15,000 to 30,000 rpm. After the device structure
has been engraved, short SI POF fibers comprising the components for the input, middle non
movable and output movable fibers are inserted into the engraved slots. A top enclosing block is
then used to enclosed the device structure. Both the metal- and acrylic-based POF devices are
engraved and assembled using similar processes. Figure 2(a) provides a close view of the metal-
based hollow waveguide taper structure. Figure 2(b) shows how the POF fibers are inserted and
positioned into the U-groove slots of the metal device block. Figure 2(c) is the assembled device
with the top block enclosing the whole device structure. Figure 3(a) shows the acrylic-based device
block whereas Figure 3(b) is the assembled acrylic-based coupler.

The insertion loss of this device has been tested at a wavelength of 650 nm using Advanced Fiber
Solution’s FF-OS417 LED source and OM210 optical power meter. The effective input power is
0dBm. In the metal-based coupler, the insertion loss of the device at the 3dB mode is 9.65 dB and
9.0 dB respectively with an excess loss of 6.3 dB while the coupling ratios are 46.27% and 53.73%.
Similarly, in the acrylic-based coupler, the insertion loss of the device at the 3dB mode is 8.3dB
and 9.5 dB respectively with an excess loss of 5.85dB while the coupling ratios are at 56.86% and
43.14%. In the non-symmetrical coupling ratio mode, the output fibers are moved laterally using
a single-axis miniature translation stage with a 250 um displacement per revolution.

Figure 4 is the plot of the coupling ratios against the output fiber lateral displacement for the
fabricated metal-based asymmetric Y-branch POF coupler. As a comparison, both the coupling
ratios for the designed and simulated devices are included. The fabricated asymmetric coupler
shows coupling ratios variation from 46.27% down to 14.23% for port 1 and from 53.73% to 85.77%
for port 2. The excess loss of this device varies from 6.3 dB to 8.33 dB. Similarly, Figure 5 is the plot
of the coupling ratios against the output fiber lateral displacement for the fabricated acrylic-based
asymmetric Y-branch POF coupler. As a comparison, both the coupling ratios for designed and
simulated devices are included. The fabricated asymmetric coupler shows coupling ratios variation
from 44.84% down to 8.01% for port 1 and 55.16% to 91.99% for port 2. The excess loss of this
device varies from 5.42dB to 7.64 dB.

4. CONCLUSION

A metal- and acrylic-based asymmetric Y-branch POF coupler prototypes have been designed,
fabricated and assembled. The proposed simple attenuation technique caused by the lateral dis-
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placement of two fibers has been proven to provide the required non-symmetrical coupling ratios. It
avoids the used of bulky external attenuators attached to a symmetrical Y-branch coupler. The de-
vice manufactured using CNC machine has given a range of coupling ratios from 14.23% to 85.77%
for the metal-based coupler and from 8.01% to 91.99% for the acrylic-based coupler. The results
showed that both Y-branch couplers can perform as a 3dB and an asymmetric coupler. It showed
that the integration of the designed waveguide taper and the simple fiber attenuation technique
can produce a low cost dual-function and compact optical device as shown.
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Abstract— The Faraday effect has found a great many scientific and practical applications,
including optical networking where it is a potential enabler of better scaling, transparent networks
that are bit-rate, protocol and format insensitive. In order to analyze an optical network device
or system consisting of fibers, films, birefringent, and magnetic materials, it is helpful to have
an analysis structure. Often Jones Calculus is employed to perform such an analysis, with the
effect of reflections being neglected for the sake of simplicity in standard analyses. This discourse
expounds on the improved characterization of Faraday rotation using the formalism of matrix
notation that alleviates the shortcomings of standard Jones Calculus. This formalism is essential
for the proper analysis of magneto-optic devices.

1. INTRODUCTION

Michael Faraday experimentally observed a rotation of the plane of polarization when light was
transmitted through glass in a direction parallel to that of an applied magnetic field in 1845 [1].
This constituted the first demonstration magneto-optics, followed by the observation of a broad-
ening of the spectral lines emitted by a sodium flame when it was placed between the poles of an
electromagnet by Pieter Zeeman in 1896 [2]. Since these pioneering discoveries, magneto-optics has
become a captivating field of research, finding a great many scientific and practical applications [3—
8]. In optical networking, magneto-optic (MO) devices are a potential enabler of better scaling,
transparent networks that are bit-rate, protocol and format insensitive, which is the authors’ topic
of inquiry [9-12].

Analyzing MO devices or systems, possibly consisting of fibers, films, birefringent, and magnetic
materials in the case of optical networks, is made easier by having an analysis structure. Jones
calculus [13] is often employed to perform such an analysis, with the effect of reflections being
neglected for the sake of simplicity. This discourse expounds on an improved formulation for char-
acterizing Faraday rotation using the formalism of matrix notation that alleviates the shortcomings
of standard Jones calculus. The two representations applied to characterizing structures at optical
frequencies are the scattering (S) and transmission (7") matrices [14, 15], which are more commonly
and conventionally used in millimeter wave analyses.

2. NON-RECIPROCAL TRANSMISSION LINE

Consider a hypothetical transmission line that has different propagation constants (PCs) and char-
acteristic impedances (CIs) for each direction of propagation. Assuming a and b variables as shown
in Figure 1 and normalization to an external CI Z(‘)E , one can derive the S and T parameters as :

To = = (25 -25) (25 -28) "2+ (25 +28) (25 +28) e 72| )2 (25 +25) 2E) (1)
Tio = [(25-28) (25 +28) "= (25 -28) (25 +25) %) 2 (28 +25) 2] (@)
Ty = = [(25+2) (25 -2§) &=+ (24 +28) (2, -25) 7] 2 (25 +25)] )
“1(“"’_> —> b:('vr
”1('('”'_> ._>b3('("7r
b con€— o
bl(-,,,»<_' €,y
> AS‘ =~
27> '|<— zero external length —;I -
Z=0 Z=0

Figure 1: Transmission line block labeled in its own a and b variables.
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where Zar and Z;, are the CIs and 37 and 8~ are the PCs for waves in the positive and negative
directions respectively. Normalization to either CI does not simplify the equations. Moreover, doing
so would prevent the S matrix from being converted to a T matrix to be used for cascading since
the adjacent port impedances would be dissimilar. The differences between the Cls (and hence
PCs) might be small but it is the accumulated phase shift difference that is important. Changing
the direction of bias magnetism results in S12 becoming Ss; and Soo becoming Sii.

3. WAVE FORMULATION FOR NON-RECIPROCAL MEDIUM

One might attempt to directly extend the equations above for use with plane wave fields. However,
in plane wave characterizations, there are two orthogonal axes for the electric field. For a particular
Device Under Test (DUT), there might also be coupling between the two orthogonal electric fields
at the ports.

Several assumptions are made in the following analysis; waves in the fiber and magnetic material
are plane waves (justifiable since the guiding behavior of fibers keeps the Gaussian wave profiles
from changing), the longitudinal distance through the material is short and modes generated in the
interface between the fiber and material are insignificant. A superposition of circularly polarized
(CP) waves (a clockwise (CW) and a counter-clockwise (CCW) CP wave) will be used to describe
wave propagation in the ferrite material and in the interconnecting fibers since linearly polarized
(LP) waves do not exist in anisotropic magnetic media.

Assuming plane wave travel in the z direction, there are four different CP (eight LP) waves
traversing the magnetic region. In magnetic material, the two forward waves travel with different
phase velocities as well as different Cls and likewise for the two reverse travelling waves. The CI
and phase velocity of a CW wave travelling in the forward direction is the same as that of a CCW
wave travelling in the reverse direction. An analysis via Maxwell’s equations shows that plane
waves entering from an isotropic magnetic material into a magnetic material generate CP waves in
the magnetic material with the coupling taking place at the boundary.

For port-to-port phase delay calculations, the input and output boundaries are considered to be
at z = 0. This describes a DUT inserted into a fiber as in Figure 2.

For port-to-port phase delay calculations, the input and output boundaries are considered to be
at z = 0. This describes a DUT that is inserted into a fiber at z = 0 as shown in Figure 2. The
wave coupling at the input will be described in terms of the continuity of tangential electric and

Ey =E,(a,- ja,) —>—> E' cum E'cyne —>—> Ej,,=E,(a,-ja,)
Eli :Eé(ax+.jay) —>—> E comnr E' comng —>—> E! .,=E (“K+J“y)
Eoy =E,(a,- ja,) €<—1€— E cunz E oy €—€— E.,,=E,(a,-ja)
Ey, =E,(a,+ja,) <—€—Eocome  Ecya €<—€— E,,=E,(a +ja)
T
T - L >
[€— zero external length —>

Z=0 Z=0

Figure 2: Notation for port-to-port phase delay calculations.
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magnetic fields. The CI and PC of the material has a subscript 1 for forward CW as well as reverse
CCW waves and a subscript 2 for forward CCW and reverse CW waves.

Waves in the material will have subscripts 1-4. A four port T" matrix will be formed. The
physical input port will consist of two electromagnetic ports (one for each of the two orthogonal
CP waves) and likewise for the physical output ports. The fiber material impedance will be chosen as
the T matrix normalization impedance. It is necessary to use the same normalization impedance on
both ports to allow cascading of the matrices for analysis. Throughout this analysis, characteristic
impedance will be used to mean material impedivity. The tangential electric and magnetic field
values at the input (9)—(12) and output (13)—(16) boundaries are:

. Ey
Elwiym = E1 (ac—jay) Hewin = . (Jaz+ay)
9)
. Ey
EgCW1M = Ey (a$+]ay) chva - s (—jaz+ay)
_ . _ By, .
Ecewin = B3 (az—jay) HC’CWIM:H (—jaz—ay)

_ ) _ Ey
Ecwin = Ea (aw+3ay) HCWlM:E (jaz—ay)

. Es .
Eg_Wl = Ej (ax_jay) H5W1Z7T (Jaz+ay)
! (11)

. Es .
Elcyy = B (astjay) chvvl:ﬂ (—ja,+ay)

Ecewr = E7 (am—jay) HECWl:?Tf (—ja,—ay)
B (12
E5W1 = E3 (ax—l—jay) Han:E (jax—ay)
+ 0 ) e IBL - Ev B, L
Ecwon = Er (%_Jay) € HCWQM:H (jay+ay)e
(13)
N Ey »
Elowan = E2 (as+jay) e7%" H&LCWQM:E (—jag+ay) e 77"
o _E et oo B JB,L
cowaem = 443 (arﬂay) € CCWQM_E( Jaz—ay) e
. B . (14)
Ecwon = Ea (am"‘J“y) el HEWQM:E (jay—ay) e?P>
+ . + E9 .
Ecywq = Eo (aw_ﬂay) HCW2:E (ja,+ay)
Fuo (15)
Egcm = E1o (awﬂ%) HgCW?:W (—jaz+ay)
_ . _ E .
Ecows = En (%_Jay) HCCWZZW (—ja,—ay)
o (16)
Egys = B2 (az+jay) H&WQZW (ja,—ay)

where unit vectors @ are in the x or y direction, 7y is the fiber material CI, 7y is the magnetic
material CI in the forward-CW direction, 72 is the magnetic material CI in the forward-CCW
direction and L is the length of the magnetic material.
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Applying the boundary conditions at the input (17) and output (18) yields:

B m+n; 0 — (m—ny) 0 Es
1 0 M2+ 0 — (m—ny) | | Ee a7
Ly 20 | = (m—ny) 0 m+ny 0 Er
Ea 0 — (m2—ny) 0 N2+ Es
E; (m+n;) etih L 0 — (m—ny) eTIPE 0 ‘
By | _ 1 0o (2+ny) €70t 0 —(mny) et
Es | 277f — ("71—77f) e—JB.L 0 ' (771+77f) e—JB.L 0 '
Ey 0 _ (772—77f) e—IB:L 0 (772+77f) e I8 L
Ey
E
Ei(l) (18)
Eqs

The input and output waves are related using forward T' parameters as:

Es5 Ey
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Ex Eq
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4npm
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( UL) 0 (772+7]f) 61[32L7(n2777f) e—iB2L
4n 2
,(,ﬁ,n?)(emw,e—jﬁw)
o= [ 0
UR 0 —(n3—n3) (e772E —eifat)
477_f772 (20)
(=) (@b —e 9 ) 0
_ 477f771
(TLL) = 0 (ng,ni)(emzL,e—jﬁﬂ)
41§12
—(m=n) e it () e - 0
(TLR) - 47]]"771 2 sp 2 s
0 ~(n2mny) P24 (ot ) o702

4n ;2
With the source on the input port and terminations on the output port, we obtain the relationships

n (21). Conversely with the source on the output and terminations on the input ports, we obtain
the relationships in (22).

(Tyr) ™ <gg> @;) = (Tr) (Torr) ™ <§Z) (21)

—(Ty) ™" (Tur) (gg) (g;) = <— (TeL) (Tor) ™" (Tur) + (TLR)> (gg)@)

N 7
NN
Il Il

The input and output waves are related using reverse 1" parameters as:

Eg E5
E _( (Tr—vi) (Ta-ur) E
P = ey | 23
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With the source on the input port and terminations on the output port, we obtain the relationships
n (25). Conversely with the source on the output and terminations on the input ports, we obtain
the relationships in (26).

( g; > = — (Tr-r)"' (Tr-LL) < gg >

< 5190 > = ((TR—UL) — (Tr-vr) (Tr-Lr) " (TR—LL)> < gz >

(5 )= (1) (£ )= Tovn) Tes™ (1) (20)

The S matrix for an z-axis polarized wave can be determined from adding the appropriate wave
pairs. Likewise the S matrix for a y-axis polarized wave can be determined from subtracting the
appropriate wave pairs. However, since a single axis oriented input can give a dual axis output,
the concept of the S matrix would need to be extended based on its use similar to the concept of
common and differential mode S matrices. Likewise, a single axis oriented input can give reflections
back from the input on both the z-axis and y-axis.

Using a and b variables from S parameter notation, the T" matrix can be used to relate these
variables. However, an additional comment is necessary. In the S parameter notation, a variables
represent quantities incident on a port while b variables represent quantities reflected from a port.
Since the preceding analysis has been developed using modes and direction, it is necessary to point
out that the top part of sub-matrices represent one mode pair and the bottom part of sub-matrices
represent the other mode pair. Therefore some a and / or b variables will have opposite subscripts
(CW & CCW) because some of them are in the positive z direction and some in the negative z
direction.

The S matrix of a non-reciprocal transmission line with two different CP waves is given be-
low. Notice that transmission is between the same senses of polarization but reflection is between
opposite senses of polarization.

(25)

bicew aicw
blCW :< (Sn) (512) > aiccw (27)
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The effect of an air gap or other inserted material having a different CI from that of the fiber
can be accommodated using the four-port T' matrix for two CP travelling waves shown below. This
matrix can be generated from the magnetic material matrix assuming the material constants are
the same in both directions.

0
21 mcos (Bm L) +3j (n?ﬁnfv) sin (6m L) (29)
UR) = 21 f77m 0 —j <7772n—772> sin (B L)
' (30)
(Tuy) = 1 +j (n?n—nfe) sin (B L) 0
LL) = 21 1m 0 +J (77%1_7730> sin (B, L)
(TLR) — 277;%1 ( 277fnmCOS (ﬁmL) _]O(ngn+77?c> sin (ﬁmL)
0
20 fnmeos (Bm L) —j (7772,14‘77%) sin (B, L) (31)
(TruL) = 277;%1 ( 21 $1)m 08 (Bm L) —jo(nfnﬂﬁc) sin (B, L)
0
21 Nmcos (BmL) —j (nfnJrnfc) sin (Bm L) (32)
R-UR) = 21 §7m 0 J (7772n—773r> sin (B L) )
(Tr.rr) = 1 —J (ni—n}) sin (B L) 0
R-LL) = 21 f1m 0 —J (Ugn—ﬁfc) sin (B, L)
(Tr—LR) = 277;777” ( 277f77mCos (BmL) +j0<7772n+77?c> sin (B, L)
0

where the subscript m refers to material parameters of the inserted section and the subscript f
refers to reference material parameters of the fiber. For an air gap, the subscript m would refer
to free space while for a matching section such as index matching material, the subscript m would
refer to the parameters of that material.



Progress In Electromagnetics Research Symposium Proceedings, KL, MALAYSIA, March 27-30, 2012 1039

When using a linear excitation, e.g., an x-axis excitation, F5 and Eg (a1cw = a1ccw) would

be set equal to each other. For a y-axis excitation, E5 and Eg would be set to the negative of each
other (aicw = —aicow). Similarly, when determining the axis of rotation for the polarization,
the tangent ratio of the appropriate values of the port excitations would be used.

4. CONCLUSIONS

A tractable formulation for analyzing complex structures consisting of fibers, films, birefringent
and magnetic materials is reported. This addresses the shortcomings of standard Jones Calculus
and is integral for the proper analysis of magneto-optic devices.
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Abstract— THz-Quantum Cascade Lasers (THz-QCLs) are coherent and strong light sources
for spectroscopy and imaging and expected as light sources for the high-speed communication
because their potential of high-speed modulation is predicted by theory. The response of THz-
QCLs to optical pulse injection is expected to obtain the information of carrier dynamics. We
have built the modulation measurement system for THz-QCLs with NIR optical pulse. When the
770 nm optical pulse injected into THz-QCL before the current pulse injection, it was observed
that output intensity from the THz-QCL was reduced. It is considered the photo-excited plasma
at the facet worked as a mirror for THz wave. As a result, output from THz-QCL was decreased.

1. INTRODUCTION

For long time, THz wave, which lies in the frequency between the inrared and millimeter wave (from
100 GHz to 10 THz) has long been treated by the limited reseachers in the field such as astronomy,
physics, chemics and so on, because strong absorption lines exit in THz wave region band and the
light source and detector were not easy to operate. However, technologinal development in photonics
and material technology in these decade is enabling THz research to be applied in various fields [1-
3]. Especially, THz spectroscopy and imaging of artific material is the evidence of new method [4].
The electromagnetic wave of GHz frequency is used as a carrier of the personal communication,
mobile phone or wireless LAN in the daily use and the demand for high-speed communications
is increasing. THz wave is desired as a carrier for high-speed communication. After the lasing
of THz wave from quantum cascade structure [5], extensive research of THz quantum cascade
lasers (THz-QCLs) has been investigated. THz-QCLs are small size, high intensity and coherent
light sources and are used for the spectoroscopy field. Furthermore, THz-QCLs are expected as
light sources for short-range ultra high-speed wireless communications, because it is predicted that
the THz-QCLs are able to have the modulation bandwidth more than 100 GHz in theory [6]. By
electrical method, it was reported that the modulation bandwidth of THz QCLs was approximately
several ten GHz [7,8]. The bandwidth in the research is limited by parasitic circuit components,
therefore the intrinsic properties of THz QCLs have not been clarified. The intensity modulation
measurement with external optical cw light injection has been reported [9], and the reduction of
output power of THz-QCL was observed.

The optical injection method has many advantege of the carrier excitation. We can select
the excitation of the electon state by tuning the photon energy and polarization of the light. In
addition, when we use the short pulse laser, the number of carriers are changed in short time. In
order to observe the response to rapid-change of the carrier number in the THz-QCLs we have
built the modulation measurement system for THz-QCLs with NIR optical pulse injection. And
the wavelength of optical pulse injection were tuned avobe and beow the bandgap energy of GaAs,
that the well of THz-QCLs consist of. As a result, it was observed that output intensity from the
THz-QCL was reduced. This is explained that carrier excitaion of THz-QCLs and cavity condition
and decreasing the carrier number contribiute to lasing.

2. SAMPLE AND EXPERIMENTAL SETUP

Figure 1 shows schematic diagram of the experimental setup for optical pulse injection measure-
ments. The temperature of the baseplate that THz-QCL attatched was kept at 15 K. The THz-QCL
used in this study was a GaAs/AlGaAs multi quantum well with a resonant phonon-depopularion-
type active region. The number of units was 480. Waveguide to confine the THz wave was a
semi-insulating surface plasmon type. Lasing frequency of THz-QCL was ~ 3.1 THz [10]. The
source of the optical injection pulse was the combination of optical parametric amplifier laser and
Ti : S regeneretive amplifier laser pumped by pulse green laser. The wavelengths of optical pulse
injection were 770 nm and 1350 nm. The former is corresponding to the higher energy than bandgap
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Figure 1: Schematic diagram of the experimental setup for optical pulse injection measurements. The
baseplate temperature was kept at 15 K and the output power was measured by a pyroelectric detector using
the lock-in technique. The optical pulse was injected by the Otical parametric amplifier system pumped by
regenerative amplifier sytem.

energy of GaAs and it can exicte the electron from valence band to conduction band. The later
is lower than the bandgap energy of GaAs but it can excite the electron in the conduction band.
The optical pulse duration was about 150fs. The output power of THz-QCL was measured by a
pyroelectric detector using the lock-in technique. The reference signal of lock-in detection was pro-
vided by the power supply of the regenetive amplifier laser, 1kHz repitation rate. Pulse current was
injected syncronize to the reference signal and 300 ns duration. The interval between the optical
pulse and the current pulse was controled by delay generator.

3. RESULTS AND DISCUSSION

Black line in Figure 2 shows the light-current (L-I) caracteristics without the optical pulse injection.
The light output increased at ~ 5 A current, and threshold of THz-QCL in this experinent is this
current. The threshold is corresponing to ~ 0.7kA/cm?, the current density. The dips around
542 A and 5.8 A current were caused by absorption of air. This is confirmed by He gas purge
between the THz-QCL cryostat and the detector. The red, green, and blue curves in Figure 2
show the L-I characteristics with 770 nm optical pulse injection. Time interevals were —400, 0, and
300 ns, respctively. Photon energy of 770 nm wavelength is higher than bandgap of GaAs. And
the photon can excite the transition between the valence and conduction band of GaAs. Injection
optical power was about 0.6 mW. Zero time delay was difined as optical pulse and current pulse
inject at the same time Negative time delay means that current pulse injected before the optical
pulse. There is no difference between the absence (black curve) and absence (red curve) of optical
pulse injection. On the contrary, at zero time delay (green blue curve) and positive delay (blue
curve), the light output was decreased.

Because of the absorption intensity of GaAs for 770 nm wavelength light is about 1 um, injected
photon were absrobed by the facet of the THz-QCL and the photoexcited carriers exist in the high
density. From this condition, plasma frequency is calculated and it is higher than 4 THz. We can
consider the plasma at the facet will work as a mirror for THz wave. As a result, output from THz-
QCL was decreased. Plasma changed the mirror at the end of cavity, as a result, laser intensity
was decreased.

Figure 3 shows L-I characteristics without and with 1350 nm optical pulse injection. Photon
energy of the pulse is lower than Eg of GaAs. And the optical pulse cannot cause the transition
between the valence and conduction band of GaAs. But it excite free carriers in the conduction
band. Reduction of output is observed when the optical pulse is injected. Absorption coefficent
for 1350 nm is small, as a result, it is considered that the injected optical pulse excited uniformly
the carriers in the conduction band of THz-QCL. Conduction electrons confined in the quntum
well are excited by injected pulse and become free carrier in the continuum state. This cause the
decrease of the electron that contribute to the lasing of THz-QCL and light output was decreased.
This is suported by the phenomena that current just after the optical pulse injection is increased.
The carriers take a shortcut way by excitation into the continuum state by optical pulse injection.
This reduction by injection of optical pulse agrees with the precedent study in quality [9].
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Figure 2: The light-current (L-I) characteristics of = Figure 3: The L-I characteristics of the THz QCL
the THz QCL without the optical pulse injection and ~ without and with various intervals between the
with various intervals between the 770nm optical 1350 nm optical and current pulse injection.

and current pulse injection.

4. CONCLUSIONS

In order to the observe the response of THz-QCLs to the optical pulse injection, we have built
the external optical pulse injection measurement system. In the system, the current pulses and
the optical pulses injected to THz QCLs were synchronized. The reduction of output from THz-
QCLs was observed when the optical pulses and the current pulses were injected simultaneously.
The reduction is explained that the plasmon at the facet excited by the optical pulse above the
bandgap energy confined into the THz wave inside of the THz-QCL and carrier number that should
contribute to lasing was decreased by the optical pulse below the bandgap.
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Phononic Band Gaps in One Dimensional Mass Spring System
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Abstract— In this work, we have studied theoretically the band gap effect in 1D mass spring
system, as well as the mechanical vibrations (longitudinal waves) in infinite periodic lattice
subjected to periodic force loading. We have investigated how the number of unit cells affected
on the band structure, and on the number of frequency band gaps. We have investigate also how
the arranging of the mass that subjected to force loading (i.e., vibrations) affected on creation
of band gaps, therefore we have treated the homogenous lattice as a special case approximation.
In 1D mass spring system the band structure response and band gaps number were shown to
be insensitive to damping force and small imperfections. One dimensional mass spring system
can be used as a filter for longitudinal waves and other applications like sound transducer and
micromechanical resonators.

1. INTRODUCTION

Atoms in crystal cannot move independent of each other. If one atom moved or displaced around
its equilibrium position, it exerts by a force on neighboring atoms, which causes them to move and
vibrate also. As a consequence, these resultant vibrations and displacements of the crystal called
phonon, which is considered as wave of lattice vibration that propagate through crystal lattice and
solid material. Additionally atoms in a solid are never static but they are in random motion, these
vibration can not be controlled naturally but the appearance of new artificial structure known as
(phononic crystals) make such control possible over phonon [1]. These crystals can be created
with periodic placement of two or more materials of different density and/or elastic constant. This
periodic structure result in interference and scattering of acoustic wave at interface between the
two materials that result in existence of the so called (phononic band gap) [2]. This phenomenon
similar to band gap in semiconductors where electrons can occupy certain energy band and not
allowed in other bands (electronic band gap), also this phenomenon exist for electromagnetic waves
in (photonic crystal), i.e., periodic structure of two or more materials of different refractive index,
where light can travel in certain frequency ranges and not allowed in other ranges (photonic band
gap) [3]. But we must distinguish between light wave and sound wave, where light waves are electro-
magnetic waves that can travel through vacuum and have two independent polarization (transverse
waves). While sound are mechanical waves cannot travel through vacuum as light, it is considered
as acoustic waves (waves passing through a gas or a liquid) or elastic waves (those passing through
solid), it have three polarization two of these are transverse (shear waves) and one is longitudinal
waves (compression wave). It depends mainly on the medium where it propagates, where in liquid
it is considered as longitudinal waves while in solid as both longitudinal and transverse waves [4].
More details about wave propagation in periodic structure and frequency band gaps can be found
in Ref. [5]. In this work we are interested in studying the band gap effect of finite periodicity and
discrete mass spring system, where crystal lattice structure can be modeled by mass and spring
network in a micro-electo-mechanical system (MEMS) [6]. These systems describe the dynamical
behavior of periodic structure where the mechanical vibration of masses connected with springs can
be considered as longitudinal wave, and through these vibrations of the Whole system, phononic
band gaps for certain frequencies of longitudinal waves can be created, where waves are not al-
lowed to propagate through these bands. First we introduce an example deals with 1D structure
(Section 2) consist of infinite number of masses and springs unit cells [7]. The unit cell describe
the repetitive units in the periodic structure, this model can be used as an application, i.e., as a
filter for acoustic waves when we analyze the vibrational response of this periodic structure that
subjected to periodic force loading in the band gap frequency range. Secondly we deal with a spe-
cial case approximation (Section 3), number of different masses and springs, and investigate the
frequency band gaps ranges, after that we will show how the number of masses and springs affect
on the response in the band gap frequency range and on the number of the band gaps. We also
will prove that damping vibrations dose not has great effect on the band structure and band gaps
in 1D mass spring system. We will explain two cases deals with the position of the first mass that
subjected to periodic force loading and the result of changing this position on the band structure,
especially in homogenous unit cells.
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2. THEORETICAL ANALYSIS

2.1. 1D Infinite Lattice

We have considered the infinite 1D mass spring system consist of unit cells. The unit cell have
N masses m; coupled with spring k; and anchored to ground with spring k; [7] as in Fig. 1.
This unit cell is repeated periodically to describe the infinite lattice (or micro structure). We
have two different cases for this structure, if the unit cell made up of masses and springs of the
same kind is said to be homogenous unit cell and the corresponding structure is also homogenous.
While if it made up of different masses and/or springs is said to be inhomogeneous unit cell and
the corresponding structure is periodic. Firstly we will analyze theoretically wave propagating in
periodic structure as in Fig. 1.

Results are the dispersion relations that relate the frequency of wave propagating through lattice
structure to wave number; moreover it gives us all information about propagation and show the
band structure of Material (or lattice).

The force balance equation of this system (simple harmonic motion equation) [8] can be written
as

mi+ku=0 (1)

where m, k and u denotes the vectors of masses, spring (stiffness) constant and displacement
constants, respectively. Also w? = k/m, where w is the angular frequency of longitudinal waves
that propagate through system. The small amplitude displacement of the (p + j) mass is derived
from Eq. (1) and analyzed as in Fig. 2 as follow,

. /
mjipj = —kj(uprj = Uprjr) = k-1 (Uprj — upyj—1) = Kjupij (2)
where p is an arbitrary integer. This equation can be written also as
. /
myjlipj = Kj (Uprjir = Uprj) = Kjo1 (Uprj — Uprj—1) = Kjupy 3)

because of it was considered as a one type of harmonic motion equations, the solution of Eq. (3) is

sinusoidal wave of the form ‘ '
Uy (8) = Ay @

where A ; is the wave amplitude, v is the wave number, i.e., v = |w/c| = |k| Since ¢ is the wave
velocity and k is the wave vector.
By sub Eq. (4) into Eq. (3) result in

— my A]’ w2 = k?j ei’YAj_H - kj Aj - kij_l Aj + kj—l e_i’Y Aj—l - k?; Aj (5)

This produces NN linear complex equations of the form

<%2‘ v w2> Aj = e A + (W] — ) e 74 j=1N (6)
J

where we are assumed the two parameters
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Figure 1: The 1-D unit cell with N masses (mj) and Figure 2: An example of displacement on mass m;
2 x N springs (kj, k'j) [6]. and its effect on neighboring masses.
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By using Eq. (6) that represents the dispersion relation between the frequency (w) and the wave
number (), we can deal with any number of masses and springs, and draw the band structure of
any system. But an infinite number of unit cells are considered, so we apply the following boundary
conditions

Aj_l = AN, j =1 and Aj-‘rl = Al, j =N (8)

3. RESULTS AND DISCUSSION

3.1. Wave Propagation through Unit Cells

Wave propagation through unit cells depend mainly on the type of the unit cells. It well known
gaps exist only for inhomogeneous infinite lattice, due to the difference in mechanical properties
of the materials constructing the crystal structure. While no gaps exist for the homogenous unit
cells and all frequencies are allowed to propagate through structure. But in this system it depend
on where the force loading began, since the position of the mass that subjected to the force of
vibration affected on the band structure especially in the case of homogenous unit cell. Here we
will introduce an example for illustrating the band structure of the system in the two cases, i.e.,
homogenous and inhomogeneous unit cells.

Firstly we consider an inhomogeneous unit cell consist of four masses system (N = 4) Cor-
responding to 0.15m rod with middle 50% Lead! and the two ends of Nickel® as illustrated in
Fig. 3. Where the middle representing material with lower stiffness constant (k) and mass ratio
(m) comparable to the two ends material.

The values of masses and springs are listed in Equation (9).

m; =my =4kg and me =m3=1.5kg

9
ki = k4 = 213.76 x 10°kg/m - s* and ky = k3 = 15.444 x 10 kg/m - s> ©)
Now, we consider the mass (m1) is subjected to force loading, and we obtained the resultant
frequency on the last mass (my4). According to Egs. (6)—(8), the frequency response of the system
can be represented by the equations

K ) .
1
k/ 3 .
(“’% * rrT2 - w2> Ay = eV Az + (Wi — B)e A, (11)
2
/
<w§ L w2> Ay = eV Ay + (w3 — B)e 4y (12)
ms3
% ) .
m

From these equations the dispersion relation is plotted for the wave number (v) versus the frequency
(w) as in Fig. 4. As it well known the values of any amplitude are constant number in any case,
so we assume firstly that all amplitudes values (A1, As,...) are equals as in Fig. 4, after that to
confirm the results we consider any values for Ay, A2, .... We have taken for example A; = 1 cm,
Ao =2cm, A3 =3cm, A4 = 4cm.

'Erpap = 15.444 x 109N/m?, prpap = 11.34 x 103 kg/m3.
2Enic = 213.76 x 10° N/m?, pyro = 8.8 x 103 kg/m?>.
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Because of this structure considered as a periodic structure, all propagating modes (waves) will
be the same in the irreducible brillouin zone. So we don’t need to plot all values of () because
each two neighboring masses are move in phase or anti phase corresponding to YN = 0 and =
respectively so the minimum and maximum points of B. Z is 0 and 7 [7]. But from 0 to = we can
take many values as in Figs. 4(b), 4(c) and 4(d), in order to illustrate the zone that appear the
band gap sharply inside the structure as in Fig. 4(d) (3 : m). We can consider this range (zone)
the accurate rang of the band gap values inside the structure. Due to periodicity the curve would
simply be repeated if a larger range by the same value of v(3 : m) were graphed.

In Fig. 4, we assumed that all amplitudes have the same value, and there is a damping force
(vibrations) represented by the ground springs, where we considered k] = ki,kl = ka,... We
notice that as in Fig. 4(a) at small values of the wave number the relation is linear. If the wave
number taken to be zero, the frequency equal to zero as in red line in the figure. This make the
masses to have the same amplitude and move in phase. As the wave number began to increase, the
frequency also increased as in all Figs. 4(a), 4(b), 4(c) and 4(d), this causes the masses to move
at the same amplitude but out of phase. We can note also there is no gap exist in Fig. 4(a), but
as the range of () shifted from (0 : 7) to (2 : m) and (3 : 7), the gaps begin to appear sharply
Figs. 4(c) and 4(d). Where in Fig. 4(c) there are two band gaps approximately at w = (3.2-3.7),
(4.1-5) x 10° Hz, and in Fig. 4(d) there are three large band gaps approximately at w = (3.1-4),
(4-4.1) and (4.1-5.65) x 10° Hz. Therefore no waves can propagate in these frequency ranges, As
a consequence we can take these regions as the zone that shows the band gaps inside structure
especially in the last Fig. 4(d).

Now we will investigate what the result is if there isn’t any damping in the system, i.e.,

K=k = K, =K, =0,

We had taken the range YN = 3 : 7 as in Fig. 5. More details can be found in Ref. [9].

We can note in Fig. 5 that the effect of damping was not very sensitive in the band structure
and in the formation of band gaps, but there is a slightly change in frequency band gaps values
where the three band gaps range became are at w = (2.8~ 3.3), (3.3-3.4) and (3.4—5.6) x 105 Hz, so
we comment the absence of damping in changing band gaps rang only. Now we will consider that,
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Figure 4: Band structure of wave propagation in infinite periodic lattice, which show the dispersion curve of
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there is a damping force and different amplitude values, we will take the assumption A; = 1cm,
Ao = 2cm, A3 = 3cm, Ay = 4cm. We can note in Fig. 6 when the amplitudes have different
values, there is not significant difference in the band structure and number of band gaps, but there
is a slightly difference in band gaps ranges where the three band gaps range became approximately
at w = (2.7-3.15), (3.15-4) and (4-4.9) x 10° Hz).

4. CONCLUSION

In this work, we had studied phononic band gaps in one dimensional mass spring system. These
structures can be used as an acoustic wave filter, furthermore can be utilized in micro-structure
(unit cells) for producing micromechanical resonator that can be used in many other applications.
It was shown how the 1D mass spring system can be used in the creation of frequency band gaps
in infinite periodic lattice, and how the number of unit cells affected on the band structure of the
system and on number of band gaps. The response in the band gaps was not very sensitive to
moderate amount of damping forces, and also when all amplitudes have the same value. We have
seen how the arranging of the mass that subjected to the force loading effected on the structure,
especially in the case of homogenous unit cell. There are a frequency band gaps in the homogenous
structure only if the force loading began at the first mass,and there is not any gaps if it began at
any mass else inside the system.

Finally more results and applications will be obtained, if we study this phenomenon in 1D and
2D mass spring systems. An extension of this work is the application of topology optimization in
the design of systems and structures with phononic band gaps materials, more details can be found
in Ref. [10].
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Abstract— The influence of the electromagnetic wave on the nonlinear acoustoelectric effect
(AE) in a superlattice (SL) is investigated for an acoustic wave whose wavelength A = 27/q
is smaller than the mean free path [ of the electrons and hypersound in the region ¢l > 1
(where ¢ is the acoustic wave number). The dependence of the AE current j%¢ on the acoustic
intensity ®, the acoustic wave number ¢, the intensity £ and frequency ) of the electromagnetic
wave are obtained by using the Boltzmann kinetic equation in the case of relaxation time of
momentum 7 constant approximation, and the degenerate electron gas. Numerical calculation
is done, and the result is discussed for a typical GaAs/AlAs SL. At w, = 101 s™!, Qr = 1071,
A = 1.6-107%0J (here wy is frequency of sound wave, 2A is the width of the lowest energy
miniband), the acoustoelectric current behaviour in the same manner as the constant electric
field. At this frequency wg = 10'* s™* the graph is symmetrical about the origin. As wg increases
the symmetry breaks down and at wz; = 10'®s™! we obtaine the ratio [j°/j5% min/|72¢ /58 | max
is larger than in the case absence of the electromagnetic wave.

1. INTRODUCTION

When an acoustic wave is absorbed by a conductor, the transfer of the momentum from the acoustic
wave to the conduction electron may give rise to a current usually called the AE current, 7%¢, in the
case of an open circuit, a constant electric field, £%. The study of this effect is crucial, because of
the complementary role it may play in the understanding of the properties of the superlattice (SL),
which, we believe, should find an important place in the acoustoelectronic devices. The study of
the AE effect in bulk materials have received a lot of attention [1-5].

It is well known that in a low dimensional systems (QW, superlattices, quantum wires...),
the motion of electrons is restricted in one dimension or two dimensions, so they can flow freely
in two dimensions or one dimension. The confinement of electrons in a low dimensional systems
changes the electron mobility remarkably. This results in a number of new phenomena, which
concern a reduction of the sample dimensions. The effect, for example, electron-phonon interaction
and scattering rates [6, 7], dc electrical conductivity [8,9] and optical properties also been investi-
gated [10-15], differ from those in a bulk semiconductors, and we think the electron confinement
in the SL is also influential the AE effect. Recently, the AE effect was studied by theory in a
one-dimensional channel [16], in a finite-length ballistic quantum channel [17-19], in a SL [20-25]
for the case absence of the electromagnetic wave. In addition, in the case absence of the electro-
magnetic wave, the AE was also measured by experiment in a two dimensional system (Quantum
well, SL) [26,27], in a quantum wire [28], and in a carbon nanotube [29]. However, in the SL, the
nonlinear AE effect and the influence of electromagnetic wave on it in the case of the degenerate
electron gas were still open for studying.

In this paper, we studied the nonlinear AE effect and the influence of electromagnetic wave on
the AE effect. We examined this effect in the SL for the case of electron relaxation time is not
dependent on the energy and the degenerate electron gas. We will show that the periodicity of
the energy spectrum of the electron along the SL axis cause a nonlinear dependence of the j%¢ on
the wavenumber ¢, and the frequency of the electromagnetic wave modulates the AE current. In
addition, we noted that the AE current is negative or positive depending on the direction of the
constant electric field.

This paper is organized as followed. In Section 2, we outline the theory and conditions necessary
to solve the problem, in Section 3 we discuss the results, and in Section 4 we come to a conclusion.

2. ACOUSTOELECTRIC CURRENT

By using the classical Boltzmann kenetic equation method, we calculated the acoustoelectric current
in the SL. The acoustic wave is considered a hypersound in the region ¢l > 1 ( [ is the electron
mean free path, ¢ is the acoustic wave number). Under such circumstances the acoustic wave can
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be interpreted as monochromatic phonons having the 3D phonon distribution function N (E), and
can be presented in the form [28]

N(k) = ®5(k — ), (1)

hwgvs
where h = 1, k is the current phonon wave vector, ® is the sound flux density, wy and vs are the
frequency, and the group velocity of sound wave with the wave vector ¢, respectively.

It is assumed that the sound wave and the applied electric field E propagates along the z axis
of the SL. The problem was be solved in the quasi-classical case, i.e., 2A > 771 2A > eEd (7 is
the relaxation time, d is the period of the SL, 2A is the width of the lowest energy miniband and
e is the electron charge). The density of the acoustoelectric current can be written in the form

. 2e 35
7" = s [ Vit )
Here, 1;(p) is the solution of the Boltzmann kinetic equation in the absence of the magnetic
field, p'is the electron momentum vector and

21 d
! = > {'Gﬁ@,ﬁ|2[f (eng—q) — flew @))o(en-g — w5+ wg)
wq/l}s n,n’

G g (6w ivd) — Flenp)l6(em gra — eng— w(;)}, 3)

where f(e, ) is the distribution function, €, 7 is the energy spectrum of the electron, n and n'’
denote quantization of the energy spectrum, and G445 is the matrix element of the electron-phonon
interaction. Introducing a new term p’ = p — ¢ in the first term of the integrals in Equation (3)
and taking into account of the fact that

2 2
G |” = Gy 5l (4)
the matrix element of the electron-phonon interaction for gd < 1 is given
A2G?
Gp,q? = ——, 5
Gral =5 5)

where A is the deformation potential constant and o is the density of the SL.
We can express Equation (2) in the form

jz('lc = 27T Vg Z/|Gp+q,p| En p+q) f(en,ﬁ)][¢i(ﬁ+q_>_wi(m]Xé(en/,ﬁ+§_€n,ﬁ_wq‘)d3@ (6)

where the vector ¢;(p), as indicated [29], is the mean free path [;(p).

In solving Equation (6) we considered a situation whereby the sound was propagating along
the SL axis (0z), thus the acoustoelectric current in Equation (6) in the direction of the SL axis
becomes

eP TN
47T2’L)SW~O'

~ac __

Z / (e +g) = Fleapll=(F+ @) = (D)0 (en girg — eng — wp)d'p,  (7)

the distribution function in the presence of the applied field E is obtained by solving the Boltzmann
equation in the 7 approximation. This function is given

15 = [ % exp-t/m) ol eE), Q

here

0 €,57>¢€r
= @ — =) = n,p
h(#) = Ofer o) = {1 77
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where ep is Fermi energy. The energy spectrum e, 5 of the electron in the SL is given using the

usual notation by €, 7 = % + A, (1 — cos(p.d)), L and p, are the transverse and longitudinal
(relative to the SL axis) components of the quasi-momentum, respectively; A,, is the half width of
the nth allowed miniband, m is the effective mass of electron.

We assumed that electrons are confined to the lowest conduction miniband (n = n’ = 1) and
omitted the miniband indicated. That is say that the field does not induce transitions between the
filled and empty minibands, thus the A,, can be written as A.

Substituting Equation (8) and the energy spectrum into Equation (7), we obtained the acous-
toelectric current

0 dt —t d d
jae = jgc/o — exp <T> sin (eEt — %) d % [Asin % +(1— A2 cos QQ], (10)
here
2_ 2 . 211/2 . B 211/2
jgc_em@quA[l_ (%) } , A_%Hosqd[l_ (%) } .
TUWz0o 2Asin(qd/2) 2A 2 2Asin(qd/2)

Equation (10) is acoustoelectric current in the case of the presence of electromagnetic field E
applide along the z axis and the degenerate electron gas.

3. NUMERICAL RESULTS AND DISCUSSIONS

We considered an electromagnetic field of the form Ey+ Fj sin 2¢t. Under such conditions we replaced
the electric field F in Equation (10) with Ey + Ej sin Q¢ and averaged the results overtime. From
the Figure 1. It is noted that for w, = 10's™1 Q7 = 1071, A = 1.6 - 1072YJ, the acoustoelectric
current behaviour in the same manner as the constant electric field. The F4 in this case is behaving
as a modulator. At this frequency w, = 10* s71 the graph is symmetrical about the origin. As w,
increases, it can see in Figure 2 the symmetry breaks down at w, = 103 s~1. We obtained that
the absolute value of the maximum peak |j2°/j§¢|max is smaller than the absolute minimum value
179¢/36°|min, and the ratio |7¢¢/j§%min/|72¢/ 7§ |max is about 4, which is quiet big. We examined
herein, the behaviour of the acoustoelectric current j¢¢ when the dc field Ey is kept constant
and the amplitude of the ac field F; is varied, we observed that for w, = 10" s~ and Ey = 0, the
acoustoelectric current is very small and tends to zero at £y = 1.6.10* Vm~!. This can be explained
from the fact that at w, = €1, the phonon energy is not high enough to impact much momentum
to the conduction electrons, therefore very low current is observed. With increase in the phonon
frequency wy = 101351 j2¢ increased rapidly even in the absence of Ey. This is expected because

01 ‘ ‘ ‘ ‘ ‘ ‘ ‘ 0.6

0.05r

01+

-0.15 i i i
-0.8 -06 -04 -02

08 08 06 -04 -02 0 02 04 06 08
eE dtvh

0 0.2 0.4 0.6
eE dt/h

Figure 2:

Figure 1: The dependence of j2¢/j3° on the
eEodr/h: eFE1dr/h = 0 (dotted line); eEydr/h =
0.25 (dashed line); eFEydr/h = 0.35 (solid line);
wg=10"s71 Q =10"s71

The dependence of j%¢/j55¢ on the
eFEodr/h: eEydr/h = 0 (dotted line); eEydr/h =
0.25 (dashed line); eEydr/h = 0.35 (solid line);
wg=1018s71; O =10"1s71
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eE dt/h

Figure 3: The dependence of j2¢/j§¢ on the eEgdr/h  Figure 4: The dependence of j2¢/j¢ on the eEdr/h:
and eEydr/h for wy = 103571 Q = 1011571, wg = 2 x 10" s7! (solid line); wy = 1.5 x 10 71
(dashed line); wg = 10 s~ (dotted line).

the phonon acquires enough energy to impact momentum to the conduction electrons. It is worth
noting that about Ey = 2.10° Vm~! and above, E; ceased to modulate the acoustoelectric current.
In the Figure 3 we present the three-dimensional graphs of j2¢/j§¢ against Ey and Ej. It see when
wg = 1013571, the symmetry breaks down.

In this situation the field is a constant, Equation (10) was solved analytically and the result was
given as

jo© = _jgc(eEdTl)ZH [1—eEdr tan_l(qd/Q)]
x [A sin?(gd/2) + (1 — A%)Y?sin(qd/2) cos(qd/Q)] : (11)

Equation (11) is the analytical expression of acoustoelectric current in the case of the presence of
external electric field. From Equation (11) it is observed that

1
E>Ey= e tan(qd/2).

This is condition of external electric field applied to acoustoelectric current changes direction.
The acoustoelectric current changes sign and the value Fy can be interpreted as a threshold field.
Ey is a function of the SL parameters d, frequency wgs and the wavenumber g. For instances,
at d = 1078m, 7 = 107%s, and wg = 10" s71, the threshold field Ey = 31.94 Vem ™!, which is
small but can still be observed. This result approximates the result in [21], therefore we want to
emphasize which satisfaction of our result with the result in [21], gives credence to Equation (10).
The dependence of the acoustoelectric current j¢¢ on constant electric field £ has been studied in
Figure 4. The dependence of j¢/ji¢ on E for given wy is not linear. The electric field is positive
and the current increases, reaching a maximum and then decreasing. It is noteworthy to show that
a similar nonlinear relation was obtained for a TAV experiment on Si/Si0s and this result agree
with result [32].

4. CONCLUSION

We have studied the acoustoelectric current in SL in the presence of a constant and the electro-
magnetic wave and noted a strong nonlinear dependence of j¢ on both Ey and E; which strongly
depends on wy of the acoustic wave, the SL parameters A and d is the miniband width and the
period of the SL, respectively. The dominant mechanism for such nonlinear behaviour is the peri-
odicity of the energy spectrum of the electron along the SL axis. We observed that in the absence
of dc field Ep, when wy = 101 s71) j9¢ is very small and tends to zero at F; = 1.6.10* Vm~!.
Futhermore increase in wg to 103 s~ shot up the acoustoelectric current j%¢ dramatically, and the
symmetry breaks down, the ratio |72¢/ 56 min/[72¢/ 76 |max is about 4. When Ej is introduced, j¢°
increased with the increase of Ej.
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The results above indicate that there exists some peaks which disappear in the bulk semicon-
ductor [31], the cause of the difference is because of the low-dimensional systems’ characteristics,
meaning in the SL the energy spectrum of the electron is quantized because of the electron con-
finement in the SL.

The numerical result obtained for a GaAs/AlAs SL shows that there exists a threshold field Ey
for which the acoustoelectric current changes direction and this value increases with an increase in
wg, when d = 108 m, 7 = 10725, and wg = 10" 571, the threshold field Fy = 31.94 Vem ™!, when
wg = 2x 10 s71, the threshold field Ey = 33.5 Vem™!. Our result indicates that the acoustoelectric
current exists even if the relaxation time 7 of the carrier does not depend on the carrier energy.
This differs from the bulk semiconductor, because in the bulk semiconductor [30] indicated that
the dominant mechanism for the appearance of the acoustoelectric effect depends on an acoustic
wave propagating direction and the relaxation time 7 of the carrier depends on the carrier energy.
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Abstract— The analytic expressions for the absorption coefficient (ACF) of a weak electro-
magnetic wave (EMW) caused by confined electrons in the presence of laser radiation in quantum
wells are obtained by using the quantum kinetic equation for electrons in the case of electron-
optical phonon scattering. The dependence of the ACF of a weak EMW on the intensity FEy;
and frequency €27 of the external laser radiation; the intensity Egs and frequency 25 of the weak
EMW,; the temperature T of the system and the width L of quantum well are analyzed. The re-
sults are numerically calculated, plotted, and discussed for AlAs/GaAs/AlAs quantum well. The
numerical results show that ACF of a weak EMW in a quantum well can get negative values.
So, by the presence of laser radiation, in some conditions, the weak EMW is increased. This is
different from the case of the absence of laser radiation.

1. INTRODUCTION

In recent times, there has been more and more interest in studying and discovering the behavior of
low-dimensional system, in particular, quantum wells. The confinement of electrons in these systems
considerably enhances the electron mobility and leads to their unusual behaviors under external
stimuli. As a result, the properties of low-dimensional systems, especially the optical properties, are
very different in comparison with those of normal bulk semiconductors [1-5]. The linear absorption
of a weak EMW by confined electrons in low-dimensional systems has been investigated by using
the Kubo-Mori method [6-9], the nonlinear absorption of a strong EMW by confined electrons in
low-dimensional systems has been studied by using the quantum kinetic equation method [10-15].
The influence of laser radiation on the absorption of a weak EMW by free electrons in normal bulk
semiconductors has been investigated by using the quantum kinetic equation method [17], and the
presence of laser radiation, in some conditions, the weak EMW is increased. However, the influence
of laser radiation on the absorption of a weak EMW in quantum wells is still open for study.
Researching the influence of laser radiation on the absorption of a weak EMW play an important
role in experiment. Because, it is difficult to directly measure the ACF of the strong EMW (laser
radiation) by experiment. Therefore, in this paper, we study ability to increase weak EMW by
confined electrons in quantum wells in the presence of laser radiation. The electron-optical phonon
scattering mechanism is considered. The ACF of a weak EMW in the presence of laser radiation
field are obtained by using the quantum kinetic equation for electrons in a quantum well. Then,
we estimate numerical values for the specific AlAs/GaAs/AlAs quantum well to clarify our results.

2. THE ABSORPTION COEFFICIENT OF A WEAK EMW IN THE PRESENCE OF
LASER RADIATION FIELD IN A QUANTUM WELL

It is well known that the motion of an electron in a quantum well is confined and that its energy
spectrum is quantized into discrete levels. We assume that the quantization direction is the z
direction. The Hamiltonian of the electron-optical phonon system in a quantum well in the second
quantization representation can be written as:

_ - €y + + + +

H=3" cnp(fr—rAW®) afy anp. + Y hoghfbg+ D Colaw (@)05 5, g an . b+ 7))
n,pL q n,n,p1,q

(1)

where n denotes the quantization of the energy spectrum in the z direction (n = 1,2,...), (n,p)

and (n’,p| + ¢ ) are electron states before and after scattering, respectively. p' (1) is the in plane

(z,y) wave vector of the electron (phonon), a;;ﬁ and a, 5, (b;f and bg) are the creation and the

annihilation operators of electron (phonon), respectively. ¢= (¢, ¢.), /_f(t) = Q%E@ cos(Qit+¢1)+
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Q%E_'gg cos(22t) is the vector potential of EMW, wg ~ wy is the frequency of an optical phonon. Cz
is the electron-optical phonon interaction constant [16]

9 2melhwy [ 1 1
ot = It (1L @
Veoq Xoo X0

Here V| e, ¢ are the normalization volume, the electron charge and the electronic constant (often
V =1), xo and xo are the static and the high-frequency dielectric constants, respectively. The
electron form factor I, ,(g.) is written as:

L
2 ! .
Lin(q:) = I /sin (%z) sin <nL772) e'*dz (3)
0
In quantum well, the electron energy takes the simple form:

h?pi h27r2n2
LT e T 2me L2 )

Here, m* is the effective mass of electron, L is the width of a quantum well.
In order to establish the quantum kinetic equations for electrons in a quantum well, we use the
general quantum equation for statistical average value of the electron particle number operator (or

electron distribution function) n,, 5 (t) = <a:m an,ﬁ> [16]:
’ t

) g

where (1), denotes a statistical average value at the moment ¢, and (1), = Tr(W4)) (W being the
density matrix operator). Starting from the Hamiltonian in Eq. (1) and using the commutative
relations of the creation and the annihilation operators, we obtain the quantum kinetic equation
for electrons in a quantum well:

on,, 5, (T 1 2 = oo oo R N
g;” = =35 2 |Gl T (@)* D S(@d0) Je(@101) T (G2d1) T (@201 )
n',q l,s,m,f=—00

eH(s=D)Qu+(m—f)Q—id]t+(s—1)p1 }
t
. / dts { [, (t2) Ng = 1y i, 4. (82) (Ng o+ 1)] e o @b T)men(F)=og=shihsmmha b indl(i-t2)

o [P (82) (NG 1) = T 1,4, (1) N € 50 (Pt )= () —shh —mha - indl(t—t)
— [ i~ (02)Ng = 1 5, (£2) (N o+ 1)] e o0 (P e (e m) s hiQy =i iR 1)

= [ () (N 1) = i, (1) Ny o0 )2 i phamshh sl L ()

If we consider similar problem but in the normal bulk semiconductors, that authors V. L. Malevich,
E. M. Epstein published, we will see that Eq. (6) has similarity to the quantum kinetic equation
for electrons in the bulk semiconductor [17].

It is well known that to obtain the explicit solutions from Eq. (6) is very difficult. In this paper,
we use the first-order tautology approximation method to solve this equation [16-18]. In detail, in
Eq. (6), we choose the initial approximation of n,, j, (t) as:

0 — 0 _ 0 _
L% (t2) =Mngp Mnp +q. <t2) =NMnpi+qr Mg —q. (t2) =MNnp—q1

where 7, 5, is the balanced distribution function of electrons. We perform the integral with respect
to to; next, we perform the integral with respect to ¢ of Eq. (6). The expression for the unbalanced
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electron distribution function can be written as:

+oo
_ 1 2 oL . . .
Mg () = g, =5 D |Cl Mnw (@) Y0 Tel@0G0) Tiys (@1G1) T (@21 Ty (G210

n,q k,5,7m=—00
o~ ik +rQs+id]t+keor } i 7, -, Nit — fin s, (N + 1)
kU + 1Qs + 00 {sn(m) — e (P — q1) — fiwg — shSy — mhSYy + ihé
M iy~ (Ng +1) = fin . Ny
en(PL) — en (PL — Q1) + hwg — shS — mhQy + ihé
iy Ng = T iy g, (Ng +1)
e (DL +q1L) —en(PpL) — hwg — sh€ly — mh§o + ihé
Ting, (Ng+1) — v 5, +q, Ng }
en(PL+qL) —en(PL)+ Twg — sh€ly — mh§y + ihé

_l’_

(7)

where d; = e?‘“g, Qo = €E°22 Nyg is the balanced distribution function of phonons, E01 and 2 are
m* Q7 *Q30

the intensity and frequency of a strong EMW (laser radiation), Epy and Qy are the intensity and
frequency of a weak EMW; ¢ is the phase difference between two electromagnetic waves, Jy(z) is
the Bessel function.

The carrier current density formula in a quantum well takes the form:

i) = 0 3 (7= o A0) s 0 0

Because the motion of electrons is confined along the z direction in a quantum well, we only consider
the in plane (x,y) current density vector of electrons j (t).
The ACF of a weak EMW by confined electrons in the quantum well takes the simple form [16]:
8 <—.' = .
o= ——— thEOQSanQt> 9

From the Egs. (7)-(9) we established the ACF of a weak EMW in quantum well:

e wono 1
“ €ocC QFkBTm*XOOm*Q?’Z <Xoo XO> Z nn { 0,1 0,-1) 2( 0,1 0,—1)

n,n’'=1

5 (G01 -Go-1)+-(Hap—H 1 1+ Hi1—Hi 1)

3 4 (
1
_E (Goig—Go1-1+ G —Gr—1) + o1 (Go1—G_o_1+G21 — G27—1)} (10)

where:

2 1/4
e [Am7E2 ¢ e o
Ds7m — e 2kpT <h457m> K1/2 <|2];73m11) |:6 kpT (Nwo + 1) —e€ kpT Nw0:|

) 3/4
§s,m 4m* 52 _ _en )
Hon = o (3 eon2) ( hf’m) K2 () { (4 1) N,

5/4
37’[‘ T Es,m_ 4m 5 ’5 ’ _En/—fs,m
4 kenT T
Gsm =) ( 3 +Z cos 2’7>€ ‘o <h48m> K5/2<2ks mT 5T (N, +1)—e 7 N,
h272 h2m2n2 1 too  h2x2n2 T
En = Ty = o ng = 7= E e mTEpTI? IIn,n’ = —(2 + 57%”/)
2m L 2m*L eFnT 1 — L

h2 2
§s,m=ﬁ(n'2fn2)+hwofshﬁlfmhﬁg, with s=-2, -1, 0, 1, 2; m=-1, 1.
m
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~ is the angle between two vectors E()l and Eog.

Equation (10) is the expression of ACF of a weak EMW in the presence of external laser radiation
in a quantum well.

From the expression of ACF of a weak EMW, we see that ACF of a weak EMW is independent
on FEyo; only dependent on Ejyp, 21, 29, T, and L.

3. NUMERICAL RESULTS AND DISCUSSION

In order to clarify the mechanism for the absorption of a weak EMW in a quantum well in the
presence of laser radiation, in this section, we will evaluate, plot, and discuss the expression of
the ACF for the case of a specific quantum well: AlAs/GaAs/AlAs. The parameters used in the
calculations are as follows [9, 16]: xs = 10.9, xo = 12.9, m = 0.067mg, mo being the mass of free
electron, ng = 103 m™3, hwy = 36.25meV, v = g

Figure 1 describes the dependence of a on the temperature T, with L = 10 x 1078m, Q; =
3 x 1013 Hz, Q9 = 10 Hz, and three different values of Ey;. Figure 1 shows that when the
temperature T of the system rises up from 30 K to 400 K, the curve has a maximum and a minimum.

Figure 2 describes the dependence of o on Qy, with L =5x108m, Qy =5 x 1013 Hz, T = 70K
and three different values of Ey;. This Figure shows that the dependence of « on €2y is nonlinear,
when the frequency €21 rises up, ACF speeds up too, then gradually reduce to a certain value, and
curve has a maximum value.

Figure 3 describes the dependence of a on s, with L = 2x1078m, Ep; = 4x10°V/m, T = 70K
and three different values of ;. This figure shows that the curve has a maximum where Q2 = wy.

Figure 4 shows ACF as a function of the intensity Fg; of laser radiation, with L =5 x 10~8m,
Q1 =8 x 101 Hz, Oy = 5 x 103 Hz, and three different values of 7. From the figure we see that
the curve can have a maximum or no maximum in the investigative interval.

10
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E fo
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Figure 1: The dependence of o on 7.
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Figure 2: The dependence of o on §2;. Figure 3: The dependence of o on 5.
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Figure 5 shows ACF as a function of the width L of a quantum well, with Q; = 8 x 10'3 Hz,
Qs = 1013 Hz, Fo; = 7 x 10° V/m, and three different values of T. From the figure we see that the
curve has many maxima and minima in the investigative interval, these maxima gradually reduce.

These figures show that under influence of laser radiation, ACF of a weak EMW in a quantum
well can get negative values, it means that ACF becomes increased coefficient. So, by the presence
of strong electromagnetic waves, in some conditions, the weak electromagnetic wave is increased.
This is different from the case of the absence of laser radiation.

4. CONCLUSION

In this paper, we investigated ability to increase weak EMW by confined electrons in quantum wells
in the presence of laser radiation. We obtained an analytical expression of the ACF of a weak EMW
in quantum well. We numerically calculated and graphed the ACF for AlAs/GaAs/AlAs quantum
well to clarify. These results showed that by the presence of strong electromagnetic waves, in some
conditions, the weak electromagnetic wave is increased.
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Abstract— The article deals with the relaxation times and conductivity measurements of
polymer gel electrolytes based on the sodium perchlorate (NaClO4). For measurement of T}
and T relaxation times based on NMRS method was used. To approximation, two-exponential
function (equation for inversion recovery and hahn echo techniques) was used. The calculation
was performed using genetic algorithm (GA). Gel polymer electrolytes are based on inorganic
salt NaClO4. The aim is to find a suitable solid electrolyte for use in electrochemical industry
and especially to improve their safety. In the paper a methodology of NMR relaxation times
measurement is presented. The results are compared with measurements of conductivity gel
during polymerization. The experiment was performed on the 4.7 T NMR, system at the Institute
of Scientific Instruments of the ASCR in Brno.

1. INTRODUCTION

There are other methods for evaluating properties of conducting gels (Li, Na), but NMR spec-
troscopy offers a deeper insight into the behaviour of polymer gel electrolyte during the UV or
thermal polymerization process. Mainly, we are able to determine the time (relatively exactly)
when the polymerization process is completed. After this, there should not be other processes
when the electrolyte is exposed to heat or UV radiation.

In liquid is used as a solvent, commonly flammable or toxic organic compounds (acetonitrile,
N, N-dimethylformamide, dimethoxyethane, etc.) are frequently used [1]. Liquid electrolytes are
now very widespread and we want to replace them by safer solid electrolytes. Advantage of gel
electrolytes over liquid gel electrolytes is their higher safety.

The aim of our interest is primarily to examine the properties of ions in these gels. In our
case the Na™ ions. Mobility of cations in polymer electrolytes has previously been investigated by
measuring the linewidth of solid state nuclear magnetic resonance spectroscopy (NMRS) in [2, 3].
An electrolyte behaviour during UV polymerization, we have already discussed in [4] and also in [5].

There is a direct proportionality between MR relaxation and conductivity of the electrolyte.
Along with the relaxation times T and 75 we also interested in the course of conductivity changes
during the UV polymerization process. Relaxation and conductivity were measured in polymer gels
before polymerization and after complete UV polymerization.

There are three factors that have affect on the precession of the magnetization vector. It is the
inhomogeneity of the magnetic field, longitudinal 7} relaxation and transverse relaxation 75. After
subsides electromagnetic pulse excitation, relaxation takes place.Relaxation is the process by which
the density matrix elements approach their thermodynamic equilibrium values. We have two types
of relaxation times. Relaxation time 77 determines the rate at which the population adjust to
thermodynamic equilibrium. 75 type relaxation time determines the rate at which the transverse
magnetization relaxes to zero [6].

1.1. Liquids [6]

Molecules in liquids are in rapid motion with respect to the inverse Larmor frequency. The T}
relaxation of an isolated spin pair is

1 HoN? 42 37
~ (B 1) 2 [ (2>2] 1
7= () 7 WIU+ 5[0 o)+ 70 (20r)] &)
where h is Plancks constant dividend by 2m, [ is spin quantum number, v is gyromagnetic ratio,
J(wr) is spectral density of motion at frequency wr. J(wr) is characterized by the frequency
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we = 1/7¢ (7c is correlation time), where J(wy) approaches zero as w > w.. Clearly the fastest
motion possible is the free reorientation of a molecule, so that, depending on the type of motion,
the cut-off frequency w, is anywhere between zero and 10'3 Hz. The 75 relaxation also depends on
the spectral density at frequency zero and is

3
2

5JW (wr) TP (2wp)

JO (0) + R : (2)

1 N0>242
= = (oY a2
T, (47r Y RI(T+1)

The key assumption in the derivation of T3 is that the strength dp of the dipole-dipole field is
small compared to the cut-off frequency w.. This is the fast motion limit, where the anisotropy of
the lineshape is motionally narrowed. Than, the spectral densities are given by [6, 7]

24 T,

O () 24 T

190 = G @
4 T,

(1 - = ¢ 4

T W) 1578 1+ w72’ )
1 ¢

JO () = 20T (5)

1579, 1+ w272’
where 7"?]» is internuclear distance.

Regimes of slow and fast motion are discriminated by the 77 minimum, where the correlation
time is of the order of the Larmor period. For small molecules at room temperature 77 and 15
are the same. On the other side of the 77 minimum, molecular motion is slow compared to the
Larmor period. T7 and 75 diverge. This situation is typical for viscous liquid or restricted motion
in polymers well above the glass transition temperature. Because T5 is short, yet T} is long [6].

So there is a temperature or narrow temperature range, below which is an amorphous glassy
polymer, it has the rubbery properties. This temperature is called the glass transition temperature
T, and is one of the most important characteristics of the polymer [8].

1.2. Solids and Slow Motion [6]

For 'H the homonuclear dipole-dipole coupling lings together. In this case, the expression for T}
still remains valid, but the expression for T, changes. It will be

1 (H0)? 4o 30 (wr)
T2—<47T>7h1(]+1)2 = Mo, (6)

where M is the second moment of the lineshape function.The rate Tfl of transverse relaxation is
proportional to the correlation time 7. of molecular motion.
According to Williamson [9], for fully dissociated ions, the Nernst-Einstein equation can be used

to give a calculated value of the ionic conductivity, o4, from the diffusion coefficients of the cation
and anion in polymer gel. In our case:

nq2

" (D (va*)] (7

Ocalc =

where n is the number of anions and/or cations per unit volume of solution and ¢ is the charge on
ion. The relationship between T} relaxation and diffusion is given by the relationship [10]

1 /1 (L _ *h*I (I +1) 87Npr® 4+ 100° ®)
Tl a Tl inter Tl intra a D . 150r6 7

where N is number of spins per molecule, D — diffusion coefficient.
It follows a linear dependence of 17 a D.

2. EXPERIMENTAL SETUP

The measurement was performed using the 4.7 T MRI system at Institute of Scientific Instruments
Academy of Science of the Czech Republic in Brno (Figure 1(c)). To measure the gels, two probes
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were used simultaneously. Probe for measurement of hydrogen nuclei 'H (Figure 1(b)) is a shielded
surface saddle coil (diameter 76 mm) and probe for measurement of sodium nuclei 2Na (Figure 1(a))
is a simple two-threaded saddle coil (diameter 26 mm). All samples and their UV polymerization
were mixed at Department of Elektrotechnology in Brno. Oxygen was removed in a stream of
nitrogen. All components were bought from Sigma-Aldrich company. In Table 1 we can see the
composition of individual samples.

The electrolyte is compound of NaClOy, propylene carbonate (PC) mixed with methyl methacry-
late (MMA), initiator of polymerization benzoin-n-butyl ether (BBE) and (EDMA — C;2H17NOa>).
Sample No. 1 has a volume relationship between liquid electrolyte and macromolecular matrix com-
ponent 1 : 1.75, which is tested and functional. Addition of both the PC will cause the samples
will be softer, more liquid. Second, they exhibit greater ionic conductivity.

3. RESULTS

Into the gels were gradually adding the appropriate concentration of PC. This leads to increasing
the conductivity of the solution.

Figure 1: (a) Probe of sodium nuclei (**Na), the resonance frequency is 51 MHz. (b) Probe for measurement
of hydrogen nuclei (H), the resonance frequency is 200 MHz. (c) 4.7T MRI system at the Institute of
Scientific Instruments in Brno.

Table 1: Composition of the measured samples.

Sample No. 1 2 3 4 5 6
A% [ml] | 12.1 12.7 | 13.3 | 13.9 | 145 | 15.1
PC [ml] | 4.184 | 4.784 | 5.384 | 5.984 | 6.584 | 7.184
NaClO4 | [g] | 0.538 | 0.538 | 0.538 | 0.538 | 0.538 | 0.538
MMA | [ml] | 7.657 | 7.657 | 7.657 | 7.657 | 7.657 | 7.657

EDMA | [u]] 43 43 43 43 43 43
BEE lg] 0.17 | 0.17 | 0.17 | 0.17 | 0.17 | 0.17

Table 2: Conductivity of the measured samples after polymerization.

Sample No. | R [Q] | Conductivity [S:cm™!] | Thickness (cm) Relative representation of
the PC (based on sample 1)

1 3009 1.32232E-05 0.080 1.000

2 1472 3.04092E-05 0.090 1.143

3 597 5.41513E-05 0.065 1.287

4 430 1.04098E-04 0.090 1.430

5 322 1.15844E-04 0.075 1.574

6 173 2.44367E-04 0.085 1.717
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Ty [ms] Ty [ms]
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Table 3: Relaxation 77 and T3 of sodium before Figure 2: Changes in conductivity dependence on the
polymerization. amount of added PC.

In Table 2, we can see the change in conductivity with increasing number of PC in the overall
solution. Furthermore we can seen that the relaxation times according to our expectations does
not really change. Relaxation time 77 is equal or at least greater than T5. We can see that in our
case is T} smaller than T5. This is caused by error measurement. In fact, 77 and T, are equal and
around 4 ms.

4. CONCLUSIONS

The conductivity measurements of the polymerized samples, we can see that the conductivity
depends on the ratio solvent and Na ions. The amount of solvent is bigger therefore mobility of
ions in the structure of the gel is greater. Relaxation of sodium in our case is very short. The
measurement results will contribute to the study of changes in the structure of gel electrolytes.
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Phase and Amplitude Control of Optical Bistability in the
Closed-loop Three-coupled Quantum Wells

M. Mahmoudi and N. Heidari
Department of Physics, University of Zanjan, P. O. Box 45195-313, Zanjan, Iran

Abstract— We investigate the optical properties of a weak probe field in a closed-loop ladder-
type configuration in an asymmetric semiconductor three-coupled quantum well system. It is
shown that, the dispersion, absorption and optical bistability behavior of the system can be con-
trolled by both of the amplitude and relative phase of applied fields. Moreover, it is demonstrated
that in the gain region of the absorption spectrum, the considerable output is obtained for zero
input.

1. INTRODUCTION

One of the interesting nanostructure semiconductor devices is three-coupled quantum wells (TCQW)
system. Moreover the phase-dependent gain and absorption properties of mid- to far-infrared light
have been investigated [1]. Phase-controlled gain-assisted slow light propagation is another inter-
esting application of TCQW system [2].

On the other hand, control of light by light is important in all-optical switching and optical
computing. all-optical switching devices based on optical bistability (OB). Optical bistability in a
three-level atomic system inside the optical ring cavity has been studied [3].

The relative phase of applied laser fields is an important parameter for controlling the atomic
coherence. It is shown that the phase dependent behavior, in a closed-loop system, is only valid
in the multi-photon resonance condition, so the phase-dependent process contributing to the probe
field susceptibility only occurs at a specific frequency [4].

In this paper, we analyze the controllability of OB in the ladder-type closed-loop TCQW struc-
ture via the intensity and the relative phase of the applied fields.

2. MODELS AND EQUATIONS

Let us consider an asymmetric ladder-type TCQW system consisting of a wide well and two narrow
wells as shown in Fig. 1(a). A tunable infrared probe field of frequency w, with Rabi-frequency
), = E,p21/h applies to the transition [1) — |2). Two infrared pumping laser fields of frequencies
we and wg with Rabi frequencies Q. and €, are applied to transitions |2) — [3) and [3) — [4),
respectively. We apply a signal infrared laser field of frequency ws; and Rabi frequencies €25 to

we b E___/’-\/-iu/"\ |4y E. g Ea
5 N
E, .o, I T
; . ar E E
- - - \\~_ |3) P _»P
] F\-—-\ E, ., E, .o
E 70 |- £ —""_--"_'// P |2} M L M>
E x /-\\_' E, .o
= b E, _A — ¥ (1}
*L 1 1 I_l !_I R:1 ‘ :1
0 43 55 TH W4 112 My M3
Cirowth direction z [A]
(@) (b)
Figure 1: (a) Schematic energy-band diagram for a single pe- Figure 2: A unidirectional ring cavity

riod of the asymmetric AllnAs/GalnAs TCQW structure. (b) containing TCQW sample of length L
Four energy levels in cascade configuration. and four mirrors.
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transition |1) — |[4). The Hamiltonian in the interaction picture is given by

Hipy = Dp12)(2 + (Ap + Ac) 3)(3] + (Ap + Ac + Ag) [4) (4]

— (e [2) (1] + Qce™ [3)(2] + Qqe™* |4)(3] + Qe [4)(1] + h.c.) . (1)

where A, = wo1 —wp, Ar = w32 —we, Ag = wiz —wg and Ay = wy — ws are the detuning of applied
laser fields. Note that the multi-photon resonance condition, i.e., Ay = A, + A, + Ay is fulfilled.
The time-dependent quantum state of the system is defined as

|W(t))y=A1(t)|1) + A2(t)ei<ﬁp

2 >+A3(t)ei(%+i%)

3)+ Aa(t)e' |4) (2)

where A; (j =1 —4) is the probability amplitude of level |j). By using the Schrodinger equation,
the equation of motion for the probability amplitudes can be obtained as

A1 .

aTl = iQ, Ay + i, Ay

dA

aTQ — i(—=A, + i) Ag + iQp A1 + i A3

88/13 = i(—(Ap + Ac) + i’yg,)Ag + Q. Ay + Z‘QdA4€7w (3)
dA .

87154 = i(—(Ap + A+ Ad) + ’i’}/4)A4 + QA1 + 1Q4A3e"

| A1 + Ao + A5 + [Ag* = 1

where ; = (i = 2, 3,4) is the spontaneous emission rate of the level |i) and ¢ = @, + @c + g — @5
shows the relative phase of applied fields. The response of the system to the applied fields is
determined by the susceptibility x, = Ngp21A2A]/(e0Ep). The real and imaginary parts of x,
correspond to the dispersion and the absorption of the weak probe field, respectively. If Im(x,)(0
the system exhibits gain, while for Im(x,))0 the probe field will be attenuated.

Now, we put the TCQW sample in a unidirectional ring cavity as shown in Fig. 2. Where the
probe field circulating in the ring cavity while the signal and two pumping fields does not circulate
in the cavity. Under slowly varying envelop approximation, the dynamics response of the probe
field is governed by Maxwell’s equation. For a perfectly tuned cavity, the boundary conditions in
the steady-state limit between the incident field EII3 and transmitted field Elj; are

Ep(0) = VTEL + RE,(L), (4a)
Ep(L) = Ep/VT, (4b)

Note that R is the feedback mechanism due to the reflection from mirror Ms. According to the
mean-field limit and using the boundary condition, we obtain the input-output relationship,

y =z —2iCyArA] (5)

where y = po1 EL/(WWT), z = pn EL/(AWT) and C = NwpLp, /(2heocTy2).
3. RESULTS AND DISCUSSIONS

Now, we present the numerical results for obtaining the OB behavior under various parametric
conditions. We solve the Equation (3) numerically in the steady state condition and use the
Equation (5) to get the result for the optical bistability. In Fig. 3, we display the OB behavior of
probe field for different values of pumping field. Using system parameters are po; = e X 1.3nm,
N = 10**m™3, E; = 151 mev, Ey = 270mev, E3 = 386mev, Fy = 506 mev, v3 = Smev, 7o =
10mev. Other parameters are A, = Ay, = Ay = A, =0, Qs = Qp(a), Qs = 0(b), Q¢ = 30mev,
Q. = 20mev (star) 30mev (dashed), 32.4mev (dotted), 35 mev (dash-dotted), 40 mev (solid). An
investigation on Fig. 3(a) shows that by increasing the intensity of pumping field (£2.), the OB
threshold decreases. To explain the physics of phenomena, we show the absorption spectrum of
the system in Fig. 4(a). For Q. = 20mev (star) the absorption peak is established around zero
detuning of probe field. Then the OB curve (star line) in Fig. 3(a) is due to the absorption.
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Figure 3: The optical bistability behavior of probe field for different values of pumping field Q. for Q; = Q,(a)
and s = 0(b). Using system parameters are A, = A, = Ag = A, =0, C =50.

0.1z T T T T T T T T T T T 0.1z
Qe=20mey
¥ Qo=20mev
aA a1k — — — - {c=30mav
— — — - Rc=a30may :
agar Tt Qo=32 4mey
o ‘e onar
= =35meV
E —— Qe=40mav ‘ | =
) E0.08

0041

0.02

gz . . . . . . . . . . . a
681 50 —0 -30 -20 -10 o0 10 20 90 40 53 8O —60 50 —40 -30 -20 10 0 10 20 30 40 &1 60
Ap 4p
(a) (b)

Figure 4: The absorption spectrum of probe field versus the detuning A, for different values of pumping
field Q. for Qs = Q,(a) and Q, = 0(b). Using parameters are A, = Ag = Ay =0, Q, = 0.5 mev.

For Q. = 32.4mev (dotted), the electromagnetically induced transparency (EIT) window ap-
pears around zero detuning as shown in Fig. 4(a), then the OB behavior disappeared in dotted
curve of Fig. 3(a). For higher values of pumping intensity, the system shows the gain around zero
detuning. Then dash-dotted and solid curves in Fig. 3(a) are corresponding to the gain in sys-
tem. The interesting result is the obtaining the zero value for upper return point of OB, when the
spectrum of the system switches from absorption to the gain. It is worth to understand that for
Qs = 0.0, such result cannot be obtained, as shown in Fig. 3(b). The point can be explained via
absorption spectrum, mentioned in Fig. 4(b). In this case the system does not show the gain be-
havior around zero detuning. Then the gain property of the system has a major role in establishing
of zero value for upper return point in OB behavior of the system.

In Fig. 5, we show the OB behavior of the system for different relative phase of applied fields,
i.e., ¢ = 0.0(solid), ¢ = 7/6 (dashed), ¢ = w/4 (dash-dotted), ¢ = 7/2 (dotted). Physical origin
of the phase-dependent behavior is the scattering of two pumping and signal fields into the probe
mode in the probe frequency.
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Figure 5: The optical bistability behavior of the probe field for different relative phase. Using parameters
are . = 35mev, Q7 = 30 mev.

4. CONCLUSION

In conclusion, we have investigated the OB behavior in a ladder-type closed-loop asymmetric semi-
conductor TCQW system. It was shown that the optical properties of such a system can be
controlled either intensity or relative phase of applied fields. Moreover, it is demonstrated that in
the gain region of spectrum, the zero return point is obtained for OB curve.

REFERENCES
1. Hao, X., J. Li, C. L. Ding, P. Song, and X. Yang, Opt. Commun., Vol. 282, 2009.
2. Han, D., Y. Zeng, Y. Bai, S. Dong, C. Huang, and H. Lu, Phys. Lett. A, Vol. 375, 2011.
3. Mousavi, S. M., L. Safari, M. Mahmoudi, and M. Sahrai, J. Phys. B: At. Mol. Opt. Phys.,
Vol. 43, 2010.
4. Mahmoudi, M., J. Evers, Phys. Rev. A, Vol. 74, 2006.



1068 PIERS Proceedings, Kuala Lumpur, MALAYSTA, March 27-30, 2012

Amorphous Silicon-based Thin Film Solar Cells
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Abstract— The electric and the photo characteristics of solar cells were studied at TU-Delft
(Holland). The deposition technique that was used is an rf PECVD AMOR deposition system
“radiofrequency Plasma Enhanced Chemical Vapor Deposition” on an amorphous thin films
that has been deposited on a supporting substrate made from glass. High quality thin films
were deposited at temperature of 180°C and an rf power of 4 watts, while CVD “Chemical
Vapor Deposition” techniques require higher temperature range to produce similar quality films.
Another system is used (Leybold deposition system CVD) for depositing metallic contacts from
either silver (Ag) or aluminum (Al). AMOR and Leybold systems were used to deposit devices
and layers with different specifications. Two substrates were used for layer; glass-based and c-Si
wafer-based while TCO-coated glass substrate was used for devices. Three types of glass-based
layers; p, n and ¢ were deposited with 300 nm thickness each. Three 300 nm intrinsic layers of
c-Si based-wafer were deposited at three different rf powers; 3W, 4 W and 5W. On the other
hand three devices with three different thicknesses; 150 nm, 300 nm and 450 nm were deposited
on TCO-coated substrate. The measured performances of solar cells.

1. INTRODUCTION

Due to the interest in its basic physics and many possible applications, hydrogenated amorphous
silicon (a-Si:H) has been intensively studied in the last twenty years [1, 2], though the distribution
of the defect states in the energy gap is still the subject of considerable controversy [3]. Because
of the critical effect of the defect states on the transport properties and recombination kinetics in
this material, many of the studies were focused on determining the energy distribution of these
states. Correspondingly, quite a few experimental methods, which have been previously used for
crystalline semiconductors, were extended to suit studies of a-Si:H.

In thin-film solar cells the active semiconductor is a polycrystalline or amorphous thin film that
has been deposited on a supporting substrate made from glass, ceramic, metal, plastic, or another
semiconductor. Because of the important role of Hydrogen in the newly made amorphous silicon
doped films, the electronic grade amorphous silicon is therefore called hydrogenated amorphous
silicon (a-Si:H). Due to high absorption coefficient of a-Si:H in the visible range of the solar spec-
trum, 1 mm thick, a-Si:H layer is sufficient to absorb 90% of usable solar radiation energy. Low
processing temperature.

2. EXPERIMENTAL PROCEDURES

Three solar cells were manufactured (deposited) by RF PECVD “radio frequency Plasma En-
hanced Chemical Vapor Deposition”. The deposition has been carried out for the three devices
at the same condition (temperature, pressure and power) but the only difference in this was the
thickness (150 nm, 300 nm and 450 nm). The conditions of deposition process were as follows:

Temperature of substrate (~ 180°C).

Pressure [initial & operable] (< 1 x 10~7 Torr & 0.7 mbar).

Mass flow of gases.

rf power (~ 4 W).

2.1. Performance Measurements of Devices

2.1.1. Light IV Curve Measurement (Sun Simulator) Has Been Carried out and the Following Was Found
e -V characteristics curve.

Short I circuit current, I,..

Open circuit voltage, V.

Fill factor.

Efficiency.

Series resistance, Ry.

Parallel resistance, R,,.
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2.1.2. Light-induced Degradation Test
e Light exposure.
e Comparing the device performance before (initial) and after (degraded) light exposure.
e Degradation ratio.

2.1.3. Spectral Response Measurement
e External quantum efficiency, QE (I).

3. RESULTS AND DISCUSSIONS

3.1. Light I-V Curve Before Degradation
The initial I-V characteristics curves of three devices.

This curve shows the relationship between current and voltage for three devices which have
different thicknesses before degradation.

The device 150 nm was stable in 12mA and drop in ~ 0.775V.
The device 300 nm was stable in 14 mA and drop in ~ 0.785 V.
The device 450 nm was stable in 15mA and drop in ~ 0.795V.

3.2. Light I-V Curve after Degradation. Figure 2
This curve shows the relationship between current and voltage for three devices which have
different thicknesses before degradation.
The device 150 nm was stable in 11.8 mA and drop in ~ 0.775V.
The device 300 nm was stable in 13.9mA and drop in ~ 0.785 V.
The device 450 nm was stable in 14.8 mA and drop in ~ 081 V.

3.3. Figure 3

This curve shows the relationship between current and voltage for the device which is 150 nm
thickness after the cell has exposed to (IR) For 15 min, from the figure below the stability was at
12mA where as the voltage was variable but when the curve reach to ~ 0.785V there was a drop
down.

3.4. Figure 4

This curve shows the relationship between current and voltage for the device which is 150 nm
thickness after the cell has exposed to (IR) For 15 min, from the figure below the stability was at
12mA where as the voltage was variable but when the curve reach to ~ 0.785V there was a drop
down.

3.5. Figure 5

This curve shows the relationship between the voltage and crrrent for the 450 nm thickness device
before and after degradation and were initial curve was stable in 15mA and drop in ~ 0.78 V but
the Degraded curve was stable in 14.8 mA and drop in ~ 0.83 V.
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Figure 1. Figure 2. The degraded I-V characteristics curves of

three devices.
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3.6. Figure 6
This figure shows the relationship between wavelength and Quantum efficiency for the three devices.

e At 150 nm thickness the highest QE was 0.71 at the wavelength of 520 nm.
e At 300 nm thickness the highest QE was 0.753 at the wavelength of 595 nm.
e At 450 nm thickness the highest QE was 0.774 at the wavelength of 570 nm.

3.7. Figure 7

This curve shows the relationship between current and voltage for the device which is 150 nm
thickness after the cell has exposed to (IR) For 15min, from the figure below the stability was at
12mA where as the voltage was variable but when the curve reach to ~ 0.785V there was a drop
down.

4. CONCLUSION

The three layers of I, n and p types were deposited on a substrates of glass. These layers were
made under these conditions: Conditions of deposition process
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Table 1. Summary of results of performance measurements of devices.

Thickness (nm) 150 300 450
Cell area (cm?2) 0.16 0.16 0.16 0.16 0.16 0.16
(I;Sgilrtl le;i (;Sllil;;t( 165731 rl1nm)) Before After Before After Before After
light power (mW/cm?) 100 100 100 100 100 100
Voc (V) 0.78 0.79 0.79 0.80 0.79 0.81
Jse (mA/cm?2) 11.87 11.56 13.90 13.85 15.06 14.81
P, (mW/cm?2) 5.61 5.56 7.50 7.13 8.29 7.82
FF 0.61 0.61 0.69 0.65 0.70 0.65
Eff (%) 5.61 5.56 7.50 7.13 8.29 7.82
Rs (ohm*cm?2) 6.45 7.53 5.22 6.28 5.37 6.47
Ry (chm*cm?) 457 457 576 533 833 792
Eff. degradation (%) 1.03 4.93 5.67
Max. QE (%) 70.1 at 520 nm 75.4 at 570 nm 77.4 at 470 nm

Temperature of substrate (~ 180°C).

Pressure [initial & operable] (<1 x 10~7 Torr & 0.7 mbar).
Mass flow of gases.

rf power (~ 4 W).

The photoconductivity, dark conductivity and absorption coefficient were measured and found that
under the above conditions the measured parameters were improved.

Three solar cells differ in thickness were made under the above conditions. As the thickness of
the solar cells increased the efficiency was improved. When these cells exposed to sun laser light
for 15 minutes, the efficiency degradation was better in the cell that has higher thickness.

The difference of efficiency and efficiency degradation (before and after the solar cells were
exposed to light) was more in the higher thickness. Therefore the solar cells were deposited in
conditions that improved their efficiencies.
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Abstract— This paper presents a method to determine moisture content of single maize kernel
based on optical reflectance measurement at wavelengths from 300 nm to 800nm. The method
provides a simple, fast, non-destructive and accurate technique to establish the relationship be-
tween reflectance and moisture content. The actual amount of moisture content was determined
by standard oven drying method. The optical measurement setup consists of a UV-VIS-NIR
light source, an integrated set of seven 440 pm diameter fibers with six illumination fibers encir-
cling one detection fiber, a spectrometer, and a sample holder ensuring that the direction of the
incident beam was normal to the sample surface. The results suggest that the percentage of re-
flectance decreases with moisture content. Calibration equations were established at wavelengths
380 nm, 450 nm and 590 nm corresponding to UV-VIS boundary, carotenoid pigment absorption
and yellow colour wavelengths. The lowest mean relative error of the optical fiber technique to
determine moisture content based on reflectance measurements was 0.037 at 590 nm.

1. INTRODUCTION

The quality of vegetables and fruits are usually inspected visually based on colour. Moisture content
is the main parameter influencing the colour of fruits and vegetables. Controlling the amount of
moisture content is a major critical issue in monitoring the quality of foods and other products in
industries [1-4]. Many techniques have been used including the more recent fiber optic method [5—
8].

For agricultural application, methods to determine moisture content of grains are grouped into
primary and secondary methods. Primary methods also known as direct methods involve measure-
ment of the mass of fresh and total dried samples. In the secondary methods, moisture content is
determined indirectly from the empirical relationship between some physical or chemical charac-
teristics and actual moisture content obtained using standard oven drying method [9].

2. MATERIALS AND METHOD

2.1. Sample Preparation

Single maize kernels were selected from the Universiti Putra Malaysia farm with initial moisture
contents about 80% wet basis. The samples were weighed and dried, then weighed again according
to standardized procedures. The samples moisture content was expressed as a percentage. The
percentage of moisture content determined by conventional oven method was calculated using the
following equation [10]:

Mwet - Md'ry

Moisture Content (%) = A
wet

x 100 (1)

where, M. is the weight of sample before drying and My, is the weight of the dried sample.

2.2. Reflectance Measurement

Nondestructive, UV-VIS-NIR optical spectroscopic measurements were performed between 300 nm
to 800nm. The measurement setup consists of (i) a UV-VIS-NIR light source (Ocean optics,
DH2000-BAL), (ii) a bifurcated fiber (Ocean optics, R400-7-UV-VIS), (iii) a spectrometer (Ocean
optics, USB4000-UV-VIS), and a reflection probe holder ensures that the distance between the
probe and sample is fixed and the same for all measurements.

3. RESULTS AND DISCUSSIONS

The variation in the reflectance with wavelength at different moisture content for single maize kernel
is shown in Figure 1. The reflectance values were almost constant for wavelength from 300 nm to
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380nm. Rapid increased in the values of reflectance was observed between 380 nm and 550 nm
for all the maize of different moisture percentages. These suggest the presence of the carotenoids
pigment in maize [11]. The two peaks between 450 nm and 550 nm were due to the zeaxanthin and
lutein carotenoids.

Based on pigment analysis, only 380 nm, 450 nm, and 590 nm wavelengths are chosen to develop
the calibration equations between reflectance and moisture contents. Figure 2 shows the relationship
between reflectance and moisture content for the selected wavelengths. Strong correlations were
observed based on the high regression coefficient (R?).

The calibration equations are listed in Table 1. The accuracy of the equations in the determina-
tion of moisture content was tested by measuring the reflectance on a set of new samples of single
maize kernel. The predicted moisture content values were then compared with the actual moisture

Reflectance (%)

O T T T T 1
300 400 500 600 700 800

Wavelength (nm)

Figure 1: Variation in the spectral reflectance characteristic of single maize kernel according to moisture
content at 300 nm to 800 nm.
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Figure 2: Relationship between moisture content and reflectance at (a) 380nm, (b) 450 nm, and (c) 590 nm
for single maize kernels.
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Table 1: Mean relative error between true and predicted moisture content for single maize kernel.

Wavelength Calibration Equation R Mean Relative
(nm) (x = reflectance, R) Error
380 MC = —0.6424x2 + 20.084x — 81.112  0.9819 0.038
450 MC = —0.280722 + 15.138x — 127.67  0.9681 0.047
590 MC = —0.059422 + 6.1875x — 87.359  0.9823 0.037

content obtained using oven drying method. These models were compared to true moisture content
that was obtained from conventional oven method. The mean relative error between the predicted
and actual moisture content was as low as 3.7% at 590 nm whilst the highest error was only 4.7%
at 450 nm.

4. CONCLUSION

An optical technique for non-destructive and accurate measurement of moisture content has been
successfully used to determine moisture content in single maize kernel based on reflectance mea-
surement. The accuracy of sensor was determined by comparing the predicted moisture content
with the actual moisture content using oven drying. The moisture content predicted by optical
technique has been proved accurate with mean relative error below 5%.
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Abstract— We present theoretical analysis via simulations on high power GaInNAs-GaNAs
quantum-well (QW) broad area laser diode operated in the 1.204-1.242 um wavelength regime.
The structure is based on previous other group experimental work. Simulation design is based
on 2D cross section which is treated as perpendicular to the optical axis and lasing direction. We
strongly believed that the increased number of quantum wells has leading effects on the increment
of the optical confinement factor (OCF) as compared to increment of nitrogen doping. A max-
imum total power output of more than 4.5 W and lasing spectrum around 1242 nm is obtained
for the proposed structure. The device shows potential application to be used as pumping source
for Raman amplifiers.

1. INTRODUCTION

Since it was first proposed by Kondow etal. [1], GaInNAs systems has shown capabilities in ex-
tending the emission spectra of laser diodes around 1.3 pum up to 1.5 um. The key behind this
possibility is well explained by using band anti crossing (BAC) model which was explained by Shan
et al. [2] where the theory behind the reduction and splitting of conduction band is demonstrated.
Resulting from this knowledge, previous developments of this quaternary alloys has demonstrated
excellent optical, electrical and thermal properties which include long wavelength emission spectrum
up to 1.5 pm [3], very low threshold current density [4], and high power output [5-7]. While most
researchers focused on extending the emission spectrum (1.3-1.5 um) and lowering the threshold
current density, there was only little progress reported on progress in increasing the output power
of these GaInNAs laser diodes. Recent progress shows a very high output power up to 8.9 W [5-7]
continuous wave under room temperature. These achievements are applicable in developing high
pumping source for Raman amplifiers which require lasers emission around 1.3 pm.

In this paper, we proposed design structures that show possibility in extending the emission
wavelength and increasing the output power for GaInNAs laser diodes. 2D simulation software [8]
is implemented to investigate electrical and optical properties for each design. The physical models
that describe the device structures will be discussed and results of the electrical and optical output
characteristics will be demonstrated.

2. PHYSICAL MODELS

2.1. Optical Modes
For optical modes calculation, a solution of scalar Helmholtz equation is used

? 2
{8562 + 87y2 + ]{30 (E(.’L’,y) - neﬁ,m)} Em(.%',y,Z) =0 (1)

where kg is wavenumber, ¢ is optical dielectric constant, neg ., is effective index and E,,(z,v, 2)
is the electric field. In the laplacian term above, z axis is neglected since we only simulates 2D
(z, y) planes. Numbers of longitudinal and transverse modes are predetermined before running all
optical modes calculations.

2.2. Recombination Process

Three recombination processes were considered in this work, Auger recombination, SRH recom-
bination, bulk spontaneous recombination and stimulated recombination which applied on above
threshold condition. Auger recombination process is governed by

RAnser _ (C?“gerne +Cy “gernh> (nenn —n) 2
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where C. and C}, are Auger coefficients for electrons and hole, and n; is intrinsic carrier density in
which dependent on the temperature. SRH recombination is governed by

2

RSRH _ Melth — 1y (3)
~ _SRH trap SRH trap
T (e +ne ) + 1R (ng, 40, )
where 75RH and TERH are electrons and holes lifetime. For the bulk spontaneous recombination

which is applied outside the region of the quantum well, the equation is governed by
Rspon,bulk _ B(nenh o 77,22) (4)
where B is the Einstein coefficient material parameter. Above the threshold, stimulated recombi-

nation is governed by
c

RY™ = % S ] Em | g(w) (5)

Neffm

where g(w) is account for gain spectrum.

3. CALIBRATION OF MATERIAL PARAMETERS

Calibrations of material parameters are conducted based on other group reported experimental
data [5]. Good agreement is obtained on the threshold spectrum and optical power output. This
indicates possible modification can be utilized on the conventional structure for further improve-
ment.

The peak of photoluminescence (PL) spectra is calibrated and matched by adjusting the bow-
ing parameters of Gaj_,In;N,As;_, alloys. In pertaining good agreement with the experimental
and simulations data, several other material parameters are calibrated. Some of the calibrated
parameters are listed in Table 1 and referred in [8].

4. DEVICE STRUCTURES AND SIMULATION

Figure 1 shows the schematic view of broad area (BA) laser as in [5]. For our proposed structure,
we introduced extra active region with 7nm GalNg g1Asgg9 barrier and different cavity length of
800 pm.

A 2D laser simulation package [8] is utilized for analyzing characteristics of the proposed struc-
ture. Table 1 listed some of the material parameters applied for the structures while the physical
models involved are explained in Section 2. The rest of the physical models are given in detailed
in other literatures [9, 10].

5. RESULTS AND DISCUSSION

5.1. Material and Optical Properties

Figure 2(a) shows the mode profile coupled with the real refractive index values. It can be seen
that the mode is mostly confined within the active region. Optical confinement factor (OCF) of
0.88% indicates that more electrons are confined due to the depth of the QW. This reflects by using
Gaj—Ing;NyAs;_, QW, one can possibly achieve a deeper QW and indirectly allowed the structure
to be able to maintain the electron confinement and to prevent unwanted flows of electrons under

excessive heat condition.
|—>T|:rp contact

p-GaAsCap
p-AlaGansAs Clad
Gafs Waveguide ﬁ

Gafs Waveguide -

n-Alp.4Gagsfs Clad
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Figure 1: Schematic view of the simulated Gag.ggIng.32No.007AS0.993 BA laser.
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Table 1: Material parameters used in this study at 293.15°K.

Parameter Symbol Unit GaAs Alp.4GapgsAs GaNpo.o1Asoge  Gao.eslng.32No.007Aso.993
Refracti
crractive T - 3.2089 3.1291 3.2905 3.3578
Index
A
user C. mé/s  1.9x 107" 1.14x107%  1.99 x 107 1.76 x 10743
Coefficient
Elect
ectron fn  m2/(Vs) 0.85 0.518 0.843 1.419
mobility
Hole 9
. fpy  m2/(Vs) 0.04 0.04 0.04 0.04
mobility
Th 1
ermas k W/Kem 0.44 0.11 0.45 0.39
Conductivity
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Figure 2: Calibrated profiles for SQW Gag 6sIng 32No.007AS0.903 BA laser. (a) Refractive index profile coupled
with mode intensity and (b) output optical spectrum above threshold.

Under PL spectra, the highest peak obtained is around 1.204 pm which indicates the points
where the device shows the spontaneous emission around 1.204 um. Supposedly we predict that
the BA laser will start lasing above 1.204 um. After careful calibration being made, optical spectrum
of 1.240 um above threshold is obtained as shown in Figure 2(b). The result is in good agreement
with [5].

For our simulation model we introduced double quantum well (DQW) with cavity length of
800 um on the conventional structure. Here, we noticed there are increment in the number of OCF
about 1.74% as shown in Figure 3(a) and also the optical spectrum of 1.242 um above threshold
as shown in Figure 3(b). We strongly believed that the increased number of quantum wells has
leading effects on the increment of the optical confinement factor (OCF) as compared to increment
of nitrogen, while increment of nitrogen will results in extension of emission of lasing wavelength of
the device up to several nm. Increment of about ~ 2nm per QW, proves that addition of nitrogen
did extend the wavelength as our result is in agreement as what have been reported in [11]. However,
we assumed that this result is possible provided the same growth technique including annealing
prior to fabrication process is considered for this proposed structure.

5.2. Electrical Properties

For our proposed structure, the L-I-V characteristics are shown in Figure 4(a). Slightly lower
threshold current density of 126.3 A /cm? per QW is obtained for this proposed structure. It shows
that the majority of recombination process here is governed by stimulated recombination which
applied above the threshold condition. It is crucial to minimize the spontaneous recombination
process before threshold as this will determine the threshold point for the laser diode. We also
believed that the reduction on the threshold current density compared in [5] is due to the efficiency
of current spreading on the device structure. This reflects that the proposed structure has minimum
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Figure 3: Simulated profiles for DQW Gag sIng 32No.007AS0.9903 BA laser. (a) Mode confinement profile. (b)
Output optical spectrum above threshold.
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Figure 4: Simulated profiles for DQW Gag gsIng.32No.007Aso.993 BA laser. (a) L-I-V characteristics. (b) 2D
view of current distribution of the proposed structure.

defects on crystalline quality as it is lattice matched to GaAs. Figure 4(b) shows the current flows
in 2D planes. As the cavity length is shortened and total area is reduced, injection current can be
efficiently spread due to small surface area.

The slope efficiency of 0.37 W/A per facet (difference is about 0.01 W per facet) and total
maximum output power (P,) around 4.5W at 293.15K is obtained for this proposed structure.
However, P, is still limited by thermal roll-over due to the self-heating effect of the structure. Since
our proposed device is relatively small compared to the original design in [5], we assumed that our

proposed device exhibits high quality characteristics and can be propose as pumping source for
Raman amplifier.

6. CONCLUSION

We have investigated theoretical analysis of SQW and DQW Gag gglng.32No.gorAsp.993 BA laser.
Our analysis shows good agreement with the previous group experimental work [5]. We have
introduced DQW on the conventional structure and observed increment on the lasing spectrum
roughly around 3nm per QW. The emission lasing wavelength above threshold for our proposed
DQW GaggsIng.32No.oorAsp.g93 BA laser is estimated around 1.242 pm while maintained total out-
put power around 4.5 W. The device is assumed to exhibit good crystalline quality as we obtained
low threshold current density of about 126.3 A /cm? per QW.
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Abstract— A side looking microstrip patch antenna for Unmanned Aerial Vehicle Synthetic
Aperture Radar (UAVSAR) has been designed and developed. The antenna operates at 5.3 GHz
with a minimum requirement bandwidth of 80 MHz. 3 Layers configuration with probe fed
method has been adopted to eliminate spurious radiation from feed network. The performance
of the antenna has been measured in anechoic chamber and flight measurements for UAVSAR
with the antenna have been conducted several times to produce SAR image of the test site.

1. INTRODUCTION

The first Synthetic Aperture Radar (SAR) prototype operates with Yagi-Uda antenna at 930 MHz
was developed in Arizona nearly 40 years ago. With the abilities of operating at all weather
condition and operating at day and night, SAR has become an important tool for wide range of
applications such as: geological mapping, mining [1], oil pollution monitoring [2], military surveil-
lance, oceanography [3] and etc.. With proper selected frequency band, the microwave signal can
even penetrate through cloud and forest canopy and hence allow the SAR sensor to obtain SAR
data of the test site [4].

With the advancement of microwave technology, the operating frequency of SAR has been shifted
to much higher frequency. L- , C- and X-band become popular frequencies for SAR applications
and horn and slotted waveguide antenna have been used as SAR antennas until microstrip patch
antenna has become the dominant choice nowadays.

In years 2009, a 3 layers configuration microstrip patch antenna has been developed for a C-band
Unmanned Aerial Vehicle Synthetic Aperture Radar (UAVSAR). As the UAVSAR sensor adopted
stripmap scan method, the UAVSAR antenna has a look angle of 30° with low sidelobe level and
it is single polarize. Table 1 shows some selected specification of the UAVSAR.

2. ANTENNA DEVELOPMENT

Probe fed method and three layers configuration have been adopted for the ease of feeding network
design. The top layer consists of radiating elements; the feeding network is fabricated on the bottom
layer while the ground plane is located at the middle layer. Probe fed method is adopted by using a
probe to connect the feeding network to the radiating elements. By utilizing 3 layers configuration
and probe fed method, spurious radiation from the feeding network will be eliminated.

To achieve beamwidth of 24° and look angle of 30° with the maximum sidelobe level of —15dB,
an array with 6 elevation elements has been designed. The feeding network is designed with two
feeding ports instead of 1 feeding port to avoid power lose due to excessive length of microstrip
transmission line. The excitation coefficient of each of the radiating elements in the array was
calculated based on Wooward-Lawson synthesis. The length of microstrip transmission line acts
as phase shifter while T-junction power divider is utilized to distribute the signals’ magnitude

Table 1: Design specification of UAVSAR.

Mode of Operation  Stripmap

Altitude 1km
Incident Angle 30°

Swath Width 525 m
Azimuth Beamwidth 3°

Elevation Beamwidth 24°
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accordingly. Meanwhile, an uniform azimuth array with 24 radiating elements since no beam
shaping applied in azimuth plane. However the antenna has been divided to 3 subpanels with each
panel consists of 6 elevation radiating elements and 8 azimuth radiating elements. These panels
are jointed and connected through equal length coaxial cable to a 3 way power dividers. This
configuration allows the antenna to operate at either single antenna or dual antenna mode. The
feeding network of antenna subpanel is shown in Figure 1 and front view of developed UAVSAR
antenna is shown in Figure 2.

3. ANTENNA MEASUREMENT

The radiation pattern of the antenna is measured in anechoic chamber to ensure the accuracy of the
result and the comparison of simulated and measured radiation pattern is shown in Figure 3. The
elevation radiation pattern of the antenna shows the main lobe is located at 30° away from center
with beamwidth of 24° to provide wider swath width. From the radiation pattern, the highest
power level of sidelobe appears at —45° to —55° with the maximum sidelobe power level of —15dB
which helps to overcome left-right ambiguity issue which is a common challenge in airborne SAR
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Figure 1: Feeding network of antenna subpanel.
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Figure 3: (a) Simulated radiation pattern. (b) Measured radiation pattern in anechoic chamber.
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Figure 4: SAR image with river, roads and forested area observed.

system. The measured result shows the return loss value at 5.3 GHz achieve —32.381 dB with gain
of 18.5dBi.

Upon satisfactory of the indoor measurement results, the antenna is then integrated to the
UAVSAR sensor for flight measurement purpose and installed underneath the UAV. Several flight
measurements have been conducted at end of 2010 in Mersing, Malaysia to obtain SAR image of
the test site. The produced SAR image proves the capability of the UAVSAR system. An example
of SAR image is shown in Figure 4 where clear signature such as river, roads and forested area are
observed.

4. CONCLUSIONS

A 3 layers configuration UAVSAR antenna has been design and developed. A series of indoor
measurements have been conducted to verify the performance of the UAVSAR antenna. Low
sidelobe level of the antenna ensures the UAVSAR system is able to capture returned signal from the
scanned area without capturing undesired signal due to left right ambiguity. The flight measurement
result proved that the developed microstrip patch antenna with UAVSAR system is able to produce
SAR image of the imaging area.
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Abstract— Synthetic Aperture Radar is an effective tool for earth’s resource monitoring. Typ-
ical SAR systems are operated on satellites, spacecrafts or airplanes. Recently, unmanned aerial
vehicle (UAV) has become an alternative flying platform for SAR. The main reason of choosing
UAV is due to its capability to fly and operate remotely without the crew or pilot on the fly-
ing platform. Moreover, a small UAV can operate at lower power and fuel consumption, hence
reducing the overall operating cost. However, due to its space and weight constraints, it is a
challenging task to design a UAV-based SAR sensor. Most of the commercially available RF
components are in standard sizes and some are too bulky to be fitted into the flying platform.
Thus, the design of a miniature RF transceiver is of great interest. Main components of the RF
transceiver include an up-convert mixer, a power amplifier, a high power amplifier, a low noise
amplifier, a down-convert mixer, a band-pass filter and a low-pass filter. The RF transceiver will
operate in C-band, with more than 30dB gain in total. This paper highlights the design of a
miniature RF transceiver module for UAV-based SAR.

1. INTRODUCTION

Synthetic Aperture Radar SAR is a radar imaging technology that capable of high resolution images
of stationary surface target and terrain [1]. SAR principle was established in year 1951 by Carl
Wiley where a one-to-one correspondence exists between the along-track coordinate of reflecting
object (being linearly traversed by a radar beam) and the instantaneous Doppler shift of the signal
reflected to the radar by that object [2].

Consequently, Doppler frequency analysis is implemented in order to improve the radar image
resolution. The application to airborne radar was developed where the radar system is mounted
on a flying platform and the forward motion of actual antenna would be used to synthesize a very
long antenna [3]. This allowed the use of a smaller size antenna with also longer wavelengths where
each position a pulse is transmitted, the return echo passes through the receiver. These returned
signals are recorded in an “echoes store” since the Doppler frequency variation of each point on
the ground would have a unique signature [3]. Furthermore, due to its all whether capability, SAR
becomes a very attractive tool for environmental monitoring in regions which are affected by clouds
or darkness and for military reconnaissance [4].

Unmanned Aerial Vehicle (UAV) is dedicated as an alternative flying platform for SAR systems
due to its reliability and cost concern for research and development. Moreover, the capability to fly
and operate remotely without a crew or pilot on the flying platform eliminates human casualties
which makes it highly desirable. However, the ready-made SAR systems and SAR components
are too bulky to be fitted into the flying platform due to the limitation and constrain of space of
carrier system. Focusing this in mind, a miniature RF transceiver is a very effective solution to
miniaturize the SAR system in a whole.

Therefore, the design of a miniature RF transceiver is of great interest. This paper describes
the conceptual design, the RF transceiver and current status of the development process.

2. DESIGN SPECIFICATIONS

Table 1 summarizes the design parameters of the RF transceiver, as follows.

3. SYSTEM DESCRIPTION

The RF transceiver is formed by a transmitting channel, an antenna and a receiving channel.
Figure 1 illustrates the block diagram of the RF transceiver.
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Table 1: Design specifications.

Operating Frequency 5.3 GHz
Transmitting Power 47dBm
Waveform Type Linear FM
Bandwidth 80 MHz
Transmitting Channel Gain 70dB
Receiving Channel Gain 30dB
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Generator | =~ | To< 1 P o P i

LEM Signal 1PF ;

In- Phase
Quadrature

: s S
To IF Section F-?“?“ INZ© Antenna
Switch :

| Receiving Channel

Figure 1: Block Diagram of RF transceiver.

3.1. Transmitting Channel

The transmitting channel consists of a chirp generator, an up-convert mixer, a power amplifier
(PA), a high power amplifier (HPA), a transmitting switch, a low-pass filter and a band-pass filter.
The transmitting signal is forwarded to the antenna for transmitting purposes. The chirp generator
generates the desired linear frequency modulated (LFM) chirp with a bandwidth of 80 MHz which
is then up-converted by the up-convert mixer with a carrier frequency to a higher band of frequency
for transmission. The PA will then pre-amplify the signal while the HPA will amplify the signal to
the desired output power which will then be radiated by the antenna [5]. The transmitting switch
which is controlled by the timing window supplied by the timing module decides the transmission
period while the isolator prevents internal reflections.

3.2. Receiving Channel

The receiving channel on the other hand consists of a receiving switch, a low noise amplifier (LNA),
a down-convert mixer, a low-pass filter and a band-pass filter. The LNA amplifies the received
echo from the receiving antenna to a very low noise Figure to improve the sensitivity of the RF
transceiver. The amplified signal is then down-converted by the down-convert mixer with the carrier
frequency again to produce a full phase intermediate frequency signal (In-phase and Quadrature) [5].
The timing window again controls the reception period for the receiving switch.

The Stable Local Oscillator (STALO) operates to generate a 10 MHz frequency for the RF
transceiver. It functions to keep the entire RF transceiver coherent to its frequency. Thus, the
entire system will be synchronized to the STALO. Meanwhile the Local Oscillator (LO) functions
to generate a 5.3 GHz carrier frequency for the up-convert mixer and the down-convert mixer.
Then, the carrier frequency will feed to both the up-convert and down-convert mixer.

4. RESULTS AND DISCUSSIONS

The prototypes of the LNA and down-convert mixer are successfully constructed. IC based RF
components have been selected for the prototyping. The performance characteristics of both the
modules have been verified and measured. The prototype of the LNA is shown in Figure 2(b).

Figure 2(a) and the gain measurement result of the LNA by using a VNA is evident in Figure 2(b)
below. The best amplification for the current state is 2.5dB at 5.3 GHz.

The prototype of the down-convert mixer is shown in Figure 3(a). A 5.34 GHz RF signal is
input to the RF In port of the mixer and a 5.3 GHz carrier frequency is input to the LO port of the
mixer. The baseband of the IQ channel is measured by the spectrum analyzer. A 40 MHz signal is
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Figure 4: Integration of LNA and down-convert mixer.

presented at the base-band. The measured base-band result is shown in Figure 3(b). The results
prove that the down convert mixer functions as intended.

The prototype integration of both the LNA and down-convert mixer has been assembled as in
Figure 4.

5. CONCLUSION

A RF SAR transceiver is developed. The prototype of the LNA and down-convert mixer has been
designed and tested. The integration of both the LNA and down-convert mixer is successful and
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it’s applicable for the receiving channel of the RF transceiver. For further enhancements, the gain
of the receiving channel shall be improved and the transmitting channel shall be constructed and
tested. It is then followed by the full setup of the RF transceiver.
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FPGA-based Pre-processing Unit for Real-time Synthetic Aperture
Radar (SAR) Imaging

Y. C. Lee, V. C. Koo, and Y. K. Chan
Multimedia University, Melaka, Malaysia

Abstract— Synthetic Aperture Radar (SAR) is a powerful microwave remote sensing tech-
nique which is capable in producing high resolution images from the measurements of the earth
surface independent of weather conditions. Range-Doppler algorithm (RDA) is commonly used
for the processing of SAR data by massively utilizing Fast Fourier Transform (FFT) and In-
verse Fast Fourier Transform (IFFT) operations. The implementation of radix-2 FFT in Field
Programmable Gate Array (FPGA) is presented in this paper. This paper highlights the design
and development of a FPGA-based pre-processing unit for real-time SAR imaging. Particu-
larly, an efficient FF'T processing module has been developed. The proposed architecture signifi-
cantly reduced the hardware resources while achieving the reasonably high processing speed and
throughput rate.

1. INTRODUCTION

Radar was originally developed for the purposes of military during World War II. The initial purpose
of radar was to track ships and aircrafts through darkness and heavy weather. It has experienced
a steady growth, with advances in radio frequency (RF) technology, antennas, and more recently,
digital technology [1]. According to Carl Wiley [2], Synthetic Aperture Radar (SAR) was first
proposed in 1951 which described the use of Doppler frequency analysis in order to improve the
radar image resolution. With the radar system mounted on a flying platform (e.g., UAV), the
forward motion of the actual antenna is used to synthesize a long antenna. This allows the use of
longer wavelengths and still capable to achieve good resolution with reasonable antenna structures
and size.

Range-Doppler algorithm (RDA) is one of the image formation techniques which commonly used
in processing the collected SAR data into an image. Figure 1 shows the functional block diagram
of the RDA. The main purpose of SAR imaging system is to achieve elevation and azimuth pulse
compression. These compressions are done by the range-Doppler algorithm which is designed to
achieve block processing efficiency, using frequency domain operations in both range and azimuth,
while maintaining the simplicity of one-dimensional operations [3]. The algorithm starts with
the range compression in which a range FFT is performed followed by a range matched filtering
multiplication. Figure 2 shows the range compression in frequency domain by making use of FFT
and IFFT.

After the multiplication of matched filtering, a range IFFT is performed in order to complete
the range compression. Once the range compression is done, an azimuth FFT is carried out in order

Range Doppler Algorithm (RDA)
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*

"
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Figure 1: Functional block diagram of the RDA.
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Figure 2: Range compression in frequency domain.
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to transforms the data into the range Doppler domain; range time and azimuth frequency domain.
Doppler centroid estimation and most of the subsequent operations such as Range Cell Migration
Correction (RCMC) are performed. Once all operations are done, an azimuth compression will be
performed. This operation is a similar process as in range compression except it is performed in
azimuth direction. Azimuth matched filtering can be conveniently performed as a frequency domain
matched filter multiply at each range gate. The last operation in RDA is an azimuth IFFT in which
the data is transformed back to the time domain. The final range and azimuth compressed SAR
data is illustrated as a compressed complex SAR image for further processing and applications.

The RDA massively utilized FFT and IFFT algorithms in order to perform convolution with
respective reference signal to achieve elevation and azimuth pulse compression. Therefore, the
majority computation operations in SAR imaging formation are occupied by FFT and IFFT. It
is worth to highlight that the processing performance of FFT/IFFT blocks is depending on the
complex multiplication. The operation is expensive and also occupied large hardware resources
such as area of chip and memories during hardware implementations. In order to reduce the
hardware resources while achieving the reasonably high processing speed and throughput rate,
modified complex multiplication architecture of FFT/IFFT is purposed. The conventional and the
proposed complex multiplications in FF'T will be compared and evaluated.

2. FAST FOURIER TRANSFORM ALGORITHM

Fast Fourier Transform is an effective algorithm for the Discrete Fourier Transform (DFT). The
DFT is used in several applications such as frequency analysis and frequency domain signal pro-
cessing in SAR. The decomposition of a sample signal in terms of sinusoidal component (complex
exponential) is achieved in DFT. This is shown in (1). The symmetry and periodicity properties of
the DFT significantly reduced its computational requirements. The fast implementation of DFT
is known as FFT. For an N point FFT, it is also possible to implement a radix-r FFT in which
N = r™ and M is the total number of stages for the FFT. For the radix-2 algorithm, the DFT
computation is partitioned into even and odd indexed outputs. This decomposition is recursively
applied in order to achieve the shorter-length of DFTs and results in the full radix-2 decimation-
in-frequency (DIF) FFT. The significant of speed improvement can be observed due to the radix-2
FFT requires only N log, N operations as compared to the DFT which requires N2 operations [4].
The simple manipulation has reduced the total computational cost of the DFT by almost a factor
of two. A simple radix-2 8-point FFT is shown in Figure 3. Typically a 2-point DFT will be
represented with a butterfly processor.

N-1
X(k) = Z z(n)WE'  where WA = eI 0<k<N-1 (1)
n=0

The butterfly processor consists of the butterfly network itself, a complex adder, complex sub-
traction and a complex multiplier for the twiddle factors. The conventional twiddle factor multiplier
is implemented with 4 real multiplications and 2 add/subtract operations as shown in (2) and Fig-

N/2-Point DFT
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(x(0)
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[ x@
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Figure 3: Decimation in frequency radix-2 8-point FFT.
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ure 4.
R+jI=(X+jY)(C+jS) @)
R+jI=(CxX-SxY)+j(SxX+CxY)

In order to reduce the hardware resources during the implementations, one operand is pre-
computed so that the complex multiplier with only 3 real multiplications and 3 add/subtract
operations is built [5]. The complex twiddle factor coefficients can be simplified as C' and S.
Therefore, the coefficients C', C'+.5 and C'— S will be pre-computed and stored into ROM in order
to reduce the number of hardware resources by reducing the total numbers of multiplications. The
final product of the complex multiplication can be simplified as real (3) and imaginary (4).

R=(C—-8)Y +C(X-Y) (3)
[=(C+8X—-C(X-Y) (4)

This will significantly reduced the hardware resources of the complex multiplier from 4 real mul-
tiplications and 2 add/subtract operations to 3 real multiplications and 3 add/subtract operations
while maintaining the reasonably throughput rate.

3. HARDWARE IMPLEMENTATION OF FFT IN FPGA

The proposed hardware architecture of FFT is illustrated in Figure 5. The module is designed
based on the radix-2 decimation in frequency algorithm together with the in place computation
in order to optimize the usage of memory. The operations of the FFT module consist of several
stages which are interrupt acknowledgement, memory handling, butterfly computation and lastly
data retrieval. The twiddle factor of FFT will be pre-computed and stored into ROMs. Several
RAMs will be instantiated with all data of zero. The input SAR digitized raw data will be zero
padded when loaded into the fixed size RAM if data is shorter than the length of the FFT else
if the raw data length is longer than the length of FFT, it will be truncated. Since the butterfly
processor is the core module in FFT module, therefore, the radix-2 butterfly processor of the FFT
was first developed in Verilog Hardware Description Language in Quartus II CAD software tool
from Altera. The conventional and modified butterfly processors are simulated and synthesis based
on Altera DE2 board with Cyclone II EP2C35F672C6 device in order to verify the functionalities
and also hardware resources usages.

The synthesis reports from Quartus II of both conventional and modified butterfly processors
are tabulated as in Table 1.

The twiddle factor multiplier is implemented by instantiating three lpm_mult (Mega function
multiplier) and three lpm_add_sub (Mega function adder) from Altera library. The proposed but-
terfly processor with 3 multipliers and 3 adders manage to reduce the number of limited embedded

Butterfly Processor
Xe® D »V, p— R = X+Y
Wi
NN
l '1VL l

Complex Complex Complex Multiplier
Substraction Adder Twiddle Factor

Ye

o | = (X-Y)*Wi

Figure 4: Radix-2 butterfly processor.

Table 1: Hardware resources for the conventional and modified butterfly processors in FPGA.

Butterfly with 4 Multipliers and 2 Adders | Butterfly with 3 Multipliers and 3 Adders

Used 78/475 Logic Elements (LEs) Used 87/475 Logic Elements (LEs)
Occupied 81 Pins Occupied 91 Pins
Used 62/33216 Combinational Functions Used 71/33216 Combinational Functions

Used 4/70 Embedded Multipliers Used 3/70 Embedded Multipliers
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Figure 6: RTL implementation of the butterfly processor architecture and the timing simulation.

multipliers by replacing it to logic elements and also combinational functions. The clock speed
of the simulation is identical with the DE2 on-board operating frequency which is 50 MHZ. From
the simulated output, the propagation delay of the logic gate for the butterfly processor to com-
plete a cycle of computation is about 50 ns which is considered reasonably short. Figure 6 shows
the Register-Transfer Level (RTL) for the architecture of butterfly processor and also the timing
simulation diagram.

4. CONCLUSION

In this paper, the modified butterfly processor for the FF'T processor based on radix-2 FFT was
presented and compared with conventional butterfly processor for the usages of hardware resources.
The proposed architecture gives an advantage in term of hardware resources and chip area. Design
works on FFT FSM Controller and Memory Handling Unit are being conducted. The designs
of these two modules are challenges due to its complexity when the numbers of points for FFT
are large. The future work is to test the functionality of the FFT module by providing multiple
frequencies sinusoidal signal as an input signal to the FF'T module and verify the outputs. The
output will be examined on FPGA and compared the simulated result in MATLAB. The FFT
module will be implemented in Range Doppler Algorithm in future work.
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Performance Evaluation of Modified MLCC Dopple Centroid
Estimator
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Abstract— The technique to extract precise Doppler centroid parameter for the Synthetic
Aperture Radar (SAR) processing is very important. It determines the final output quality and
the accuracy of SAR image. The SAR raw data may contain different types of feature and scene
contrasts. In order to generate a good quality image, an image quality indicator is required to
measure the performance of the Doppler centroid estimator and determine the correct estimator
for corresponding data. In this paper, image quality analysis using simulated point target and
RADARSAT-1 raw data by various Doppler estimators. The M2LCC Doppler centroid estimator
works successfully in various scene types, which is verified by the experimental results of simulated
point target and RADARSAT-1 data.

1. INTRODUCTION

Doppler Centroid fy. is one of the key azimuth parameters in SAR data processing. When the
platform moving along the azimuth direction, the received frequency shifted due to the Doppler
effect compared to the transmitted frequency varies at each point [3]. As frequency shift is propor-
tional to the phase information, the Doppler frequency allows researchers to discover the change of
the signal phase between adjacent samples and allocates the target position. Therefore, to obtain
a focus image, the correct Doppler frequency need to be applied during singal processing [4].

Since Doppler Centroid is due to the motion different between the moving platform and the
target, it can easily be calculated by applying the formula of Doppler effect.

2
fac = ~Psing (1)
A
where 6 = angle between the antenna main beam and the zero Doppler plane, v = velocity of the
moving platform, and A = wavelength of the chirp signal.
Doppler centroid estimation can be defined into two parts: baseband frequency f .. and Doppler
ambiguity My,p [1].
fde = ffrac + Mamp * PRF (2)

2. PRINCIPLE OF THE PHASE-BASED DOPPLER CENTROID ESTIMATORS

The absolute Doppler centroid is a linear function of the carrier frequency of the transmitted signal,
which can be determined by the varying values of the transmitted signal frequency. The average
phase increment is the average angle of the conjugated product of adjacent samples, and is referred
as Average Cross Correlation (ACCC). From the ACCC, computes the slope and intercept the
values can then be applied to estimate the Doppler ambiguity and fractional part of the PRF.
Phase information is used to extract the absolute Doppler centroid parameter. To estimate the
Doppler ambiguity, slope of the ACCC is required.

2.1. Multilook Cross Correlation Algorithm (MLCC)

The conventional MLCC algorithm is developed by separating the FFTed range signal into two
range looks, S1 and Sy by a frequency difference, Af.

—jar (fo— 5F) R(y)

Cc

S1 (77) = Wq (”7 - nc) eXp

—jar (fo+ 5F) RO

C

So (77) = Wq (77 - 770) exXp
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where w, (7 — 1.) is the azimuth envelope; 7 is the azimuth time; 7. is the time when the target
is at the center of the antenna beam; c is the speed of light; f. is the center frequency; Af is the
frequency separation between two range looks; and R (7)) is the instantaneous slant range between
radar and the target.

Due to the frequency separation of Af, both looks have different phase information of ACCC.
The signal difference between adjacent range cells can be determined by conjugate product S (n)
and S (n + 1), which is in form of vector. The ACCC is denoted by summing up the resultant signal
differences as

Looky(n) ZSl n) ST (n+1) (5)
Lookay(n) = Y _S>(n) S n+1) (6)

where ST and S5 denote the complex conjugate of S; and So.
The ACCC angle (); and @5 of Look; and Looks can be expressed as

_ 9

(1= arg [Look:l (77)} = —%Kﬂ (7)
. 9

(o= arg [Look:g (77)} = —ﬁl@g (8)

The reason of dividing the FFTed range into two looks is avoid the effect of the range frequency
to the Doppler Centroid estimation result.

RN
Ko = o (0= 5 o)
B 202 AfT
Koo = m <f0 + > (10)
2
Koo — Kyt = 222 (11)

cR (ne)

Obtain the difference between the two ACCC angles Af) can be easily done by subtracting ()
from (),

A) =0, — 09 (12)
Or .
A = arg {LOO/ﬁ (n) |:L00k2 (77)} } (13)
The slope of the A() versus Af can be used to extract the absolute Doppler centroid frequency
fae
PRF fo Al
Y (el i 14
fio= - (Toed (14)
The baseband frequency, or fractional PRF can be determined by averaging the two ACCC angles
of the looks PRF (0 + 0
1+ 92
rac — — 1
== (457 1

The best way to estimate the Doppler ambiguity M, is to subtract the fractional PRF fre-
quency from the absolute Doppler centroid, divide the resultant value by PRF, and round the
number up to the nearest integer. The equation of M,,,;, can be written as

o fdc fmzc
My = round < PRE (16)

From (14), (15) and (16), the absolute Doppler centroid fg. can be estimated by

f frac ( amb * PRF) (17)

with the
Remainder = My, PRF — (). — frac) (18)
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The MLCC method is an offset dependent Doppler Ambiguity Estimator. The intercept does not
pass through the (0,0) point when the graph of Doppler frequency versus range frequency is plotted.
This is due to the antenna’s boresight angle varies slightly with the transmission frequencies that
are presented in the chirp pulse. Therefore, offset frequency f,s is required in the MLCC algorithm
and the complete formula for the MLCC absolute Doppler centroid estimation is given by

fdc:frac+(Mamb*PRF)+fos (19)
MLCC method is only works best in low contrast scene [6].

2.2. Modified Multilook Cross Correlation Algorithm (M2LCC)

The M2LCC algorithm equally separates the azimuth range-compressed received data into four
looks to estimate the absolute Doppler centroid parameter [5].

—jar (fo - 255) R ()

Sz (n) = wa (N — 1) exp - (20)
where z = 1, 2.
—jar (fo+15L) R ()
Say (n) = wq (n — ne) exp B (21)
where y =1, 2.
Each look, indicates its respective angle: ()1, 02, 03, 04
0; = arg [LOOki (n)} (22)

where i =1, 2, 3, 4.
The fractional PRF estimation is simply applying the angles values into the formula below.

PRF (01 + 09 4 03 + 04
frac:_ o 4

Similar to the conventional MLCC algorithm, the frequency difference, Af’ and the total phase
difference of four looks, A’() are restructured as (28) and (31).

(23)

Afij = fi— [ (24)
Af =D Afy (25)
ADi; = 0; —0; (26)
or
AQ;; = arg {Looki(n) [Lookrj(n)r} (27)
A') = ZA@ij (28)

where i =1, 2, 3 and j = 2, 3, 4.
Finally, the absolute Doppler centroid parameter of the M2LCC can be calculated as
PRF fo AW
/
_ 2

3. RESULTS

3.1. Simulated Point Target

Doppler centroid frequencies that estimated by MLCC, MLBF, M2LCC and ideal case (theoretical
calculation) have been analyzed. The experimental results of the SAR image quality measurement
for 3dBR, SNR and IE have been summarized in Table 1. In this ideal case, the Doppler Centroid
is calculated by using (1), which is equal to —68, 200 Hz.

Table 1 shows that the least difference between the estimated Doppler Centroid value to the
reference value (—68, 200 Hz) was only 184 Hz, which is based on M2LCC estimator, and the largest’s
was 378 Hz by MLBF estimator. It can be proven that M2LCC managed to provide the nearest
result to the reference compared to other estimators.
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3.2. RADARSAT-1 SAR Data

Total of 3 different contrast blocks (high, medium and low contrast’s scene) from the RADARSAT-1
Vancouver scene, each block has been evaluated.

As per explained in the previous section, MLBF is suitable to be used in medium to high
contrast scene data. In Figure 1 and Figure 2, regardless of the parameters estimated by M2LCC,
images generated from the estimated MLBF Doppler centroids’ achieved better result in the quality
analysis experiments. For Figure 3 which is scene of ocean of different part in the Vancouver map,
has low level of signal reflectivity and contrast. The Doppler centroid parameters of these scenes
can be accurately estimated by the MLCC method compared with other estimators.

Table 1: Comparison of the image qualities of simulated point target.

Doppler Centroid (Hz) | 3dBR (dB) | SNR (dB ) | IE (dB)
(MLCC) —68,008 5.361 16.319 3.639
(Ideal Case)  —68,200 5.330 16.410 3.607
(M2LCC) —68, 384 5.351 16.321 3.615
(MLBF) —68,578 5.385 16.189 3.623
Reference MLCC MLBF M2LCC
Estimated fz. | 6900.00 19274.00 6704.08 6688.10

Generated

Image -

SNR 0.28 0.11 0.27 0.26
IE 233.05 365.89 350.11 352.71
3dBR 2.00 3.00 2.00 2.00

Figure 1: Quality measures for each estimator of block 1.

Reference

MLCC

MLBF

M2LCC

Estimated fg

6900.00

9364.60

6828.20

6876.10

Generated

Image

SNR 0.99 0.44 1.00 1.00
IE 85.08 202.13 84.15 84.72
3dBR 4.00 6.00 3.00 4.00

Figure 2: Quality measures for each estimator of block 3.

Reference MLCC MLBF M2MLCC
Estimated fa | 6900.00 8819.50 5606.50 23059.00
Generated
Image
SNR 0.13 0.17 0.12 0.21
IE 176.42 69.79 126.74 121.40
3dBR 3.00 2.00 3.00 2.00

Figure 3: Quality measures for each estimator of block 5.
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4. CONCLUSION

The performance of the three Doppler centroid estimators have been analyzed and compared based
on the generated image quality evaluation using image quality indicators. From the experimental
results of the simulated point target data and the RADARSAT-1 SAR data, we can conclude
that M2LCC enable to work well in both high and low contrast scene. The results shown that
M2LCC generated SAR images have high SNR, and low for both 3dBR and IE indicator. Besides,
a proposed implementation skim of Doppler centroid estimation to select the most precise Doppler
centroid parameter among estimators has been introduced, which is recommended to be used in
parallel signal processing.
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Geometric Correction on SAR Imagery

A. L. Choo, Y. K. Chan, and V. C. Koo
Multimedia University, Melaka, Malaysia

Abstract— SAR images are generated through signal processing using the data collected by
the SAR system from the target scenes on earth surface. However the SAR images generated
may contain errors or distortions which cause the data in the present image to be inaccurate.
These errors or distortions present in the SAR image also known as geometric distortion. Geo-
metric distortions exist in all remote sensing images and broadly related to the target, sensor and
platform. The objective of this research project is to reduce the error of SAR images through
implementation of geometric correction on SAR. Geometric correction can be done by reposition
of pixels form the uncorrected image location to the reference grid through geometric operations.
There are few types of geometric correction methods such as registration, rectification, geocod-
ing and orthorectification. The three main process of geometric correction are mathematical
distortion model, coordinate registration and resampling. These three components also known as
warping process. Mathematical distortion model such as polynomial distortion model has been
generated using MATLAB for the geometric correction purpose. After coordinate registration
the SAR image will be resampled. There are few types of resampling method such as nearest
neighbour, bilinear interpolation and cubic convolution.

1. INTRODUCTION

Synthetic Aperture Radar SAR is an advanced form of side looking airborne radar which utilizes
the flight path of the platform to simulate an extremely large antenna or aperture electronically. Its
capability to control the source of illumination enables it to see through cloud, rain and generates
high resolution images during day and night [1].

The SAR systems from the spaceborne of airborne platform points the a radar beam approxi-
mately perpendicular to the sensor’s motion vector, transmitting phased-encoded pulse, and record-
ing the radar echoes as they reflect off the Earth surface [2]. The concept of SAR system has been
shown in Figure 1. Then the SAR image is generated through the image processing of the recorded
radar echoes

The raw images generated through image processing usually contain errors or distortions which
may cause the information of the image to be inaccurate. The correction of the errors and removal
of distortion present in the data is termed pre-processing because; quite logically such operations
are carried out before the data are used for particular purpose [3]. The pre-processing consists of
radiometric correction and geometric correction.

2. GEOMETRIC DISTORTION

Fach remote sensing image consist unique geometric distortion and vary considerably with different
factors such as target, sensor and platform. Table 1 describes in more detail the sources of distortion
for each category.

Geometric distortion may cause changes of scale over the image, irregularities in the angular
relationships among the image elements, displacement of objects in an image and occlusion of one
image element by another.

Table 1: Description of geometric distortion sources.

Category Description of Distortion Source

Platform Variation of movement: position changes

(spaceborne or airborne) | Variation in platform attitude (low to high frequencies)

g Variation in sensor mechanics (scan rate, scanning velocity, etc.)
ensor
Viewing Geometry: Panoramic effect with field of view

Earth Earth Rotation, Curvature, topographic effect.
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Figure 1: Concept of synthetic aperture radar.

Table 2: Various type of geometric correction.

Type Description
Registration The alignment of one image to another image of the same area
Rectification The alignment of an image to a map so that the image is planimetric
Geocoding A special case of rectification that includes scaling to uniform, standard pixel GSI.
Othorectification Require. DEM.(Digital.elevation model),. ' '
Correction of image pixel for topographic distortion

3. GEOMETRIC CORRECTION

Geometric correction is the process of correction of the distortion arises from scanner characteristic
and their interaction with the airborne platform and earth’s figure by reposition of pixels form the
uncorrected image location to the reference grid through geometric operations [4]. There are three
components to the process:

e Selection of suitable mathematical distortion model(s).

e Coordinate transformation.

e Resampling( interpolation).

These three components are collectively known as warping [4]. Table 2 shows the few terms that
have been used for geometric correction.

3.1. Mathematical Distortion Model

The mathematical distortion model such as the polynomial model relates the global coordinates in
the distorted image to those in the reference image or maps,

N N—i o N N—i o
T= D GieWlep U= DD bidTresVles ®
i=0 j=0 =0 j=0

The numbers of coefficient which represent the geometric operation depend on the order of the
polynomial. Usually the quadratic polynomial will sufficient for the SAR Images.
3.2. Ground Control Points (GCPs)

The coefficients in the polynomial model Eq. (1) can be determined by specification of GCPs to
constrain the polynomial coefficients [4]. The selected GCPs must have the following characteristic:

e High contrast in all images of interest.
e Small feature size.
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e Unchanging over time.
e All at same elevation (unless topographic relief is being specifically addressed.

3.3. Resampling

An interpolation process require to estimate a new pixel between existing pixels due to the non-
integer transformed (x,y) value. Table 3 describes in more detail of the types of resampling method.

Table 3: Type of resampling method.

Type Description

Nearest Neighbour New pixels value get form closest pixel of old pixel

Bilinear Interpolation| New pixels value calculated from the weighted average of 4 (2 x 2) nearest pixels

Cubic Convolution New pixels are computed from weighting 16 (4 x 4) surrounding DNs

i

Original

4. SIMULATION

y dependent in x scale quadratic

Figure 2: Polynomial geometric warps. Nearest Neighbour is used.

5. CONCLUSIONS

Geometric correction is an image pre-processing operation that must be implemented on the raw
SAR Image to ensure the image’s accuracy before any further enhancement or information extrac-
tion. In the process of geometric correction the selection of GCPs is very important as it will
generated the mathematical distortion model that will relate the distorted image and the reference
image. The resampling of the image will produces a better quality image.
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Design and Analysis of a High Performance Triband 20/30/44 GHz
Corrugated Horn

K. K. Chan
Chan Technologies Inc., 15 Links Lane, Brampton, Ontario L6Y 5H1, Canada

Abstract— The design and analysis of a corrugated horn that operates over more than an
octave bandwidth and covering three different frequency bands at 20 GHz, 30 GHz and 44 GHz is
presented. This horn is used together with a dual polarized 6-port feed network to illuminate a
reflector located on a spacecraft platform. Its return loss is better than 30dB, 33dB and 27dB
at K, Ka, and EHF bands respectively and the corresponding worst-case cross-pole levels relative
to the co-pole peak are —33dB, —40dB and —26 dB. The slot and tooth widths are designed for
manufacturability and the number of corrugations is minimized so that the horn can be fabricated
at a low cost while still meeting the stringent electrical specifications. A limit on the level of
the next higher order symmetric TE3; mode that can be present at the horn input from the feed
network without deteriorating the cross-pole performance is examined.

1. INTRODUCTION

For future communication satellites, multiple frequency bands may be combined together and
radiated through a common aperture. This will reduce the number of antennas on board the
satellite. The antenna of choice is typically an offset reflector fed by a single high performance
horn. The work reported here is on the development of a single tri-band corrugated horn as
feed for a reflector antenna. The requirements for the tri-band horn are listed in Table 1 for
the three frequency bands, namely, Band 1: 20.2-21.2 GHz, Band 2: 30.0-31.0 GHz and Band 3:
43.5-45.5 GHz. The emphasis here is placed on the 20/30 GHz bands with a slight reduction in
requirement for the 44 GHz band. The high amplitude taper at 20° off-axis is chosen to minimize
spillover loss and the back lobe levels. The challenging requirements are the return loss and the
peak cross-pole level, both of which are critical for a frequency reuse feed.

A literature survey of the state-of-the-art in multi-band horn design was carried out. The horn
type that is frequently used to provide dual or tri-band capability is the corrugated horn with dual
depth slots [1] or slots with special shapes such as ring loaded slots or stepped slots. Horns with
dual depth slots typically show —25 to —30dB peak cross-pole responses in two bands and —20 to
—25dB in the third band. This is expected since the slots can be made to exhibit approximately
balanced hybrid condition in two bands. While at the third band, if present, the corrugated surface
impedance should hopefully still remain capacitive. Otherwise, the dual depth slots will not give
good tri-band performance. Ring loaded horns can cover a wide bandwidth with frequency ratio
of not more than 1.7 : 1 for peak cross-pole level below —30dB and return loss level greater than
30dB. They do not perform well when the bands are widely separated. Granet and James [2] stated
that a corrugated horn could not be easily designed to meet low cross-polarization requirement in
the three bands of interest, i.e., 20/30/44 GHz regardless of the type of corrugations used. They
then introduced two optimized smooth-walled horns with computed peak cross-pole levels in the

Table 1: Specifications and design values of the triband horn.

Parameter Specification Design Values
Band 1: > 30dB 30.0dB @ 20.2 GHz, 32.5dB @ 20.7 GHz, 30.0dB @ 21.2 GHz
Return Loss | Band 2: > 30dB 33.6dB @ 30.0 GHz, 44.0dB @ 30.5 GHz, 43.1dB @ 31.0 GHz
Band 3: > 27dB 37.8dB @ 43.5 GHz, 48.9dB @ 44.5 GHz, 27.1dB @ 45.5 GHz
Peak Band 1: < —33dB|—46.1dB @ 20.2 GHz, —38.9dB @ 20.7 GHz, —33.7dB @ 21.2 GHz
cross-pole | Band 2: < —30dB | —42.0dB @ 30.0 GHz, —40.8dB @ 30.5 GHz, —41.7dB @ 31.0 GHz
Level Band 3: < —26dB | —26.1dB @ 43.5 GHz, —28.4dB @ 44.5 GHz, —26.2dB @ 45.5 GHz
Band 1: < —17dB|—17.5dB @ 20.2 GHz, —17.6dB @ 20.7 GHz, —17.7dB @ 21.2 GHz
Band 2: < —20dB | —23.6dB @ 30.0 GHz, —23.6dB @ 30.5 GHz, —23.6dB @ 31.0 GHz
Band 3: < —22dB | —26.1dB @ 43.5 GHz, —28.6dB @ 44.5 GHz, —33.8dB @ 45.5 GHz

Ilumination
Taper @ 20°
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three bands as —28.7/—25/—26dB and —21/—27/—27.5dB respectively, but there is no mention
of the return loss performance of the horn. The dual-depth corrugated horn design presented
here, an extension to the previous work by the authors [3], not only shows much better cross-pole
performance but is also about 38% shorter in axial length than that of the smooth-walled horn
reported in [2]. A compact horn is an important attribute on a satellite platform.

2. DESIGN PROCEDURE

For ease of manufacturing, the straight slot corrugated horn is the preferred approach. One can use
tri-depth corrugations, making each slot depth ~ \/4 to conform to the balanced hybrid condition
at each band, so as to obtain good performance in all frequency bands. This would make the
thickness of the corrugation very thin. Simulations have shown that to maintain good cross-pole
response, there must be at least 2.5 dual depth corrugations per wavelength at the highest frequency
band of operation or the dual-depth pitch must be less than 0.4 wavelength. A larger pitch would
lead to rapid deterioration of the cross-pole performance. Fitting three corrugations of different
depths into a given pitch would lead to very small slot widths at the input matching section of
the horn in order to meet the return loss requirement. Thus from a manufacturing viewpoint, the
tri-depth slots approach is not be very desirable at these high frequencies.

In the dual slot depth implementation, the slot widths and tooth thicknesses would be larger to
make the fabrication of the horn feasible. There are a number of possible slot depth combinations
in the dual slot depth approach but to meet the present requirements, the following configuration
is preferred: 1st slot depth at ~ A/4 for band 1 and ~ 3\/8 for band 2 with 2nd slot depth at
~ A/4 for band 2 and ~ 3\/8 for band 3. In this combination, cross-pole performance will be
excellent at band 1 and 2 and good in band 3. It also has relatively shallower slot depths, which is
an important consideration to reduce the horn wall thickness and overall weight.

The diameter of the horn aperture and the horn flare angle are then determined so that the feed
pattern has the required fall-off at 20 degrees off-axis and the specified on-axis gain with minimum
horn length. Through extensive simulations, a horn with 8.02 cm aperture diameter and a semi-flare
angle of 14 degrees is found to meet the desired goals. A profile of the dual-depth corrugated horn is
shown in Fig. 1. Besides the linear flare profile, a polynomial profile of the horn was also tried. No
improvement in performance was found. Larger deviation from the linear profile led to cross-pole
degradation, raised sidelobes or merged shoulders and beam broadening that are undesirable for
the present application.

Next the pitch of the dual depth slots in the horn section is set. To obtain low cross-pole level,
the largest pitch suitable for the horn is found to be 2.8 mm. A large pitch minimizes the number
of corrugations needed to fill the horn. This pitch value was determined by a series of iterations to
find the largest value possible without exceeding the cross-pole level. The corrugation configuration
is shown in Fig. 1(b).

Finally, the horn input matching section is designed. To provide a very good match into the horn
and to facilitate the setting up of the proper modal content for low cross-pole levels, a corrugated
matching section is required. This matching section is also allowed to flare out at 14 degrees, same
as that of the horn. Altogether five pairs of dual depth corrugations are needed and the pitch has
to be reduced slightly to 2.5 mm from 2.8 mm for the horn section. The consequence of using less
number of corrugations and larger pitches were investigated. They all lead to inferior results. The

W

(a) (b)

natching
section

f‘dT

lual -depth carrugations

horn section

Figure 1: (a) Triband corrugated horn. (b) Corrugation details of horn and matching sections.
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Figure 3: (a) Co- & cross-pole patterns at 30 GHz. (b) Co- & cross-pole patterns at 31 GHz.

input matching section was designed using a gradient-based optimization program. The twenty
slot widths and depths available as design variables are optimized to give the required cross-pole
level and return loss in all three bands. To help the optimization process converge faster, the first
few slots closest to the circular waveguide input are made ~ A/2 deep at the respective frequency
band and the slot widths are kept small at ~ 0.31 mm. The slot width increases and the slot
depth decreases towards the horn section. With this starting condition, the slot dimensions tend
to converge quickly to the values that meet most of the performance specifications. After a number
of runs, all of the specifications are met. The pitch is fixed throughout the optimization process.
Corrugation details of the matching section are shown in Fig. 1(b).
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patterns.

3. PERFORMANCE PREDICTIONS

The horn assembly has three parts — input circular guide, matching section and horn section, as
shown in Fig. 1(a). It has a total of 205 circular waveguide sections. Mode matching software is
used to predict the horn performance. To ensure convergence at the highest frequency of operation,
26 modes are used at the input to represent the fields, which results in 215 modes at the output
aperture. The co-pole and cross-pole patterns in the F-, D- and H-planes at the band edges are
plotted in Figs. 2 to 4 to demonstrate the worst-case performances. As can be seen, the main beam
is Gaussian shape with no sidelobes or merged sidelobes within the 20° reflector illumination cone.
Further, the beamwidths in the E-, D- and H- planes are almost the same. Outside this cone, the
sidelobes are below —36 dB. The cross-pole levels are also pleasingly low.

The best phase center location for the three bands is found to be approximately 4.0 inches from
the aperture. A plot of the co-pole phase patterns in the diagonal plane is shown in Fig. 5 at
the center band frequencies. The maximum phase error within the 3-dB beamwidth is ~ 12° and
within the 10-dB beamwidth, the error is ~ 30°.
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The horn is typically connected to a multi-band feed network. The common waveguide manifold
in this network is typically overmoded with symmetric modes at the highest band but not at the
two lower bands. It is also overmoded with asymmetric modes in band 2 and 3. However, by
maintaining symmetry in the feed network design, excitation of the asymmetric modes is avoided.
The symmetric higher order TE3; mode at the input circular guide is typically excited at the
multiplexer and usually cannot be avoided but can be controlled. Shown in Fig. 6 are the diagonal
plane plots with various amplitude ratios of TE3; /TE;; mode at 43.5 GHz. Field matching analysis
of the horn sections must now include the TE3,, and TMs,, modes at the junction discontinuities.
In order not to degrade the cross-pole performance at band 3, the amount of TE3; mode generated
by the feed network before launching into the horn should be less than —25 dB relative to the TEq;
mode.

4. CONCLUSIONS

The design of a corrugated horn that operates in three bands at 20/30/44 GHz has been presented.
The co-pole beams are Gaussian in nature with very low cross-pole levels. Special attention is
placed on the tooth and slot widths so that the horn can be manufactured without difficulty. The
number of corrugations has also been minimized without sacrificing the performance of the horn.
Care must be taken in the feed network design to ensure that the level of the TE3; mode excited at
the horn input does not compromise the cross-pole performance. The horn has significantly better
RF performance and is more compact than comparable smooth-walled horns.
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Micro Strip Line Fed I-shaped Dielectric Resonant Antenna for
Millimeter Wave Applications

Chandra Kandula, Prasanna Kumar Sahu, Prakash Kumar Panda, and K. L. Sheeja
Department of Electrical Engineering, NIT Rourkela, Orissa, India

Abstract— Here the design of a simple and a generic transmission line (T.L.) circuit approach
along with a fast and generic formulation for the novel antenna model is developed. The proposed
antenna is modeled as a novel shape and is placed on a material of dielectric constant of € equal
to 2.2 (Rogers RT5880 material) and size of 15mmx11mm. The ¢ (epsilon) value of dielectric
resonator is taken to be 10.2 (material: Rogers RO3010). A simple micro strip line feeding of novel
design has been used to feed the antenna. The ground plane is considered to be 10 mmx 11 mm
in size. Different values for width are 2.4, 2.0, 1.6 and 1.4. A good return loss is found at an
optimized length of 2.0mm. The proposed antenna is simulated and a return loss of —10dB
is obtained which is in the range of 30.58 GHz to 39 GHz. Here a good return loss is obtained
at two peaks whose values are —21dB at 31.54 GHz and a value of —22dB at 35.39 GHz. In
this paper a bandwidth improvement of 24.36% has been achieved. In addition to that a total
efficiency of 72.88% is found at 35.39 GHz and 69% is found at 31.54 GHz. A directivity of
10.2dBi at 35.39 GHz and a 7.61 dBi at 31.54 GHz have been claimed, besides that a significant
gain of 10.59dB at a frequency of 35.39 GHz and 8.34 dB at 31.54 GHz. The designed antenna is
proposed for applications in the area of satellite communications, radio location.

1. INTRODUCTION

Nowadays, a lot of research work has been devoted to the development of millimeter-wave frequency
band, high speed and low profile systems, at which metallic antennas, such as micro strip antennas,
suffer from the high conductor and substrate losses. Dielectric resonator antennas seem to be
the suitable candidates for the millimeter-wave systems due to their low profile, low conductor
losses, large bandwidth (compared to the conventional microstrip antennas), and high radiation
efficiency [1-5]. Dielectric resonators (DRs), made of low loss dielectric materials, are widely used
in various applications. They are compact in size, low in cost and weight and could be excited
using different transmission lines [2].

DRAs offer simple coupling schemes to nearly all transmission lines used at microwave and
mm-wave frequencies. This makes them suitable for the continuing growth in demand for wireless
communications that has pushed industry to develop new and better systems. Many of these sys-
tems are designed to operate at extremely high frequencies (EHF) to take advantage of benefits
such as reduction in equipment size, wider bandwidth. These systems require new hardware so-
lutions to overcome difficulties and limitations encountered when operating at 6 GHz, such as the
high degree of oxygen absorption over distance [1]. One technology that has been proposed for
EHF use is the dielectric resonator antenna (DRA). DRA offer many advantages such as low cost,
ease of manufacture, wider bandwidth, smaller size [2], high radiation efficiency, and the capability
to be used in many hybrid structures [7] to improve antenna’s performances like directivity and
bandwidth [3]. Furthermore, those improved antennas (highly directive) [4,5] appear to have a
high potential for use in many communication systems such as tunnels and underground mines.

2. ANTENNA GEOMETRY

The investigated antenna topology is shown in Figure 1. The radiating element of permittivity
(eqr = 10.2), [6] novel shaped dielectric resonator of strip A having 10 mm length, 0.9 mm width
and 2mm height. The strip B of length 2mm, width 3.5 mm and height of 2mm. Strip C has a
length of 3mm, width 1 mm and height of 2mm and strip D has length of 3 mm,width of 1 mm
and a height of 2mm. The dimensions are taken such that it should radiate at satellite uplink
frequency. The resonator is placed on the substrate of dimensions 15 mm length, 11 mm width and
a height of 1.6 mm. A partial ground of length 10 mm, width of 11 mm and a height of 0.05 mm is
considered. The resonator is radiated by using micro strip line feeding technique. Micro strip line
feeder of length 0.6 mm, width 5.6 mm and a height of 0.1 mm are placed on the substrate.

The proposed antenna has been optimized by changing the length of strip B along X direction.



Progress In Electromagnetics Research Symposium Proceedings, KL, MALAYSIA, March 27-30, 2012 1107

b=length along x

I

Figure 1: Geometry of proposed I shaped dra.

S Parameter Magnitude in dB

—~ ; o e s AT A

GREEN (b=1.6mm)

/\\g 7 RED (b=1.4 mm)

\‘\
7

_——

MAGENTA (b=2mm)
/ / BLUE (b=2.4mm)

% % 30 2 24 3% E: E a2 44 46
Frequency / GHz

Figure 2: Simulated return loss of proposed antenna.

Woltage Standng Wave Ratio (VSWR)

Red=optimized (2mm)

Green (b=1.6mm)

Frequency / GHz

Figure 3: VSWR parameter versus frequency.

3. RESULTS AND DISCUSSIONS

To verify the validity of the proposed approach, the design is simulated using CST. It is reported
that, in the case of DRAs on conductive silicon surfaces, high permittivity materials are more pre-
ferred as they can confine more electromagnetic field in the radiating element and hence effectively
reduce the energy loss towards the substrate. In addition, their sufficiently high permittivity re-
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Figure 4: Gain pattern of proposed antenna at desired frequency.

duces the fringing fields from the launcher to the substrate and thereby enhancing the efficiency of
the antenna. However, extremely high permittivity materials reduce the radiation efficiency of the
antenna; since they could confine the fields.

The simulated return loss graph is shown in Figure 2. The proposed design has a —10dB
impedance bandwidth, where an increment of 24.36% is found. Here a good return loss is obtained
at two peaks whose values are —21dB at 31.54 GHz and a value of —22dB at 35.39 GHz. An
optimized length of 2mm is taken to get desired return loss at 31 GHz. This frequency is the
satellite uplink frequency. A wider bandwidth has been achieved from 30.5 GHz to 38.99 GHz for
a width of b = 2mm. This bandwidth is further increased for different values of b. A bandwidth
of 31.3 GHz to 44 GHz is obtained for a length of 1.4 mm. The proposed antenna can radiate a
maximum of range ka band. As we decrease the width of antenna’s middle strip we will miss the
31 GHz uplink frequency. So, an optimum value of b = 2mm is taken. A radiation efficiency of
69% and a considerable gain is found at desired frequency.

Therefore from Figure 2 and Figure 3, we had obtained a good return loss value which is well
below the —10dB and also vswr graph is confined to a maximum value of 2 only.

In addition to that the gain patterns are mentioned in the following figure.

The gain that is obtained is 8.34 dB and a directivity of 7.61dBi is found.

4. CONCLUSION

In this work an I-shaped dielectric resonator antenna (IDRA) fed by micro strip line feeder for
millimeter wave systems, has been proposed. The simulation results verify the proposed design
strategies. The proposed design offers good performance and can be better suited for satellite
applications.
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Wideband Isosceles 75°-30°-75° Triangular Dielectric Resonator
Antenna

S. Maity, S. Dasgupta, and B. Gupta
Department of Electronics and Tele-Communication Engineering
Jadavpur University, Kolkata, India

Abstract— A simple, wideband isosceles 75°-30°-75° triangular Dielectric Resonator Antenna
(DRA) is proposed here for IEEE 802.11a/h/j/n, HiperLAN, U-NII bands. This proposed an-
tenna configuration gives 46.5% impedance bandwidth for 2 : 1 VSWR. E-plane and H-plane
radiation patterns at 5.2 GHz, 5.3 GHz and 5.8 GHz are given here.

1. INTRODUCTION

Nowadays, there is a deep interest in antenna systems which operate at frequencies in the millimeter
and sub-millimeter wave region (100-300 GHz). Conductor loss limits the use of conventional
metallic antennas in this high frequency band. Dielectric Resonator Antenna (DRA) made up of low
loss dielectric material is a potential candidate for high frequency application for its high radiation
efficiency. Its inherent wide band nature, light weight, compactness in size, ease of fabrication, low
cost etc. make DRAs very attractive to antenna engineers. Over last decades, various bandwidth
enhancement techniques have been reported in literature on DRAs. A recent updated, good survey
of theoretical and experimental investigations have been reported by Petosa and Ittipiboon [1] on
cylindrical, cylindrical ring, hemispherical, rectangular, equilateral triangular, hexagonal and/or
trapezoidal DRAs. In this paper, an isosceles 75°-30°-75° Triangular DRA (TDRA) is reported for
IEEE 802.11a/h/j/n, HiperLAN, U-NII bands.

Broadbanding techniques can be achieved in three ways mainly [2]: Stacking/Combining multi-
ple Dielectric Resonators (DRs); lowering the total/inherent Q-factor of the resonator and by using
external matching networks. Natural/artificial structural discontinuities in DRs tend to reduce
their Q-factor. For example, using notch or inserting an air gap between the ground plane and the
DR or the use of tunnel into DR As is different techniques for reducing Q-factor of DRAs. Wideband
characteristics can be achieved by exciting proper modes with similar electric field distributions on
the DRA surface. Defected ground plane is also reported to provide wide bandwidth.

Triangular shape is the simplest geometry among polygonal (except rectangular) resonators.
Literature survey shows that only very few papers (< 10) have been reported so far on TDRAs
or more precisely equilateral TDRAs [1,2]. Equilateral triangle shows symmetry with respect to
its sides and/or angles. On the other hand, the centre of an equilateral triangle is located at the
triangle’s centre which gives flexibility to find the solution. For that reason, only equilateral TDRA
has been reported in literature. Triangular resonator can be used efficiently in designing compact
antenna array(s) with reduced mutual coupling between adjacent elements due to its smaller size.
Compactness can be further improved by choosing isosceles 75°-30°-75° TDRA instead of equilateral
TDRA.

2. ANTENNA GEOMETRY

Let us consider an isosceles 75°-30°-75° TDRA in Cartesian co-ordinate system with relative per-
mittivity e,, base (opposite side of £30°) b median M and height h as depicted in Fig. 1. The
antenna is aligned along the z-axis and the origin is located at the vertex (or tip) of triangular
DRA and the y-axis is parallel to base.

3. RESONANT FREQUENCY AND EFFECTIVE DIMENSIONS

The resonance frequency is predicted using simple waveguide model. TDRA is placed on ground
plane at z = 0 and Perfect Magnetic Walls (PMCs) are employed along its sides and at z =
h. Enforcing the magnetic wall boundary conditions at the sides of TDRA, gives the following
equation [3]:

2_2 9|5 @ 2, 1 2 2
X=gm ﬁ+z 3J +@ (m® + mn +n”) (1)



1110 PIERS Proceedings, Kuala Lumpur, MALAYSTA, March 27-30, 2012

Ground

(a) (®) (©)

Figure 1: Geometry of isosceles Z75° triangular DRA.

where x is composite wave numbers along = and y-direction togetherly and

p=sin(0/2), ¢ =-cos(0/2), 6=>5n/12
S=4p?, Q=4¢* t=sin(¢/2), p=7m—20

r = (b/2)tan (0/2), R=r/sin(p/2) (2)
G=%+%EHH=@”R)

—mQ 9Ty
The mode index satisfies the following equation:
l+m+n=0 (3)

Further, by applying image theory, ground plane at z = 0 is removed and an isolated isosceles
75°-30°-75° TDRA is formed with twice the original height. By applying continuity equation at
z = +h the following transcendental equation is obtained for the wave number k,:

k,tan (k.h — w/2) = /(e — 1) k2 — k2 (4)

The non-separable composite wave numbers along x and y-direction, i.e., x¥ and k, satisfy the
separation equation:

xX*+ kg = Erkg (5)
where k, denotes the free space wave number. On solving Equation (5), one can get the resonant
frequency of an isosceles 75°-30°-75° TDRA.

Magnetic lines avoid corners which makes the effective area smaller than the actual area [4]. Tt
is the dual of fringing of electric field which is well known for calculating effective area of microstrip
patch antenna as reported in literature so far. The concept of deformed magnetic lines is used
for calculating resonant frequency of TDRA [3]. Using this concept and assuming that maximum
energy passes through the in-circle of isosceles 75°-30°-75° TDRA, the effective base and effective
median can be expressed as [3]:

bep = b— (b 2r)/A (6)
Mg = M — (M — 2r)/A (7)

where b, M, r are base, median and in-radius respectively and
A=205 (8)

However, we know that the Electro-Magnetic (EM) energy confined within the DRA is related
to permittivity and dimensions. The effect of permittivity along the height of Rectangular DRA is
given by [5]:

heg=h(1—1/¢;) 9)

Both rectangular and triangular DRA are analyzed in Cartesian co-ordinate system. Hence
Equation (9) can be effectively used to calculate the effective height of TDRA.
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Figure 3: Radiation pattern at (a) 5.2 GHz, (b) 5.3 GHz, (c) 5.8 GHz.

4. RESULT AND DISCUSSION

Finite Element Method (FEM) based commercial software HFSS [6] is used to simulate the antenna
structure. TDRA is excited using coaxial probe. The radius of inner conductor of probe is 0.63 mm.
The probe is connected to an SMA connector. For probe inserted DRA, there might be air gap
between inserted probe and DRA surface. Dielectric powder is used to fill this gap. To avoid the
drilling problem, coaxial probe can be placed outside the DRA [7] as shown in Fig. 1. The length
of probe is taken to 50% of the height of TDRA. If an air gap exists and is not modeled correctly,
a discrepancy between computed and measured results would exist because the air gap tends to
shift the resonance frequency. The size of ground plane (5b x 5M) is taken two times larger from
each side of TDRA.

In this work, to get a wide band isosceles 75°-30°-75° TDRA with relative permittivity ¢, = 10,
median M = 19mm and height h = 19mm as depicted in Fig. 1 is simulated using HFSS. The
simulated return loss and VSWR are shown in Figs. 2(a) and 2(b) respectively. It is to be noted
that the 2 : 1 VSWR impedance bandwidth of the proposed antenna configuration yields a wide
bandwidth covering 4.21 GHz to 6.76 GHz. This proposed antenna configuration provides a broad
coverage of the 5.150 GHz-5.350 GHz band for W-LAN application, centered at 5.2 GHz. Fig. 2(c)
shows the variation of gain with respect to frequency. Thus, this antenna can be used for IEEE
802.11a/h/j/n, HiperLAN and U-NII bands. E-plane and H-plane radiation patterns at 5.2 GHz,
5.3 GHz and 5.8 GHz are shown in Fig. 3.

5. CONCLUSION

A simple wideband probe fed isosceles 75°-30°-75° TDRA is proposed, which gives 46.5% impedance
bandwidth (4.21-6.76 GHz), wide enough to cover IEEE 802.11a/h/j/n, HiperLAN and U-NII bands
application. The radiation patterns are stable over this operating frequency band. Moreover, the
proposed antenna has a simple structure and an easy fabrication. With these features, this antenna
is very suitable for practical wideband applications.
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Resonant Frequency and Field Solution of Isosceles Triangular
Dielectric Resonator Antenna

S. Maity, S. Dasgupta, and B. Gupta
Department of Electronics and Tele-Communication Enggineering, Jadavpur University, Kolkata, India

Abstract— An isoscelestriangular Dielectric Resonator Antenna (DRA) is analyzed theoreti-
cally using waveguide model and trilinear transformation. Exact internal field configurations for
symmetrical /even and anti-symmetrical/odd modes are given here. A more general expression
for computing resonant frequency is given here. Results are compared with published results
available in open literature.

1. INTRODUCTION

Dielectric Resonators (DRs) as radiating elements was first carried out by Long et al. in 1980s [1].
Conductor loss limits the use of metallic antennas in millimeter and sub-millimeter region (100 GHz—-
300 GHz). On the other hand, Dielectric Resonator Antenna (DRA) made up of low loss dielectric
material is a potential candidate for high frequency application. Its inherent wide band nature, light
weight, low profile, compactness in size, ease of fabrication, low cost etc. make DRAs very attrac-
tive. Significant progress has been made in various aspects of hemispherical, circular-cylindrical and
rectangular DRAs mainly, as evidenced by the more than 800 publications and over two dozen issued
patents [1]. But very few papers (< 10) are reported so far on triangular DRA (TDRA) or more
precisely equilateral TDRA [1,2]. In this paper, isosceles Triangular DRA (TDRA) is analyzed
theoretically using modified trilinear transformation, dielectric waveguide model and transverse
resonance technique. Exact Internal field configurations for even and odd modes and an accurate
expression for resonant frequency are given here. This analysis is based on two assumptions: (a)
magnetic field lines avoid corners [3] and (b) most of the signal/energy passes through the in-circle
of isosceles triangle. This theory is named as Deformed Magnetic-lines Waveguide Model (DMWM).

2. ANTENNA CONFIGURATION

Let us consider an isosceles (# — ¢ — 6) TDRA in Cartesian co-ordinate system with relative
permittivity e,, base (opposite side of ¢) b and height h as depicted in Figs. 1(a)-1(c). The
antenna is aligned along the z-axis and the origin is located at in-centre of the triangle and the
y-axis is parallel to base.

3. FIELD COMPONENTS FOR SYMMETRICAL/EVEN AND
ANTI-SYMMETRICAL/ODD MODE

Figure 1 shows the top view of an isosceles (6 — ¢ — #) TDRA in standard Cartesian coordinate
system (x,y). One can define triangular coordinate system (u,v,w) of a point P using trilinear
transformation [3] such that:

u+v+w=0 (1)
S —— Z —
T A =
» &r
T R
. »
NN
e ;E e Ground
(@) (b) (©) (d)

Figure 1: (a) Geometry of isosceles triangle, (b) top view of simulated TDRA, (c) side view of simulated
TDRA, (d) magnetic lines in various geometry.
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Now the triangle has centre at (0,0) and the three sides of triangle are given by:
u=r, v=r; W=r (2)

where r is in-radius of triangle. Now the isosceles (6 — ¢ —60) TDRA shows either symmetry or anti-
symmetry about its median (M) [4]. On solving the wave equation, the T'M* mode field patterns
for an isosceles (6 — ¢ —0) TDRA (30° > 6 > 60°) are given as:
A. Field Components for TM? Even (TMZ) Mode
((Ep = —jk:/ (wpe) x As [32; (—ai)sin oy (z + R)] cos [B; (2qy)]] x cos (k-2)
Ey = jk./ (wpe) x As [, (—2¢B;)cos [y (z + R)] sin [B; (2qy)]] x cos (k. z)
E, = —jx?*/ (wpe) x As [>°,; cos [a; (x + R)] cos [B; (2qy)]] X sin (k;z2)
Hy = (1/p) x As [32; (=2qBi)cos [ai (z + R)]sin [5; (2qy)] | x sin (k-z)
Hy=—(1/p) x Ag[>; (—ay)sin [a; (z + R)] cos B (2qy)] | x sin (k. z)
H,=0
B. Field Components for Odd Mode

Ey = —jk./ (wpe) x Ag [>; (—ay)sin oy (x + R)] sin [; (2qy)] | x cos (k.z)
By = —jk./ (wpe) x Aq [32; (248;)cos [ (x + R)| cos [B; (2qy)] ] x cos (k»z)
B, = —jx*/ (wpe) x Ay [, cos [a; (z + R)] sin [6; (2qy)] | x sin (k.2)

H, = (1/4) % Aa [, (20 )e0s o (z + R)] cos [3; (2qy)] ] x sin (k)

Hy = —(1/p) x Aa [32; (—ay)sin[a; (z + R)] sin [B; (2qy)] ] x sin (k.z)
H,=0

where ¢ = 1,2,3 and A;, A, are constants for even and odd mode respectively and

ap=mnl/H, Bi=n[J(m—=10)+(m+1)/G]/2
ag=mm/H, fo=7[J(n—m)+ (n+m)/G|/2
ag=mn/H, Bzs=n[J(—n)+(n+1)/G]/2

p=sin(0/2),  q=-cos(d/2), S=4p*>, Q=4q’ (5)
r=(b/2)tan (6/2) , R =r/sin(p/2), t =sin(p/2)
G=(gr+2tR), H=(gr+R), J=SG/(H?Q), g¢g=1/(2p)

x? = (2/3) 72 [S/H? + Q (3J% + 1/G?) /4] (m? + mn + n?)

Il+m+n=0

The wave number in z-direction (k,) into DRA can be found from the following transcendental
equation:

k,tan(k.h —7/2) = \/(e, — 1)k2 — k2 (6)
If k, denotes the free space wave number then, the non-separable composite wave numbers along
x and y-direction, i.e., x and k, satisfy the separation equation:

X2+ k2 = e k2 (7)
4. EFFECTIVE DIMENSION

The ideal contour of magnetic lines is circular. For non-circular cross sectional resonators, magnetic
lines are deformed near the corner(s) [3] as shown in Fig. 1(d). The theoretical ratio of resonant
frequency of semicircular and circular tube is 1.4 but in practice, it is equal to 1.6. This is because
the magnetic lines avoid corners in semicircular tube which makes the effective area smaller than
the actual area [3]. This can be well explained using duality. The concept of deformed magnetic
lines which decreases the area is dual of fringing of electric field which increases the area. Fringing
of electric field is well known for calculating effective area as reported in literature so far. But in
this paper, the concept of deformed magnetic lines is used for calculating resonant frequency of
TDRA.

Using this concept and assuming that maximum energy passes through the in-circle of isosceles
(0 — ¢ — ) triangle, the effective base and effective median (perpendicular bisector of base) lengths
are:

b = b— (b—2r)/A (8)
Mg = M — (M —2r)/A (9)
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Table 1: Comparison of resonant frequency for TM7 4 _; mode (e, = 10).

0 (deg) | A | M (mm) | h (mm) Resonant Frequency (GHz) Error (%)
frsim | Overfelt [7] | frine | Overfelt [7] | Theory
6 6 10.75 12.92 10.68 20.22 —0.6818
30° | 1.25 9 9 7.1 8.616 7.118 21.35 0.2508
18 18 3.55 4.308 3.559 21.35 0.2508
26 26 4.1 — 4.093 — —0.1733
75° 2.05 29 29 3.65 — 3.669 — 0.534
30 30 3.95 — 3.547 — —0.0796

where b, M, r are base, median and in-radius respectively and A is a constant which differs from
triangle to triangle as shown in Table 1. The effect of permittivity along the height of rectangular

DRA is given by [5]:
heg = h(1 —1/e,) (10)

Both rectangular and triangular DRAs are analyzed in Cartesian co-ordinate system. Hence Equa-
tion (10) can be effectively used to calculate the effective height of TDRA.

5. RESULTS AND DISCUSSIONS

Finite Element Method (FEM) based commercial software HFSS [6] is used to simulate the antenna
structures. TDRA is excited using coaxial probe as shown in Figs. 1(b)-1(c). The radius of inner
conductor of probe is 0.63mm. To reduce the complexity of our problem, we have taken M = h.
The length of probe is taken to be 50% of the height of TDRA which is sufficient for efficient
coupling of TDRA. The size of ground plane (5b x 5M) is taken two times larger from each side of
TDRA.

To show the accuracy and effectiveness of our proposed theory, resonant frequency is calculated
using DMWM and finally are compared to published results available in open literature [7]. It is
found that our results are very much accurate. Table 1 shows simulated (f7g,) and computed
resonant frequencies using above theory (fry.) of isosceles (6 — ¢ — ) triangle.

6. CONCLUSION

An isosceles (0 — ¢ — 0) triangular DRA is investigated here theoretically. Deformed Magnetic-lines
Waveguide Model (DMWM) is proposed to analyze it. Internal fields for even and odd modes
are given here. An accurate solution for resonant frequency is provided and verified with FEM
based commercial software HFSS. Our result is compared with published results, which indicates
its superiority as the most general and accurate model reported so far.
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Study and Analysis of GUNN Loaded Active Microstrip Patch
Antenna
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Abstract— This paper presents the design and simulated results of a compact, low-cost Gunn-
diode integrated active rectangular patch antenna and compares the results with a similarly
configured passive antenna. The simulation results in this paper can be used as design reference
for the practical design of the active antenna.

1. INTRODUCTION

An antenna with some active processing elements before intercepting or producing electromagnetic
wave is called an active antenna. But since the active element should have an impact on the
interception of the radiation of the electromagnetic waves, an active fully integrated antenna can
be defined as “an antenna whose radiation properties are intimately associated with an active
element or elements behavior” [1]. Active antennas reduce size, weight and cost over conventional
designs which are very useful in microwave systems [2—4]. Active antennas overcome several of the
shortcomings of traditional antennas [5]. They are almost frequency independent, in the sense that
their bandwidth is dependent on the active circuitry rather than the radiating element. Also a
careful design of the connected amplifier can ensure a very broadband performance of the antenna.
Similarly the gain of the antenna can also be controlled by the amplifier. Since the active antenna is
electrically small compared to the passive one, the overall length is much less than the conventional
antenna, and thus can be used in places where there is constraint on space.

In this paper, a Gunn diode has been modeled in Ansoft Designer and integrated with a rectan-
gular microstrip patch antenna to form an active antenna which is modeled in HFSS. The simulation
results are encouraging for practical application.

2. DESIGN SPECIFICATIONS FOR PASSIVE MICROSTRIP PATCH ANTENNA

A rectangular microstrip patch antenna has been designed and fabricated to operate at 9.5 GHz as
shown in Fig. 1.

The design parameters are given below: Frequency of resonance (f,) = 9.5 GHz, Free space
wavelength (A\,) = 31.579mm, Relative permittivity of the substrate (¢,) = 2.2, Height of the
substrate (h) = 0.787 mm, Effective length of the patch (I) = 11.021 mm, Length extension (4;) =
0.411mm, Physical length of the patch (I,) = 9.79mm, Effective width of the patch (wesr) =
14.569 mm, Effective dielectric constant (e.fr) = 2.096, Guided wavelength ()\,) = 21.812mm,
Characteristic impedance (Z,) = 12.951 ohm, Input impedance (R;,) = 271.139 ohm, Intrinsic
conductance (G;) = 2.32 x 10~®mho, Attenuation constant (ag) = 3.502 x 10~%, Propagation
constant () = 0.288.

& Weff

Lp

>

M

A4

Figure 1: Rectangular Microstrip patch antenna.
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3. DESIGN PROCEDURE

3.1. GUNN Diode Modeling

A Gunn diode is a two terminal device, which like a normal diode exhibits non linear I-V character-
istics but have a negative resistance region. The GUNN diode must be biased within the negative
resistance region to produce a RF output signal. DC voltage is applied to the diode along a path
known as the radial line transformer which is a complex device that acts as the bias circuitry for the
diode; the components and their magnitudes therein are crucial [6]. The advantage of Gunn diode
over other active devices is that it is a relatively cheap and readily available device and so they
are often used for DC to microwave conversion since no additional complex circuitry is required
to create an oscillator. Also the low voltage requirements make them suitable for a wide range of
applications and allow them to be used in a variety of different environments.

Gunn Diodes are two-terminal negative-impedance semi-conductors. The negative differential
impedance of the Gunn diode may be modeled by a complementary pair of JFETSs, as shown in
Fig. 2(a) [7].

Using the GUNN diode model Gunn relaxation oscillator is designed in Ansoft Designer as
shown in Fig. 2(b). This circuit will operate properly if the DC source resistance is less than the
diode negative impedance and the load-line must intersect the active characteristic in the negative
impedance region. Also the AC impedance of the DC source should be very high in order to ensure
that the bias point becomes astable. The first and last conditions can be met by the transforming
properties of a quarter-wavelength transmission line.

3.2. Active Antenna Design

An active antenna can be designed integrating a two-terminal device viz. GUNN diode, by po-
sitioning it at an appropriate point on the patch antenna or connected to the patch through a
microstrip transformer. In both cases the purpose is to obtain maximum radiated power from the
antenna. But in case of high frequency patch antenna the dimensions of the antenna become very
small, therefore sometimes it is necessary to use the latter technique. Fig. 4 shows the configuration
of an active microstrip patch antenna when the Gunn diode is mounted outside the patch antenna.
The relations for the various impedances are as shown in the Figure where Zy; and Zyy are the
characteristic impedances of the first and second transformer sections respectively [8].

As shown in the Fig. 3 the passive rectangular microstrip patch is designed in HFSS software
and then the modeled GUNN diode as shown in Fig. 2(a) is combined in Ansoft Designer.

The total active antenna system as shown in Fig. 4 is then simulated in HFSS. Since the
rectangular microstrip patch antenna integrated with GUNN diode act as a resonant structure, the
Q@-value of the whole system can be written as [9],

111
QL_Qe Q

where, ) denotes the quality factor for the microstrip patch antenna, Q). is the external ) which

(1)

= Model | nsit | Jpd- Model = Model

N — fac ) —(A g fg e

P Model| O | = Model | LFET| = Model

(a) (b)

Figure 2: (a) GUNN diode. (b) GUNN diode relaxation oscillator modeled in Ansoft designer.
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Figure 3: Rectangular active microstrip patch, Gunn diode is integrated to the patch through a microstrip
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Figure 5: (a) GUNN diode I-V characteristics plot showing the negative resistance region (b) Oscillator
response using GUNN diode.

would result if the resonant circuit were loss free and only the loading by the external load were
present, and Qr, is the loaded ) when the microstrip patch antenna is integrated with Gunn diode.
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Figure 6: (a) Passive antenna S-parameter plot. (b) Active antenna integrated with GUNN diode S-
parameter plot.

Since @Q-value is inversely proportional to Band-Width (BW), active integrated Microstrip patch
antenna should have a larger BW than the passive microstrip patch antenna.

3.3. Results and Discussion

The DC characteristics plot of the GUNN diode modeled in Ansoft Designer is shown in Fig. 2(a).
For oscillation purpose the diode is to be operated in the negative resistance region as marked in
the figure and the oscillation response is shown in Fig. 5(b). Fig. 6(a) shows the S-parameter plot
of the rectangular Microstrip patch antenna modeled in HFSS as shown in Fig. 1. Fig. 6(b) shows
the S-parameter plot of the GUNN diode integrated active Microstrip rectangular patch antenna.
Comparing Figs. 6(a) & 6(b), BW has been increased by 10.9%.

4. CONCLUSION

In this paper, an active microstrip patch antenna design has been presented which is simulated
and analyzed at 9.5 GHz. In this work the active device and the patch has been considered as a
composite unit instead of taking them as independent units whereas in conventional wireless or
radar systems antenna and circuit they are being considered as separate. The main disadvantage of
antenna circuit integration is contradictory requirements of systems. Thick, low dielectric constant
substrates are required to enhance microstrip antenna efficiency but thin, high dielectric constant
substrates are needed for good circuit action. Also since efficiency of a single Gunn diode is very
low proper heat sink design is very important. However this limitation can be avoided if we
design large phased arrays where transmit receive function is distributed across the array. Personal
communications and vehicle telematics are areas where future requirements may be fulfilled with
integrated circuit-antenna modules. Also one of the applications of this technology is single chip
transceiver where antenna, transmitter and receiver are made on a single semiconductor substrate.
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Abstract— During the last two decades, the finite difference time domain (FDTD) method
became one of the most efficient and flexible electromagnetic numerical techniques. The accuracy
of the technique is the main concern of many researchers since it is a key issue in modeling real
life problems. In this paper, a formulation based on dividing the computational time step in two
steps to solve the scattering from a general lossy media will be presented. In the first fractional
step, each field component will be allowed to vary in only one of the two directions perpendicular
to the direction of this field component. In the next fractional step, the variation in the remaining
direction will be allowed. This will provide accurate computations of the fields without the need
for more memory storage or additional computational time. Another important parameter in
the accuracy of computations is the method of handling the incident field. In this paper, the
scattered field formulation will be adopted where the incident electric field will be computed
analytically at each spatial cell which results in no error in the incident field computations and
thus yielding more accurate computation of the scattered fields. The proposed method is tested
and the accuracy is illustrated for scattering by a lossy sphere.

1. INTRODUCTION

Recently, the finite difference time domain (FDTD) numerical technique has vast increase in its
popularity due to its ability to treat many applications since its first proposal [1]. Many attempts to
overcome the Courant-Friedrich-Levy (CFL) condition were exerted [4]. The alternating-direction
implicit (ADI)-FDTD method has been developed [2,3], which is unconditionally-stable which
removes limiting the time step and has the second-order accuracy in time. A split-step FDTD which
is a fractional type step method has been proposed to reduce the computational complexity [4-6].
The method is also unconditionally stable and has second-order accuracy in space. The scattered
field formulations presented in [9-11] reveal good accuracies compared to the total/scattered field
formulations due to the fact that the scattered field formulation takes into consideration the exact
analytical calculations of the incident fields at the different FDTD cells [12]. This is in contradictory
to the total/scattered field formulation which is based on the assumption of a radiating box that
separates between the total field and the scattered field regions. The incident field is calculated by
propagation through the FDTD lattice which allows for the numerical errors in the incident field
calculations. In this paper, the split step FDTD is applied to achieve numerical unconditioned
stable explicit FDTD scheme. The proposed scheme is extended to the scattered field formulation
to provide accurate calculations of the scattered fields.

2. PROBLEM FORMULATION

Since the electromagnetic fields are the sum of incident and scattered fields. The total fields can be
expressed as E' = E°+ E* and H' = H*+ H'. The superscripts ¢, s, and i denotes total, scattered,
and incident fields, respectively.

For nonmagnetic materials, Maxwell’s equations for the scattered fields can be expressed as [2]

s S oL ' i
VXH® = ocFE° +¢ 5 + (e — &) 5 +oF (1)
OH®
XE° = 2
v Y (2)

The 3D Maxwell’s Equations (1) and (2) for a medium with constant permittivity e, constant
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permeability g and constant conductivity o is written in Cartesian co-ordinatesas

OE: OH:! OH, [ : ;

ES T _ z Yy _ _ T Et
ok, +e—, a9y P _(s €0) 5 T° m]
0E, OHS OH: OE, :

S y _ r z _ Y E
ok, +¢ 5 P pe (e —€0) T +oE,
oEs O0H; OH? E! ,

ES z Yy _ r _ z Et
ok, +e—, o a9y _(5 €0) 5 1O Z]

( OH; OE; OE:
ot = 92 ~ dy
OH; OES OES

’ a ot~ or 0z
O0H: 0E; OEj;

oo T oy ow

Maxwell’s equations can be splitted into two groups of 1D sub problems as follows

In the first half time step

_ 9 0H:
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In the second half time step

s OH?

oBs 28 — o

T ot 0z
OHy _231351
=t = Dz

oE; OH?

S {7 R— z

UEZJ+€ aty = —2 ox }

OH* OE?
z — _2 Y
ot ox

s OB _ 5 0H:

oE; + e = 27,
OH; _ _50B:
K = Dy

From the splitted equations, it is noticed that the two groups are mutually uncoupled 1D
differential equations and the factor of 2 is added due to the splitting process. Note also that the
incident field is computed in the first half time step while in the second time step, the incident
fields are computed by propagation from the first half time step.

The update equations in the first half time step are

ErVA = 0 ERSYY 4 Dtedy (HY, (i, j, k) —

E’;j”‘l = C’lEZs_l/4 + Dtedz (Hyy (4,5, k) — Hys (i, j, k — 1)) — eince x Ey; — edeven x

ETHYA = 0 BV 4 Dteds (H, (i, j, k)

where
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Dtedz
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z8
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2At
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2At
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HEF? = H2, o+ Dimdy (B 6+ 1,k) = B i, k)) (9)
At
Dtmdx = 1
mdx Sz (10a)
At
Dt = — 1
mdy 2y (10b)
At
Dtmdz = 1
mdz Sl (10c)
The update equations in the second half time step are
E;L;L3/4 = ClE;L;rl/4 — Dtedz <H:LZLS+1/2 (i’j’ k) - ngl/Z (iaja k — 1)) (11)
Byt = CyBpt = Dieda (HZ? (g, k) = B2 = 1,5, k)) (12)
B = CuEL — Dtedy (Hi2 (i, k) — B2 (6 = 1K) (13)
H = H? = Dimdy (B2 (6, + L k) — BZP k) (14)
Hytt = H 2 = Dimdz (B0 G,k + 1) = B )) (15)
HEFY = HEF? = Dimda (Bt 41,5, k) = B/ (6, b)) (16)

3. RESULTS AND DISCUSSIONS

The validation of the scheme for the scattered field formulation and the the illustration of the
unconditional stability are shown via the illumination of a lossy sphere of 8.2 unit cell radius with
plane wave polarized in the x-direction and propagated in the z direction. The permittivity of the
lossy sphere is chosen to be four times that of free space while the conductivity is chosen to be
0.005s/m. The computational domain has cell sizes of Az = Ay = Az = 1/17m and a mesh size

of 80 * 80 * 80. The plane wave excitation has the form E? = 1000 exp (— x (1 — ﬁAt)g). Where
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Figure 1: The scattered field at the center of lossy sphere computed using the proposed scheme and compared
to the normal FDTD [4].
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the time delay 7 is given by 7 = ¢t — z/c. ¢ is the speed of light. Let § = 64, where [ is the
number of time steps in the Gaussian pulse from the peak value to the truncation value. The pulse
will exist from 7 = 0 until 7 = 2At; approximated as zero outside this range, with peak value
at 7 = BAt and x= (4/8At)%. Figure 1 shows the scattered field at the center of a lossy sphere
with double the Courant limit time step. The results are compared to the normal FDTD (Yee
algorithm [1]) method under the constraint of the Courant condition [4]. Excellent agreement is
observed as shown in the Figure 1.

4. CONCLUSION

A scattered field formulation for the split stepped formulation is presented. The algorithm achieves
unconditional stable FDTD method since it achieves good accuracies at time step double that of
the Courant limit. The scattered field formulation provides accurate calculations for the incident
electric field at each FDTD lattice cells. This formulation avoids the calculations of the fields at a
radiating box in order to get the incident field by propagation through the FDTD lattice as in the
conventional total/scattered field formulations. This will avoid the numerical error in the incident
field calculations. The testing results reveal efficient calculation of the scattered field at the center
of a lossy sphere. One of the main features of the proposed algorithm is that the update equations
in each fractional step consists of uncoupled field equations which is very useful in the parallel
processing algorithms. This aspect will be the subject of a future work.
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Abstract— A novel unconditionally-stable finite-difference time-domain (FDTD) method with
low anisotropy in three-dimensional (3-D) domains is presented, which is based on the split-
step scheme. Symmetric operator and uniform splitting are adopted simultaneously to split the
matrix derived from the classical Maxwell’s equations into four sub-matrices. Accordingly, the
time step is divided into four sub-steps, and a new split-step FDTD method with four sub-steps is
introduced. Compared with the well-known alternating direction implicit (ADI)-FDTD method
and the locally-one-dimensional (LOD)-FDTD method, the proposed method has much lower
dispersion error and normalized phase velocity anisotropic error. Specifically, for the proposed
method, corresponding to a certain cell per wavelength (CPW), there is a Courant-Friedrichs-
Lewy number (CFLN) value making the normalized phase velocity anisotropic error to be zero.

1. INTRODUCTION

Recently, to remove the Courant-Friedrichs-Lewy (CFL) limitation [1] on the time step size of the
FDTD method [2], an unconditionally-stable FDTD method based on the alternating direction
implicit (ADI) technique was developed [3]. The ADI-FDTD method has second-order accuracy
both in time and space. However, it presents large numerical dispersion error with large time steps.
Subsequently, other unconditionally-stable methods such as spit-step [4, 5] and locally-one dimen-
sional (LOD) [6,7] FDTD methods were developed. The LOD-FDTD method can be considered
as split-step approach (SS1) with first-order accuracy in time, which consumes less CPU time than
that of the ADI-FDTD method. Subsequently, to improve the accuracy, unconditionally-stable
split-step FDTD methods with high-order accuracy and low dispersion were proposed in [8-11].
However, these methods are proposed in 2-D domains.

To achieve high-order accuracy and low anisotropy, a novel unconditionally-stable FDTD method
in 3-D domains is proposed in this paper, which is based on the split-step scheme and has four
sub-steps. Specifically, the normalized numerical phase velocity error, the dispersion error and
the normalized phase velocity anisotropic error of the proposed method are lower than those of
the ADI-FDTD method and the LOD-FDTD method. Another important aspect of the proposed
method is that for a certain CPW, there is a CFLN value making the normalized phase velocity
anisotropic error to be zero.

2. THE SCHEME OF THE PROPOSED METHOD

In linear, isotropic, non-dispersive and lossless medium, € and p are the electric permittivity and
magnetic permeability, respectively. Then, the 3-D Maxwell’s equations can be written in a matrix
form as

ot }
5 =M@ (1)

where @ = [Ey, Ey, E., Hy, Hy, H;]*, and [M] is the Maxwell’s matrix, which is shown as follows.

- 190 10 A
0 0 0 108 —<%5; g%
0 0 0 51873 108 —Z5s
- 0 0 0 —<d; :or 0
[M] = 0 10 _10 0 0 0
| Loy “uor 0 0 0 0 |
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Symmetric operator and uniform splitting are exploited to decompose the matrix [M] into four
parts [A]/2, [B]/2, [B]/2, and [A]/2, respectively, where

- 10 A r 10 ]
o 0o 0o 0 0 12 00 0 0 F o
o o0 o 2 0 0 000 000 Cay
0 0 0 0o 12 o 0 0 0 =% 0 0
A=1 ¢ 12 o o 0" o Bl==| o o 12 % o o
woz Ty 19 # Oy
0 0 GE 0 0 0 % 00 00 0
12 0 0 0 0 0 0 22 0 0 0 0 |
Then, (1) can be written as
ou _[A _ Bl . [B . [A _
or_ Al st [t e 2
By 5 U+ 5 U+ 5 U+ 5 U (2)

By using the split-step scheme [4], (2) is divided into four sub-equations, from n to n+1, one time
step is divided into four sub-steps accordingly, n - n+1/4, n+1/4 - n+2/4, n+2/4 — n+3/4,
and n + 3/4 — n + 1, by successively solving

sub—step1:£:4-[;”-ﬁ n—n+1/4 (3a)
Sub—step2:g7f:4-[§]-ﬁ n+1/4—n+2/4 (3b)
sub—step3:£—4‘[§]~ﬁ n+2/4—n+3/4 (3c)
sub—step4:aaf:4-[;”-ﬁ. n+3/4—n+1 (3d)

Furthermore, the right side of the above equations can be approximated by using the Crank-
Nicolson scheme [10]. Subsequently, four sub-procedures are generated as follows

(-5 ) o= (n+ ) e (42)

(-5 ) = (104 5 ) o (av)
(1n- 5 t) o = (104 5 ) e (10)
(-5 ) e = (in+ 51y oo (4a)

where [I] is a 6 x 6 identity matrix.

3. NUMERICAL STABILITY AND DISPERSION ANALYSIS

By using the Fourier method, assuming k;, ky, and k. to be the spatial frequencies along the z, y,
and z directions, the field components in spectral domain at the nth time step can be denoted as

n _ g —j(kIAx+k, JAy+k. KAz
U}LJJ(—U e ( Y ) (5)

By substituting (5) into (4a)—(4d), the following equations can be generated

U™ = [Al4 [Alp [Alp [A], U = [A]U™. (6)
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where [A] is the growth matrix, and
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A4 = 0 45dP, 64 v B, %I 0
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r B, 45bP, ]
A, 0 0 0 B JAZ 0
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B, 45bP,
Al = 0 0 7 L0 0
B 0 o -5 B 0 0
— 4idP. 0 0 0 B. 0
4§dP, Y B,
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where §/0a = jP, = —2j - sin(ka A /2)/ A, b = At/(2¢), d = At/(2p), Ay = 4 + bdP2, B, =
4—bdP:, (e =z, vy, 2).
By using Maple 9.0, the eigenvalues of [A] can be found, as
M=X=1 A= = =)=+ V]1-&. (7)
where ¢ = R/S, and

R =4096 — 6144bd(P; + P + P2) + 256b*d*(P, + P, + P, + 4P2P; + 4P, P? + AP} P?)
+b%d*(6656 - P2P,P? — 384(P; P} + PP} + PP? + P2P} + P, P? + P.P}))

+16b'd* (4P} P} P} + 4P2 P} P} + AP2P:P} + PP} + P, P} + P, P})
— 24b°d°(P} P, P} + P} P: P! + P, P} P?) + t°d° P, P, P}

ztytz ztytz

(8a)

S =4096 + 2048bd(P; + P + P2) + 256b°d*(P, + P + Py + 4P; Py + 4P, P? + 4P P?)
+1280°d* (P} P} + P2P, + PP} + P:P} + P, P? + PP} + 4P}P;P?)
+16b*d* (4P, PP} + AP, P, P? + AP.P; P! + P, P} + P, P} + P, P)

+8b°d° (PP, P} + P} PP} + P} P, P?) + b°d° P, Py P}

Tyt z Ty z

(8b)

It is obvious that the values of P, corresponding to the second-order central finite-difference scheme
are all real numbers. Since |A1| = |A2| = |A3| = |[\a] = |As5] = |X6¢| = 1, we can conclude that the
proposed method is unconditionally stable.

Assume the field to be a monochromatic wave with angular frequency w

EN = E,e/vAtn HY = H A o =g, y, 2 9)
Then, (6) can be expressed as 4
(A1) = [AYU™ = 0. (10)
where U" is related to the initial field vector U° and defined by
U" = erijtn. (11)
For a nontrivial solution of (10), the determinant of the coefficient matrix should be zero as follows
det (/A1) — [A]) = 0. (12)

With reference to the eigenvalues of [A] above, the dispersion relationship of the proposed method
can be deduced in (13).

tan?(wAt/2) = (1 —€)/(1 +€). (13)
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4. PERFORMANCES OF THE PROPOSED METHOD

In this section, the numerical dispersion and the anisotropy performances of the proposed method
have been studied for different parameters such as the propagation angle, the mesh size and the
time step. The results are in 3-D domains and compared with the results of previously published
ADI-FDTD method and the LOD-FDTD method.

Figure 1 shows the normalized numerical phase velocities versus ¢ with § = 0°, 45°, CFLN = 2,
R =1, and CPW = 10 for three unconditionally-stable FDTD methods. As can be seen from
Fig. 1, the normalized numerical phase velocities of the proposed method are better than those of
the ADI-FDTD method and the LOD-FDTD method. Moreover, the accuracy of the ADI-FDTD
method is similar to that of the LOD-FDTD method. For instance, with # = 0°, the normalized
numerical phase velocities of the ADI-FDTD method, the LOD-FDTD method, and the proposed
method are 0.944, 0.944, and 0.974, respectively; Corresponding the normalized numerical phase
velocities errors are 5.6%, 5.6%, and 2.6%, respectively. In other word, the normalized numerical
phase velocity error of the proposed method is reduced by more than 53% in comparison with the
ADI-FDTD method and the LOD-FDTD method.

Figure 2 shows the dispersion errors versus CFLN with 6 = 0°, 45°, R = 1, CPW = 50, and
@ = 90° for three unconditionally-stable FDTD methods. From Fig. 2, with CFLN = 15 and
0 = 0°, the dispersion errors of the ADI-FDTD method and the LOD-FDTD method are 8.5%
and 8.5%. However, the dispersion error of the proposed method is 2.4%, which is lower than
those of the ADI-FDTD method and the LOD-FDTD method. On the other hand, the dispersion
errors of three unconditionally-stable FDTD methods increase as CFLN increases. Nevertheless,
the increase of the dispersion error of the proposed method is much less pronounced than those of
the ADI-FDTD method and the LOD-FDTD method. Furthermore, the value of the dispersion
error of the proposed method with # = (0° is similar to that of the value with 8 = 45°.

Figure 3 shows the dispersion errors versus CPW with 8 = 0°, 45°, R = 1, CFLN = 4, and
o = 90° for three unconditionally-stable FDTD methods. As can be seen from Fig. 3, the dispersion
errors decrease as CPW increases. Moreover, the proposed method with CPW = 40 has the
same dispersion error compared with the ADI-FDTD method and the LOD-FDTD method with
CPW = 20. It is concluded that the proposed method with the coarsest mesh leads to the same level
of accuracy as the ADI-FDTD method with the finest mesh. Such an improvement of the accuracy,
which is realized by the proposed method with the coarsest mesh, lead to other advantages, such
as higher computational efficiency and lower memory requirements.

Figure 4 shows the normalized phase velocity anisotropic errors versus CFLN with 6 = 45°,
90°, R = 1, and CPW = 50 for three unconditionally-stable FDTD methods. From Fig. 4, the
normalized phase velocity anisotropic errors increase as CFLN increases. However, the normalized
phase velocity anisotropic error of the proposed method is lower than the other two methods.
Particularly, for the proposed method, corresponding to a certain CPW, there is a CFLN value

—_
—_
o
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B ~~ LOD-FDTD,0=0° #
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Figure 1: Normalized numerical phase velocities ver-
sus ¢ with 8 = 0°, 45°, CFLN = 2, R = 1, and
CPW = 10 for three unconditionally-stable FDTD
methods.

Figure 2: Dispersion errors versus CFLN with 6 =
0°, 45°, R =1, CPW = 50, and ¢ = 90° for three
unconditionally-stable FDTD methods.
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Figure 5: Normalized phase velocity anisotropic errors versus CPW with 8 = 45°, 90°, CFLN = 4, and
R =1 for three unconditionally-stable FDTD methods.

causing the numerical phase velocity anisotropic error to be zero.

Figure 5 shows the normalized phase velocity anisotropic errors versus CPW with 6 = 45°, 90°,
CFLN =4, and R = 1 for three unconditionally-stable FDTD methods. From Fig. 5, the normalized
phase velocity anisotropic errors decrease as CPW increases, and similarly, the normalized phase
velocity anisotropic error of the proposed method is lower than the other two methods. Specifically,
for the proposed method, corresponding to a certain CFLN value, there is a CPW value making
the normalized phase velocity anisotropic error to be zero.

5. CONCLUSION

A novel unconditionally-stable finite-difference time-domain (FDTD) method with low anisotropy
in 3-D domains has been presented. Symmetric operator and uniform splitting are adopted si-
multaneously to split the Maxwell’s matrix into four sub-matrices. Accordingly, the time step is
divided into four sub-steps. Compared with the ADI-FDTD method and the LOD-FDTD method,
the normalized numerical phase velocity of the proposed method has been improved. Furthermore,
the dispersion error and normalized phase velocity anisotropic error of the proposed method have
been greatly reduced. Specifically, for the proposed method, corresponding to a certain CPW value,
there is a CFLN value making the normalized phase velocity anisotropic error to be zero.



1130 PIERS Proceedings, Kuala Lumpur, MALAYSTA, March 27-30, 2012

ACKNOWLEDGMENT

This work is supported by the State Key Laboratory of Millimeter Waves (Southeast University,
K201102).

REFERENCES

1. Taflove, A. and S. C. Hagness, Computational Electrodynamics: The Finite-Difference Time-
Domain Method, 2nd Edition, Artech House, Boston, MA, 2000.

2. Yee, K. S., “Numerical solution of initial boundary value problems involving Maxwell’s equa-
tions in isotropic media,” IEEE Trans. Antennas Propag., Vol. 14, No. 3, 302-307, May 1966.

3. Zheng, F., Z. Chen, and J. Zhang, “Toward the development of a three-dimensional uncon-
ditionally stable finite-difference time-domain method,” IEEE Trans. Microw. Theory Tech.,
Vol. 48, No. 9, 1550-1558, Sep. 2000.

4. Lee, J. and B. Fornberg, “A split step approach for the 3-D Maxwell’s equations,” J. Comput.
Appl. Math., No. 158, 485-505, Mar. 2003.

5. Lee, J. and B. Fornberg, “Some unconditionally stable time stepping methods for the 3D
Maxwell’s equations,” J. Comput. Appl. Math., No. 166, 497-523, Mar. 2004.

6. Shibayama, J., M. Muraki, J. Yamauchi, and H. Nakano, “Effcient implicit FDTD algo-
rithm based on locally one-dimensional scheme,” Electron. Lett., Vol. 41, No. 19, 1046-1047,
Sep. 2004.

7. Liu, Q. F., Z. Chen, and W. Y. Yin, “An arbitrary order LOD-FDTD method and its sta-
bility and numerical dispersion,” IEEE Trans. Antennas Propag., Vol. 57, No. 8, 2409-2417,
Aug. 20009.

8. Fu, W. and E. L. Tan, “Development of split-step FDTD method with higher-order spatial
accuracy,” FElectron. Lett., Vol. 40, No. 20, 1252-1253, Sep. 2005.

9. Kusaf, M. and A. Y. Oztoprak, “An unconditionally stable split-step FDTD method for low
anisotropy,” IEEE Microw. Wireless Compon. Lett., Vol. 18, No. 4, 224-226, Apr. 2008.

10. Chu, Q. X. and Y. D. Kong, “High-order accurate FDTD method based on split-step scheme
for solving Maxwell’s equations,” Microwave Optical Technol. Lett., Vol. 51, No. 2, 562-565,
Feb. 2009.

11. Chu, Q. X. and Y. D. Kong, “Three new unconditionally-stable FDTD methods with high-
order accuracy,” IEEE Trans. Antennas Propag., Vol. 57, No. 9, 2675-2682, Sep. 2009.



Progress In Electromagnetics Research Symposium Proceedings, KL, MALAYSIA, March 27-30, 2012 1131

SAR Computation of a Human Head Exposed to Different Mobile
Headsets Using FDTD Method

Reza Aminzadeh' 2, Mehrangiz Ashiri" 2, and Ali Abdolalil-3

!Bioelectromagnetics Research Group
Iran University of Science and Technology, Tehran, Iran
2School of Science and Engineering
Sharif University of Technology, International Campus, Kish Island, Iran
3Department of Electrical Engineering
Iran University of Science and Technology, Tehran, Iran

Abstract— Many standards are not considering Specific Absorption Rate (SAR) measurements
with the use of mobile headsets. In this paper a simulation of mobile headset effects on a human
head is done using FDTD-based platform, SEMCAD-X software. We designed two headset
models with different case materials to observe their interaction with a Specific Anthropomorphic
Mannequin (SAM) phantom as a human head model. Both headset models are installed in the
left ear and the human head is rotated by 30°. As headset communicates via Bluetooth at the
frequency of 2.4 GHz, we chose a suitable planar inverted F antenna (PIFA) to use with both the
headset models. Spatial peak SAR values averaged over 1g and 10g for each model in both the
environments and compared to each other. The results confirm that the value of SAR in a car
is lower than free space due to the presence of dielectric materials in the car. We conclude that
headset case material has a high impact on SAR changes in different environments.

1. INTRODUCTION

As the mobile phone technologies grow up faster, the number of people using mobile headsets
is increasing. Headsets are easier to use for several people even a child or an adult. Exposure
to the radiation pattern of a mobile headset seems to be safer than mobile handsets. Mobile
headsets communicate to the mobile phone via Bluetooth at 2400 MHz to 2450 MHz frequency
band. Bluetooth-based applications are classified in three categories. Headsets are classified in
the 2nd category where the maximum radiation power is 2.5mW (4dBm). These days several
manufacturers produce different types of headsets. Their induced SAR in a human head differs
due to the antenna type, housing, operation frequency, battery type, dimensions and etc. Many
standards like IEEE-1528 [1] and IEEE-1529 [2] are not considering SAR measurements with the
use of mobile headsets. Several methods have been deployed for computation of SAR for mobile
phones [3,4]. Previous studies did not consider SAR measurements of a human head exposed to
different mobile headsets and their interaction in different environments.

In this paper, we measured SAR values for two different headsets in free space and a car
using explicit FDTD (Finite Difference Time Domain) method due to its simplicity and direct
applicability to Maxwell’s equations. After studying several mobile headsets, we designed two
headset models based on popular models. The electromagnetic radiation was produced by a planar
inverted F antenna (PIFA) provided by SEMCAD [5].

2. FDTD MODELING

In order to simulate the proposed scenarios and different models, FDTD-based platform simulation
software, SEMCAD-X [5] is used. The simulation consists of electromagnetic modeling, working on
volumetric pixels called voxels by the help of rendering a 3D object in terms of its electromagnetic
characteristics and applying finite differences of Maxwell’s equations in the time domain [6].

Two headset cases are designed based on popular models. Most of mobile applications as
headsets are made of Acetal [7], Silicon [8] and poly carbonates. In this paper, we chose Acetal
and Silicon for our headset models. In the rest of the paper the headset with Acetal case is called
Model 1 and the headset with silicon case is named as Model 2. In Figure 1 two headset models
mentioned above are shown.

For human head we used SAM phantom (Specific Anthropomorphic Mannequin), a homogeneous
model [5] that contains two dielectric parts; SAM shell and liquid. SAM shell is a plastic shell filled
with a homogeneous liquid and a loss less space as an ear. Shell parameters are different from the
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model introduced by IEEE standard committee [9]. Both headset models are installed in the left
ear and the human head is rotated by 30° as shown in Figure 2.

To simulate our models in a car, we used a Ferrari model provided by [5]. We also studied the
role of dielectric parts like car seats, dashboard, glass, tires and etc. It is clear that other parts like
trunk, chassis, wheels, hood and brakes are considered as PEC/metal parts. Figure 3 depicts the
car model. In Table 1 dielectric properties of SAM phantom and headset cases are given [10].

A planar inverted F antenna whose excitation is a 50-Ohm sinusoidal voltage source at the space
between the antenna and PCB is used. Figure 4 shows the antenna configuration and dimensions
at 2.4 GHz. Antenna parameters are also described in Table 2. A minimum spatial resolution of
0.2 % 0.2 x 0.2mm? and a maximum spatial resolution of 5 x 5 x 5 mm? in the z, y, and z directions
are chosen with a grading ratio of 1:2. The amount of FDTD-grid cells are (185 x 135 x 239 = 5.969
Mecells) for both models in free space and (590 x 319 x 303 = 57.0276 Mcells) for both models in
the car.

Also a bounding box setting for the antenna is made with refinement on both upper and lower
boundary of 0.06 for Z axis. For all solid regions a refining factor of 10 is set. The Absorbing
Boundary Conditions (ABC) is set as Uniaxial Perfectly Matched Layer (U-PML) mode with a
very high thickness [5]. A transient simulation time of 15 periods is set to achieve a steady state.

3. RESULT

There are various types of algorithms to calculate SAR when human body exposure to an electro-
magnetic field. We measured spatial peak SAR as defined in IEEE-1529 standard recommenda-
tion [2]. All the results are achieved with antenna source power of 0.0025 W in 2.4 GHz frequency
band as it is the maximum radiation power for the 2nd class Bluetooth devices. Based on IEEE
C95.1-1999 [11] and IEEE C95.1-2005 [12], the maximum value of SAR, and SARg, are 1.6 W /kg
and 2 W /kg respectively while all of our results are lower than 0.130 W /kg. As it can be seen in
Table 3, the maximum value for SAR;, is for model 1 in free space (0.1228 W /kg) while model 2
has the minimum value in car (0.0452 W /kg). The maximum value of SAR;, is for model 1 in free
space (0.0455 W /kg) and the minimum value is for model 2 in car (0.0184 W/kg). Based on the
results discussed above the best choice here is model 2 which has the minimum amount of SAR
induced in head for both environments in car and free space. A significant decrease in SAR values

(a) (b)

Figure 1: Designed headset CAD models ((a) model 1, (b) model 2).  Figure 2: SAM phantom and in-
stalled headset.

(@) (b)

Figure 3: Car model. Figure 4: PIFA shape and parameters ((a) F type antenna, (b) an-
tenna ground).
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Table 1: Dielectric properties of SAM phantom and Table 2: Antenna parameters.
headset cases.

P | Length (mm) | P | Length (mm)
Frequency | 2400 MHz-2450 MHz L1 50 D 3.05
Material d (s/m) Er L2 41.95 H1 0.1
SAM Shell | 0.0016 5 L3 5.9 A 60
SAM Liquid 1.8 39.2 L4 11.9 B 40
ACETAL 0.002 2.8 L5 21 W 50
SILICON 0.00156 11.68 L6 10 H2 0.1
L7 1.95 H3 1.8
L8 3

Table 3: Spatial SAR values averaged over 1g and 10 g for different models.

Models Model 1 Model 2
Place of Simulation Free Sp Car Free Sp Car
Input Power (mW) 2.5 2.5 2.5 2.5

SARi, in Head (W/Kg) | 0.1228 | 0.0967 | 0.0984 | 0.0452
SARg in Head (W/Kg) | 0.0455 | 0.0358 | 0.0405 | 0.0184

0di |0 df 0di 0 d Adi S0

T

Model 1 free space Model 1 car Model?2 free space Model2 car
1g SAR x=106mm 1g SAR x=105mm 1g SAR x=106mm 1g SAR x=844mm

-

Model 1 free space Model 1 car Model 2 free space Model 2 car
10g SAR x=103mm 10g SAR x=103mm 10g SAR x=112mm 10g SAR x=872mm

Figure 5: Slice distribution of spatial peak SAR averaged over 1g and 10g.

in car can be seen compared to free space. The reason is the presence of dielectric materials in the
car that absorb waves radiated from the headset. Metal parts behave in the opposite way, they
reflect waves radiated in the car. To study the effect of headset case material on SAR in free space
and the car, we calculated SAR difference as follows:

|SARcar - SARfree sp|
SARfTee sp

SARdz’f (%) = x 100% (1)

Based on the presented equation, for model 1, the difference for SARiy is 21.25% and for
SAR g calculated as 21.31%. The value of SAR, and SARg, for model 2, are 54.06% and 54.56%
respectively. We conclude that headset case material has a high impact on SAR changes in different
environments. Figure 5 shows that the peak SAR occurs in the ear region.

4. CONCLUSION

In this paper, we designed two types of headset models and simulated the scenario in free space
and a car model using SEMCAD FDTD-based platform. A PIFA was used at 2.4 GHz frequency
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with the source input power of 2.5 mW. We calculated spatial peak SAR averaged over 1g and 10g
for headsets in both the environments. Our results showed that the value of SAR for a headset
in a car is lower than free space due to the presence of dielectric materials in the car that absorb
radiated waves. We also found that the material used for the headset case can have a significant
change on the amount of SAR in different environments. The obtained SAR values were lower than
0.130 W /kg. Model 2 that has a silicon case has the lowest value of SAR compared to the headset
with Acetal case.

REFERENCES

1. IEEE Standard 1528, “IEEE recommended practice for determining the peak spatial-average
specific absorption rate (SAR) in the human head from wireless communication devices: Mea-
surement techniques,” Dec. 2003.

2. “Recommended practice for determining the peak spatial-average specific absorption rate
(SAR) associated with the use of wireless handsets — Computational techniques,” IEEE Draft
Standard-1529.

3. Al-Mously, S. I. and M. M. Abousetta, “User’s hand effect on TIS of different GSM900/1800
mobile phone models using FDTD method,” Proc. of the International Conference on Com-
puter, Electrical, and System Science, and Engineering, Dubai, UAE, Jan. 28-30, 2009; Proc.
of the World Academy of Science, Engineering and Technology (PWASET), Dubai, UAE,
Jan. 28-30, 2009.

4. Li, C. H., E. Ofli, N. Chavannes, and N. Kuster, “SAR and efficiency performance of mo-
bile phone antenna with different user hand positions,” Antennas and Propagation Society
International Symposium, APSURSI’09, Jun. 2009.

5. SEMCAD X, “Reference manual for the SEMCAD simulation platform for electromagnetic
compatibility, antenna design and dosimetry,” SPEAG, http://www.semcad.com.

6. Smith, D., “Technical report summary electromagnetic characterization through
and around human body by simulation using SEMCAD X, NICTA, 2008,
http://www.nicta.com.au/pub?id=1504.

7. Cho, Y. J., S. H. Hwang, O. Ishida, and S. O. Park, “Dual band internal antenna of PIFA type
for mobile handsets and the effect of the handset case and battery,” Proc. of IEEE, 2005.

8. http://en.wikipedia.org/wiki/Electrical_resistivity_and_conductivity.

9. Beard, B. B., W. Kainz, T. Onishi, T. Iyama, S. Watanabe, O. Fujiwara, J. Wang, G. Bit-
Babik, A. Faraone, J. Wiart, A. Christ, N. Kuster, A. Lee, H. Kroeze, M. Siegbahn, J. Keshvari,
H. Abrishamkar, W. Simon, D. Manteuffel, and N. Nikoloski, “Comparisons of computed
mobile phone induced SAR in the SAM phantom to that in anatomically correct models of the
human head,” IEEE Trans. Electromagnetic Compatibility, Vol. 48, No. 2, May 2006.

10. Test Report No. 105236R-RFCEP39V01, MSI Notebook (MS16G1x) Test Report, 1-38, Qui-
eTek Co., Aug. 2010, cedocuments/notebook /ms16G1x path at www.faenl.msi.com.

11. “IEEE standard for safety levels with respect to human exposure to radio frequency electro-
magnetic fields, 3kHz to 300 GHz,” IEEE Standard C95.1-1999, 1999.

12. “IEEE standard for safety levels with respect to human exposure to radio frequency electro-
magnetic fields, 3kHz to 300 GHz,” IEEE Standard C95.1-2005, 2005.



Progress In Electromagnetics Research Symposium Proceedings, KL, MALAYSIA, March 27-30, 2012 1135

Transient Electromagnetic Response of a Coaxial Feeding Monopole
Antenna Mounted on a Rectangular Metallic Enclosure
INluminated by Electromagnetic Pulses (EMP)

Qingqging Zhang', Jian Wang!, and Wen-Yan Yin' 2

LCenter for Microwave and RF Technologies
Key Lab of Ministry of Education of EMC and High-Speed Electronic Systems
Shanghai Jiao Tong University, Shanghai 200240, China
2Center for Optical and EM Research (COER), State Key Lab of MOI
Zhejiang University, Hangzhou 310058, China

Abstract— As we all know, coaxial cables are often used in the feed network of various anten-
nas. In this paper, the terminal electromagnetic interference (EMI) responses of coaxial cables
as a feed network of monopole antenna are studied, which is placed in an enclosure with a win-
dow on its wall and illuminated by an external pulse. The mathematical treatment is based on
the finite-difference time-domain (FDTD) method combined with equivalent feed model method,
Node’s thin wire method, and two-step coupling method. The results obtained by our coupling
method are compared with the direct telegraph equation coupling method, with good agreement
achieved. Further, the proposed method is used to perform EMI transient analysis of the practical
enclosure model illuminated by external pulses with different incident and polarization directions.

1. INTRODUCTION

It is well known that feed networks of antennas in most information systems can be interfered
by external electromagnetic pulses (EMP), and under such circumstances, source integrity problem
will be caused and the system performance will be degraded [1]. Therefore, in order to protect them
from the intentional interference, certain metallic enclosure or cabin will be employed as plotted in
Fig. 1, with the feed network often enclosed. However, the external electromagnetic pulses in the
environment will produce induced current on the antenna and it couples into the coaxial feeding
cable through the interaction at the connection point between the coaxial cable and the monopole
antenna [2, 3].

In the other hand, FDTD Feeding models of coaxial cables for antennas have been studied
extensively in the past a few years [4,5]. [5] proposed an equivalent feed model, which captures the
equivalent connection port voltage and current of transmission lines as the source for the antenna.In
this paper, a hybrid method, based on FDTD method, combined with thin wire antenna model, an
equivalent feed model, and telegraph equations, is integrated for computing the EMI responses of
the coaxial cable in an enclosure as shown in Fig. 1, which is illuminated by external pulses with
different incident and polarization directions.

2. HYBRID FDTD METHOD

2.1. FDTD Formulas of Thin-wire Antenna

For the thin wire antenna, as shown in Fig. 1, there are several methods to model it in FDTD,
such as Taflove’s model [6] and Noda’s model [7]. When the wire radius is very thin, the latter
is more accurate. In Noda’s method, applied in this paper, both adjacent electric and magnetic
fields are modified by changing the relative permeability and the relative permittivity of the thin
wire’s adjacent cells. The modified relative permeability and the modified relative permittivity are
described as

!/

py = pr/m, & =me; (1)

In (j()) /1n (2) ap = 0.2308 2)

where p, and €, are the relative permeability and permittivity of the original medium surrounding
the wire, 0 is the spatial cell size of the FDTD method, ag is the equivalent radius represented by
forcing the tangential components of electric field along the wire axis to be zero, and a is the real

m
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Figure 1: Geometry of a coaxial feeding monopole antenna mounted on a rectangular enclosure with a
window illuminated by external EMP.
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Figure 2: (a) The original adjacent field configuration; (b) the modified adjacent field configuration.

radius of thin wire. The original and modified configurations of the adjacent electric and magnetic
fields of thin wire are shown in Figs. 2(a) and (b), respectively.

Then the adjacent electric and magnetic fields can be calculated by using the relative perme-

ability /. and the relative permittivity e/ instead of the original p, and €,. The calculation of other
field components is kept same as the original method.

2.2. Coaxial Cable Feed Model

An equivalent feed model for the FDTD analysis of an antenna excited by a coaxial line is proposed
in [5], which is simple and accurate. In this paper, its mathematical equations are further modified
for the purpose of applying it in the Cartesian coordinate system. The coaxial aperture is repre-
sented as an equivalent magnetic-frill current through the quasi-static approximation, as show in
Fig. 3(a).

The equivalent magnetic-frill current, including the effect of TEM mode, is described as

—2Vine (t) + ZO 1 (t)

M@ ) == 1 ba) ®)

where M is magnetic-frill current, Vj,. is the incident voltage, I(t) is the feed current, Zj is the
characteristic impedance of coaxial line, a is the inner conductor radius, and b is the outer conductor
radius.
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According to Ampere’s law, the feed current I(¢) can be calculated by

. I . 1.
I (t = nAt) =I" = Ay |:Hg7 <Zfeed + §7jf86d7 kfeed) _H;L <Zfeed - §u]feed7 kfeed>:|

‘ . 1 . . 1
—Ax |:H;L <Zfeed7]feed + 57 kfeed) _H;l (Zfeeda.jfeed - 57 kfeed):| (4)

where ifeeq, Jreed, and kjfeeq are the spatial indexes of the feed cell in z-, y-, and z-direction,
respectively, and At is the discrete time step. The update equation of the magnetic field in y
direction is expressed as follow:

1

+2 (. I -
H:;L <Zfeed + ivjfeeda kfeed) = H:;L

1

L1
Yfeed + ivjfeeda kfeed

- (At *Ho - AZ) E;:L <ifeed+;ajfeed7 kfeed) +(At/(,u'0 : A.%)) (111 (Ax/a)) E? (ifeed + 1a.jfeed’ kfeed)
(AL (10 - A2)) (~2Wine + Zo - I") / (Ax/2) In (Az/a) (5)

The update equation of the magnetic field in z-direction can be obtained as the same way.
According to transmission line theory, the total voltage at the aperture V,;, and the reflected
voltage V,.; can be obtained by

Vab = 2Vipe — Zo - I (6)
Vref = Vinc_ZO'In (7)

So, when needed to calculate the terminal end response of the coaxial cable, the connection
port voltage V,;, between antenna and coaxial line when the system is illuminated by external pulse
is calculated by setting the inner source zero. Then, the terminal voltage response Vj,,q can be
obtained through transmission line model. This is our two-step coupling calculation method. In the
other hand, another coaxial cable feed model is direct telegraph equation model as proposed in [4],
which modify the magnetic field around the connection port using the transmission line voltage
according to Faraday’s Law.

3. NUMERICAL RESULT AND DISCUSSION

At first, the inner feed model for thin wire antenna in semi-space is considered as described in [4, 5]
and the incident source is Gauss pulse described as follow:

+2

Ui (t) = eriﬁ (8)

The outer-to-inner radius ratio b/a of an air-filled coaxial line filled with 502 is about 2.3 and
the inner radius @ is 1 mm. The length-to-radius ratio h/a of the monopole antenna is 100. The
Gauss pulse wave form with unit amplitude and 7,/7, = 0.16 is used as an excited voltage, where
To = h/c and c is the velocity of light. Up is set to be 50 V/m. The CPML is used as a boundary
condition in our simulation.

The calculated reflected voltage on the coaxial line and the input impedance of the antenna as
a function of time are presented in Fig. 3(b) and Fig. 4(a), which have good agreement with the
results presented in [5]. It is observed that there is certain time delay in Fig. 3(b), as different
locations of the reflected voltages are selected.

Then, we further investigated the connection port voltage responses when the thin wire antenna
connected with coaxial line enclosed in a enclosure is illuminated by an external pulse, without
inner source. The geometry of coaxial line and antenna doesn’t change here and the geometry of
the cabin is set as Fig. 1, with L =W =30cm, H = 20cm, a = 15¢cm, b = 10cm, L; = 5cm, and
Lo = 10cm. The coaxial line is loaded by ZI = 50€2 and the incident EMP is also Gauss pulse
as described before. The voltage data obtained by our two-step coupling model and telegraph
equation model is shown in Fig. 4(b) and they have good agreement.

Next, we keep the geometry of the practical model as shown in Fig. 1 not changed and consider
the terminal responses of the coaxial cable in enclosure. The computational domain is discretized
with the cubic cells of Az = Ay = Az = 5mm and the time step is At = Az/(2¢). The six-
side walls of the enclosure are set as perfectly conducting planes except the windows. The CPML
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Figure 3: (a) Equivalent representation of the coaxial aperture; (b) reflected voltage on the coaxial line
calculated by two feed models.
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Figure 4: (a) The input impedance of monopole antenna calculated by two feed models; (b) the connection
port voltage calculated by two methods when the inner source is set zero.

absorbing boundary is employed to truncate the computational domain. The incident EMP used
in our simulation is described by a double-exponential function shown as follows:

E = Eyk (e_ﬂt - e_at) 9)

where the values of the parameters are slow — with k£ = 1.036, o = 2.6 x 108 and § = 1.5 x 106,
medium — with £ = 1.052, a = 4.76 x 108 and 8 = 4.0 x 106, and fast — with £ = 1.3, & = 6.0 x 108
and 8 = 4.0 x 107, which includes three kind of pulses. Ej is set to be 50 V/m.

The terminal voltage responses when the system is illuminated by three different EMP are shown
in Figs. 5(a) and (b). In these two cases, the incident wave propagates along y- and z-directions,
respectively. The results presented in Fig. 5(a) show that there is only a little EM energy of the
whole input energy coupling into the terminal end of the coaxial cable, so as to Fig. 5(b). We also
can see that the energy of fast pulse coupling into the coaxial line is the most from Fig. 5(a). In
Fig. 5(b), the terminal voltage polarity changes because of the changes of the polarization and the
propagation directions of input pulses. However, the fast pulse which contains more high frequency
components, couples most energy into the coaxial line. This tells us that the system may be
damaged more seriously when external intentional EMI is at a high frequency and we should be
careful in the high frequency design about EMC of information systems.
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Figure 5: The terminal voltage responses of the coaxial line: (a) when the external pulse propagates in y
direction with z direction polarization; and (b) when the external pulse propagates in z direction with x
direction polarization.

4. CONCLUSIONS

In the paper, we present a hybrid methodology that combines thin wire FDTD methods, feed model,
telegraph equations, and windows model together. Further, we have predicted the terminal voltage
responses of the end of the transmission line when the system is illuminated by external pulses. The
main advantage of our method is that external field full-wave simulation just needs to be carried
out one time, and then we just need to solve the telegraph equation to obtain the terminal response
of the coaxial cable. From results presented, we can conclude that different polarity direction and
propagation external pulses have different interferences on the coaxial line feed network and high
frequency pulses couple into it with more EM energy.
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Abstract— In this paper a new approximation is presented for the nonlinear relationship be-
tween the input-current and the output-current of an NMOSFET current-mirror. Using this
approximation closed-form expressions are obtained for the DC and the amplitudes of the fun-
damental, second- and third-harmonic and intermodulation components of the output current
resulting from exciting the NMOSFET current-mirror by a DC biasing current plus a superim-
posed sinusoidal electromagnetic interference.

1. INTRODUCTION

At present there is a growing interest in designing current-mode circuits; where the input is a
current and the output is a current. This is attributed to their simple structures, wider bandwidth
and larger dynamic range compared to the voltage-mode circuits; where the input is a voltage and
the output is a voltage. Current-mirrors using NMOSFET transistors play a crucial part in the
design of current-mode circuits.

The NMOSFET current-mirror is inherently nonlinear. This nonlinearity manifests itself in
generating unwanted DC components; which may alter the correct biasing and may therefore pro-
hibit the circuit from functioning correctly. Moreover, in addition to the unwanted DC, unwanted
harmonics and intermodulation products may be generated when a multisinusoidal electromag-
netic interfering (EMI) signal is superimposed on the DC biasing current. These effects have been
extensively studied for MOSFET and bipolar transistors and operational amplifiers [1-6]. How-
ever, only very little has been written about these effects in NMOSFET current-mirrors assuming
that the amplitude of the electromagnetic interference (EMI) signal is relatively small [7]. This
assumption paves the way for using a Taylor series expansion for approximating the nonlinearity of
the NMOSFET current-mirror, thus, restricting the validity of the results to relatively small EMI
signals only. While attempts to analyze the nonlinear performance of current mirrors due to device
mismatch [8-11] and the channel length modulation [12], no attempt has been reported for study-
ing the DC shift, the harmonic and intermodulation performance of the NMOSFET current-mirror
under relatively large EMI signal. The major intention of this paper is, therefore, to present such
a study.

2. ANALYSIS

Figure 1 shows an NMOSFET current-mirror. Assuming that the transistors are matched and
working in the saturation region, with vpg > vgs — Vi, so that the drain current can be expressed
as

ip = k(vgs — Vth)z(l + Avps) (1)

\V/ols}

.|B‘| g ¢ > |B?
| RL

J

Figure 1: NMOSFET current-mirror.




Progress In Electromagnetics Research Symposium Proceedings, KL, MALAYSIA, March 27-30, 2012 1141

In Equation (1), ip is the drain current, vgg is the gate-to-source voltage, vpg is the drain-to-
source voltage, Vy;, is the threshold voltage, A is the channel-length modulation parameter and
k = (W/L)(uCoz/2), p is the surface mobility of the channel, C,, is the gate oxide capacitance
density, W is the effective channel width, and L is the effective channel length. Assuming that the
input current is formed of a DC bias current, g1, plus a superimposed EMI multisinusoidal signal,

il " " " " " " " " 05
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Figure 2: Normalized values of the DC, fundamental, harmonic and intermodulation components of the
output current calculated using Equations (16)—(21). (a) fundamental, (b) third-order intermodulation,
(c¢) third harmonic, (d) second-harmonic, (e) second-order intermodulatuion, and (f) DC. + : X\ =
0.0051/V, Vi, = 042V, k = 498 x 10°°mA/V?, R, = 1kQ, § = 0.0021, v = 0.0707, § = 0.
«: A =0.0300/V, Vip = 042V, k=4.98 x 10°5mA/V2, R, = 1kQ, 3 = 0.0126, v = 0.424, § = 0.
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lemi, of the form

iIN = IB1 + temi (2)
M

Tomi = Z I, sinwmt (3)
m=1

then using Equations (1) and (2), the relationship between the input and output currents can be
expressed as
iemi + 131 ki(vas1 — Vin)(1 + Mopsi)
—iout +IB2  ka(vgs2 — Vinz)(1 + Aavpsa2)

If A\ =Xo= X, k1 = ko, Vipu = Vipo = Vi, and vpgo = iou R, then Equation (4) reduces to

(4)

iemi + 11 (14 Mvpsi) (5)
_iout + IB2 (1 + AioutRL)

Using Equation (1), and ignoring the effect of the channel length modulation, the gate-to-source
voltage vgs1 can be approximated by

Z‘emi + I
vgs1 = Vin + \/ TBl (6)

Combining Equations (5) and (6), then

. 14+ M Vi + o/ temitle
temi +1B1 (th K

_iout + IB2 B 1+ )\ioutRL

(7)

Equation (7) represents the nonlinear relationship between the EMI input current, icp,;, and the
output current, iy, of the NMOSFET current-mirror of Fig. 1. However, in its present form it
cannot yield expressions for the amplitudes of the numerous frequency components of the output
current resulting from a multisinusoidal EMI interference. Therefore, recourse to Taylor series
approximation, assuming relatively small values of the EMI input current, iem;, is inevitable [7].
However, by virtue of their derivation the expressions obtained for the DC shift and the amplitudes
of the harmonics and intermodulation products are valid only for small values of the amplitudes of
the EMI sinusoids. In order to obtain expressions that are valid over a wider range of the amplitudes
of the EMI sinusoids, here we perform simple mathematical manipulations to rewrite Equation (7)
in the form

r+azxy+oay+y/o+Py/d+yvVr+1y/d = (/0 +yWx+1/5+ (1 —0)/6 (8)

In Equation (8), Tr = iemi/Igl, Yy = iout/IBQ, 0 = IBl/IBQ, o = )\RLIBQ, ,3 = )\V;gh and Y =
M/Ip1/k. For a typical current mirror using 0.18 pm CMOS technology with Vi, = 042V, k =
498 uA/V2 X\ = 0.005 — 0.03 and Ry, = 1kQ, then o = 0.005 — 0.03, 8 = 0.0021 — 0.0126 and
~v = 0.0707 — 0.424. With these values of «, # and v, Equation (8) can be approximated as
_z=B-wWaz+1-(1-4)/6
1+vvx+1

Here we propose to approximate Equation (9) using a Fourier-series expansion of the form

N
2nm . 2nm
Yy =ap+ Z [an CoS (Dx> + b, sin (Dx>] (10)

n=1

(9)

In Equation (10), D, ag, an, by, n=1,2,..., N are fitting parameters that can be obtained using
the procedure described in [13,14]. This procedure is simple and does not require extensive com-
puting facilities or well-developed software. For convenience, a brief description of this procedure
is given here. First, the function of Equation (9) is calculated for certain values of the parameters
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B, v and ¢ for —1 < x < 1, then the offset, yogses, at = 0 is removed, and the resulting function
is mirror-imaged to produce a periodic function with a complete period = D. Second, the resulting
function is approximated by a number of straight-line segments joined end to end. Using the slopes
of these segments, it is easy to obtain the parameters ag, a,, b, n=1,2,..., N using simple alge-
braic calculations. The results obtained are shown in Table 1 for different values of the parameters
B, ~ and d. Using Equation (10) and the parameters in Table 1, the function of Equation (10) was
calculated and compared with Equation (9). The results show that very small values of the relative
root-mean-square errors (RRMSEs) = 0.0011% and 0.0013% can be achieved. This confirms the
validity of Equation (10) for approximating Equation (9).

3. DC SHIFT, HARMONIC AND INTERMODULATION PRODUCTS

Equation (10) can be used for predicting the DC shift and the amplitudes of the harmonics and
intermodulation components of the output current resulting from a multisinusoidal EMI current.
Thus, combining Equations (3) and (10), the normalized output current can be expressed as

y—ao—i-z

n=1

M
2nm m 2
Gy, COS <D mE —I mwmt) + b, sm( nn g —IBl smwmt>] (11)

Using the trigonometric identities of sin(¢ + 6), cos(¢ + 6), sin(psinf) and cos(psin @), and after
simple mathematical manipulations, it is easy to show that the magnitude of the normalized DC

M
component and the normalized amplitude of the output current component of frequency > amwm
=1
Y m
and order > ||, where au, is a positive or negative integer or zero, can be expressed as
m=1
2nm Iy,
Ype = Yoffset +ag + Zan H Jo < D IBl) (12)
yooH onr 1, M
Yoo, om = z_: 1__[ o <DI§1)’ for mz_:l |ai, | = even integer (13)
YoM onr I M
Yo, a0,an = Z 1:[ ot | (DI;)’ for mz_l |ay,| = odd integer (14)

In Equations (12)—(14), Ji(p) is the Bessel function of order . Assuming that the EMI current is
formed of two equal-amplitude sinusoids, Equation (3) reduces to

temi = I(sinwyt + sin wat) (15)

and Equations (12)—(14) yield the following expressions for the magnitude of the normalized DC,
the normalized fundamental, second- and third-harmonic and the second- and third-order inter-
modulations components of the output current.

N 2
2nmw
YDC = Yoffset +ag + Z anJO (DX> (16)

n=1

Y; = Zb Ji (2”” )Jo (2;;)() (17)
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Using Equations (16)—(21) the normalized DC, fundamental, harmonic and intermodulation
performance of the NMOSFET current mirror of Fig. 1 were calculated for different values of the
normalized input amplitude X. The results are shown in Fig. 2. Inspection of Fig. 2 clearly shows
the dependence of the output current components on the normalized input amplitude and the
channel length modulation parameter. Moreover, inspection of Fig. 2 reveals that the second-order
intermodulation component of the output current is dominant.

(18)

(20)

4. CONCLUSION

In this paper closed-form expressions are obtained for the DC shift and the amplitudes of the
harmonics and intermodulation products resulting from a exciting an NMOSFET current with a
DC bias current plus a multisinusoidal EMI. Using these expressions the variation of the normalized
DC shift and the normalized harmonic and intermodulation performance of the NMOSFET current
mirror can be investigated as a function of the variations in the normalized input amplitude of the

EMI
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Abstract— Model of a generic printed circuit board (PCB) in a presence of a finite-sized
metallic ground plane is introduced as a commonly occurring scenario of electronic module whose
electromagnetic fields are disturbed by a nearby object. Finite-difference time-domain simulations
are performed for this scenario and a scenario where the PCB is replaced by near field sources
following Love’s equivalence theorem. Both scenarios are compared and the maximum total error
is evaluated as 84%. It is then demonstrated that including the bottom metallic layer of the PCB,
as its characteristic feature, in the latter scenario leads to significantly lower errors — a figure of
33% is reported.

1. INTRODUCTION

An electronic apparatus consisting of one or several modules in an enclosure may often not fulfill
requirements on electromagnetic compatibility (EMC) in terms of radiation, in spite of the fact
that the particular modules may pass the requirements. There has been a growing interest in
the possibility of identifying such situations early in development stage of the modules, since later
changes in the design of the apparatus are costly. Electromagnetic simulations of the interaction
between the modules and the apparatus have been instrumental to achieve this goal [1].

However, it is not always possible to simulate a full model of the electronic module, often
because the internal structure of some parts of the module (typically integrated circuits) is unknown.
Instead, designers resort to characterizing the module by the near fields it produces. These are
obtained by measurement and serve as sources in the simulation [2—4].

According to Love’s equivalence theorem [5], an arbitrary source of electromagnetic field (the
module, in our case) can be replaced by electric and magnetic currents running over a surface
entirely enclosing the source, whereas the currents are uniquely determined by electric and magnetic
fields tangential to the surface (and obtained by measurement, in our case). For this theorem to
hold, linearity must be ensured, and the sources have to be placed in free space. However, it is the
latter condition that cannot be fulfilled in practice, since we plan to use the currents to characterize
the module in the presence of other objects belonging to the apparatus enclosing the module, not in
free space. In our study, we focused on this problem, and attempted to quantify the disturbance of
the equivalence theorem by a finite-sized metallic ground plane placed near the equivalent sources,
which we see as a common example occurring in real conditions.

2. NUMERICAL EXPERIMENT

We used generic printed circuit board (PCB) with dimensions 150 x 100 mm as a simplified test
PCB representing typical electronic module (Fig. 1). The test PCB is made of 2mm thick FR4
substrate with dielectric constant ¢, = 4.35. On the top side of the substrate there are three 3 mm
wide traces with characteristic impedance 50 2 and matched on both ends. The bottom side of the
substrate is entirely covered by a metallic layer, except a 2 mm slot across the third trace. Losses
in the metallic layers as well as in the substrate have been neglected in this study.

In order to introduce disturbance from surrounding objects, the test PCB is placed at a height
h over a finite-sized metallic ground plane, with the bottom side of the PCB facing the ground
plane. The ground plane overlaps the test PCB by a value s in all directions.

For the numerical experiment we chose the well-established finite-difference time-domain method
(FDTD) [6] to obtain distribution of electromagnetic fields. Three distinct scenarios were simulated
(see Fig. 2):

1. The test PCB alone in free space;
2. The test PCB in the presence of the metallic ground plane;
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S

Test PCB
Ground plane 'CI

Figure 1: Schematic drawing of the test PCB on top of the finite-sized metallic ground plane.

- o

(a) Scenario 1 (b) Scenario 2 (¢) Scenario 3

Figure 2: Simulation scenarios described in the text. Equivalent field sources (Huygens’ box) are denoted
by red color.

3. Equivalent field sources (obtained from 1) in the presence of the metallic ground plane.

Scenario 1 imitates the near field measurement setup where, in free space without any disturbing
elements, we record the fields on a rectangular box (Huygens’ box) entirely surrounding the test
PCB in a 10 mm distance. Scenario 2 represents a real-world scenario when the electronic module
is surrounded by other objects, in this case the ground plane. Finally, in scenario 3 we use the
Huygens’ box as source replacing the test PCB (inside of the Huygens’ box is empty) and try to
evaluate how close the electromagnetic fields calculated in this case will be to Scenario 2.

3. RESULTS

The simulations described in scenarios 2 and 3 were performed for all combinations of parameters

h = 15-40mm and s = 0-40 mm. Trace 1 has been excited, while the remaining two were matched

on both ends. We compared the fields in scenarios 2 and 3 based on a maximum total error metric

defined by

max |[F®) — F(?)|
max | F(2)|

Maximum total error =

x 100 [%], (1)
where F' stands for either electric (E-) or magnetic (H-) fields, and the superscript denotes the
particular scenario in which the field has been obtained. The max function operates on all values
outside of the Huygens’ box.

We have observed that while at the lower end of the investigated frequency range, at 100 MHz,

error of only 14% has been found, at 1 GHz the error reaches 84% (E-fields) due to resonant
nature of the field distribution. Fig. 3 shows the error at 1 GHz for both E- and H-fields and all
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Figure 3: Maximum total error between scenarios 2 and 3 at 1 GHz when the Huygens’ box is empty.
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Figure 4: Maximum total error between scenarios 2 and 3 at 1 GHz when the Huygens’ box contains the
bottom metallic plane of the original test PCB.

combinations of parameter values. It is interesting to note that the error is generally highest when
the distance and overlap is the smallest, i.e., when the bottom layer of the PCB and the ground
plane form a tight parallel plate resonator.

Since the observed errors are caused by the absence of the re-scattered fields from the PCB
itself, we decided to include the bottom metallic plane of the PCB as its major feature inside the
equivalent surface, expecting better outcome due to re-scattering. And indeed, in this arrangement,
the peak E-field error drops to acceptable 33% (i.e., at most —3.5dB drop in magnitude). From
Fig. 4, it is apparent that the error still reaches its peak for low h and s, but for higher h becomes
very small, even below 15%.

4. CONCLUSION

The near-field characterization of a common printed circuit board using Love’s equivalence theorem
is a feasible technique, even though the conditions for the theorem are not entirely fulfilled. Re-
sulting errors can be mitigated by including major features of the substituted object, without the
need to use the full model. In the perspective, it appears to be possible to simulate an apparatus
consisting of modules modeled only by their near-field representations, plus a few major features,
and estimate unwanted radiation with a high degree of reliability.
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Abstract— Composite electromagnetic wave absorber made of sendust dispersed in resin is low-
cost and contains no rare metal. In this study, granular shaped sendust particles with the average
particle size of approximately 5 and 20 um were dispersed in polystyrene resin with the volume
ratio of 20-40 vol% in order to broaden the absorbing frequency bandwidth in the frequency
range from above 10 GHz. Experimental results reveal that absorbing frequency bandwidth is
drastically improved and the optimal volume mixture ratio of sendust is approximately 30 vol%
for the average particle size of approximately 5 um and approximately 35 vol% for approximately
20 pm.

1. INTRODUCTION

Electromagnetic wave absorber suitable for new electromagnetic circumstance and devices is re-
quired, especially at frequencies above 10 GHz. In order to design a metal-backed single-layer
absorber of which structure is simple, the control of the frequency dependences of both the rela-
tive complex permeability p and the relative complex permittivity € is important because the
absorption of an electromagnetic wave is determined by them. In order to control both u) and €7,
composite of two or more kinds of material is effective [1-8]. In the previous study, we have reported
that the composite made of sendust, which is a soft magnetic material and an alloy of Al 5%, Si
10%, and Fe 85%, and resin, such as polystyrene resin, can be used as an absorber at frequencies
between 1 to 20 GHz [9]. Composite electromagnetic wave absorber made of sendust dispersed in
resin is low-cost and contains no rare metal. In addition, good absorption characteristics could be
obtained in the frequency range of 10-20 GHz [2]. Moreover, the volume mixture ratio of sendust
to polystyrene resin could be low because it has been reported that the frequency where the ab-
sorption of electromagnetic waves occurred increased with decreasing the amount of sendust and
good absorption characteristics at frequencies between 10 and 20 GHz was expected. It has been
reported that absorption characteristics depended on the particle shape of sendust and the absorp-
tion of electromagnetic waves with a wide bandwidth in the frequency range from 10 and 20 GHz
could be achieved using granular sendust particle with a low volume mixture ratio [9]. However,
the optimal volume mixture ratio or particle size to broad the absorbing frequency bandwidth in
the frequency range from above 10 GHz has been never determined.

That the non-reflective condition is satisfied at a desired frequency range is important to design
an absorber. Considering the non-reflective condition, the value of i} can be controlled by changing
the volume mixture ratio of sendust in resin and the size. However, it is speculated that the
frequency dependence of p for this soft magnetic materials are determined by the natural magnetic
resonance and magnetic moment due to eddy current which flows on a sendust particle [3,10].
Therefore, flexible control of the frequency dependence of p is difficult using the composite made
of sendust and polystyrene resin. We attempt to clarify the effect of particle size and the volume
mixture ratio of sendust especially at frequencies above 10 GHz. In this study, granular shaped
sendust particles with the average particle size of approximately 5 and 20 pum were dispersed in
polystyrene resin with the volume ratio of 20-40 vol% in order to broaden the absorbing frequency
bandwidth in the frequency range from above 10 GHz.

2. EXPERIMENTS

Commercially available granular sendust (Nippon Atomized Metal Powders Corporation, Al 5%,
Si 10%, Fe 85%) particles were used. The average particle size (diameter) of the granular sendust
particles was approximately 5 and 20 um. Chips of polystyrene resin were dissolved in acetone
and the dissolved polystyrene resin and sendust particles were mixed to uniformly disperse the
particles [9]. The volume mixture ratio V' of sendust was 20, 25, 30, 35 or 40 vol%. After mixing,
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the mixture was heated to melt the polystyrene resin and was then hot-pressed at a pressure of
5 MPa into a pellet. This was allowed to cool naturally to room temperature and was processed into
a toroidal-core shape for use in a coaxial line or into a rectangular shape for use in a rectangular
waveguide. The sample was mounted inside the coaxial line or waveguide using silver past to
ensure that no gap existed between the sample and the walls of the line/waveguide [9]. The complex
scattering matrix elements S7; and S5, for the TEM mode (coaxial line) or TE;y mode (waveguide)
were measured using a vector network analyzer (Agilent Technology, 8722ES) by the full-two-port
method in the frequency range from 0.1 to 20 GHz. The values of p} (uf = ul. — jul’, j = v/—1)
and e (e} = e — je!') were calculated from the data of both ST, and S3;. The complex reflection
coefficient I'* for a metal backed single layer absorber of which the incident electromagnetic wave
is perpendicular to the surface was then determined from the values of y; and €. The return loss
R for each sample thickness was calculated from I'* using the relation R = 20log;, |I*|. R was
calculated at 0.1 mm intervals in the sample thickness range 0.1 to 30 mm.

3. RESULTS AND DISCUSSION

3.1. Frequency Dependences of the Return Loss for Composites Made of Granular Sendust
Particles

Figure 1 shows the surface microphotographs of the composites made of granular sendust parti-
cles with size of approximately 5um and 20 pm (here after, 5 um particles and 20 pm particles,
respectively). A bright part is a sendust particle. When granular sendust particles are dispersed in
polystyrene resin, the contact of each particle becomes point contact because of its particle shape,
as shown in Figure 1.

Figure 2 shows the frequency dependences of the return loss for the composite made of 5 pum
and 20 um particles for various volume mixture ratios V. Thickness indicated in the same figure
represents the optimal one for which the absolute value of return loss becomes maximal according
to the V value of a particle with each diameter. The percentage indicated in the same figure
represents the normalized —20 dB bandwidth (the bandwidth A f corresponding to a return loss of
less than —20 dB divided by the absorption center frequency fj). A value of —20dB corresponds to
the absorption of 99% of the incident electromagnetic wave power. Both composites had a return
loss of less than —20 dB at frequencies above 10 GHz although the absorption characteristics of each
were different. In particular, for the composite made of 5 um particles, the frequencies where the

Figure 1: Surface microphotographs for composites made of (a) 5 pm particles and (b) 20 um particles. The
volume mixture ratio of sendust was 30 vol%.
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Figure 2: Frequency dependences of the return loss for composites made of (a) 5 um particles and (b) 20 pm
particles.
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return loss was less than —20 dB existed between 10 and 20 GHz. The maximal value of normalized
—20dB bandwidth for the composite made of granular 5 um particles was approximately 27% for
the V value of approximately 30 vol% and this value was much larger than those of a commercially
available absorber (less than approximately 10%). The thickness used as a broadband absorber
showed the tendency becomes thin as the V' value increased. On the other hand, on the whole, return
loss for 20 um particles shifted to the low frequency side, and bandwidth also decreased as seen in
Figure 2. This is because the magnitude of /. is determined by the capacitance between adjacent
particles in resin and that of &/ is determined by the conductivity of a composite. Therefore, it is
speculated that 20 um particles are more densely to contact with each other compared with 5 um
particles. This causes the increase in conductivity of the composite made of 20 um particles, because
the composite made of particles with larger size had larger values of e/.. Experimental results reveal
that the optimal volume mixture ratio of sendust is approximately 30 vol% for 5 um particles and
approximately 35 vol% for 20 um particles in order to broaden the absorbing frequency bandwidth.

3.2. Measured Values of ¢/, !/ for Composites Composed of Sendust Particles with Size of 5
and 20 pm

To clarify the effects of sendust particle size on the absorption characteristics, the frequency de-
pendences of ) and € for the composite made of 5 and 20 um particles are discussed in the next.
Figures 3 and 4 show the frequency dependences of /. and &/’ for the composite made of 5 and 20 pm
particles, respectively. The values of both ¢/, and &/ for the composite made of 20 um particles was
larger than those for the composite made of 5um particles. The reason for the difference of &/,
and €/ is considered to be as follows. The magnitude of £/ is determined by the capacitance be-
tween particles and that of € is determined by the conductivity of a composite as described before.
Moreover, the apparent particle size of 20 um particles increases owing to the particle linkage and
the values of €. increases, because the composite made of large sendust particles had large values
of /.. From above results, the increase or decrease in ¢, and ¢/ should be considered to design an
absorber if the particle size is varied.
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Figure 3: Frequency dependences of (a) /. and (b) €/ for composites made of 5 um particles.
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3.3. Measured Values of u!, u! for Composites Composed of Sendust Particles with Size of 5
and 20 pm

The frequency dependences of ). and u! for the composite made of 5 and 20 um particles are
shown in Figures 5 and 6. The values of ). for both composites decreased with increasing frequency
although the frequency where . begins to decrease was different. Similarly, the frequency where .’
begins to decrease depended on the particle size and these two composites had different frequency
dependence of p!/. However, the values of p. and p! for both composites were almost the same
at frequencies above approximately 10 GHz. In the frequency range of several GHz, the frequency
dependences of ). and p! for the composite made of sendust particles dispersed in polystyrene
resin is explained by the natural magnetic resonance of sendust and this phenomenon depends on
the particle shape of sendust [3,10]. This is because the response of incident magnetic field is
determined by the particles size. Thus, different frequency dependences of /. and p were observed
at frequencies of several GHz. On the contrary, in the high frequency range of tens of GHz, the
effect of natural magnetic resonance is reduced with increasing frequency and the magnetic moments
generated by the induced eddy current owing to the incident magnetic field affect the values of p/.
and p! because sendust is conductive [9]. It reveals that p. for the composite made of 5pm
particles is independent of the frequency and is smaller than unity above approximately 10-12 GHz
and decrease with increasing V' as seen in Figure 5(a). The phenomenon that p!. become less than
unity has also been observed in composites made of polystyrene resin and conductive particles such
as aluminum [7]. In this case, . decreases with increasing V' and that of u!/ decreases in inverse
proportion to the particle size of the conductive particles according to Equation (1) derived by a
qualitative theoretical estimation [7].

1- N/e = V7 N/el = 2‘/5/& (1)

Here § is the skin depth and a is the diameter of the conductive particles. Result shown in

Figures 5(a) was in roughly agreement with Equation (1).
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Figure 7: Measured values of (a) pl. and (b) u! and the calculated values which satisfy the non-reflective

condition for composites made of 5 um particles.
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Figure 8: Measured values of (a) pl. and (b) u! and the calculated values which satisfy the non-reflective
condition for composites made of 20 pm particles.

3.4. Measured and Calculated Values of p! and p! that Satisfy the Nonreflective Condition
for Composites Made of Polystyrene Resin and Sendust Particles with Size of 5 and 20 pm

To clarify the effects of sendust particle size on the absorption characteristics, the frequency de-
pendences of o and € for the composite made of 5 and 20 um particles are discussed in the next.
To examine the absorption characteristics caused by the difference of the frequency dependency
of pf and e, the values of u!. and p that satisfy the non-reflective condition for a metal-backed
single-layer absorber were calculated [1]. It is assumed that values of /. used for the calculation
are independent of frequency and are the same as the measured values and ¢!/ is zero. Figures 7
and 8 shows the measured and calculated values, which satisfy the non-reflective condition of /.
and p). When the value of €. is different, it is found that the calculated values of p. and p! are
prominently different. Therefore, it is reveals that the measured values of both u. and p!” for the
composite made of 5 um particles could satisfy the non-reflective condition in the frequency range
between 10 and 16 GHz for absorber thickness of 2-3 mm as seen in Figure 7. On the other hand,
the broadband absorption feature for the composites made of 20 um particles was not acquired
for the same V value. It is because for 20 pm particles, u!. decreased rapidly across unity with
increasing frequency compared with 5um particles as seen in Figures 7 and 8. That u. becomes
smaller than unity above a few GHz are the condition with which the nonreflective conditions is
satisfied.

4. CONCLUSIONS

Experimental results reveal that the optimal volume mixture ratio of sendust is approximately
30 vol% for the average particle size of approximately 5 um, 35 vol% for 20 um in order to broaden
the absorbing frequency bandwidth especially at frequencies above 10 GHz. The maximal value of
normalized —20 dB bandwidth for the composite made of granular 5 um particles was approximately
27% for the V value of approximately 30 vol% and this value was much larger than those of a
commercially available absorber. Considering the non-reflective condition, p can be controlled by
changing the volume ratio of sendust in resin and sendust particle size.
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Abstract— Transient surge voltages, either conducted or coupled, are a rather common oc-
curence in all electronic circuits, which makes effcient transient voltage suppression (TVS) a pri-
mary design requirement. Efficient protection against transient voltages, also called over-voltages,
has two aspects: protection of integrity (no permanent damage of the protected device) and main-
tenance of operational functionality (operation reliability in the event of an over-voltage). Both
power systems (providing energy generation, transmission and distribution) and low-voltage elec-
tronic systems are susceptible to transient voltages. The widespread use of gas discharge tubes
(GDT) for over-voltage protection has been justified, since it has several advantages comparing
to the other over-voltage protection components, such as the ability to conduct high currents,
low intrinsic capacity, high insulating resistance, broad range of voltage protection, etc.. But,
the main problem in GDT application is its relatively high response time. Electrical breakdown
time delay is often refereed as delay response and it is also very important parameter of gas filled
devices. The aim of this paper is to investigate dependence of the GDT delay response on the
relaxation time, as well as the to determine the voltage range within which the GDT operate
reliably.

1. INTRODUCTION

The capability of electronic components to withstand a temporary over-voltage without damage
is reduced significantly as components are miniaturized. Causes, which may lead to over-voltage,
are various: sometimes it is a consequence of energy redirection within a power system (switching
over-voltage) or it could be an outcome of electronic discharge. In extreme conditions, a nuclear
explosion may induce over-voltage. In order to protect electronic components and systems from
over-voltage, suppressers diodes, metal oxide varistors and gas-discharge tubes (gas-filled surge
arresters) are used. The gas discharge tubes (GDT) have several advantages comparing to other
over-voltage components. These advantages are the ability to conduct high currents (> 5kA),
low intrinsic capacity (< 1pF), high insulating resistance (> G{2) and the high range of voltage
protection (from 70 to 1200V) [1,2].

GDTs are non-linear over-voltage protection components, whose operations are based on the
principles of electrical breakdown in gas. The voltage for which the electrical breakdown occur in
gas is called the breakdown voltage Uy. The Uy is defined as the voltage when the discharge in the
gas transits from the non-self sustaining to the self sustaining form [3] and is characterized by the
rapid transition of gas from a poor electrical conductor with a resistivity of about 1014 Q- m™! to
a relative good conductor with resistivity dependent on the particular conductions, but which is
several orders of magnitude lower, typically about 103 Q-m~! in the glow discharge, for example [4].

The electrical breakdown in gases can be static or dynamic regardless of the applied voltage
type. The static (DC) breakdown occurs when the rate of change of the voltage is much lower than
the rate of change of the elementary processes related to the electrical breakdown. If these rates
are comparable, the breakdown is dynamic. The static breakdown voltage Us is a deterministic
quantity, whereas the dynamic voltage Uy has stochastic nature with a certain distribution [5].

The main problem in GDT application is its delay response [6], which is a consequence of
electrical breakdown time delay. The electrical breakdown time delay t4 can be defined as the time
elapsed from the moment when the applied voltage reaches the breakdown voltage to the moment
when it starts to decrease due the breakdown [7]. The definition of ¢4 in this paper, for practical
purposes will be the electrical breakdown time delay which is the time between the moment when
the operating voltage higher then breakdown voltage is applied on GDT and the moment when
GDT’s considerable current starts to flow [8].
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2. EXPERIMENTAL DETAILS

Devices used in this study were commercial GDT manufactured by companies CITEL and SIEMENS.
The cross section of these components is presented in Figure 1.

Static breakdown voltage (DC spark over-voltage) of these components given by manufactures
is 230V with the £20% tolerance and it was obtained for voltage increase rate of 100V /s, while
dynamic breakdown voltage (impulse spark over-voltage) is less then 750V and this values was
obtained for voltage increase rate of 1kV/us. SIEMENS GDTs have built in radioactive source
which provides constant electron yield in interelectrode gap.

In our experiment the dynamic breakdown voltage Uy for small voltage increase rate is measured
using a discretized dynamic method, i.e., method of DC voltage increase in steps U, for defined
duration of the step ¢, until breakdown. The measurements were performed using electronic system
which block diagram is shown in Figure 2. Keithley 248 supplied the voltage Uy on GDT which
is considerably smaller than expected U, value. This voltage is increased in steps U, during time
intervals ¢, by Keithley model 2400 until breakdown (see Ref. [8] for more details).

The electrical breakdown time delay measurements were performed with the electronic system
which block diagram is presented in Figure 3. The system consists of three major parts: DC
voltage supply, analogue and digital subsystem. The analogue subsystem provides two functions.
It enables fast and accurate voltage switching on the GDT as well as accurate shaping of start and
stop signals. The start signals is generated at the moment when the voltage is applied on the GDT.
Stop signal represents the discharge through the tested devices. The role of the digital subsystem is
to detect signals from the analogue subsystem and to measure time between them. Also it controls
parameters relevant for electrical breakdown time delay measurement and it should provide fast
data storage for a large number of measured data (see Ref. [9] for more details).

3. RESULTS AND DISCUSSION

In order to establish when static breakdown voltage Us can be consider as deterministic quantity,
the measurement of breakdown voltage U, was performed for the small values of voltage increase
rate k = Up/t,. It was shown that U, data, obtained under the same conditions, has different
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Figure 1: GDT cross-section.
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Figure 2: Block diagram of the system for Figure 3: Block diagram of the system for electrical breakdown
breakdown voltage measurements. time delay measurements.
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values. Because of that Uy as deterministic quantity can be estimated from Uy, = f(k) dependence,
where U is the mean value of breakdown voltage U, [10]. The estimation of Us is performed in
the following way. The Uy is determined for every value of the k from certain interval and then
data are fitted with linear fit (Uj was established from a series of 100 measurements of U, data for
every value of k). The intersection of fitting curve with U, axis (for k = 0) gives the U values. In
our experiment Uy value for all GDT was obtained by measuring the Uj, for voltage increase rate k
interval from 1 to 10V /s (U, was varied from 0.1 to 1V, while ¢, = 0.15s).

The estimation of static breakdown voltage as a deterministic quantity from U, = f(k) depen-
dence was performed for ten devices from a same series manufactured by CITEL and for ten devices
manufactured by SIEMENS as well. The results of such investigations for three randomly chosen
devices from both companies are presented in Figures 4 and 5. It can be seen that mean value
of breakdown voltage even for such small values of voltage increase rates considerably increases
and that increase is following the linear tendency, i.e., experimental results can be very well fitted
by a linear function (full lines in Figures 4 and 5). On these figures also present the values of Us
obtained by extrapolation of linear fit until the intersection with U, axis. U values obtained by
this method diverge for 2 to 10V from the values given by a manufacturer (230 V). Because the
tolerance given by a manufacturers is +20% it can be concluded that there is a good agreement
between the values of static breakdown voltage given by a manufacturers and our results.

Another important parameter of GDT's is response time also known as electrical breakdown time
delay t4. Figure 6 presents the dependence t; = f(7) (memory curve) for GDT’s manufactured by
CITEL and SIEMENS, where t; the mean value of ¢4 and it was established from a series of 100
measurements for each value of relaxation time 7 (7 is the time interval between two successive
measurement when there is no voltage on the GDT).
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tqy values were measured for the voltage on the device U, = 1.5U;. It can be seen that the
curves ty = f(7) shape is very different for the devices made by CITEL and SIEMENS. Memory
curve for devices made by CITEL consists from three segments: plateau, for 7 up to 1s, the area
of t4 rapid increase, for 7 ranging from 1s up to 2 hours and saturation region for 7 grater then
2 hours. For devices manufactured by SIEMENS ¢; remains constant for any value of 7. Such
memory curve behavior shows that the devices manufactured by SIEMENS are much more reliable
for overvoltage protection then the devices manufactured by CITEL because their response time
does not depend from relaxation time. The mechanisms responsible for the increase of t; with the
increase of 7 (response time increase with the increase of 7) for devices manufactured by CITEL
are discussed in detail in the paper [11].

4. CONCLUSION

On the bases of dynamic breakdown voltage Uy obtained for small values of voltage increase rate k
it was shown that it is stochastic quantity. Static breakdown voltage U, as a deterministic quantity
can be estimated using Uj, = f(k) dependence. Obtained Uy values are in a good agreement with the
values given by a manufacturer with the tolerance of £20%. On the bases of t; = f(7) dependence
it was concluded that for devices manufactured by STIEMENS delay response does not depend from
relaxation time 7, while for devices manufactured by CITEL delay response shows big variations
with the increase of 7.
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Abstract— One of main characteristics of all detectors is energy resolution which primarily
depends on noise. Negative influence of noise on the detector functioning is in widening of the
spectral line of the impulse signal and raising the detection threshold, and that is main limiting
factor for detector functioning. That is the reason why lowering noise level is very important
precondition for obtaining a good quality detectors, so investigation of physical basis of different
types of noise is necessary for their optimization. It could be said that regardless of the detector
quality, noise is present in all detectors and it depends on fundamental physical processes during
fabrication and operation of these devices. The most common source of noise that is connected
to the hostile working conditions is radiation. During the interaction with the material, radiation
could deposit large amount of energy that could induce various effects. Due to their wide range
of application, solar cells are exposed to various kinds of radiation in working environment. From
the technological point of view it is very important to establish changes in output characteristics
of the device (current, voltage, and efficiency) induced by the radiation that affect their operation.
The aim of this paper is to investigate increased noise level in solar cells due to radiation in order
to facilitate the production of more reliable devices.

1. INTRODUCTION

Possibilities for the application of solar systems based on photovoltaic conversion of solar energy are
very wide, primarily because of their relatively low cost and very important fact that solar energy
is most acceptable source of electrical energy from the environmental point of view. Regardless
of very high standards in the production of electronic devices, all of them are more or less prone
to the effects of aging even if they’re not exposed to extreme (hostile) working conditions. One
of the most limiting factors for all kinds of detectors is their noise, such as frequency dependent
generation-recombination noise, burst noise and 1/ f noise. That is why lowering noise is important
for obtaining good quality detectors. It is known that low frequency noise (1/f and burst noise)
manifests as random fluctuation of the output current or voltage, leading to lowering of the efficiency
of the device. Although not yet theoretically proven, many experimental results suggest that the
origin of 1/f and burst noise could be fluctuation of the number free charge carriers connected
to existence of the traps located in the vicinity or directly in the junction area, or fluctuation of
the mobility of charge carriers [14]. In both cases these fluctuations arise from the interactions of
carriers with defects, surface states and impurities, that are either introduced during manufacturing
of the device, or are present as a consequence of the hostile working conditions (radiation, high
temperature, humidity) [5]. This is specially emphasized when devices have large surface to volume
ratio, as it is for solar cells. In this case surface effects are expected to be a major cause of low
frequency noise, so good quality contacts are of great importance.

Other most common source of noise that is connected to the hostile working conditions is radia-
tion. During the interaction with the material, radiation could deposit large amount of energy that
could induce various effects [6,7]. In semiconductors for example, defect produced by radiation
are connected to the localized energy states [8,9] which change the concentration and mobility of
the charge carriers. Namely, main characteristic of semiconductors is wide range change in the
concentration of charge carriers either due to existence of the impurities and defects or increased
temperature. Direct recombination of the excess electrons and hole is strictly forbidden process and
they usually annihilate in the localized energy states in crystal. These are so called recombination
centers, and imperfections with deep or multiple energy levels significantly stimulate process of re-
combination. Radiation induced defects fulfill these requirements and represent such recombination
centers. The main effect of the radiation is an increase of the saturation current generated within or
on the surface of the depletion region. The permanent damage of the device is caused by collisions
of the incident radiation with the atoms in the crystalline lattice, which could be displaced from



Progress In Electromagnetics Research Symposium Proceedings, KL, MALAYSIA, March 27-30, 2012 1161

their positions, creating defect states [10-12]. Generation-recombination noise could be produced
by fluctuations in the density of charge carriers caused by spontaneous fluctuations in the rate of
generation, recombination and incidence of charge carriers. Also, the diffusion noise could increase
in such conditions as a result of localized fluctuations both of the density of charge carriers, and
the rate of diffusion. In both cases, these noises affect the level of the produced current [13-15].

Due to their wide range of application, solar cells are exposed to various kinds of radiation in
working environment (cosmic rays, upper layers of atmosphere, military and civil nuclear facilities
etc.) [5]. Moreover, spent nuclear fuels emit simultaneously, in addition to y-rays, several neutrons
also, so semiconducting device (e.g., solar cell) placed in the vicinity of these fuels sustains different
kind of radiation damage both from ~-rays and from neutrons. That is the reason why very
comprehensive investigations have been undertaken in order to develop semiconducting devices that
could reliably operate in the conditions of the increased radiation [16]. From the technological point
of view it is very important to establish changes in output characteristics of the device (current,
voltage, and efficiency) induced by the radiation that affect their operation. After very high doses
of radiation series resistance of the base layer could be so high that most of the power generated
by the device is dissipated by its own internal resistance [17]. However, small doses of radiation
carefully introduced and monitored, could have some beneficial effects on device performance due
to possible relaxation of crystal lattice, leading to lowering of series resistance.

The aim of this paper is to investigate increased noise level in solar cells due to the increased
temperature and radiation damage in order to facilitate the production of more reliable devices.

2. EXPERIMENTAL PROCEDURE

Experimental measurements concerning solar cells were carried out on the commercially available
solar cells based on encapsulated monocrystalline and polycrystalline silicon from different manu-
facturers. Monocrystalline solar cells were irradiated with Pu-Be point neutron source. A mixture
of 23Pu with beryllium is a good source of neutrons, through a nuclear reaction in which 9Be
absorbs an alpha particle from ?3¥Pu and forms '2C with the emission of a neutron. This neutron
source provides a broad beam of emitted neutrons up to about 11 MeV with an intensity maximum
about 5 MeV. Samples were in direct contact with the source, and maximum dose rate was dD/dt
= 0.36 mGy/h. Polycrystalline solar cells were irradiated with Co% gamma source with different
doses. Irradiation was performed through glass in controlled environment. Current-voltage data
were used for the characterization of the properties of solar cells. Standard measurement equipment
was used to measure I-V curve under different illumination levels (between 32 and 350 W/m?). Re-
flective lamp was used as a solar simulator. From the obtained curves, all relevant parameters were
obtained. Before and after every step of the irradiation, current-voltage characteristics of the diodes
were measured in highly controlled conditions at room temperature with combined measurement
uncertainty less than 5%.

3. RESULTS AND DISCUSSION

Factors that influence internal parameters of solar cells such as series and parallel resistance lead
to changes in efficiency and maximum generated power in solar cell. Capability of solar cell to
convert solar energy into electrical, depends on various fundamental and technological parameters.
Variations from the ideal case of current transport could be represented by the ideality factor [14]
that could be easily obtained from I-V characteristics of solar cells.

As could be expected, output characteristics of solar cells (current, voltage, efficiency) were
strongly influenced by radiation. It is known that, depending on the energy of gamma rays, their
interaction with the material is through the photoelectric and Compton effects that could produce
ionization induced changes in the material.

Also, due to the inevitable presence of surface energy states (as a result of lattice defects, dislo-
cations, impurities etc.), after silicon is irradiated with the photons, both the surface recombination
velocity and the density of surface states increase. If those states correspond to deep energy levels
in the silicon energy gap, they act as efficient surface recombination centers for charge carriers.
Generation of electron-hole pairs due to ionization effects usually result in the generation and in-
crease of the noise and the minimum signal that can be detected. All of these effects lead to the
decrease of output current, as could be seen in Fig. 1. Regardless to the illumination level, this
decrease is prominent for both doses, though the decrease was steeper for the lower dose.

Presence of the radiation induced changes in the material was confirmed by measurements of
series resistance of solar cells (Fig. 2). An abrupt increase of R; was observed both doses, but
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Figure 3: Dependence of efficiency on the dose of gamma irradiation for two illumination levels.

for higher dose of irradiation Rs values were the same for both illumination levels, indicating
that for higher doses effects of radiation are dominant over illumination effects. This increase of
series resistance negatively affects other output characteristics of solar cells, primarily fill factor,
and ultimately efficiency. This effect was shown in Fig. 3, where the decrease of efficiency was
noticeable.

As for J,. dependence, decrease was steeper for the first dose of irradiation, indicating that
the major disturbance of the structure, and transport mechanisms that leads to noise increase
occurred at the beginning. Another interesting information that could be obtained from Fig. 3 is
that efficiency decrease was independent on the illumination level. Values of the efficiency were the
same (more or less) for both illumination levels, indicating that radiation has greater influence on
production and transport of charge carriers than illumination. That, from the standpoint of solar
cells, could be very limiting factor for their performance. It could be said that combined influence
of the increased 1/f and burst noise due to radiation induced damage have significant negative
influence on major solar cells characteristic, efficiency.

Although negative influence of radiation on electrical characteristics of the semiconducting de-
vices is a well known and thoroughly investigated fact, especially when working in hostile conditions,
in some cases irradiation could improve cell characteristics.

After initial increase of series resistance, for both illumination levels and for higher irradiation
doses decrease of Rs was observed (Fig. 4). This decrease is very significant from the solar cell design
standpoint because it indicates possible beneficent influence of low doses of irradiation, even with
neutrons. It could be explained by the fact that during fabrication process of any semiconducting
device, structural defects and impurities that were unavoidably made, produce tension in the crystal
lattice. Low doses of radiation could act similarly to annealing, relaxing lattice structure and
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decreasing series resistance. This is especially important because other parameters of solar cells
(fill factor ff) have shown the similar tendencies (Fig. 5). Namely, after first deterioration due to
exposure to the radiation, for both parameters an increase was observed with an increase of the
irradiation dose.

Although somewhat unexpected, this behavior could be explained by the fact that impurities
and defects in the crystal structure which are unavoidable in the production process create certain
tension of the crystal lattice. Some irradiation doses could lead, similar to the annealing, to
the relaxation of crystal structure and the decease of series resistance. Considering the fact that
maximum power and fill factor directly influence efficiency of the solar cells, their increase leads to
an increase in efficiency.

4. CONCLUSION

Considered environmentally clean (non-polluting) and available in unlimited amounts, solar energy
is the most promising energy source of the future (from current standpoint). As was shown in
this paper, lowering noise level in solar cells based on silicon could be one way of improvement of
solar cell characteristics. Increase of series resistance due to the exposure to gamma irradiation
has also confirmed that damage induced by radiation increase noise level in semiconductor devices.
Fluctuations of current and voltage and their decrease are the consequence of the radiation effects
on the generation and transport of charge carriers. All of this inevitably lead to the decrease
of the resolution of the photodetector device, lowering solar cells efficiency and for this reason
monitoring of the device characteristics should be performed continuously, especially when solar
cells are exposed to the severe working conditions. Although primarily negative, radiation effects
could, in some cases, produce positive influence on solar cells characteristics. One way of obtaining
solar cells with better output characteristics is exposure to relatively low doses of radiation (neutron,
in this case). Observed improvement of the characteristics indicates that there is a possibility of
using irradiation for enhancement of the solar cells quality.
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Abstract— Cooper-pair insulators are materials that exhibit superconducting behavior, but
under specific conditions, regarding film thickness, bias voltage, applied magnetic field, and pres-
ence of magnetic impurities, act as insulators with thermally activated Cooper pairs as charge
carriers. This paper investigates possible radiation effects in thin films of such materials. Radia-
tion effects are predicted on the basis of Monte Carlo simulations, using 2D Josephson junction
array as a model of material structure. Results of a combined theoretical and numerical analysis
suggest that radiation-induced change of the Josephson junction charging energy could signifi-
cantly affect the current-voltage characteristics of a Cooper-pair insulator, and that a transition
to a metallic state is possible, due to radiation-induced disruption of the fine-tuned granular
structure. The breaking of Cooper pairs, caused by incident and displaced ions, can also destroy
the conditions for this specific insulating state to exist.

1. INTRODUCTION

Cooper-pair insulators (CPIs) are materials that exhibit superconducting behavior, but under spe-
cific conditions (regarding film thickness, bias voltage, applied magnetic field, and presence of mag-
netic impurities) act as insulators with thermally activated Cooper pairs as charge carriers [1-3].
Such behavior has been found in thin films of a Bi, TiN, InO,, and Be [4-7]. It has been proposed,
and eventually verified through simulation and experiment, that this insulating phase is charac-
terised by a granularlike structure, consisting of superconducting droplets (i.e., islands of localized
Cooper pairs) distributed throughout a matrix of normal material [8-11]. A detailed mechanism of
island formation is yet to be acertained, and there are presently several competing theories about
it [10-13]. Under suitable conditions, the islanding of Cooper pairs appears spontaneously in the
material as a consequence of increased disorder. The phenomenon of superconducting materials
turning into insulators is therefore often regarded as a disorder-driven superconductor-insulator
transition.

The granular structure of a CPI can be modeled by a two-dimensional Josephson junction array
(2D.JJA) [1,14]. It is a system consisting of small superconducting islands, each coupled to its
nearest neighbours by Josephson weak links. Each junction is characterized by the Josephson
coupling energy, F; = hl./(2e), where I. is the Josephson critical current, as well as by charging
energies E. and F,, related to inter-island capacitance and capacitance to ground (substrate),
respectively. The charging energy F. is the energy needed for a Cooper pair to be transferred
between neighbouring islands.

Extensive studies of the conditions under which the stated materials act as either supercon-
ductors or insulators at temperatures below 1 K have shown that, in terms of the JJA model, the
insulating phase emerges only when the conditions determining the degree of disorder make the
charging energies larger than the coupling energy (E., E.o > Ej), with the superconducting gap
still exceeding the inter-island charging energy (A > E.) [5,6]. At the application of an external
voltage, in addition to local phase coherence and spatial confinement of Cooper pairs, wave function
phase synchronization of all Cooper pairs in the JJA occurs, giving rise to a collective current state.
Dc Josephson current couples the phases of adjacent junctions, so as to provide minimal power dis-
sipation in the array. This establishes a global phase-synchronized state, and transport occurs as a
simultaneous thermal activation of Cooper pairs through the whole array [1,2]. Resistance follows
an Arrhenius-like temperature dependence:

e 8
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where A. is the collective Coulomb barrier, and kg the Boltzman constant. For the 2D JJA this
barrier is:
L

Ac = EC In g (2)
L being the characteristic linear size of the system, and d the size of an elemental cell in the
array [4]. The uncertainty principle applied to a Josephson junction gives ApAn > 1, where ¢ is
the phase difference across the junction, and n is the number of Cooper pairs transferred through
the junction.

Detailed physical explanation for the insulator-superinsulator transition is based upon energy
relaxation from the tunneling Cooper pairs not only to the phonons, but also to intermediate
bosonic modes (electromagnetic or electron-hole excitations) [15]. Tunneling through mesoscopic
junctions, such as those between superconducting islands in a 2D.JJA, requires an exchange of
energy between the tunneling charge carriers and some kind of excitation modes, to compensate
for the difference in energy levels at junction banks. At low temperatures characteristic of the CPI
phase, charge transfer is accompanied by a two-stage energy exchange. The tunneling Cooper pairs
generate electron-hole pairs that serve as an environment exchanging energy with the tunneling
current and then slowly losing it to phonons. At the nano-scale typical of the granular structure
in TiN films, the Coulomb interaction acquires a logarithmic dependence on the distance between
charges.

This paper investigates the effects of ion beam irradiation on the properties of the described
insulating state, by using numerical simulation of particle transport.

2. SIMULATIONS OF ION TRANSPORT

Monte Carlo simulations of ion beams traversing TiN, InO, Be, and Bi films of different thickness
(10 to 20nm) were performed in the TRIM part of the SRIM software package [16]. The fact that
TRIM calculations assume target temperature to be absolute zero makes it an appropriate tool
for modeling radiation effects in the Cooper pair insulating state, which exists only at very low
temperatures anyway, so that thermal diffusion and annealing of displaced atoms in the film can
be neglected. Another approximation inherent in TRIM is that there is no build-up of radiation
damage in the target, i.e., for each new incident ion the film is assumed to contain no damage
produced by previous ions. Any assessment of the degree of radiation damage in the film is therefore
an underestimation of the damage that a real ion beam would have caused. Since we were primarily
interested in ion beam effects in superconducting islands within the granular structure of CPIs, we
used TRIM’s calculation of ionization losses to estimate the scope of Cooper pair breaking in these
islands, by substituting atom ionization energies with depairing energies in each of the investigated
materials.

Simulations were conducted with ions chosen to represent certain well known radiation fields,
such as those encountered in the space environment (hydrogen, helium, lead) [17,18], or beams
commonly used in ion implantation processes (phosphorus, boron, arsenic). Simulations were re-
stricted to monoenergetic unidirectional beams, incident perpendicularly on the film surface. Beam
energy was varied across typical energy spectra of different ion species.

3. DISCUSSION OF THE POSSIBLE RADIATION EFFECTS

Owing to their small thickness (~ 10nm), the investigated films are immune to ions with energies
above 1 MeV. Non-ionizing energy loss of high energy ions is low, and they traverse the films without
deflection, causing only slight damage [19-22].

Simulations of ion transport suggest, however, that for certain ion species there exist energy
ranges in which a great number of atom displacements would occur in irradiated films. The number
of atomic displacements is in direct proportion to the fluence of incident radiation, i.e., the number
of particle histories followed in the Monte Carlo simulation. Space charge created by the displaced
ions that finally take interstitial positions could affect the size of the Josephson junction charging
energy E., which then changes the collective Coulomb barrier A. according to Equation (2). The
low-bias (eV <« A.) current-voltage dependence in the temperature interval E. < kT < A, is (1):

(A —eV)?
2A k5T ) )

where I, is the Josephson junction critical current, and e the elementary charge. The change in the
I-V curve, resulting from the radiation-induced change of E,, is illustrated for TiN in Figure 1.

I =1.exp <—
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Figure 1: TiN film I-V curves for three values of the Josephson junction charging energy E.. The 5% change
in F. is brought about by the space charge of the displaced ions which become interstitials in the irradiated
film.

The stability of the investigated insulating state is dependent on the value of E., and only exists
when E. > FEj;. If the radiation damage produced by ion beams is large enough to disrupt this
condition, the thin film may revert to the ordinary metallic state.

Ionization energy losses by both the incident and the recoil ions observed in simulations point
to a possible breaking of Cooper pairs in superconducting islands, that could destroy the insulating
state during irradiation. With other conditions unchanged, this effect is expected to gradually
vanish once irradiation ceases. The Cooper pairs may then reform and the insulating state restore.

4. CONCLUSION

Although the investigated CPI films are immune to the passage of high energy ions, simulations of
ion transport reveal that significant ionization, phononic excitation, and production of displaced
atoms can be expected for some energies, fluences and types of ions encountered in cosmic rays and
used for implantation processes. Displacement damage, affecting primarily the value of inter-island
charging energy in the 2D JJA that represents the material in the CPI phase affects the film’s
current-voltage charactersitics. Moreover, the conditions for the insulating state to subsist may be
disrupted by ion beam irradiation, through the decrease of the charging energy or the breaking of
Cooper pairs.
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Abstract— The use of wireless communications devices has been increasing rapid over the past
decades. Simultaneously with development of these technologies, increase public concerns about
health risks of exposure to RF radiation for people residing in the vicinity of the GSM BS anten-
nas. The public concern about the adverse effects has grown in the past ten years. The increasing
number of cellular telephony subscribers has led an expansion of networks, with the installation
of more base stations. This paper presents a summary values for broadband measurements of the
radio frequency (RF) radiation in the vicinity of GSM base stations (GSM BS). It will be useful
for determination of non-ionizing radiation exposure levels of the general public in future. The
purpose of the paper is an appropriate representation of the basic information on the expressing
of measurement uncertainty.

1. INTRODUCTION

Scientific Committee on Emerging and Newly Identified Health Risks (SCENIHR) points out that
scientific studies still fail to provide support for an effect of electromagnetic fields (EMF) on self-
reported symptoms, but indicate that the expectation or belief that something is harmful may play
a role in symptom formation. Further epidemiological and laboratory investigations are needed [1].

In order to evaluate population exposure, knowledge of the field levels is very important. Mea-
surements are basic both for the verification of the results obtained through the use of numerical
models, and for the evaluation of the field levels when the sources are unlikely to be simulated
because of their number, working condition, and complex distribution. Uncertainty in the scientific
or technical context has a very specific meaning. If we make a measurement many times, we will
get a range of results which are close to the “true” value. This spread in measured results can
stem from differences in the exact measurement position, statistical variation in the response of
the measurement instrument or differences in the way that different people read the instrument
display. The uncertainty of the used measuring equipment has to be known and considered in the
final assessment [2].

2. MEASUREMENT METHOD AND RESULTS

The European Conference of Postal and Telecommunication Administrations (CEPT) has pro-
duced ECC Recommendation (02)04 covering RF radiation [3]. This defines generally applicable
measurement methods without mentioning any limit values. For such values, it refers to the EU
Council Recommendation 1999/519/EC on protection of the general public [4] and to corresponding
national regulations.

The ECC Recommendation envisages three cases for evaluating situations involving exposure
to RF radiation:

e Case 1: Quick overview
e Case 2: Variable frequency band
e Case 3: Detailed investigation

Case 1, Quick overview, is sufficient as all the measured values remain below the Decision Level (the
thresholds below the reference level on the International Commission on Non-lonizing Radiation
Protection (ICNIRP) limit values or on nationally-determined limit values). Broadbend measuring
equipment is ideal for case 1. The following property are essential — measuring instrument and
isotropic (non-directional) field probes must be capable of measuring the root mean square (rms)
value [5].

In this case, the goal is characterization of RF electric field levels with electric field probe (Type
8.3) of EMR-300 RF radiation meter [6]. All measurements were done in points on about 1.5-1.8 m
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Figure 1: The percentile distribution of measurement values [5].

from ground / floor and on distance from antennas of GSM BS above 1 m (“far-field conditions”)
in the day-time period from 12h to 16 h.

In order to minimize influence of other sorces of RF radiation, GSM BS were selected by means
that ones are solely sorces of RF radiation in area within 150 m.

Measurements were divided into four groups:

Group 1: Measurements on roofs where GSM BS are mounted;
Group2: Measurements in rooms below GSM BS;

Group 3: Measurement in rooms were situated around GSM BS;
Group 4: Measurement around masts of GSM antennas.

The Figure 1 presents the accumulative percent of measurement values vs. RF electric field
strength (100 kHz—-3 GHz) for all four groups measures in the region of GSM BSfor “the worst
case” (maximal value on display).

3. AN EXAMPLE OF EXPRESSINGTHE MEASUREMENT UNCERTAINTY

The evaluation of uncertainty should be performed following the ISO/IEC Guide [7]. The European

Committee for Electrotechnical Standardization (CENELEC) issued standard EN 50413 [8] and EN

50492 [9] where useful information can be found about identification of the uncertainty components.
These are some of the uncertainty contributions [2, 10]:

a) Probe calibration, which should be carried out in an accredited laboratory;

b) Frequency interpolation, due to the fact that the probe calibration curve is determined for
discrete frequencies of the reference EMF;

¢) The measuring procedure followed to estimate the measured quantity and differences due to
different staff carrying out the same type of measurement;

d) The effects of environmental conditions (i.e., temperature, humidity) in the measurement
setup.

In this section, an example of the estimation of the uncertainty for electric field strength measure-
ment with a calibrated PMM 8053A broadband field strength meter and isotropic probe PMM
EP-300 (frequency range: 100kHz to 3 GHz) is presented [11]. The uncertainties of the EP-300
field sensor are shown in Table 1. s

Note,/Conversion: X [dB] = 20log (% + 1) and z [%] = (10 0 — 1) -100

The measured RMS electric field strength obtained from 10s samples for a total time of 6 min.
The ambient temperature was about 25°C and the ambient relative humidity was about 57%. The
high of the field sensor was 1.5 m above the ground.

In Table 2, an exampleof the uncertainty budget from CENELEC standard EN 50413 is reported
for electric field strength measurements performed with a broadband measurement system (PMM
8053A -broadband field strength meter and isotropic probe PMM EP-300).
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Table 1: Uncertainties associated with PMM EP-300 electric field strength sensor [11].

Source Quantity Value
Resolution 0.01V/m
Absolute error @ 50 MHz, 20 V/m +0.8dB
Manufacturer Flatness (3MHz-3 GHz): +£1.5dB
data Isotropy +0.8dB (typycal+0.5dB@ 930 and 1800 MHz
sheet Temperature error 0-20°C: —0.05dB/°C
Modulation error < £1.25dB
Probe +8053A meter isotropy +0.5dB
Out of band responses +0.2dB
Linearity (maximum error) +1.52dB/-0.2dB
Calibration Frequency response +1.01dB/-0.86 dB
certificate Probe anisotropy +0.31dB/—-0.28 dB
Calibration uncertainty +10%: f <300MHz +15%: 300Hz < f < 3GHz

Table 2: Example of an uncertainty budget for field strength measurement using a broadband measurement

system [8, 10, 11].

Specified L Standard
. NP Division )
Influence factor Reference uncertainty Distribution uncertainty
factor ]
(%] u(xi) [%]
Calibration Calibration report 15 Normal (k = 2) 2 7.5
Isot . isot
sotropy (max. anisotropy Calibration report 3.6 Normal (k = 2) 2 1.8
of the field sensor)
Izot b
zotropy (probe Data sheet 5,9 Rectangular 1.73 3.4
and field meter)
Linearity deviation Calibration report 19.1 Normal (k=2) 2 9.6
Frequency response Calibration report 12.3 Normal (k = 2) 2 6.2
Temperature Data sheet 1.2 Rectangular 1.73 0.7
Modulation error Data sheet 15.5 Rectangular 1.73 8.9
Resolution Data sheet 0.18 Rectangular 1.73 0.1
“Out of band” responses Data sheet 2.3 Rectangular 1.73 1.3
Repeatability of indication| Measuring series 0.8 Normal (k =1) 1 0.8
Combined standard uncertainty / uc[%)]/ 16.84
Expansion factor / k / 1.96
Expanded uncertainty / U [%)]/ 33
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Abstract— This paper presents a new model which uses mixed distribution for uncertainty
evaluation of conducted emission measurement. Evaluation of probability density function (PDF)
for the measurand has been done using a Monte Carlo method and a modified least-squares
method (combined method). For illustration, the combined method is applied in three cases for
two independent input quantities. Namely, the combined method is used for the evaluation of
PDF for the output quantity (mixed distribution) according to PDF from two independent input
quantities, and i.e., two independent input quantities assigned by the normal distributions, two
independent input quantities where the first quantity is assigned a normal distribution and the
second is assigned a rectangular distribution, two independent input quantities where the first
quantity is assigned a normal distribution and the second is assigned a triangular distribution.
The results obtained by the Monte Carlo method and the modified least-squares method are
compared to the corresponding results when applying the standard GUM (Guide to the Expression
of Uncertainty in Measurement) procedure.

1. INTRODUCTION

Measurement results generally need to be accompanied by quantitative statements about their
accuracy. For the sake of comparability, a standardized treatment of measurement uncertainty is
essential. The Guide to the Expression of Uncertainty in Measurement — GUM [1] has become the
standard for the evaluation of measurement uncertainty. The concept of measurement uncertainty
starts from a fact that all kinds of measurement uncertainty have a random character, which means
that each one of them should be associated with the corresponding probability distribution [1].
Consequently, a probability distribution can take the form of a distribution function or a probability
density function [2].

For measurement uncertainty assigning of linear or linearized models, for interrelating input
quantities in relation to one output quantity, the GUM suggests one standard procedure which is
known as the GUM uncertainty framework — GUF [2]. So, for one linear model combined standard
uncertainty is completely determined in the scope of the GUF. However, in order to determine cov-
erage factor it is necessary to know the probability density function (PDF) for the output quantity
which is not explicitly determined in the GUF [3]. Propagation of distributions may be applied in
several ways: by analytical methods, uncertainty propagation, numerical methods [2]. In practice,
propagation of distributions may be applied without approximation only to simpler cases. The
GUM Supplement 1 is based on one general concept of propagating PDFs where in order to obtain
PDF for the measurand of the Monte Carlo method (MCM) use was suggested. Consequently,
the law of propagation of uncertainties is based on a construction of a linear approximation to the
model function [4].

Some of the standardized EMC measurements include within the precisely defined ways for
evaluating uncertainty in measurement [5]. EMC tests and measurements typically have large un-
certainties of at least several decibels [6]. Today, electronic equipment is considered to be the critical
project element of armament and military equipment means and systems. So, for example, modern
telecommunication devices are characterized on one hand by the great power of ultra broadband
transmitters, and on the other by sensitivity of receivers [7]. And if the fast development of infor-
mation technology is added to this, it becomes clear that the correct functioning of every single
device, and all of them together, is not possible without the analysis of reciprocal electromagnetic
effects [8]. Many uncertainty sources in the domain of EMC measurements were not studied well
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and need further studying. That is why it is important to have good knowledge about uncertainty
in EMC measurement and minimize them as much as possible.

This paper presents a model for determining probability density function for the output quantity
(so-called mixed distribution), according to the probability density functions for two input quanti-
ties which are independent. Point estimates parameters of a mixed distribution were done by using
a combined method which consists of the Monte Carlo method and the modified least-squares
method.

2. POINT ESTIMATES PARAMETERS OF A MIXED DISTRIBUTION BY THE
MONTE CARLO METHOD AND THE MODIFIED LEAST-SQUARES METHOD

The evaluation of probability density function for the measurand (output quantity) is done using
the Monte Carlo method. The procedure of estimating an output quantity using the Monte Carlo
method (MCM), its standard uncertainty and the coverage interval for one output quantity for
the case of uncorrelated input quantities are described in [3]. The advantage of the MCM is that
it enables obtaining the results for the output quantity no matter what the shape PDFs for the
input quantities are, especially with the complex model of the measurement when the analytical
approach is very comprehensive.

The Monte Carlo method demands numerical calculation of approximation of probability density
function, so, for these needs the pseudorandom number generator (PRNG) is developed which
constitutes a key of the Monte Carlo procedure. In addition, point estimates parameters of the
probability density function for the output quantity (density function of a mixed distribution) are
obtained by the combined method which consists of the Monte Carlo method and the modified
least-squares method. Point estimates parameters of density function of a mixed distribution can
also be obtained in the analytical procedure, but is more complicated, and sometimes difficult to
execute.

Point estimates parameters of density function of a mixed normal-normal distribution are de-
termined using the following expressions:

mi1; = 1.05Zmin + 0-95(~7/'max — xmin)rml;i, 1=1,2,...,N (1)
51, = 0.1s +1.25s16,.5, 1=1,2,...,N (2)
mgj = 1.05Zmin + 0.95(Zmax — Tmin)Tmszj, J=1,2,..., N (3)
S9j = 0.1s +1.25sr5,, j=1,2,..., N (4)

where: Tmin, Tmax — minimum and maximum values of a mixed distribution, respectively, s —
empirical standard deviation of a mixed distribution, N — total number of trials, 7y, i, 7s,:45 Tma:j
Tsy;j € (0,1) — pseudorandom numbers, respectively.

Mixed coefficient is determined using the expression:

&1 =Te; 1, l= 1,2,...,N (5)

The procedure of determining point estimates parameters of density function of a mixed normal-
normal distribution consists of several steps.

First, one determines minimum and maximum values, Ty, and Zyax, which were taken by the
random variable z, and then, according to the generated pseudorandom numbers (7,4, 7s,:i; Tma:j
Ts,;; and 7., respectively), which belongs to the interval (0, 1), and using the Egs. (1)-(5), the
ith, jth and lth are determined for these parameters. Function values are determined of a mixed
normal-normal distribution for every value of random variable z which belongs to midpoint of each
class histogram. If histogram has k classes, then there are k values of this density function of a
mixed distribution. Also, the empirical values of this function are determined for each one of these
classes using the following formula:

n; .
fj nh7 j 17 27"'7k (6)
where n; — is the number of values which fall under jth class of histogram, n is the total number
of values of the mixed distribution (n = N; + N3), which were taken by the random variable z,
and h is the class width of histogram. The function f; is the empirical density function of mixed
normal-normal distribution. Class width of histogram A and the number of classes of histogram k
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are determined according to the following formulas, respectively:

Tmax — Lmin
h= —"—2 7
- 7)

It is implied that k is taken as an integer value. For determining the value for k, there exist other
formulas in statistics [9].

When the midpoint of each class histogram, x;, values f; and f(x;) are determined, then one
determines the sum of the squared deviations of these functions according to classes, using this
formula:

k
Si=Y [f(z) = fi]*, i=1,2,...,N 9)
j=1

When the first value of the S; sum is determined, then for the second generated pseudorandom
numbers (Tm,; 4, Tsy:ds Tmaijy Tseyj a0d e, respectively), the same procedure determines the param-
eters of the density function of mixed normal-normal distribution and the sum S and then, the
values of the two sums are compared. The parameters of density function of a mixed normal-normal
distribution, determined in this way randomly, the ones retained are those in which the minor sum
of the squared deviations of these functions is obtained. The procedure continues and the new sum
Sis determined, and the parameters with which this sum is the least, are retained. The procedure
must be repeated from 10° to 10° times, and even more.

Point estimates parameters of density function of a mixed normal-rectangular distribution are
determined using the following expressions:

m; = 1.05Zmin + 0.95(Zmax — Tmin)rms;i, =1,2,..., N (
8 = 01s+1.25sry, i=1,2,..., N (11
aj = Tmax — 0.9(Tmax — Tmin)Ta;j, J=1,2,..., N (
bj = 1.05Zmax — 0.9(Tmax — Tmin)js J =1, 2,..., N, a; <b; (13

where: Tiin, Tmax — minimum and maximum values of a mixed distribution, respectively, s — em-
pirical standard deviation of a mixed distribution, N — total number of trials, 7y, ;, 754, Tayj, Th;j €
(0,1) — pseudorandom numbers, respectively. Consequently, mixed coefficient is determined using
the Eq. (5).

3. EVALUATION OF MEASUREMENT UNCERTAINTY FOR CONDUCTED EMISSION
MEASUREMENTS BY APPLICATION OF THE GUM

The basic document for evaluating and expressing uncertainty in measurement is the GUM [1].
Consequently, the GUM proposes a standard procedure which is known as GUF, which is applied
to linear or linearized models. Recently, the evaluation of measurement uncertainty is based on
the knowledge about the measurement process and knowledge about the input quantities which
influence the results of measurement. The knowledge about the measurement process is expressed
by a so-called model equation which reflects the interrelation between the measurand and the input
quantities [10]. The knowledge about the input quantities is represented by the appropriate PDFs.

3.1. Measurement Model

This work observes conducted emissions measurements in power leads of military telecommunication
devices in Faradey cage according to the method CE102 from the standard MIL-STD-461E [11].
For determining of the measurand value, the standardized measurement method is used [11].

Model equation for the evaluation of the Measurement Instrumentation Uncertainty — MIU is
given in [12], in the following expression:

V =Vt + Le + LyigN + 0Vsw + 6Vpa + 0Vpr + 0 Fsgep + 62 + 6M (14)

Consequently, it is visible that the Eq. (14) represents one purely additive linear model, whose
terms are independent. Information about terms of an expression in the model equation is given
in the Table 1 (see the next Section).

Uncertainty budget for the case of conducted emission measurements, apart from Type B eval-
uation, also constitutes Type A evaluation.

This work will not consider the contribution of type A evaluation.
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Table 1: The data for the input quantities X; which is used for evaluation of the Measurement Instru-
mentation Uncertainty, type B, according to the ISO-GUM [1], which is used for the conducted emission
measurement, from 10kHz to 10 MHz.

Estimate X;

Standard Sensitivity ~ Contribution to
Input quantity X (z:) — uncertainty  coefficient the standard
Probability .
Value o u(zi) C; uncertainty
distribution
[dB] functi ui(y) = ciu(z:)
unction
. . Rectangular
Receiver reading Ve +0.1 0.058 1 0.058
kp = 1.732
LISN-receiver Normal
. L. +0.1 0.050 1 0.050
attenuation kp = 2.000
LISN voltage Normal
e Lusy  £0.2 0.100 1 0.100
division factor kp, = 2.000
Recei i N 1
COCVELSIE T SV £1.0 orma 0.500 1 0.500
wave voltage kp = 2.000
Recei 1 Rect 1
COCVEEPUE 5y, 2.0 cctanguar 1.155 1 1.155
amplitude response kp =1.732
Receiver pulse Rect 1
ecta
repetition rate ~ 0Vpr  £2.0 netar 1.155 1 1.155
kp = 1.732
response
F t Rect 1
FEAUEney SeP - s 0.0 cctangiar 0.000 1 0.000
error kp =1.732
2.60 Tri 1
LISN impedance 57 ranstar 1.082 1 1.082
—2.70 kp = 2.449
LISN-recei 0.676 U-shaped
recever sy shape —0.519 1 —0.519
mismatch —0.734 k, =1.414

3.2. Values of Input Quantities

The input quantities data are given in the Table 1. The given data are obtained from the man-
ufacturer’s specifications and calibration certificates, and they are used for the evaluation of the
Measurement Instrumentation Uncertainty, type B, according to the ISO-GUM [1].

4. EVALUATION OF THE MEASUREMENT INSTRUMENTATION UNCERTAINTY
WHICH IS USED IN CONDUCTED EMISSION MEASUREMENT USING THE MONTE
CARLO METHOD AND THE MODIFIED LEAST-SQUARES METHOD

The previous section presents the uncertainty budget according to the GUM for the case of
conducted emission measurement according to the method CE102 from the standard MIL-STD-
461E [11]. Consequently, the model equation for the evaluation of the Measurement Instrumenta-
tion Uncertainty — MIU is given with the Eq. (14). The Monte Carlo method and the modified
least-squares method (combined method) are applied to two by two independent input quantities
from the given expression. Namely, the combined method is used for the evaluation of probability
density function for the output quantity (mixed distribution) according to probability density func-
tion from two independent input quantities, and, i.e., two independent input quantities assigned
by the normal distributions, two independent input quantities where the first quantity is assigned
a normal distribution and the second is assigned a rectangular distribution, two independent input
quantities where the first quantity is assigned a normal distribution and the second is assigned a
triangular distribution. The Monte Carlo simulations for obtaining mixed distributions are done
by the procedure which was described in the Section 2 and the values are used from the Table 1. A
value of N, the total number of trials was 10°. The number of data which was used for simulation
is n = 5000. Risk conformity was o = 0.05, that is the confidence level (1 — «) was 0.95. One more
data that is important for our simulation was the mixed coefficient ¢ which was 0.5. The results
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obtained by the combined method are compared to the corresponding results when applying the
GUM.

4.1. Mixed Normal-normal Distribution

The first example which was used refers to two independent input quantities L. and L11gn assigned
by two normal PDFs. The Table 1 shows that for two given input quantities L. and Lyjgn estimates
are given with +0.1dB and 40.2dB, respectively. Then the estimated values are 1 = x2 = 0,
and standard uncertainties u(z1) = 0.05 and u(x2) = 0.1, respectively. Consequently, the associ-
ated normal PDFs are determined by expectation m; and mq equal to the given estimates x; and
T9, respectively, and also standard deviations s; and s9 equal to the given standard uncertainties
u(x1) and u(xg), respectively. After entering the given data into a computer program, generating
of pseudorandom numbers is done (in our case 5000). For such generated pseudorandom num-
bers histogram is drawn (Fig. 1) that represents the empirical curve of a mixed normal-normal
distribution.

After that, determining point estimates parameters of a mixed normal-normal distribution by
the combined method is done (Section 2). With parameters that are determined like this the density
function of a mixed normal-normal distribution. These values of parameters are pseudorandom and
with them fitting of a mixed normal-normal distribution (estimated curve) is tried in a histogram
(the empirical curve, white line). In the Fig. 1 the estimated curve is shown in a yellow line.
Consequently, the theoretical curve is shown by a red line and represents the results obtained
according to the GUM (Fig. 1). It is noticeable that the estimated curve fitting in histogram is
very good, which indicates that the unknown parameters of this distribution are estimated well.
It should be mentioned, that coming of the curve through the mid-point of each class histogram
is considered to be the best fitting. Also, it is noticeable that the estimated curve differs slightly
from the theoretical curve.

4.2. Mixed Normal-rectangular Distribution

The second example which was used refers to two independent input quantities Vi and 0Vpa,
assigned by normal and rectangular PDFs, respectively. The Table 1 shows that for two given
input quantities §V5y and 0V}, estimates are given with £1dB and £2dB, respectively. Then the
estimated values are 1 = w9 = 0, and standard uncertainties u(x1) = 0.5 and u(z2) = 1.155,
respectively. As in the previous example, the given data are recorded into the computer program,
and then the pseudorandom numbers (n = 5000) generating is done. For generated pseudorandom
numbers in such way the histogram is drawn (Fig. 2), which represents the empirical curve of a
mixed normal-rectangular distribution.

Determining point estimates parameters of a mixed normal-rectangular distribution is done by
the combined method (Section 2). These values of parameters are pseudorandom and the fitting of a
mixed normal-rectangular distribution (estimated curve) in histogram (the empirical curve) is tried
with them. In the Fig. 2, the estimated curve is shown in yellow line, while the theoretical curve is
shown in red line and it represents the results obtained according to the GUM. It is noticeable that
fitting of the estimated curve in histogram very well does not deviate a lot from the theoretical
curve.

M= | 1000000

M= 1000000

5 Theoretical urve  ——  Estimated curve Empirical curve ) Theoretiosl e ——  Estimated curve Exmpirical curve

T 7 233877 T 0.a57326

5425408 0.452595

3616930 0328663

1208460 0164332

P . X
Fushahility demsity fanction = Prohahility density fimetion -

Figure 1: Mixed normal-normal distribution ob- Figure 2: Mixed normal-rectangular distribution ob-
tained by the combined method and GUM, respec- tained by the combined method and GUM, respec-
tively. tively.
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Figure 3: Mixed normal-triangular distribution obtained by the combined method and GUM, respectively.

4.3. Mixed Normal-triangular Distribution

The third example which was used refers to two independent input quantities § Vg, and 67, assigned
by normal and triangular PDFs, respectively. The Table 1 shows that for two given input quantities
0Vsw and 6Z estimates are given with £1.0dB, and also +2.60dB and —2.70 dB, respectively. Then
the estimated values are 1 = 0 and x2 = —0.05, and the standard uncertainties u(x;) = 0.5 and
u(xg) = 1.082, respectively. And as in the previous example, the given data are recorded into the
computer program, and then the generating of the pseudorandom numbers (n = 5000) is done.
For such generated pseudorandom numbers the histogram is drawn (Fig. 3) that represents the
empirical curve of a mixed normal-triangular distribution.

Determining point estimates parameters of a mixed normal-triangular distribution is done with
the combined method (Section 2). These values of parameters are pseudorandom and with them,
fitting of a mixed normal-triangular distribution (estimated curve) in a histogram (the empirical
curve) is tried. In the Fig. 3 the estimated curve is presented in the yellow line. In the same figure
the theoretical curve is presented in the red line and it represents the results obtained according to
the GUM. It is noticeable that fitting of the estimated curve in a histogram very well and differs
slightly from the theoretical curve and only at the ends.

5. CONCLUSIONS

In this paper the Monte Carlo method and the modified least-squares method (combined method)
are described for the estimate of the output quantity, which is interrelating with two input quan-
tities. As a representative model equation for the evaluation of the Measurement Instrumentation
Uncertainty — MIU is used, and it is also used for the conducted emission measurement accord-
ing to the method CE102 [11]. The Monte Carlo method (MCM) and the modified least-squares
method are applied to two by two independent quantities which were associated the appropriate
probability density functions (PDFs). In addition, applying MCM and the modified least-squares
method produce a mixed distribution, i.e., PDF for the output quantity, which fits well (the esti-
mated curve) in histograms and differs slightly from the produced results according to the GUM
(the theoretical curve).

In this way, it is shown that applying PRNG produces valid results and have the algorithms
for making representative draws. It is also shown that it can work with any PDFs for the input
quantities. It is concluded that the applying combined method (MCM and the modified least-
squares method) can be regarded as a reliable and easy to implement approach for evaluating the
PDF for the output quantity to a satisfactory degree of approximation.
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Abstract— Previous examinations of voltage regulators “National Semiconductor” LM2940CT5
and “STMicroelectronics” L4940V5 in gamma radiation field pointed on similar influences of se-
rial pnp transistor’s geometry and its perimeter-to-area ratio on degradation of the transistor’s
forward emitter current gain. It was also perceived that even drastic fall of forward emitter cur-
rent gain does not necessary lead to significant decrease of integrated circuit’s radiation hardness,
especially in the case of voltage regulators, devices with the negative feedback loop.

In this paper, were presented results related to the change of the serial transistor’s dropout voltage
and the forward emitter current gain as a function of absorbed total dose of gamma radiation.
Lateral serial transistor’s dropout voltage of LM2940CT5 voltage regulators decreased up to
12%, while dropout voltage of vertical serial devices in voltage regulators L4940V5 increased up
to 70%. On the other hand, measured values of serial transistor’s forward emitter current gain of
radiation sensitive devices LM2940CT5 decreased 20-40% after the absorption of ionizing dose of
500 Gy(SiO2), while in the radiation hard voltage regulators L4940V5 was observed decrease of
forward emitter current gain by 30-80 times! This was a consequence of abrupt rise of the serial
transistor’s base current and operation with low current of 100 mA during the examination, that
altogether with negative feedback loop reaction caused a significant shift of voltage regulator’s
serial transistor’s operation point toward the left part of the characteristic 5(Vpg), and not
almost hundredfold degradation of forward emitter current gain of serial transistor in voltage
regulator L4940V5.

1. INTRODUCTION

In the recently published papers were presented results of the examination of maximum output cur-
rent and serial transistor’s forward emitter current gain of low-dropout voltage regulators “National
Semiconductor” LM2940CT5 and “STMicroelectronics” L4940V5 in gamma radiation fields [1,2].
Results of change of the maximum output current and its influence on serial transistor’s forward
emitter current gain were analyzed.

Foregoing results pointed on the high radiation hardness of BICMOS voltage regulators “STMi-
croelectronics” L4940V5 with vertical pnp transistors, also as very low radiation tolerance of con-
ventional monolithic bipolar devices “National Semiconductor” LM2940CT5 with round lateral pnp
transistors [3,4]. Presented results related on data of maximum output current indicated on high
possibility of making an error in determination of device’s radiation hardness based on experiments
that only analyze a change of the forward emitter current gain, particularly in electron devices
with negative feedback loop [1]. On the other hand, results on the maximum output voltage gave
much more reliable results on voltage regulator’s radiation tolerance. During the maximum output
current examination was noticed that bias conditions had the great influence on measured values
of forward emitter current gain [2].

In this paper, were presented results related to the change of the serial transistor’s dropout volt-
age and the forward emitter current gain as a function of absorbed total dose of gamma radiation.

2. EXPERIMENT

Integrated 5-volt positive commercial-off-the-shelf voltage regulators “ST Microelectronics” 1.4940V5
and “National Semiconductor” LM2940CT5 were tested in the Vinc¢a Institute of Nuclear Sciences,
Belgrade, Serbia, in Metrology — dosimetric laboratory.

60Co was used as a source of v radiation and it was situated in the device for the realization of
v-field, IRPIK-B. The accepted mean energy of v-photons was E, = 1.25 MeV. The samples were
irradiated in the mouth of collimator. The exposition doses measurement was exerted with the
cavity ionizing chamber “Dosimentor” PTW M23361, of the volume 3-107°m?. With the cavity
ionizing chamber, the reader DI4 was used [2].



Progress In Electromagnetics Research Symposium Proceedings, KL, MALAYSIA, March 27-30, 2012 1181

The current and voltage measurements were carried out with laboratory instruments “Fluke”
8050A and “Hewlett-Packard” 3466A. All measurements and the irradiation of components were
performed at the room temperature of 20°C [2].

The main values used for the detection of voltage regulator’s degradation due to the exposure to
ionizing radiation were forward emitter current gain and serial transistor’s collector-emitter dropout
voltage. The measured electrical values were voltage regulator’s output current, output voltage and
quiescent current. The examination of the serial transistor’s collector — emitter dropout voltage
change was performed in the following way: input voltage was increased until output voltage
dropped to 4.9V, for the constant output current of 100 mA. Difference between the input and
output voltage represents the dropout voltage of the serial transistor for a corresponding current [3].

The devices had been irradiated until the predetermined total doses were reached. To avoid the
effects of recombination in semiconductor after the irradiation, all measurements were performed
up to half an hour after the exposure. The devices in v-radiation field were exposed to the total
dose of 500 Gy (SiO3), with dose rate of 4cGy(SiO2)/s [2].

More details about the experiment, sources of ionizing radiation, test procedure and techno-
logical processes implemented in the manufacturing of the examined circuits are provided in the
references [2—4].

3. RESULTS

Data presented in Figures 1-3 were obtained by the tests of change of the serial transistor’s dropout
voltage on circuits “National Semiconductor” LM2940CT5 from the batch PM44AE. The data were
collected during the voltage regulator’s operation with the constant load current of 100mA and
constant output voltage of 4.9 V.

Although the dropout voltage rise on the serial transistor associated with the rise of absorbed
total dose would be the expected effect, a noticeable decrease of dropout voltage may be observed.
This phenomenon may be explained by the Early effect [5], according to the previously observed
change of the maximum output current. A significant decrease of the output current caused by the
reduced emitter efficiency, for approximately the same values of voltage Vpg and the base width,
must be connected with simultaneous decrease of the collector — emitter dropout voltage, Vog.
Whence the total dose of 300 Gy(SiO3) was absorbed, serial transistor dropout voltage starts to
increase (Figure 1). Serial transistor’s base current has the ascending trend, regardless the bias
conditions, causing the steady decline of the serial transistor’s forward emitter current gain, differ-
ent from the most of observed trends during the examinations of maximum output current [1,2].
Opposite to the noticed sharp decline of the base current after the absorption of very low total
doses during the examinations of the maximum output current [2], whence the experiments on the
change the serial transistor’s dropout voltage were performed, similar effect was not perceived.

The explanation for the different responses was the much lower influence of degradation of
the serial transistor’s emitter injection efficiency during the operation with smaller serial tran-
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sistor’s current densities (load current of 100mA for 1A device, compared to the load currents
of 500-800mA in experiments related with the maximum output current [1,2]). As previously
reported [1,2], degradation of the serial transistor’s forward emitter current gain was less then
expected (up to 60% for total ionizing dose of 500 Gy(SiO3)), and in the case of experiment with
low load current, degradation of the emitter injection efficiency of elementary round lateral pnp
transistors was less expressed. Small perimeter-to-area ratio of older technological process was in
this case advantage, having the small influence on spreading of the depletion region on the serial
transistor’s base — emitter junction [6], that is the small influence on the increase of the base
current, causing the moderate degradation of the serial transistor’s forward emitter current gain
and preservation of its acceptable characteristics also after the absorption of total ionizing dose of
500 Gy(SiOa3).

In total, lateral serial transistor’s dropout voltage of LM2940CT5 voltage regulators decreased
up to 12%, while the measured values of serial transistor’s forward emitter current gain of devices
LM2940CT5 decreased 20-40% after the absorption of total ionizing dose of 500 Gy(SiO3). Yet,
once again have to be mentioned that the acceptable radiation tolerance of the serial transistor
comprised of 350 elementary lateral pnp transistors [3] was not enough to maintain the voltage
regulator’s radiation tolerance, since the circuit became inoperable after the malfunction of the
voltage regulator’s error amplifier circuit [3].

In the Figures 4—6 were presented changes of the serial transistor’s dropout voltage and the
forward emitter current gain for the voltage regulators 1.4940V5, for the constant load current of
100 mA and output voltage of 4.9 V. Since the device 1.4940V5 has serial transistor with the vertical
pnp power transistor, at the first glance it is quite surprising that the measured values of serial
transistor’s forward emitter current gain of this proven radiation hard device [4] decreased by 30-80
times! Despite of the rise of the serial transistor’s collector — emitter voltage of up to 70% (for the
total dose of 500 Gy (SiOz2)), absolute value of this voltage was not great (about 0.65V), and the
voltage regulator remained completely functional. These results led to the conclusion that fall of
forward emitter current gain was the consequence of the abrupt rise of the serial transistor’s base
current and operation with low current of 100 mA during the examination, that altogether with the
negative feedback loop reaction caused a significant shift of voltage regulator’s serial transistor’s
operation point toward the left part of the characteristic 5(Vpg). Almost hundredfold degradation
of serial vertical pnp transistor’s forward emitter current gain (for the constant values of base —
emitter voltage and for comparable forward emitter current gains in the entire operating area)
certainly did not occur.

The great carriers recombination in the areas of base and emitter, caused by the intensive oxide
charge trapping, led to the rise of the base current up to 40 mA, for the load current of 100 mA.
Analysis of characteristic # = f(D) and Vop = f(D) leads to the perception of the considerable
difference in response of the biased samples with the negligible load current, compared to the other
samples. In the case of biased devices with the input voltage of 8 V and the output current of
1mA, load current can be neglected, since through the serial transistor of the voltage regulator
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L4940V5 flows the current of 4 mA towards the voltage divider, even in the cases when there is no
connected load on the output terminal. Positive bias voltage, that is the increased electric field in
the oxide, decreases concentration of the interface states proportionally to the square root of the
electric field intensity [7]. Difference is particularly noticeable in the total doses range between the
200 Gy and 400 Gy. Current flow through the n-type base cause the holes concentration to rise,
so there originates increase of the base recombination. Beside the depletion of the p-type emitter
surface by the positive trapped charge and the bias voltage, that spreads depletion region, increased
recombination in the base area also causes rise of the base current [8].

None of the examined samples of voltage regulators L4940V5 showed output voltage fall bellow
the threshold of 4.9V, nor the excessive change of the serial transistor’s dropout voltage.

4. CONCLUSION

In this paper, were presented results related to the change of the serial transistor’s dropout voltage
and the forward emitter current gain as a function of absorbed total dose of gamma radiation.
Lateral serial transistor’s dropout voltage of voltage regulators LM2940CT5 decreased up to 12%,
while dropout voltage of vertical serial devices in voltage regulators 1.4940V5 increased up to
70%. On the other hand, measured values of serial transistor’s forward emitter current gain of
radiation sensitive devices LM2940CT5 decreased 20-40% after the absorption of ionizing dose of
500 Gy(SiO3), while in the radiation hard voltage regulators 1L4940V5 was observed decrease of
forward emitter current gain by 30-80 times. Yet, acceptable radiation tolerance of lateral pnp
serial transistor was not enough for the maintenance of voltage regulator’s LM2940CT5 radiation
tolerance, since the circuit became inoperable after the malfunction of the voltage regulator’s error
amplifier circuit.

The great decrease of forward emitter current gain in voltage regulator L4940V5 was the con-
sequence of the abrupt rise of the serial transistor’s base current and operation with low current
of 100mA during the examination, that altogether with negative feedback loop reaction caused a
significant shift of voltage regulator’s serial transistor’s operation point toward the left part of the
characteristic #(Vpg), and not almost hundredfold degradation of forward emitter current gain.
Biased operation of voltage regulators L4940V5 with input voltage 8 V and negligible load current
led to noticeable improvement of radiation hardness, primarily due to the increased accumulation
of the n-type base and reduced space charge area, with reduced recombination in the base. Also,
positive bias voltage had influence on the suppression of formation of the interface traps.

Presented results are sharp illustration of possible deceptive conclusion about the electron de-
vice’s radiation hardness that may originate from analysis of only few parameters (even if among
them is such an important parameter as the forward emitter current gain), without consideration
of complete collection of data for the entire circuit’s operation area.



1184 PIERS Proceedings, Kuala Lumpur, MALAYSTA, March 27-30, 2012

ACKNOWLEDGMENT

This work was supported by the Ministry of Education and Science of the Republic of Serbia under
the project 171007, “Physical and functional effects of the interaction of radiation with electrical
and biological systems”.

REFERENCES

1. Vukié¢, V. and P. Osmokrovi¢, “Radiation induced forward emitter current gain degradation of
lateral and vertical PNP power transistors in voltage regulators,” PIERS Proceedings, 1188—
1192, Xi’an, China, Mar. 22-26, 2010.

2. Vukié¢, V. and P. Osmokrovi¢, “Impact of forward emitter current gain and geometry of pnp
power transistors on radiation tolerance of voltage regulators,” Nuclear Technology & Radiation
Protection, Vol. 24, No. 3, 179-185, 2010.

3. Vuki¢, V. and P. Osmokrovi¢, “Total ionizing dose degradation of power bipolar integrated
circuit,” Journal of Optoelectronics and Advanced Materials, Vol. 10, No. 1, 219-228, 2008.

4. Vuki¢, V. and P. Osmokrovi¢, “Total ionizing dose response of commercial process for synthesis
of linear bipolar integrated circuits,” Journal of Optoelectronics and Advanced Materials, Vol. 8,
No. 4, 1538-1544, 2006.

5. Gray, P., P. Hurst, S. Lewis, and R. Mayer, Analysis and Design of Analog Integrated Circuits,
J. Wiley & Sons, New York, 2001.

6. Wu, A., R. D. Schrimpf, H. J. Barnaby, D. M. Fleetwood, R. L. Pease, and S. L. Kosier,
“Radiation-induced gain degradation in lateral PNP BJTs with lightly and heavily doped
emitters,” IEEE Transactions on Nuclear Science, Vol. 44, No. 6, 1914-1921, 1997.

7. Shaneyfelt, M. R., J. R. Schwank, D. M. Fleetwood, P. S. Winokur, K. L. Hughes, and
F. W. Sexton, “Field dependence of interface-trap buildup in polysilicon and metal gate MOS
devices,” IEEE Transactions on Nuclear Science, Vol. 37, No. 6, 1632-1640, 1990.

8. Schmidt, D. M., D. M. Fleetwood, R. D. Schrimpf, R. L. Pease, R. J. Graves, G. H. Johnson,
K. E. Galloway, and W. E. Combs, “Comparison of ionizing-radiation-induced gain degradation
in lateral, substrate and vertical PNP BJTs,” IEEFE Transactions on Nuclear Science, Vol. 42,
No. 6, 1541-1549, 1995.



Progress In Electromagnetics Research Symposium Proceedings, KL, MALAYSIA, March 27-30, 2012 1185

Microwave Absorption in Nonuniform Plasma with Different
Magnetic Field Configurations Using the Magneto-ionic
Appleton-Hartree Theory

M. S. Bawa’aneh!:?, Ahmed M. Al-Khateeb?, Sayeed Makkiyil!, Saud Al Awfi?,
Ibrahim Abualhaol', and Ghada Assayed?,

IKhalifa University of Science, Technology and Research, P. O. Box 573, Sharjah, United Arab Emirates
2Department of Physics, The Hashemite University, P. O. Box 150459, Zarqa, Jordan
3Department of Physics, College of Science, King Faisal University, P. O. Box 400, Al-Hufof, Saudi Arabia
4Department of Physics, Faculty of Science, Taibah University, P. O. Box 30002, Madina, Saudi Arabia

Abstract— Microwave propagation in a nonuniform, collisional, and magnetized plasma slab
with different magnetic field configurations is investigated using the magneto-ionic Appleton-
Hartree theory. For the zero B-field case, a narrow stealth band is obtained, while for parallel
and perpendicular propagation with respect to the B-field, results show a wider stealth band in
the vicinity of wee. An electron cyclotron frequency of about 4 GHz could result in almost total
absorption of the C-band.

1. INTRODUCTION

As radio waves travel in the ionosphere, electrons of the ionosphere oscillate coherently with the
electric field of the radio wave, while the motion of the positive ions may be neglected due their
high inertia. Electron collisions with neutral particles of the ionosphere provides a mechanism of
energy transfer from the radio wave into thermal heating of the ionosphere. Electromagnetic wave
reflection, absorption and scttering in plasma has attracted much attention lately because of the
special opprotunities that plasma stealth technology offers, where by changing different plasma
parameters one can control the absorption rates of microwaves in plasma [1,2].

In this work, microwave propagation in a nonuniform, collisional, and magnetized plasma slab
with different magnetic field configurations is investigated, and nonuniformity in plasma is simplified
by dividing the plasma slab into uniform subslabs [3,4]. The dielectric constant withina subslab
is obtained using the magneto-ionic Appleton-Hartree theory [5,6]. This theory was developed
to describe electromagnetic wave propagation in ionized media in the presence of static magnetic
fields. Magneto-ionic and optical-ray theories lead to useful and satisfactory description of wave
propagation and reflection. Within the magneto-ionic theory, waves are assumed to be of a plane
wave nature with a complex propagation constant, namely, vary as '~ 5% where w is the EM
wave frequency and K the propagation constant. Also, electron motion only is assumed to be
responsible for electromagnetic response due to high mobility.

2. FORMULATION AND NUMERICAL RESULTS

To simplify the study of the EM wave interaction with the nununiform plasma, the plasma slab
(with a certain density profile) is divided into uniform layers, where the propagation constant for

the mth layer is given by ck(™ = w 653”), where c is the speed of light in vacuum, w is the EM

wave frequency and egm) the dielectric function for the mth layer. Two different methods are widely

used in literature; one method depends on the summation of successive reflected and transmitted
powers at the interface between each two layers (neglecting multiple reflections between them) to
obtain the total reflected and transmitted powers [2], while the second method uses the scattering
matrix method (SMM) where global reflection and transmission rates are calculated [4].

Considering Maxwell’s equations and ignoring thermal effects, one can obtain the magneto-ionic
Appleton-Hartree equation [5, 6], namely

K? 1
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Figure 1: Normalized absorption versus wave frequency (GHz) for (a) zero B-field, (b) parallel propagation
and (c) perpendicular propagation. Narrow to wide peaks in each figure correspond to initial density values
No = 10%5, 106, 101" m~3, respectively. Other arameters are v = 400 MHz, a = 30cm. For (b) and (c),
fee = 4GHz.

1

o8} /
06f
0.4}

02}

Figure 2: Normalized absorption versus wave frequency (GHz) for (a) zero B-field, (b) parallel propagation
and (c) perpendicular propagation. Narrow to wide peaks in each figure correspond to collision frequency
values v = 100, 400, 800 MHz. Other parameters are No = 10 m™3, a = 30cm. For (b) and (c), f. =
4 GHz.

. . . 2
where n = —X is the index of refraction, A = —<- B = ¥ Dp = @llr 5pq p, = wpels
/Ew w2, w2, Nee Nee

and Hy, and Hp are the longitudinal and transverse components of the external dc magnetic field
components, respectively. This equation governs the propagation of high frequency radio waves
through a magneto-ionic medium.

In the rest of this section, we will be obtaining the absorption coefficients of an electromagnetic
wave incident on a nonuniform plasma with a dc magnetic field with different orientations; we will
consider the three cases of magnetic fields perpendicular to the propagation direction, parallel to
the propagation direction and the zero magnetic field case. All figures represent the normalized
absorption rate versus the EM wave frequency (GHz). Figure 1 shows the normalized absorption
versus wave frequency (GHz) for (a) zero B-field, (b) parallel propagation and (c) perpendicular
propagation. Narrow to wide peaks in each figure correspond to initial density values Ny = 10'°,
100, 101" m™3, respectively. Other arameters are collision frequency v = 400 MHz and plasma
width a = 30 cm. For Figures 1(b) and 1(c), the electron cyclotron frequency f.. = 4 GHz. Figure 2
shows the normalized absorption versus wave frequency (GHz) for (a) zero B-field, (b) parallel
propagation and (c) perpendicular propagation. Narrow to wide peaks in each figure correspond
to collision frequency values v = 100, 400, 800 MHz. Other parameters are Ny = 10'°m~3 and
a = 30 cm. For Figures 2(b) and 2(c), fe = 4 GHz.

The figures show higher maximum absorption and wider peak for parallel propagation compared
to perpendicular propagation and zero field case.

3. CONCLUSION

Microwave propagation in a nonuniform, collisional, and magnetized plasma slab with different
magnetic field configurations is investigated. For the zero B-field case, a narrow stealth band is
obtained, while for parallel and perpendicular propagation with respect to the B-field, results show
a wider stealth band in the vicinity of we.. An electron cyclotron frequency of about 4 GHz could
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result in almost total absorption of the C-band. The results also show higher maximum absorption
and wider peak for parallel propagation compared to perpendicular propagation.
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Abstract— The mechanism of troposphere producing noise to communication systems is in-
vestigated, and the importance of the effects is analyzed. The contribution of rain and other
precipitate particles to antenna noise temperature is discussed. The annual CDFs (Cumulative
Distribution Functions) of noise temperature and the reduction of G/T induced by rain at mil-
limeter wave band in Xi’an, China are discussed under the orbital parameters of the satellites
of Xinnuo-No. 1 etc. The possible effects induced by atmospheric noise on MIMO system at
millimeter wave band are analyzed. The results show that the rain-induced noise temperature
can not be neglected. It is necessary to investigate the effects of weather phenomena on antenna
noise temperature in detail, for instance rain, snow, dust-storm and so on.

1. INTRODUCTION

The Millimeter wave communication system has many advantages, such as high capacity, narrow
beam, small size of terminal device, high anti-interference ability, and good electromagnetism com-
patibility. It has become a research focus on exploiting and applying new communication technique
at millimeter wave band in the future communication field. The research on radio waves propa-
gation properties plays an important role in communication system design. The propagation and
scattering effects induced by atmospheric on electromagnetic wave, such as refraction, reflection,
scattering, phase shifting, depolarization, scintillation and so on, will cause direct influence on
channel capacity, transmission rate, signal quality and system stability, which are more serious and
negligible at high frequencies [1-4].

In fact, the absorbing mediums not only lead to attenuation, scattering effect but also be-
come the source of radiation noise. The noise will decrease the signal-to-noise ratio and affect the
transmission quantity of communication system, for example, they can decrease the transmission
rate and increase the bit error rate. So, antenna noise must be considered in designing wireless
communication systems [1-9].

The research on other propagation properties is really more than on the noise properties. So, the
noise temperature statistic properties are analyzed using the rain data measured in Xi’an, China.
The rain-induced noise temperature in a frequency range of 30 GHz—50 GHz and the statistical
distribution of G/T reduction are calculated, based on the orbital parameters of the satellites
of Xinnuo-I, Yatai-II etc. And, the results are analyzed. The results of this paper provide the
foundation for us to study the properties of MIMO channel at millimeter-wave bands.

2. NOISE TEMPERATURE AND ATMOSPHERE NOISE

The absorption and scattering of atmospheric and precipitate particles are the important reasons
for influencing the wireless communication system performance. In fact, the absorbing mediums not
only cause attenuation but also become the source of radiation noise, when electromagnetic wave
propagates through them. Radio noise emitted by a distant star can be a source of information in
radio astronomy, while that emitted from earth’s surface can be used for remote sensing. However,
these noises, so called background noise or sky noise, may be a limiting factor for communication
systems, which is unpredictable and has interference with signal. There are many kinds of noise
sources, such as cosmic background (2.7 K), galactic noise, emission from atmospheric gases (oxygen
and water vapor), emissions from clouds and rain, the earth surface and the sun, etc. The noise
power received at a given frequency usually is expressed by the so-called brightness temperature, or
noise temperature, which is a measure of the power being radiated in a given band by this source
in the direction of the receiving antenna. Brightness temperature, or noise temperature, is equal to
the physical temperature of a blackbody (perfect absorber) emitting the same power in the same
band. The relation between noise temperature 7, and received noise power P,, can be expressed
as [7-11]

P, =kpT,B, (1)

where kp is Boltzmann constant, B,, is the bandwidth of receiver.
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The clear atmospheric and precipitate particulates will also radiation noise when radio waves
interact with them, so called atmospheric noise. At frequencies below 1 GHz, radio noise caused
by atmospheric radiation is less than a few Kelvins, which can be ignored. However, at higher
frequencies, Ku and Ka band for example, the radio noise caused by atmospheric emission can
not be ignored. The atmospheric and precipitate particulates will not only cause attenuation but
also generated noise, both of them will reduce the system signal-to-noise ratio. So the atmospheric
noise can not be neglected and needs to be considered in designing wireless system. The atmosphere
consists of gaseous, liquid, and solid constituents. The hydrometeors (clouds, rain, snow, ice) are
the dominant noise source in the microwave region. However, other particles, such as dust, smoke
and sand, are minor noise source, which impact on antenna noise by covering on the antenna.

According to radiation theory, brightness temperature T of atmospheric is expressed as [11]

Ty = / T r(l)e ™ Odl + Thoe ™ (2)
0

In (2), T'(I) is the atmosphere temperature; (l) is the absorption coefficient; T, is the cosmic
background noise temperature, 7 is optical depth along the path between cosmic background and
receiving antenna; 7(1) is optical depth along the path [, can be written as

l
7(l) = /K,(ll)dll (3)
0

Let, k(1) = k, T(l) = Ty, the optical depth through the total path is 7(I) = xl. The Equation (2)
becomes
Lo
Tg =T, / e " kdl + Toge ™ (4)
0

where, x is the mean absorption coefficient, T}, is the mean ambient temperature. In (4), the
integration covers all radiation sources of atmospheric from the ground to the atmosphere top Lyg.

When radio waves pass through atmosphere, the waves suffer molecular absorption and scat-
tering at centimeter and millimeter bands. In the troposphere, the gaseous absorption is primarily
due to water vapor and oxygen [8]. There are 29 absorption lines for H,O up to 1097 GHz, and 44
lines for Og up to 834 GHz. Relatively narrow and weaker ozone (Og) lines are above 100 GHz [8].
Based on the radiation theory, (4) can be simplified as [10]:

A(dB)

Totm = Tp = T(1— e ™) =T, (1 —e"0) =T, (1 - 107?) (5)

The attenuation and radiation caused by gases and precipitate particulates make G /T decrease,
which will affect the transmission rate, error rate etc [13,14]. G and T are separately the antenna
gain and the noise temperature, which can be expressed as [8, 10]

G = Gyac(dB) — A(dB) (6)
T = Toge(K) + Tatm (K) (7)

where, Gyqc 18 antenna gain in vacuum, A is atmospheric loss, Ty is the vacuum noise temperature,
Totm is the atmospheric noise temperature. Thus, the reduction of G/T is given by (8) [8,10]

A(G/T) = —Agim(dB) — 1010g[(Tvac + Tatm)/Tvac) (8)

3. SIMULATION AND DISCUSSION

Atmosphere and precipitate particulates can cause attenuation and radiation noise, which reduce
SNR. SNR plays a significant role in estimating the channel capacity and error-rate of communi-
cation system. Literatures [12-15] have analyzed the capacity and error-rate in a fade channel. It
can be concluded from these literatures that the research on the statistical properties of S/N is
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important for estimating the performance of communication system. So, it is important to estimate
the G/T reduction induced by atmosphere and precipitate particulates.

The rain-induce noise temperature and G/T reduction are simulated for the frequencies from
30 GHz to 50 GHz, based on the rain rate data measured in Xi’an, China, and the orbital parameters
for the satellites of Xinnuo-No. 1 etc. The rain data are listed in Table 1, and the orbital parameters
are listed in Table 2. The link elevation-angles are listed in Table 3, which are calculated based

Table 1: The statistical result of rain rate measured in Xi’an, China.

Percent (%) | 0.0025 | 0.0038 | 0.0048 | 0.0053 | 0.0061 | 0.0076 | 0.0086
R (mm/h) | 55.0000 | 50.0000 | 45.0000 | 40.0000 | 35.0000 | 30.0000 | 25.0000
Percent (%) | 0.0283 | 0.1311 | 0.3729 | 1.5862 | 2.4157 | 3.7483
R (mm/h) | 10.0000 | 5.0000 | 3.0000 | 1.0000 | 0.5000 | 0.0500
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Figure 1: Rain-induced noise temperature at 30 GHz. Figure 2: Rain-induced noise temperature at 50 GHz.
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Figure 3: The G/T reduction at 30 GHz. Figure 4: The G/T reduction at 50 GHz.
Table 2: The orbital parameters for the satellites of Xinnuo-I etc.
Satellite Xinnuo-I | Yatai-II | Yatai-V | Yazhou-IIIS | Yazhou-II | Yazhou-I | Zhongwei-I
Orbital

110.5 76.5 138 105.5 100.5 122.2 87.5

position (E°)
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Table 3: The elevation angle of different links.

Satellite Xinnuo-I | Yatai-IT | Yatai-V | Yazhou-IIIS | Yazhou-II | Yazhou-IV | Zhongwei-I
Elevation

50.2400 | 37.6501 | 39.4042 50.1572 49.3586 47.6865 44.3390
angel (°)

on the parameters in Table 2. Fig. 1 and Fig. 2 show the annual probability distribution of rain-
induced noise temperature. The annual probability distribution of G/T reduction is shown in Fig. 3
and Fig. 4. In this paper, the average temperature 7, is supposed as 278.15 K centigrade, and T4
is 210 K.

4. CONCLUSION

Any absorbing mediums not only lead to attenuation, scattering effect, but also become the source
of radiation noise. The noise reduces G/T, and affects the performance of communication system.
From the results in this paper, the following conclusions can be obtained: the reduction of G/T can
not be ignored; and it is significant to take the influences of rain-induced noise temperature into
account; with the increase of frequency, both rain-induced noise temperature and G/T reduction
tended to increase. Taking 0.01% as an example, the rain-induced noise temperature is about 280 K
from 30 GHz to 50 GHz, and the reduction of G/T is approximately 25 dB-35dB. The research of
this paper is the fundamental of investigating the characteristics of MIMO channel at millimeter-
wave bands.
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Abstract— Influence of temporal fluctuations of both electron density and external magnetic
field fluctuations on scattered ordinary and extraordinary waves by magnetized plasma slab is in-
vestigated using the ray-optics method. Transport equation for frequency fluctuations of scattered
radiation has been derived. Amplification of frequency fluctuations in the collisional magnetized
plasma slab is possible due to temporal fluctuations of plasma parameters and depends on the
anisotropy factor and the direction of wave propagation with respect to the imposed magnetic
field. Correlation functions of the phase and frequency fluctuation are obtained for arbitrary cor-
relation functions of fluctuating plasma parameters. Broadening of the angular power spectrum
is analyzed analytically and numerically for the anisotropic Gaussian correlation function using
the remote sensing data.

1. INTRODUCTION

Statistical characteristics of scattered radiation in the ionosphere have been well studied [1]. The
geomagnetic field plays a key role in the dynamics of plasma in the ionosphere. Investigation of sta-
tistical moments in randomly inhomogeneous magnetized plasma is of a great practical importance.
Scintillation effects and the angle-of-arrival of scattered electromagnetic waves by anisotropic colli-
sion magnetized ionospheric plasma slab for both power-law and anisotropic Gaussian correlation
functions of electron density fluctuations were investigated in the complex geometrical optics ap-
proximation on the basis of stochastic eikonal equation [2,3]. Second order statistical moments of
scattered electromagnetic waves in the ionospheric plasma at directional fluctuations of an external
magnetic field were considered by perturbation method in [4, 5]. In these papers fluctuating plasma
parameters were random functions only of spatial coordinates. The influence of temporal fluctua-
tions of both electron density and external magnetic field on scattered ordinary and extraordinary
waves has not been considered till now. These fluctuations in absorptive medium (collision mag-
netized plasma) can lead to the amplification of frequency of scattered radiation. Conditions of
amplification caused due to electron density and external magnetic field fluctuations are obtained
in geometrical optics approximation.

In Section 2 the dispersion equation of the complex phase and stochastic differential equation
for phase fluctuations are derived at spatial-temporal fluctuations of electron density and external
magnetic field fluctuations in collisionless magnetized plasma. The solution satisfies the boundary
condition. Second order statistical moment such as the broadening of the angular spectrum of
scattered electromagnetic waves by turbulent magnetized plasma slab is obtained for arbitrary cor-
relation functions of randomly varying plasma parameters. In Section 3 transfer equation for the
frequency fluctuations in collisional magnetized plasma slab is derived taking into account tempo-
ral fluctuations of both turbulent magnetized plasma parameters and external magnetic field, and
anisotropy factors of ionospheric irregularities. Numerical examples are demonstrated in Section 4
for anisotropic Gaussian correlation function including anisotropy factor of electron density inho-
mogeneities and the angle of inclination of prolate irregularities with respect to the geomagnetic
field using the remote sensing data. Conclusion is given in Section 5.

2. FORMULATION OF THE PROBLEM

Electric field E in non-conducting, non-stationary magnetized plasma satisfies the wave equation:

P s+ 22 ] Byt =0 (1)
dmdw,  N0u T gt Bl t) =0.
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where ¢;; is the second rank tensor [6]: ez =y =n=1—v/(1—u), .. =c=1-0, ey, =€,5 =
Eyr = €2y = 0, €0y = —Eyp = 1 = —i0/u/(1 —u); v = wge/uﬂ and u = Q2/w? nondimensional
plasma parameters, w is the angular frequency of an incident wave, wpe = (47 Ne? /m)l/ 2 is the
angular plasma frequency, N is electron density, e and m are the charge and the mass of an
electron, Q. = |e|Hy/mc is the angular gyrofrequency for the magnetic field, Hy is the strength
of an external magnetic field directing along the z axis, ¢ is the speed of light in the vacuum. In
ray-(optics) approximation [7] substituting F;(r,t) = A;(r,t) exp [iS(r,t)] in the Equation (1) and
taking into account that phase fluctuations substantially exceed amplitude fluctuations, we obtain
the dispersion equation for the complex phase:

028 9SS 8S  .9%8 <85>2

Zf)xi&rj B 87.73207% B 2873» 8xj

8251’]’ o528 2,882']' oS . <8S>2

1 .
Yo | g T Ty e i o

—0. 2)

Using the perturbation method electron density and external magnetic field we present as the sum
of constant mean and fluctuating terms, which are random functions of the spatial coordinates and
time N = (Np) + Ni(r,t) and Hy = (Hp) + hi(r,t) (angular brackets denote statistical average).
The fluctuating term of the complex phase satisfies the stochastic differential equation:

Ry 851 851 aSl _
7 ot +R2 ay +R3 02 —koFln(I‘,t)-l-koFlh(r,t), (3)

where

R =2 [(Nf — 770)(]\7350 cos? 0 — 2noeg + N2ng sin® 0) + no(—Nfso cos? §— N2ngsin? @
+n0g0) —2u3(N2sin? 0 — 0) + opud] ,

Ry = 2N,sinf [—Nfso cos? 0 — no(N? + N2sin? 6 — ng — o) + ,u%] ,

R3 = 2N, cosf [2 gomo — N2eg(1 + cos® §) — N2nqsin? 0] ,

Fin(r,t) = By [—kgein(r,t) + e, (r,t)/c?] + B [k§pan(r,t) — pf, (r,t)/c?]

By [~ Kin(r, 1) + 1l (e, 8) /]

By = (NZ—no)(N? cos® 0 — o) + i,

By 2,uO(N*2 sin? 6 — £0),

By = (NZ2sin?6 — g)(N? + N2 cos® 6 — 2n9) — N2 sin? 0 cos? 6;

indices n and h determine electron density and magnetic field fluctuations, respectively; index “0”
2
derivatives of fluctuating terms el(;)(r,t). Vector 7 of an incident wave lying in the yoz plane
(principle plane) has the regular phase So(r) = koN.(7r) = koNi(ysin 0+ z cos ) — iwot,ko = wo/c,
0 is the angle between the imposed magnetic field and the direction of a wavevector of the incident
wave. For collisionless magnetized plasma the refractive index is given [6] as:

indicate regular components of the tensor (e;.”); functions F,(r,t) and Fyp(r,t) contain temporal

N2 _ 1 27 U(l _ U)
" 2(1 — v) — usin? 0 + /u2sin? 0 + 4u(1 — v)2cos2§’
sign “ 47 corresponds to the ordinary wave, sign “~” devoted to the extraordinary wave.

The solution of Equation (3) satisfying the boundary condition ¢1(k,z = 0,w) = 0 has been
obtained using the two-dimensional Fourier transformation. Correlation function of the phase of
scattered radiation taking into account that the observation points spaced apart at distances p,
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and p, has the following form:

<Sl(x + pr“vy + Py, Lvt)sf(l‘aya La t)>n

2127 T 2\ 2
= 272070 / dwdkydk, {14+
R wo

Bg 2 B%UO
B
< 1+ l—uo) +(1—u0)2

1 w uo 2 2
-Wn |:ij, ky, ?3 (Rl; — RQky) ,w:| + m (.82 + 4UOB3)
1 w , .
Wh [kx, ky, R—S(Rlz — Roky), w] } - exp(ikypr + ikypy), (4)

where W), (K, k,w) are arbitrary correlation functions of electron density and magnetic field fluc-
tuations. In particular, for non-magnetized plasma if its parameters do not fluctuate in time, at
6 = 0° (quasilongitudinal propagation), p; = p, = 0 (one receiving antenna), for isotropic Gaussian
correlation function of electron density fluctuations we obtain the well-known expression for the
variance of phase fluctuation (S?) = o2\/mv3k3 LI [8], o2 is the variance of electron density fluctu-
ations, L is a thickness of inhomogeneous plasma slab. Geometrical optics approximation imposed
the restriction on the path length of wave propagation lp., /WOZTQL,h < 1 (1, are characteristic
spatial scales of electron density and magnetic fields fluctuation, respectively).

Knowledge of the phase correlation function allows us to calculate second order statistical mo-
ments of scattered electromagnetic waves. In particular, spatial (angular) power spectrum which
is equivalent to the ray intensity (brightness) in radiation transfer equation [9]. It can be obtained
by Fourier transformation from the correlation function of scattered field and has a Gaussian form
for strong fluctuations of the phase [10]:

2 _ 2
Gk, ky, 2) = Gy exp [_2’%  (ky — Aky) ]

W2 20k (%)

where G is the amplitude of spectral curve, Ak, determines the displacement of the spatial power
spectrum of the received radiation caused by random inhomogeneities, while (k7) and (k2) determine
the width of this spectrum in the yoz and woz planes, respectively:

_1ow, W,
L apy Pa=py=0 8;)3

O*W,
2\ _ ¥

Aky . (ky) = (6)

Pa=py=0 P==py=0

The derivatives of the correlation function of the phase are taken at the pointp, = p, = 0.

3. TRANSFER EQUATION FOR FREQUENCY FLUCTUATION

Solving (3), two-dimensional spectral function of the frequency fluctuations wi(r,t) = 95;/0t of
scattered electromagnetic waves by collisional magnetized plasma slab with both electron density
and external magnetic field fluctuations satisfies the stochastic differential equation:

8(2 . R2 ng ‘U()ko w2 ~ .=~ \/% ~ 1
= 2 - 22200 =20 (1+ ) (B - iB B
aZ—H(RSky R30> (K, z,w) =1 w( + — 1—1 21—u0+ 31—u0

Rs w;
ni(K, z,w) u_%(iéz 2\/17033)}11("%2»“)] , (1)

where B; are complicated random functions of the spatial coordinates and time containing regular
and collisional terms of the second rank permittivity tensor. Correlation function of the frequency
fluctuations has the following form:

<W1(IE + Pz Y + py7 Lat + T)WT(.I,:I/, L7t)>n

vakd c T w?\” Lw 9 9 w
— 700 /dww 1455 ) fexp (20122 ) 1] [(92+93) - Wa (2 py 12, 0)
o wj c c

+ (\Ijg + ‘11421) Wh, (Pz, Py> *‘ﬂ%,w)} exp(—iwT) (8)
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Figure 1: 3-D pattern of the normalized correlation function of the phase fluctuations of scattered radiation
by magnetized plasma slab versus anisotropy factor x and temporal parameter w1 for: (a) ordinary wave,

(b) extraordinary wave.
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Figure 2: Dependence of the broadening of the angular power spectrum in the principle plane versus: (a)
anisotropy factor x at 8 = 100°, 79 = 0° (solid line), vo = 5° (dash line), (b) angle of an incident wave 6
with respect to the external magnetic field for the ordinary wave (solid line) and extraordinary wave (dash

line) at x = 5.

where integrands are complicated functions of collisional magnetized plasma parameters. Variance
2) = [Re{wiw1) + (wiw})] /2 depends on the geometry of the task

of the frequency fluctuations (wj
and parameters of a turbulent plasma slab. Analysis show that temporal fluctuations of collisional

magnetized plasma parameters lead to the amplification of the frequency fluctuations even for
isotropic Gaussian correlation function. Numerical calculations show that the amplification of
frequency fluctuations depends on the direction of wavevector of an incident wave, characteristic
temporal scales of fluctuating parameters (electron density and external magnetic field fluctuations
have different scales), the anisotropy factor and the angle of inclination of prolate irregularities
with respect to the imposed magnetic field, absorption coefficient (collision frequency of electrons

with other plasma particles).

4. NUMERICAL RESULTS AND DISCUSSIONS

Experiments registering the phase difference of coherent signals radiating by the Earth satellite show
that irregular phase variations are caused by the electron density irregularities. In the analytical
calculations we use anisotropic Gaussian correlation function of electron density fluctuation [2]:

o% I m? , K2 K2
WD(k‘x,k‘y,pz)Zﬁ%eXp —Tgpﬁﬂnkzpz exp —411%'—412 ; 9)
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where m? = x2/T'3, 2 = sin® yp + x? cos? 49, n = (x2 — 1) sinygcosvo/T3, o3 is the variance of
the electron density fluctuations; x = [ /11 (ratio of longitudinal and transverse linear scales of
plasma irregularities with respect to the external magnetic field) is the anisotropy factor, g is the
inclination angle of prolate irregularities with respect to the imposed magnetic field. Numerical
calculations were carried out for the ionospheric F-layer; frequency of an incident wave 0.1 MHz,
vo = 0.28, up = 0.22, [ = 10km.

5. CONCLUSION

The features of the angular power spectrum of scattered ordinary and extraordinary waves are
considered in the magnetized plasma slab. Temporal fluctuations of plasma permittivity fluctu-
ations and anisotropy factor of prolate irregularities have a substantial influence on these waves.
Frequency fluctuations are amplified at temporal fluctuations of collisional magnetized plasma pa-
rameters. The direction of wave propagation and anisotropy of turbulent plasma parameters can
lead to the variation of the amplification value.
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An Ultra-wideband CMOS LNA for 3—10 GHz with Low Power
Consumption

Chien-Hua Lai and Jeng-Rern Yang
Microwave Laboratory, Department of Communication Engineering
Yuan Ze University, Jhongli City, Taoyuan Country 320, Taiwan

Abstract— The Low-Noise Amplifier (LNA) was used for an Ultra-Wide-Band (UWB) ap-
plication with low power consumption. The low power consumption UWB LNA was designed
with standard 0.18 pm CMOS technology. Low power consumption was achieved through the use
of the inter stage technique, and current reused topology, with a peaking inductor. The input
matching stage used an improved Chebyshev filter to achieve the input return loss, and inductive
shunt-peaking was applied to the output matching. The LNA exhibited the maximum Sy; of
14.6 dB. The power consumption was 5.95mW at V3 =1.2V.

1. INTRODUCTION

The requirement of high-speed and high data-rate wireless communications has increased in recent
years. Traditionally, the transmission of the digital flow was achieved by the use of wired trans-
mission, such as USB, connected lines, and the Internet, or slow speed wireless connections for
WiFi, Bluetooth, WLAN, or infrared ray. For IEEE 802.11b and 802.11g standards, the operation
frequency is 2.4 GHz with data-rates of 11 and 54 Mbps, respectively. The operation frequency of
the 802.11a standard is 5.2/5.7 GHz, which avoids the crowded 2.4 GHz band for less interference
and higher data rate. Unlike narrow-band systems, the ultra-wide-band (UWB) systems are an
emerging wireless technology that can transmit data over a wide frequency band for short ranges
with low power consumption and higher data rates. In 2002, the Federal Communication Com-
mission (FCC) allowed the frequency between 3.1 GHz to 10.6 GHz for UWB. The amplifier must
meet several stringent requirements, such as broadband input matching to minimize the return loss,
sufficient gain to suppress the noise of a mixer, low noise figure (NF) to enhance receiver sensitivity,
low power consumption to increase battery life, and small die area to reduce the cost. This paper
presents a low power amplifier with a simple Chebyshev filter. The input matching network used
the inductive peaking technique and output matching used inductive shunt-peaking and increased
the inductive series-peaking to enhance the bandwidth. The UWBLNA circuit design details are
illustrated in Section 2. Spectra simulation results and comparison with other recently reported
UWB LNAs are presented in Section 3. Conclusions are offered in Section 4.

2. CIRCUIT TOPOLOGY AND ANALYSIS

2.1. The Main Schematic of the LNA
The complete schematic of the UWB LNA is shown in Fig. 1. The First stage improved the
traditional Chebyshev band pass filter [1], the middle stage used current reused technique to reduce
power consumption, and the final stage used the inductive shunt-peaking technique [2].

At the circuit, C1, Cs, Co, Ly, Ly and M; are the input matching stage. Cy is a bypass capac-
itance and Ls is RF chock. L, is used to enhance bandwidth and C5 is the coupling capacitance.
Ms> is used to improve isolation and R; and Lg are output matching.

2.2. Input Impedance Matching

Input impedance matching is a critical design challenge in an ultra-wideband system. Fig. 2 shows
a traditional band pass filter matching network. Fig. 3 is an improved band pass filter matching
network. One inductor can be reduced to obtain a smaller area to reduce cost.

We calculated the input impedance in Fig. 3. The input impedance was calculated as follows:

2= 55 +{ [ 5150 1 |5 + 512}

Figure 4 shows the circuit design. The following equation is the total equivalent input impedance:

1 gm
Lin = SC —l—{|: HSL1:| || |: +SL2+SCQS:| + SCgs}
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Figure 1: The main schematic of the LNA.
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Figure 3: The improved band pass filter. Figure 4: The circuit design.

2.3. Inter Stage Technique

The current-reused topology is proposed in this circuit design for a high gain performance. Fig. 5
shows the DC operation mode of this topology, in which M; and M> is a cascode amplifier. The
AC operation mode is shown in Fig. 6, in which L and C separate M; and M> to form a two-stage
common-source cascade amplifier. Conversely, this topology achieved low power consumption and
high gain because the RF signal was amplified by two times with the same current and did not
require the use of the second stage amplifier.

2.4. Wideband Output Impedance Matching

Figure 7 shows the configuration of output impedance matching and inductive shunt-peaking, which
offers the advantage of enhanced bandwidth. The equivalent output impedance is calculated as

follows:

1

~ —_— L
Rout (Tol + SC4> H (S 6 +R1)

The impedance is approximated to 50 ohm to enable the output matching to achieve the wide
band matching.
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Figure 7: Schematic of wideband matching.

Table 1: Performance summary and comparison to other wideband 0.18 mm CMOS LNAs.

BW (GHz) | Si1 (dB) | So; (dB) (max) | NF (dB) | PDC (mW) | Chip size

[4] 3.1-10.6 < —10 20 4-6 21.6 1.2mm?

5] 3.1-10.6 < -94 10.4 4-7 9 0.59 mm?

[6] 3.1-10.6 <11 9.7 4.5-5.1 20 0.5 mm?

[7] 3.1-10.6 < -19 17.5 3.1-5.7 33.2 1.1 mm?

8] 3-10 <-10 21 2.5-4.2 30 1.8 mm?
This work 3-10 < -10 14.6 4.8-2.9 5.95 0.72 mm?

3. SIMULATED RESULTS

The proposed UWB LNA was simulated by Advanced Design System (ADS) by using 0.18-um
CMOS process TSMC model parameters. The LNA operated with a 1.2V power supply and
consumed 5.95mW. The characteristic of band pass filter input matching network LNA are shown
below. As shown in Fig. 8, the simulated input reflection coefficients (S11) are lower than —10dB.
Fig. 9 shows the Noise Figure of the LNA, the minimal value of which is 2.97. Fig. 11 shows the
So91 of the LNA. The LNA achieved 14.6 to 13.6 dB power gain within the bandwidth. The output
reflection coefficients (Sa2) are shown in Fig. 10. Fig. 12 is the layout of the UWB LNA.

Table 1 is a summary of implemented 3—-10 GHz CMOS LNAs. As shown in Table 1, the CMOS
LNA exhibits the lowest power consumption; and the simulation results indicate that the proposed
LNA design methodology was suitable for 3-10 GHz UWB or higher frequencies, such as wideband
communication applications.
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Figure 12: Layout.

4. CONCLUSION

The feasibility of the proposed wideband matching topology for achieving optimal input matching
and high power gain is demonstrated in this paper. The implemented LNA exhibited maximal
power gain of 14.6 dB, input return of less than —10dB, and a minimal noise figure (NF) of 2.97dB
was obtained in the frequency range of 3.0-10.0 GHz with a power dissipation of 5.95 mW under a
1.2V power supply. The LNA was designed in standard 0.18 um CMOS technology. The simulation
results verify the concept of the LNA.
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Design Investigation of a Novel Bandpass Filter Using Trisection
Open Loop Resonator
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Abstract— In this paper, a novel band pass microwave filter is designed and numerically
investigated. A trisection open loop resonator is implemented to provide a narrow band pass
filter at 2.4 GHz. The proposed filter is numerically investigated using ADS software package.
Reflection coefficient and transmission coefficient of the filter are reported. Results show that at
the centre frequency of 2.4 GHz for the proposed filter, 3 dB bandwidth of transmission coefficient
is only 30 MHz, which exhibits measured loaded quality factor of 80. The proposed trisection
open loop resonator band pass filter is successfully designed and implemented and the measured
results are in a very good agreement with those obtained by numerical investigation.

1. INTRODUCTION

With the rapid development of wireless communication systems, there is an increasingly demand
for high quality components at microwave frequencies. Filters are one of the most important com-
ponents in these systems. High performance filters with small size, low cost, high selectivity and
low pass band loss are the main requirements for the microwave circuits using microstrip compo-
nents. The system sensitivity of a communication system is increased by decreasing pass band loss
of a filter. Also, the bandwidth guard between adjacent channels of a multiplexed communication
system is decreased by increasing the selectivity of the filter. As a result, better spectrum efficiency
is obtained. High filter selectivity requires high filter order and more resonators. Due to the low un-
loaded @ factor of the microstrip resonators, pass band loss of these filters is increased. Moreover,
for cascaded microstrip filters, these requirements become contradictory. Filters satisfying both
requirements are cross-coupled filters. They offer no coupling between adjacent resonators. The
simplest type of these filters is the trisection filters, proposed in [2,3]. They present asymmetric
characteristics and one transmission zero out of the pass band, leading to a very sharp decreasing
frequency response at the stop band of the filter.

In this paper, a novel band pass filter consist of three square open loop resonator with the centre
frequency of 2.4 GHz is introduced. The proposed filter is numerically investigated using Advanced
Design System (ADS) software package and also is experimentally investigated. Results show
that, pass band loss of less than 3dB is achieved. Also 3 dB measured bandwidth of transmission
coefficient is 30 MHz.

2. BANDPASS FILTER STRUCTURE

The lowpass prototype of the proposed filter is shown in Fig. 1. Each resonator represents a
frequency invariant immittance inverter and J;; are the characteristic admittance of the inverter.
In our case Ji2 = Jog = 1 for the inverters along the main path of the filter. The bypass inverter

20 unit:mm
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Figure 1: Low pass protptypr of the proposed filter. Figure 2: Layout of the proposed filter.
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with a characteristic admittance Ji3 accounts for cross coupling between adjacent resonators. g;
and Bi (1 =1, 2, 3) denote the capacitance and the frequency invariant susceptance of the low pass
prototype filter, respectively. go and g4 are the resistive terminations.

Based on the centre frequency and required fractional bandwidth, the element values of the low
pass prototype filter are founded g; = g3 = 0.695, By = By = 0.185, go = 1.245, By = —0.615,
Jig = Jog = 1.0, Ji3 = —0.457 [1]. Also, the centre frequency of individual resonator, their external
quality factor and mutual coupling between adjacent resonators using Equations (1) and (2) are
summarized in Table 1. The generalized coupling matrix is derived in Equation (4) [1,6]. In
these equations fgy is the fraction bandwidth, which is the bandwidth of the filter divided by
centre frequency. The proposed filter is shown in Fig. 2, which is designed and implemented using
TLY5A031 substrate with dielectric constant of 2.2 and 31 mil heights.

Wo g1 By wo3 ([ g3 B3>
— + 21, — 4+ 23 1
Qer Woo <fBW 2 > Qes Woo <fBW 2 )
iy =
S Doior
o \/<gi+ fBTWBz’) (gj + 52 B;)

2 9

M, = Joi "% (3)

WoWos

1.0769 0.194  1.0769
—-0.563 1.0769 —0.124

—-0.124 1.0769 —0.563]

3. SIMULATION RESULTS

Proposed filter is numerically investigated using ADS. Scattering coefficients of the filter is shown
in Fig. 3(a) and Fig. 3(b). S11 is shown in Fig. 3(a). It can be seen that a good matching condition
is obtained at the resonance frequency of 2.4 GHz. Also the transmission coefficient, s15 is shown
in Fig. 3(b). It can be seen that a very low passband loss is obtained at the centre frequency of the
proposed bandpass filter.
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Figure 3: Numeical results of scaterring coefficients. (a) S11. (b) Sia.

Table 1: Parameters of different resonators.

for | 2.3947 GHz
for | 2.4098 GHz
foz | 2.3947 GHz

Mo 0.0448
Mz | —0.0272
Mo 0.0448
Q., 14.848

Qe, | 14.848
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Figure 5: Numeical results of scaterring coefficients. (a) Si1. (b) Sia.
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Figure 6: Measured and simulated transmission coefficient, S15 versus frequency.

Table 2: Measured and experimental results.

Parameters Measured | Simulation
centre frequency 2.417 GHz 2.4 GHz
3dB bandwidth of S 30 MHz 25 MHz
passband loss -3.5dB —0.3dB
3dB Impedance Bandwidth 25 MHz 10 MHz

4. MEASURED RESULTS

Setup for measuring the filter characteristics is shown in Fig. 4. Measured reflection coefficient,
from 1.8 GHz to 3 GHz, is shown in Fig. 5(a). It can be seen that a good matching condition is
obtained at 2.4 GHz. Experimental results for transmission coefficient, in same frequency span is
also shown in Fig. 5(b). It can be seen that passband of better than —3.5dB is obtained at the
resonance frequency of 2.4 GHz. To verify the measured and experimental results, variation of Syo
versus frequency is shown in Fig. 6., for both measured and simulation results. It can be seen that
experimental results agree well with those obtained by numerical Investigation. The precise results
of the proposed filter are summarized in Table 2.

5. CONCLUSIONS

This paper describes design and analysis of a trisection open loop resonator bandpass filter with res-
onance frequency of 2.4 GHz. Designed filter is numerically investigated by ADS software package.
Proposed filter was implemented and experimental set up was carried out for measuring reflection
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and transmission coefficient. Measured results show that resonance frequency of 2.417 GHz with low
loss passband of —3.5dB is obtained. Also, 3dB bandwidth of measured transmission coefficient is
30 MHz, which exhibits a loaded quality factor of 80. Apart from, error in passband loss between
measurement and simulation, due to considering ideal case with no loss in simulation, there is a
good agreement between measured and numerical results.
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Objects with High Efficiency by Using an Holographic 4 GHz
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Abstract— The ambit of non-destructive testing has several diagnostic methods, each with
its own characteristics. The microwave high resolution imaging methods allows the detection
of shallow buried objects with high plane resolution. The diagnostic method that uses the
holographic subsurface radar up to 4 GHz (RASCAN 4/4000) allows obtaining images of the
dielectric contrast at a high spatial resolution (about 1cm). The scanning of large areas of
several square meters with a subsurface radar requires an automatic scanning tool that must also
associate the obtained dielectric contrast data with the relative position of measurement. The
necessity of an automated scanning system has led to the creation of a robotic platform, equipped
with a wireless remote connection, with a high degree of expandability and flexibility, also for
use with other types of sensors (acoustic, ultrasonic, ... ).

The mechanical part of the robotic system consists of a motorized platform, which is entrusted
with the advancement; and of a system for the scanning motion of radar head, transverse to the
direction of advancement. The electronic part consists of several modules connected together
by a bus 485 and connected remotely to a computer by a Bluetooth wireless connection. The
developed computer software sends control instructions to the robot and plots the obtained
dielectric contrast data along with the relative position of measurement to obtain a picture of
the scan.

The holographic radar, Rascan type 4/4000 can be programmed to scan the surface with up to
10 discrete frequencies in order to get high phase contrast for objects buried at different depths.
The developed robotic system successfully scans large areas of land to detect shallow buried
objects, while being remotely controlled through a computer.

The trajectory control was carried out on Flex board, with dsPIC® processor onboard and
programmed with Scicoslab, an integrated development environment equipped with visual pro-
gramming tools.

The position of robotic platform is measured with optical position sensors and used also in the
trajectory control system.

1. INTRODUCTION

Non-destructive testing methods for the detection of shallow buried objects or cavities include
ultrasound, infrared and ground penetrating radar techniques. The advantage of the ground pene-
trating radar is the fast acquisition and possibility to operate without any contact with the surface.
These characteristics ascertain that the probing antenna can be mounted on a robotic vehicle that
can scan large surfaces in lesser time than the standard method of manual scanning.

The sub-superficial radar through a holographic technique allows obtaining images of the mi-
crowave dielectric constant with a high spatial resolution (1 cm). The microwave holographic radar
used is RASCAN 4/4000 with working frequency up to 4 GHz [1].

The produced system is a robotic platform designed to be used with the holographic radar
RASCAN 4/4000 while maintaining certain flexibility for use with other types of sensors (acoustic,
optical, infrared). In Fig. 1 is shown the architecture of the robot.

The robot is a differential drive rover, with the direction and movement being determined by
the speed of the two front wheels.

The movement of the robot is performed by two frontal motors (model 615 30Q 1/64 from
Bernio Elettromeccanica s.n.c.), on the rear part are two pivoting wheels.

The robot is also provided with speed and position control in which the individual velocity and
position of each of the two engines is monitored via optical encoders (model SE22-300-2-CPU-S
from VEMtech s.c.r.l.) mounted on each of the two motors.

The realization of the control system is based on a model of the robot in which there are three
distinct elements:
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Figure 1: Block Scheme of the robotic radar object scanner.
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Figure 2: Configuration space robot.

e The body of robot.
e The left wheel of the robot.
e The right wheel of the robot.

Figure 2 shows the configuration space of the robot with respect to the absolute axes. The
wheels and the body of the robot make an angle 6 with the Cartesian abscissa, and determine the
pose of the robot relative to the point O.
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The movement controller of the robot consists of a high-level and two low-level controllers, one
for each wheel. The high-level control system for tracking the trajectory was designed using a
Lyapunov controller.

In Fig. 3 is shown the expression of low-level controller in the Laplace domain.

In Table 1 are mentioned the quantities used in the low-level controller and their explanation.

It also specifies the following values and makes the following assumptions:

o T, =1T,,.
e K, = 7 obtained from experimental testing.
o K, =34.

The controller described has been implemented on Flex board and developed in Scicoslab [2]
integrated environment, using a visual programming language appropriately customized with new
graphical blocks.

The control board is flanked by the power board that mounts two TB6549 Toshiba drivers.

The electronics on board of the robot is composed of a control card, the power of the control
board for the lateral movement of the radar and the holographic master card, both of which are
connected to the control board through RS485 Flex. The master board communicates with a
remote PC via Bluetooth.

Both the RS485 bus communications, between the circuit boards mounted on the robot and the
between the master card and the remote PC via Bluetooth use the same type of communication
protocol, the structure and description of the frame of which are shown in Table 2.

The holographic radar has two receiving antennas, for parallel and perpendicular polarization,
with each antenna is associated an output analog channel.

The frequency of the radar is selected by an external voltage that controls an internal VCO.

N . Kv Km Tvs+ 1 . s
L(s) = T Tms 1 (s + Kp)
Km = ﬁ Tm = pol

Figure 3: Expression of low-level controller.

Table 1: Quantities used in low-level controller and their explanation.

R, amour resistance (1.45€2)

K. motors dielectric constant (1 Vs/rad)

K, motor torque constant (1 Nm/A)

J | moment of inertia respect to the axis of the motor (0.0193 kgm?)

Figure 4: Measurement setup with indicate TIN and PMA-2 position.
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The Master Communication Card manages communications, measures the two output analog
channels from the holographic radar and also generates the necessary VCO voltage to select the
desired operating frequency.

A test is performed with setup shown in Fig. 4 with metallic a TIN buried at 2 cm of depth and
PMA-2 plastic simulant mine buried at 3 cm of depth.

The blue disk indicates the position of the TIN and yellow disk indicates the position of PMA-2.
The disks are obviously removed during robot scanning.

In Fig. 5 are shown the viewgrams of output signals from holographic radar RASCAN 4/4000
obtained during an experiment done on the field (see Fig. 4). The samples are acquired along one
scan line with length of about 1m and passing thro the center of the tin and PMA-2 targets. The
scan has been repeated three times to check the repeatability of the measurements. Two metal

Table 2: Frame Structure of the communication protocol.

Name of field | Length [byte] Description
Header identifies the beginning of the frame.

The values of the 2 bytes are fixed and their values are:

Header 2
DLE = 16
STX =2
Packet type is the value that identifies the packet type.
The following table shows packet types and their identifiers.
PACKET TYPE | IDENTIFIER
Packet type 1 Data 17
Command 18
Flux 19
Signals 20
Paralen 1 Paralen indicates the length in bytes of the packet.
Message variable Message represents the information content.

CRC allows error checking, is calculated by
CRC 1 initially putting CRC = 0 and then make the XOR with
the previous bytes excluding the 2-byte header.
Trailer Identifies the end of the frame.
The values of the 2 bytes are fixed and their values are:

Trailer 2
DLE = 16,
STX =3
levels of
quantization
14000 -
12000 ~
® cross polarization 1st frequency
10000 7 ® parallel polarization 1st frequency
8000 _" cross polarization  2nd frequency
parallel polarization 2nd frequency
6000 @ cross polarization  3rd frequency
4000 - e parallel polarization 3rd frequency
1st target: tin
2000 ~ 2nd target: PMA-2
m wire
0 T T T
0 2000 4000 6000 samples

Figure 5: Signals from two output channels for 3 programmed frequencies: Grey color band indicate TIN
and PMA-2 positions and green color lines two metal wires.
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wires perpendicular to scanning line are placed on the ground surface to have a reference target
to align multiple measurements. These two targets are shown with green lines in Fig. 5, while
the tin and the small plastic PMA-2 are shown with grey bands with dimensions corresponding
to their diameter. There is a good correlation between the tin position and the variation of the
phase contrast signal while it is less evident the PMA-2 target. The full acquisition of the surface
will be implemented and the corresponding phase contrast images will be further processed with
feature extraction and classification algorithms that have been already developed for interpretation
of holographic images [3].
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Design of ARC Filters by Leap-Frog Method

L. Frohlich, J. Sedlacek, and M. Friedl
Brno, FEEC BUT, UTEE, Kolejni 2906/4, Brno 612 00, Czech Republic

Abstract— The sphere concerning frequency filters is constantly developing and there are
many principles of non-cascade realizations which can be used for the design of ARC filters.
Unfortunately, due to a very difficult design of the certain types of filter synthesis methods these
filter realizations are not properly described and there is no detailed description of their usage in
practice. One of these realizations is the Leap-Frog filter synthesis method.

The article describes the method of the filter design of ARC filters growing from the connection
of the RLC filters. This method of the design is not used very often due to fact of a very difficult
design and bigger amount of active elements (OAs). But on the other hand, this method exhibits
considerable advantages as very small filter sensitivity and excellent dynamic qualities. Thus, it is
ideal by filter realizations with area of switching capacitors and their following usage in integrated
circuits. The aim of contribution will be following — from the created complete analysis of filters
realizing LP, HP, BP, BR, LPN and HPN filters with either configurations 7" or Il prescribe
their filter design and create a suitable description for their optimal using. Some circuits will be
realized physically for the evaluation of the filter design method as well as frequency usage of
designed filters by using of modern active elements (OAs).

1. INTRODUCTION

The Leap-Frog method of filter synthesis is leading to non-cascade filter block connections. Circuit
structure of ARC filters created with the help of Leap-Frog combines the method of cascade block
realization and realization growing from ladder RLC filters.

The principle of realization is based on the transfer of qualities of impedance coupled elements of
ladder RLC filters to equivalently reacting connection with impedance distinguished ARC' blocks
of 1st order or 2nd order. The transformation on the resulting ARC' circuit is realized according
voltage and current ratio of the ladder RLC filter. These ratios are simulated by dyad of voltage
relations. Integral or differential relations between current and voltage on inductors or capacitors
are simulated by integrators which can be made by OA with capacitor in feedback [1].

If we want to design a circuit with the help of this method, there are several possibilities. The
easiest one may be the use of description of original RLC' circuit with the help of signal flow graph
and their following transfer to the block structure with integrators. The easiest structures with inte-
grators are defined crosswise connected capacitor or lengthwise connected inductor. Conversely, the
most difficult structures are defined with crosswise connected of parallel combination or crosswise
series of combination of inductor or capacitor.

2. THE SYNTHESIS OF LEAP-FROG FILTERS

For defining of complete design and detecting individual qualities and parameters it is enough to
design ARC circuits for the lowest possible order of filter. Thus for LP and HP it is suitable to
realize 2nd and 3rd order and for BP and BR of 4th and 6th order for the filter configuration in
form IT and T'. With the help of these designs it is obvious in which situations it is necessary to add
other summation of current to the circuit, with what number of OA we have to count, detection of
dynamic qualities or spread of building elements, sensitivity.

As an example for this article can be presented filter design of 3rd order LP filter in T config-
uration for input parameters Fy; = 10kHz, Fip = 15kHz, K7y = —3dB a Kpor = —15dB with
Tchebyshev approximation. In the Fig. 1, there is a connection of RLC filter with the division of
elements for creating of formulas.

For creation of signal flow graph we have to set circuit formulas for individual elements, see (1),
(2), (3), (4) and (5):

Uri _ Ui —Uc2 —Ups

2 ) (1)

I =
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According to set of formulas it is not a problem to realize formulation of individual elements of
RLC circuit with the help of signal flow graph, see Fig. 2. It is obvious that in signal flow graph
some changes are realized with the red color. It was necessary to add other two summations of
current between Ir; and —I;,1, I3 and —Igo which leads to increase of number of OA in the circuit
for two. And also to adjust the formula (2), (3) and (5) due to the polarity of currents and voltage
and their connection, multiplying whole formula by the value —1.

To reach realization of ARC filters with the help of available integrator it is necessary to transfer
current node —I;7 a Ip3 to voltage with the help of multiplying of current and voltage chosen
by regulating rezistor Ry. After this modification we get —Urp, = (R?\, /pL1)Iyri. The same
modification can be applied also for node I13. Final connection of signal flow graph from which we
will deduce setting of ARC' circuit can be seen in the Fig. 3.

R1, Ri |1 L1 ! Ia! Lz !
—R1, P A IR1

— TN IR1 /9 -IL1 3 -l +IL3 I3 ) -IrR2
tk | 53mH | Icz 53mH | N
(1,1k) (58,3m) T (58,3m) |
U | b, (8.3m | 1R 1pLs “1/pCa 1/pLa 1R
. | deil | U Uez | -U +Uc2
i Ui F +UR1
rd

Figure 1: RLC filter of LP of the 3rd
order in T configuration.

Figure 2: Scheme of RLC elements with help of signal flow graph.
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Figure 3: Final scheme of signal flow graph.
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Figure 4: ARC filters with integrators and description of possible design of dynamical ratios in the circuit.
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With the help of final signal flow graph it is not problematic to set resulting ARC' circuit. In
the resulting circuit of ARC filters the realization of the coil is obvious with the help of two OA
(amplifier + inverting integrating transfer I-U) and capacitors with the help of one OA (inverting
integrating transfer I-U). Thus it is obvious that LP with II configuration must be much easier.
On the one hand, due to realization only on coil of the circuit. But on the other hand also due to
unadding additional current summation. As it is in our case, due to series connection of the certain
element with loading resistors. Complete scheme of filter is depicted in Fig. 4.

The biggest advantage of these connections is the possibility of compensation of scatter of
building elements mainly capacitors due to re-counting of original RLC circuit, see Fig. 1. Due to
this re-counting so that the value of capacitors Cy = 10nF and option of the value of capacitors
Ch1 a Cj3 to the same value, there is a spread of element value ko = 1 and kg = 10.4. The option
of the value ko = 1 is problematic mainly for BP and BR by the T filter configuration by choice
the option of approximation with the zero transfer.

In ARC connection there are certain modifications of regulation rezistor Ry. These modi-
fications are cause by dynamical modifications in the circuit so that maximum transfer on the
individual outputs was the most consistent. The principle is realized so that the direct way from
input to output is multiplying by constant a; — decay and after that divided by constant ag —
gain. In the second part we will divide by constant a; and after that multiple by constant as. Thus
all maxims will be in acceptable extent and the circuit gains the excellent dynamics. Simulations
with the help of the programme PSpice for verification of dynamical ratios in the circuit after a
modification, are seen in the Fig. 5. The last modification is defining the whole filter transfer. It is
possible to keep whole transfer outgoing from RLC circuit, it means —6 dB or lengthwise resistor
Ry or multiple constant K according to the required whole transfer.
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Figure 5: Simulation of dynamical ratios after the modification of transfers on individual outputs of the
circuits.
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Figure 6: Sensitivity simulation of ARC filter with real elements.
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Table 1: Overview of the number of O A for filters LP, HP, BP and BR designed by the Leap-Frog method.

Order of filter LP 2131 4 5 6 718 9 |10

Number of OA I (44| 7 7110|1013 | 13| 16
T |47 7 |10]10| 13|13 |16 | 16

Order of filter HP 213 4 5 6 7 8 9 | 10

Number of OA II |68 (11|13 |16 |18 |21 | 23| 26
T |69 (11 14|16 |19 |21 |24 | 26

Order of filter BP | 4 8 [ 10|12 | 14
Number of OA II|y17(9 1315|119 21
T |71111 13|17 |19 | 23
Order of filter BP | 4 | 6 8 |10 |12 | 14
II 12 |1 2 2 2
Number of OA ) ’ 0 > 8
T19114 |17 22|25 30

The fact that ARC circuits designed with the help of the methods outgoing from the charac-
teristic of RLC circuit exhibit practically the lowest sensitivity is demonstrated in the Fig. 6.

For the comparison of this method with other design methods, it can be also important to
consider the number of OA in the circuit, as it is shown in the Table 1. This design method is
specific by the highest number of OA. It is necessary to think in advance with which kind of filter
configuration we will realize the circuit due to the overall number of OA. For LP and HP it is much
suitable to use II filter configuration or to use T filter configuration in case of even orders of the
filter. For BP and BR is much more suitable to use II filter configuration.

3. CONCLUSION

To sum up, it can be said that even despite the difficulty with the design it is possible to design
certain circuits with the help of this method. Mainly, this will include LP and BP filters which
contain acceptable number of OA, on the contrary with BR or HP filters which have a big number
of OAs in the circuit. For the use of LP or BP filters it is supported by the small spread of the
building elements and the possibility of design of the capacity values in tolerance orders £6 or £12.
Except for this, these circuits represent the smallest sensitivities and excellent dynamical ratios.
Due to the overall problematic of these circuits, the circuit program is created for the complete
synthesis of these circuits. The program will enable to display of the dynamical ratios in the circuit
and the option of the capacitor values for capacitors orders. The program is the advantage for the
designer so that they needn’t work out the synthesis for particular input parameters and at the
same time they could compare these resulting circuits with filters designed using other methods.
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Programme for Synthesis of ARC Leap-frog Filters

L. Frohlich, J. Sedlaéek, and M. Friedl
FEEC, BUT, UTEE, Kolejni 2906/4, Brno 612 00, Czech Republic

Abstract— Concerning the difficulty of the design method of ARC filters with the non-cascade
Leap-Frog realization, which combines qualities of block realizations and realization growing from
ladder RLC filters, the programme for a complete synthesis of these ARC filters was created.

The article deals with the complete design and the description of the programme, outgoing from a
suitably set of developing diagram. The process enables filter design from the choice of the input
values, the selection of approximation types with or without zero transfer, the choice of transfer
functions LP, HP, BP, BR to the possibility to choose required kind of the filter configurations
in T or II form.

The resulting output of the programme is the circuit diagram of filter including all numeric val-
ues of the circuit element. Then program offers also output of complete analysis of designed
filter according to the input required parameters with displaying of all important transfer char-
acteristics, with the possibility to control and change of dynamical ratios in each block of filter.
The presented programme should be used mainly for the wider usage of these filter types, which
exhibit in comparison to other filter realizations many advantages in practice.

1. INTRODUCTION

The article describes and shows the realization of the programme for the design of ARC filters with
the help of the Leap-Frog method. Concerning the realization of the programme, which is outgoing
from the set input parameters of the user, the realized programme NAF perfectly fits [9]. This
complex programme contains the complete synthesis of RLC filters. Due to the fact that the Leap-
Frog method is based on the RLC ladder filters, NAF programme is ideal for the implementation
of this method.

To create the many parts of the programme, firstly it was necessary to analyze complete designs
of the basic connections of ARC filters realized with the help of Leap-Frog method. Thus, for both
configurations of the filter connection II and 7', and also for approximations with or without zero
transfer and the applying of the modified method of node voltage (method of stamp) for proper
modification of active element connection for optimization of transfer of each filter blocks of ARC
circuits have been necessary to investigate.

2. IMPLEMENTATION OF LEAP-FROG PART TO FOLLOWING PROGRAMME

In the Fig. 1, there is a developing diagram which defines the implementation of the part of
ARC _LF programme to the current NAF programme. As it has been mentioned above, the NAF
programme contains the complete synthesis of RLC filters outgoing from the defined required input
values. Here belongs the choice of the type of the filter, type of approximation and required input
parameters for the target type of the filter is possible. After the realization of these steps, the user
gains the filter order and after applying the choice of the loading resistors, the programme make
automatically the complete syntheses of RLC filter. Main display of this programme part can be
seen in the Fig. 2, where the original part of NAF programme is shown.

After the realization of these steps, the implemented part of the programme gets the complete
input values in several spheres, which are not problematic for creation of the set image of RLC
circuit by completing individual R, L and C elements. As the complete analysis of Leap-Frog filters
for LP and HP of 2nd and 3rd order and BP and BR of 4th and 6th order was created before the
start of the programming, it was found out where and under which circumstances we can add other
summation of the current into the circuit, and how to approach to the solution of the problems
concerning dynamical ratios for the individual parts of the circuit and which RLC elements of the
filters belong to the set integrator type. Then, there was no problem to define the complete ARC
circuit with the help of the conditions in the source code, see the Fig. 3.

In the Fig. 3, we can see the complete illustration of the circuit diagram of ARC filters realized
with the help of Leap-Frog method. For the illustrated circuit, there is a table in the left part,
where are given the values re-counted from RLC filter. Apart from these values, there is also an
element value ratio of building elements kr and ko shown. Other possibilities how to modify this
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ARC circuit is the scheme of the dynamical ratios in the circuit. Currently, the programme enables
only to display the diagram of the output module characteristics outgoing from RLC circuit, see
Fig. 1. With the help of method of stamp, the circuit will enable to display output module transfer
characteristics of the ARC circuit for the various OA models. The programme also offers the
possibility to choose value of filter elements from E12 tolerance order. This change can be seen
in the Fig. 4, where the values of the ARC circuit are modified according the capacitor value of
RLC filter C; = 10nF. (Than the element value ratio of the building elements of the circuit k¢
was optimized).
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Figure 1: Developing diagram for implementation of the part of ARC_LF to programme NAF.
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3. CONCLUSIONS

In the article here is explained main idea, prescribed some parts and illustrated main parts from
derived programme for the complete ARC filter synthesis using Leap-Frog method realization.
The main goal for the creation of this programme was to contribute in area filter optimization
and help to wider using of this method, which is difficult by manual design, but exhibit many
advantages mainly for LP and BP filter types — as excellent dynamical ratios, practically the
lowest sensitivities, small spread of filter element values and the possibility to design filter with
required values of capacitors in practice.
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Abstract— A novel asymmetric dual quarter-wavelength (\/4) microstrip resonator is pro-
posed, which is composed of two different A/4 resonators that share the same grounding via.
One of the resonators takes the form of stepped-impedance resonator (SIR) which is designed
to operate at 2.4 GHz and 5.2 GHz, the other resonator takes the form of uniform-impedance
resonator (UIR) which operats at 3.6 GHz. In this study, the structure of asymmetric dual /4
resonator is utilized to design triple-bandpass filter (BPF). Compared with the triple-bandpass
filter using A/2 SIR microstrip resonator, the size of filter with this structure can be miniaturized
obviously and the design procedure can also be simplified. To verify the presented concept, ex-
ample of filter with a triple-band chebyshev response operating at 2.4 GHz, 3.6 GHz, and 5.2 GHz
was designed and fabricated. The measured results are in good agreement with the full-wave
simulation results.

1. INTRODUCTION

Wireless standards produce new consumer systems, such as Bluetooth, wireless local area networks
(WLANS), and worldwide interoperability for microwave access (WiMAX). Multiband communi-
cation systems which operate at different communication standards simultaneously have the ad-
vantages of high stability, high reliability, and high integrity. The rapid developing of multiband
communication systems enables a single filter to support dual- or tri-band operations [1].

Many design methodologies have been studied to realize filters with multi-passband responses.
In [2, 3], dual and triple bandpass filters are designed by using SIRs. In [4-6], triple-bandpass filters
are realized by using tri-section SIRs which can provide more design parameters in controlling the
resonant frequencies. In [7], transmission zeros produced by cross-coupling are used to split one
of the single band into two by adjusting the coupling matrix, the spurious modes of SIRs are
used to realize the third passband. Recently most reported papers about triple-passband filters
with microstrip structure mainly base on the half-wavelength (A/2) resonator while there are very
few papers utilizing quarter-wavelength (\/4) resonator which possesses two principal advantages
including shorter resonator length and higher spurious frequency that make it feasible in designing
the high-performance BPF's.

In this letter, we propose a new tri-band BPF which can operate at 3.6 GHz WiMAX channel
and 2.4/5.2 GHz WLAN bands with size miniaturization using asymmetric dual quarter wavelength
resonator. An experimental example of filter with triple-band Chevbyshev response was designed
and implemented with microstrip structure to verify the proposed concept.

2. THE BASE PROPERTY OF ASYMMETRIC DUAL QUARTER-WAVELENGTH
RESONATOR

Figure 1 shows the physical structure of the proposed asymmetric dual A/4 resonator. This res-
onator is basically composed of two different \/4 resonators (A and B).

As is shown in Fig. 1, The W represents the width of resonator A and B. L; and Ly represent
the length of resonator A and B respectively. The D is the diameter of via. When L; is not equal
to Lo, the interference between the resonator A and B will not occur. Fig. 2 shows the fundament

W A (o) B
Ly ' L,

Figure 1: Layout of proposed asymmetric dual A/4 microstrip resonator.
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frequencies of resonator A and B varying with the value of Lo while other variables keeping stable.
In Fig. 2, fa1, fB, and fao represent the fundamental frequencies of resonator A, resonator B
and the first spurious frequency of resonator A respectively. It is obvious from Fig. 2 that with
the increase of Lo, fa41 and fao almost keep unchangeable while fp gradually decreases. It is the
property of this structure that makes it realize multi-passband filter feasible and easily.

In order to explain the most advantage of asymmetric dual \/4 resonator, we define fy, f1,
and f5 as the fundament frequency, first spurious frequency, and second spurious frequency of the
resonator respectively. As we know, the traditional A/2 SIRs not only can control the spurious
frequency but also reduce the size of resonator. However, this advantage of A\/2 SIRs is only on
the condition that f; > 2fy. If we make the A/2 SIRs operating at the frequencies while f; < 2y,
it will enlarge the size instead of reducing it. For the traditional A\/4 SIRs, it also have the same
limitation while operating at frequencies that f; < 3fy. So the two type resonators mentioned above
are not suitable to operate the frequencies that fi; < 2fy, especially f; < 1.5fy. However, to the
asymmetric dual \/4 resonator, it can overcome the disadvantages mentioned above while keeping
compact size, lower impedance ratio and higher freedom of design. The frequencies fy and f; can
be realized at random which are controlled by the length of L; and Lo that shown in the Fig. 1.
Take an example to illustrate the advantages of asymmetric dual /4 resonator. The frequencies
of fi and fy are 2.4 GHz and 4.5 GHz respectively. All three structures of resonator mentioned
above are utilized to operate at the proposed frequencies. Fig. 3 is shown the comparison of these
different resonators where )\, is the guided wavelength at 2.4 GHz on the substrate. It is obvious
that the asymmetric dual A\/4 resonator can overcome the disadvantages of other two resonators
while keep compact size and higher design freedom.

For the purpose of operating at three frequencies simultaneously, there are two typical methods
aiming to resolve it. One is adjusting the impedance ratio and the electronic length ratio of the
two sections of traditional A/2 SIRs properly [8]. However, the resonance frequencies of the SIRs
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are dependant, complicating the filter design. The other is using tri-section SIRs by properly
determining the impedance ratio, but it is difficult to acquire different external quality factors and
coupling coefficients to simultaneously satisfy the specifications of all passbands [6]. To asymmetric
dual \/4 SIRs, if only one of the dual resonators takes the form of SIR which is shown in Fig. 3(c),
it can very easy obtain desired three frequencies. Take an example to illustrate the advantages of
asymmetric dual A/4 resonator in triple-band application. The desired frequencies of fy, f1, and
fo are 2.4 GHz, 3.6 GHz, and 5.2 GHz respectively. All three structures of resonators mentioned
above are utilized to operate at the proposed frequencies. Fig. 4 is shown the comparison of these
different resonators. It is obvious that the asymmetric dual \/4 resonator has the compact size
and higher design freedom.

3. DESIGN OF A TRIPLE-PASSBAND CHEBYSHEV FILTER

To verify the feasibility of asymmetric dual A/4 resonator realizing multi-band filter, a triple-
bandpass filter with Chebyshev frequency response operating at 2.4 GHz, 3.6 GHz, and 5.2 GHz
was designed and fabricated. The filter was fabricated on Rogers 3035 substrate with a relative
dielectric constant of 3.5, a thickness of 0.762 mm, and a loss tangent of 0.002. Fig. 5 shows the
circuit configuration of the filter.

As is shown in Fig. 5, the asymmetric dual A/4 resonator is composed of the section A, and
B, (n =1, 2). The section A,, take the form of SIR which operate at the center frequencies of
the first passband (f1) and the third passband (f3) while the section B, operating at the center
frequency of the second passband (f2). Sections C, D and E operate at the center frequencies of
the first (f1), second (f2) and third (f3) passband respectively. The section C is composed of dual
identical A/4 resonators which operate at the same center frequency of the first passband aiming
to avoid the interference of the first spurious frequency of f; to the third passband (fs3). The
lumped circuit element values of the low-pass prototype filer for the first passband is found to be
go =1, g1 = 1.1088, go = 1.3061, g3 = 1.7703, g4 = 0.818, g5 = 1.3354, and for the second and
the third passband are found to be g9 = 1, g1 = 1.2275, go = 1.1525. The external quality factors
Q. can then be found as Q.1 = 17.9 for the first passband, Q.2 = 17.5 for the second passband,
and Q.3 = 12.3 for the third passband. Fig. 6 shows the external quality factors versus the length
of Ly;. After full wave simulation being carried out by HFSS, the main dimensions of the propose
filter mentioned in Fig. 5 are as follow: Wi = 1.6 mm, Wy = 1mm, W35 = 0.5mm, d; = 0.4 mm,
do = 0.2mm, d3 = 1.4mm, L; = 18.5mm, Lo = 4.3mm, Ly = 4mm, Ls = 12.3mm, L5 = 8 mm,
Lg =228 mm, Ly = 9mm, Lg = 3.3mm, Lg = 88mm, L1y = L11=9mm. The diameter of via;
and viag are 1.2mm and 0.6 mm respectively.

Measurement was carried out using an Agilent E8362 analyzer. The measured and simulated
results of the filter are illustrated in Fig. 7. The measured center frequencies of the three passband
are 2.4, 3.6 and 5.2 GHz. The measured fractional bandwidths of triple-bands are FBW; = 6.2%,
FBW; = 7%, and FBW3 = 10% respectively, while the passband insertion losses are approximately
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Table 1: Comparison with other reported dual-band BPFs.

Ref. Freq. of Band 1/2/3 | Order | Insertion Loss (dB) Band 1/2/3 | Equiv. Size mm?
3] 2.4/3.5/5.25 2 2.0/2.4/1.7 410
(6] 1.57/2.45/3.5 2 0.77/1.5/1.8 1450
[7] 3/4.2/4.55 4 2.9/2.4/3.0 880
8] 2.3/3.7/5.3 3 2.5/1.9/2.9 1200
This work 2.4/3.6/5.2 3 2/1.4/1.5 650

2.4, 1.4 and 1.5dB at the first, second and third passband. The insertion losses would be attributed
mainly to the conductor and dielectric losses. The measured results are in good agreement with
simulated predictions.

A comparison of the various published triple-band filters is shown in Table 1. The equivalent
size of the filters is calculated after multiplying size by a factor = £,,/3.38 in order to compare area
miniaturization of the filters irrespective of dielectric constant of the substrate.

4. CONCLUSION

A novel filter structures using asymmetric dual A/4 resonators have been proposed in this work.
It not only achieve size miniaturization and via reduction but also realize the multi-passband
characteristic at the same time by making use of the proposed resonators. Base on the basic
Chebyshev filter, a triple-passband filter with asymmetric dual A/4 resonators have been carefully
designed and fabricated. Thanks for the use of this novel structure, the proposed filter features
good multi-band characteristic and compact size. With these advantages, this type of filter will
find plenty of applications in RF circuits.
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Abstract— A dual-mode slotted microstrip patch resonator is introduced in this paper for use
in wireless communication applications. The slot structure, etched inside the patch resonator, is
in the form of the 2nd iteration Koch fractal curve; using the conventional square microstrip patch
resonator as the initiator. Modeling and performance evaluation of the proposed filter design have
been carried out using a method of moment based EM simulator, IE3D. Simulation results show
that the resulting resonator filter has good transmission and return loss responses. The modeled
resonator has been found to possess a side length of about 0.22 the guided wavelength, which
represents a size reduction of about 81% as compared with that based on the conventional square
microstrip patch without slot. In addition, slits have been symmetrically etched in the external
edges of the patch structure, in an attempt to provide the resonator with tuning facility. Besides
the tuning possibility, these slits have been found to offer further size reduction without worsening
the resulting filter performance; providing the designer with more degrees of freedom.

1. INTRODUCTION

Among the earliest predictions of the use of fractals in the design and fabrication of filters is that of
Yordanov etal. [1]. Their predictions are based on their investigation of Cantor fractal geometry.
Since then, dramatic developments in wireless communication systems have presented new chal-
lenges to design and produce high-quality miniaturized components. These challenges stimulate
microwave circuits and antennas designers to seek out for solutions by investigating different fractal
geometries [2-6]. Hilbert fractal curve has been used as a defected ground structure in the design of
a microstrip lowpass filter operating at the L-band microwave frequency [2]. Sierpinski fractal ge-
ometry has been used in the implementation of a complementary split ring resonator [3]. Split ring
geometry using square Sierpinski fractal curves has been proposed to reduce the resonant frequency
of the structure and achieve improved frequency selectivity in the resonator performance. Koch
fractal shape is applied to mm-wave microstrip bandpass filters integrated on a high-resistivity Si
substrate. Results showed that the 2nd harmonic of fractal shape filters can be suppressed as the
fractal factor increases, while maintaining the physical size of the resulting filter design [4]. Based
on Peano fractal geometry, a miniaturized multi-resonator bandpass filter with 2nd harmonic re-
duction has been reported in [7]. Minkowski type fractal geometry has been successfully used in
producing high performance miniaturized dual-mode microstrip bandpass filters [8,9].

In this paper, a new dual mode slot microstrip square patch resonator bandpass filter is pre-
sented. The slot has a square structure with its four edges have been modified by applying Koch
pre-fractal curve to each of them. This produces successive miniaturized design structures for the
dual-mode microstrip bandpass filters as compared with those based on the conventional square
patch microstrip resonator. The resulting bandpass filters are supposed to have noticeably miniatur-
ized sizes with adequate reflection and transmission responses. In addition, the proposed bandpass
filter can be further miniaturized by inserting slits in the resonator outer structure. These slits
have the role of tuning besides miniaturization.

2. THE PROPOSED FILTER CONFIGURAION

The proposed microstrip dual mode bandpass filer configuration consists of a square microstrip
patch resonator. A square slot structure has been etched in the patch such that the patch and
the slot are co-centered. The edges of the slot have been modified to be in the shape of Koch
fractal geometry with different iteration levels. To demonstrate the fractal generation process of
the slot structure, the first two iterations are shown in Figure 1. The starting pattern, Figure 1(a),
is Euclidean since the slot has the initial square shape. The process of replacing the slot edges
with the first and second iteration Koch pre-fractal geometries are shown in Figures 1(b) and 1(c)
respectively. The resulting pre-fractal structure has the characteristic that the perimeter increases
to infinity while maintaining the volume occupied.
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(a) (b) (©)

Figure 1: The proposed microstrip resonator structure with the inner slot has (a) a square shape, (b) and
(¢) Koch fractal shaped edges of the first and second iterations respectively.

(@) (b)

Figure 2: The modeled microstrip patch resonator bandpass filer structure with the inner slot has Koch
fractal shaped edges (a) without tuning slits, and (b) with tuning slits.

This increase in length decreases the required volume occupied for the pre-fractal bandpass filter
at resonance. It has been found that:
4 n
Pn == <3> Pn_l (1)

where P, is the perimeter of the nth iteration pre-fractal structure. Theoretically, as n goes to
infinity the perimeter goes to infinity. The ability of the resulting structure to increase its perimeter
in the successive iterations was found very triggering for examining its size reduction capability as
a microstrip bandpass filter.

In practice, shape modification of the resulting structures in Figures 1(b) and 1(c) is a way to
increase the surface current path length compared with that of the conventional square patch res-
onator; resulting in a reduced resonant frequency or a reduced resonator size, if the design frequency
is to be maintained. It is expected then, that higher iterations will exhibit further miniaturization
ability owing to its extra space filling property. Theoretically the size reduction process goes on
further as the iteration steps increase. An additional property that the presented scheme possesses
is the symmetry of the whole structure in each of the iteration levels about its diagonal. This
property is of special importance in the design of dual-mode resonators [10,11]. The length of the
conventional microstrip dual-mode square microstrip patch resonator has been determined using
the classical design equations reported in the literature [10] for a specified operating frequency and
given substrate properties. This length is slightly less than half the quarter guided wavelength at
its fundamental resonant frequency in the resonator.

3. THE PROPOSED FILER DESIGN

A dual-mode microstrip patch bandpass filter with the patch has the slot structure corresponding
to the 2nd iteration Koch pre-fractal geometry, Figure 1(c), has been designed for the ISM band
applications at 2.4 GHz. The modeled filer is shown in Figure 2(a). The filter structure has been
supposed to be etched using a substrate with a relative dielectric constant of 10.8 and thickness of
1.27mm. The input/output ports have a 50 Q2 characteristic impedance.

A small perturbation has been applied to each dual-mode resonator at a location that is assumed
at a 45° offset from its two orthogonal modes. The dimensions of the perturbation of the modeled
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Figure 3: The return loss and transmission responses of; (a) the filter depicted in Figures 1(a) and (b) both
filters depicted in Figure 1, with and without tuning slits.

filter must be tuned for the required filter performance, since the nature and the strength of the
coupling between the two degenerate modes of the dual-mode resonator are mainly determined
by the perturbation’s size and shape. However, extensive details about this subject can be found
in [12,13]. A second filter, similar to that depicted in Figure 1(a), has been also modeled with slits
inserted in the outer edges of the resonator as shown in Figure 2(b).

4. PERFORMANCE EVALUATION

Filter structures, depicted in Figures 2(a) and 2(b), have been modeled and analyzed at the design
frequency, using the commercially available EM simulator, IE3D [14]. This simulator performs
electromagnetic analysis using the method of moments (MoM). The resonator side length is equal
to 10.18 mm, which represents about 0.22 the guided wavelength. On another word, this represents
a size reduction of about 81% as compared with the conventional square patch resonator. The
corresponding simulation results of return loss and transmission responses of these filters are shown
in Figure 3. It is implied that the resulting pre-fractal based resonator bandpass filters offer
adequate performance curves. As can be seen, the filter responses show two transmission zeros
symmetrically located around the deign frequency. However, these responses and their consequent
poles and zeros could be, to a certain extent, controlled through the variation of the perturbation
dimensions and/or the input/output coupling used. As shown in Figure 3(b), the inserted slits can
be used to gain further miniaturization or to provide provides the designer with a practically useful
means to tune the resulting filter response to the specified design frequency.

5. CONCLUSION

A Koch fractal based slotted patch resonator filter design has been presented in this paper, as
a new technique for miniaturization of microstrip bandpass filter based on the dual-mode square
patch resonator. The presented filter patch resonator has a square slot, with its edges in the form
of 2nd iteration Koch pre-fractal geometry, is designed and its performance has been analyzed
using the method of moments (MoM) at the ISM band. Simulation results show that this filter
possesses reasonable return loss and transmission performance responses and offers size reduction
of about 81% as compared with the conventional microstrip square patch bandpass filter. The filter
with slits provides a tuning feature or can be used for further miniaturization. As the practical
fabrication tolerances may permit, it is expected that the higher iterations based filter structures
will offer further size reductions. The proposed technique can be generalized, as a flexible design
tool, for compact microstrip bandpass filters for a wide variety of wireless communication systems.
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