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Abstract— Microwave breast imaging (MBI) uses low power and longer wavelength signals
(compared to X-ray mammography) to obtain information about breast tissues, and promises a
safer and more accurate modality for regular breast scanning. One of the major impediments of
this technology has been a large signal reflection from the breast skin. In this paper, we present
a method to reducing the effect of signal reflection from the breast skin by placing the antenna
in-contact with the breast skin. In the reported method, the skin is considered a layer of the
antenna substrate, and the effect of having the antenna in contact with the skin is included
in the antenna design itself. Thus, the design allows placing the antenna on the breast skin.
This reduces the signal scattering from the skin and more transmitted signal is irradiated on
the tumor, thus, increasing the tumor detection sensitivity. Design and simulation in Ansoft
High Frequency Simulation Software (HFSS) is presented. The simulation results show that the
current density in the breast skin is much less while the current density in the tumor is much
higher when the antenna is placed directly on the breast skin, compared to when the antenna
is placed away from the skin. While, in this paper, the antenna is discussed in the context of
microwave breast imaging, the concept of placing an antenna directly on human skin has a wide
range of biomedical applications.

1. INTRODUCTION

In 2009, more than 192 thousand new cases of breast cancer were expected in the United States
and more than 40 thousand women were estimated to lose their lives [1]. In 2007, 1.3 million new
cases of breast cancer and 465 thousand deaths were estimated worldwide [2]. Early detection
of breast cancer by regular breast screening has been shown to sharply reduce the breast cancer
related mortality and increase the survival rate [3]. Despite the benefits of the regular breast cancer
screening, only 66.5% women of forty years age and older conducted mammogram screening in 2005.
This has been particularly due to the health risk associated with the X-ray used in mammography
and its accuracy in detecting the early breast tumors [4]. Recently, the U.S. Preventive Services Task
Force (USPSTF) has updated its guidelines, recommending a regular mammogram screening at the
age of fifty and above, once every two years. This is a change from its previous recommendation of
yearly screening at the age of forty [5]. This change has fueled additional debates on the health risk
of X-ray mammography, its accuracy, and the merits of using it as the primary screening modality.
However, the benefits of early breast tumor detection are well accepted. Thus, the development of
a safer and more accurate breast scanning and imaging modality has been pursued for a relatively
long period, with microwave breast imaging being one of the most viable technologies [6]. In MBI
technique, an antenna transmits a microwave signal to the breast and the scattered signal is received
and analyzed to extract dielectric properties of the tissues.

Another key challenge in breast cancer detection and treatment has been to design and develop
a standard method that heightens efficiency coincided with nondestructive cancer psychoanalysis.
The overall ideal for this innovative concept is to detect with potential benefits of adequate depth
penetration via microwave imaging, while minimizing cumulative side-effects to healthy tissue due
to ionized radiation. Due to the complexity that coincides with a successful methodology, these
biological systems must endure heterogeneous characteristics [7]. Key functions for microwave-
based breast cancer diagnosis would be (i) low health risk, (ii) the ability to detect breast cancer
at a curable stage, (iii) is sensitive to tumors and specific to malignancies, (iv) involves minimal
discomfort for lesion tolerability to women, and (v) provides easy to interpret, objective, and con-
sistent results [8]. Such medical devices that posses adequate depth penetration while avoiding the
use of ionized radiation and breast compression would be of great interest for malignant purposes.
Further, the infrastructure of microwave breast imaging for cancer detection contains a bevy of
algorithms alongside geometric configurations, which can overcome the problems associated with
current methodologies.
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Microwave imaging of biological compositions have developed an enormous amount of atten-
tion because of its ability to access the breast for imaging (e.g., image reconstruction algorithms,
computational methods, increased computing supremacy.) MBI infrastructure consists of several
deficiencies that conclude ex-vivo circumstances, electromagnetic (EM) signals coupled with giga-
hertz signal frequencies [9]. Further, the electromagnetic phenomenon is an approach that mirrors
the electromagnetic properties of breast tissue allowing for a more efficient exam. Therefore, as
mentioned before, the coupling with the signals in gigahertz range are considerable because of the
significant absorption and scattering that occurs during EM exposure to the breast [9]. In partic-
ular, the latter two features of self-propagating waves could lead to enormous amplification of one
particular attribute, or complicated instrumentation from the need to place transmitting and re-
ceiving RF transmitters to avoid spatial resolution. For example, significant electromagnetic loss in
tissue, and it’s extremely high contrast with surrounding air [9]. Furthermore, the development of
microwave patch transceivers (antennas) operating at 2.45GHz is known to reduce cluttered data,
producing well-localized images or real and imaginary parts of the wave numbers [10]. Concluding
all of which may be etched to comply with current breast cancer research, resulting with a more
promising approach.

Despite the popularity, there are several proposed ideals that could potentially become histor-
ical due to promising results via microwave imaging. Such methodologies consist of ultrasound
and digital mammography, magnetic resonance imaging (MRI), position emission tomography, and
electrical impedance scanning. According to previous studies, the above cutting edge portrays some
success in reference to cancer detection, but in accordance to early detection and unnecessary mas-
tectomies, significant approaches are in high regard. For example, MRIs, a computer aided method
that uses a magnet to create detailed images of internal structures without the use of radiation. In
compliance with the rest (e.g., mammograms), the above treats with radioactive techniques which
could pose significant side-effects, and worsen a patient’s current condition. Therefore, an under-
standing of the breast tissue and skin diplomacy is documented to help one better understand how
current methods detect as well as acknowledge between healthy and malignant tissue. In the field
of enhancing breast detection applications, there are substantial interests in the development of
new and effective approaches to demonstrate the use of microwave imaging for tumor detection.
The interactions of EM and gigahertz signals are mainly being investigated for a significant and
consistent contrast between malignant and other breast tissues [8].

One of the major impediments of MBI technology has been a large signal reflection from the
breast skin. Many techniques to reducing the signal reflection at the breast skin have been em-
ployed [11–13]. Most of the approaches use an intermediate solution between the antenna and the
breast, but no significant success has been achieved thus far. In this paper, we present the design
and simulation of microwave breast imaging using 2.54 GHz signal. HFSS (ver. 12) has been used
for the modeling and simulation. While, the experimental implementation of the concept is still in
progress, the simulation results presented shows that the direct placement of the antenna on the
breast skin can significantly increases the sensitivity of the MBI systems.

2. THEORY

The microwave breast imaging technique utilizes the signal scattering by an object when the object
is illuminated by an electromagnetic signal. The signal scattering by an object depends on various
factors, including the environment, signal strength, and the material properties of the object [14].
For a given signal source and the environment, the scattered signal depends on the electrical
properties of the object, especially dielectric and conductivity. This principal is utilized to detect
the tumor in the breast using microwave signals. The breast tumors have very distinct electrical
properties (higher dielectric permittivity and higher conductivity), which allows them to detect by
analyzing the scattered signals. As shown in Figure 1, the amount of signal scattered by a breast
tumor is higher than that of normal breast tissues, which can be received by a separate antenna or
the property change of the transmitting antenna due to the scattered signals, can be analyzed and
utilized for the tumor detection.

3. MODELING AND SIMULATION

The modeling and simulation was performed in Ansoft electromagnetic simulation softwares. Pre-
liminary simulation and proof of concept were conducted in Ansoft Designer, while the complete
simulation was conducted in Ansoft HFSS. Figure 2 shows a preliminary design in Ansoft Designer
and antenna voltage standing wave ratio (VSWR) obtained for the design.



928 PIERS Proceedings, Cambridge, USA, July 5–8, 2010

(a) (b)

Figure 1: Schematic representations of breast, antenna and tumor showing signal scattering in (a) a normal
breast and (b) a breast with a tumor.
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Figure 2: (a) Antenna and breast layers modeled in Ansoft Designer. (b) VSWR vs. frequency plot of the
antenna system (including breast layers) as shown in (a).
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crostrip antenna model in
HFSS.
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Figure 4: The developed breast models (with a tumor at the center)
simulated in HFSS. (a) Antenna placed 5 cm away from the breast (10
cm from the center), case-I. (b) Antenna placed in contact with the breast
(on the breast surface), case-II.

A rectangular microstrip antenna designed in HFSS was considered. A flexible copper substrate
(Pyralux FR9151 CU CLAD) was selected as the antenna substrate. With the substrate param-
eters given, a rectangular antenna for 2.45 GHz with 50Ω input impedance was designed (shown
in Figure 3). With the help of the simulation software, the antenna was optimized to resonate at
2.45GHz. The simulation and the experimental results were compared, and the simulation model
was optimized to match with the experimental results. Breast model was developed in HFSS which
is represented as a 10 cm wide and 5 cm high cone (with eight facets). The breast volume consist
of breast skin of 5 mm width (dielectric coefficient, εs = 39, and conductivity, δs = 1.1 S/m [15])
and remaining volume consisting of breast fatty tissues (dielectric coefficient, εf = 4.49, and con-
ductivity, δf = 0.59 S/m [16]). The developed breast model was simulated, (i) placing an antenna
5 cm away from the breast (case-I) and (ii) placing the antenna in contact with the breast (case-II),
shown in Figures 4(a) and (b), respectively. The developed models were simulated for both the
cases of antenna placement, for healthy breasts as well as for breasts with a tumor.

4. RESULTS AND DISCUSSION

The rectangular microstrip antenna (shown in Figure 3) was simulated in Ansoft HFSS and various
parameters of the antenna, including return loss, impedance, radiation pattern, and gain pattern
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were evaluated. After tuning the antenna for 2.45 GHz, the antenna was fabricated and tested.
With the help of the experimental results the antenna simulation model was optimized to match
with the experimental results. The return loss pattern and the radiation pattern of the optimized
antenna are shown in Figures 5(a) and (b) respectively.

The optimized antenna model was used to simulate with the breast models developed in HFSS.
The simulation was performed for the cases where the antenna was placed away (5 cm) from the
breast (case-I, Figure 4(a)) and when it was placed on the breast surface (in contact with the
breast skin, case-II, Figure 4(b)). Simulation models were analyzed for both the cases of healthy
breast as well as for a breast with a tumor at the center. The tumor is represented as a 10 mm
diameter sphere with dielectric permittivity (εt) = 50 and conductivity (δt) = 4 S/m [15]. When
an antenna is placed on the surface of the breast, the performance characteristics of the antenna
undergo changes. To minimize the effect of the breast skin contact with the antenna, the antenna
was optimized to resonate again at 2.45 GHz. The optimization was performed with the help of the
simulation model where the breast skin was considered as one of the substrate layer of the antenna.
The optimized antenna was used for the simulation with the breast. As the signal scattered by
an object depends on the induced current density in that object, the current density in the tumor
as well as in the breast skin and fatty tissues are compared. The simulation results showing the

                                (a)                                      (b)

Figure 5: Simulation results of the designed antenna. (a) Return loss pattern. (b) 3-D radiation pattern.

(a)

 

(b)

 

(c)

 

Figure 6: Simulated current densities in (a) skin, (b) fatty tissues, and (c) tumor, when the antenna is placed
5 cm away from the breast.
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Figure 7: Simulated current densities in (a) skin, (b) fatty tissues, and (c) tumor, when the antenna is placed
on the breast skin.
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current densities in the breast skin, fatty tissues, and tumor, for both the cases (case-I and case-II)
are presented in Figure 6 and Figure 7, respectively.

A comparison between the current densities in the breast tumor for the two cases (case-I and
case-II) is shown in Figure 8. It is observed that the highest current density in the tumor in Case-II
(69.65A/m2) is about six times higher than the current density in Case-I (11.95A/m2), which
increases the visibility of the tumor to the antenna by the same factor.

(a) (b)

 

Figure 8: Current densities in breast tumors for, (a) case-I (maximum current density = 11.95A/m2, (b)
case-II (maximum current density = 69.65 A/m2).

The simulation results show that the visibility of the tumor or the sensitivity of the antenna to
the tumor can be increased by placing an antenna in contact with the breast skin. The placement of
the antenna on the breast skin affects the characteristics of the antenna. Thus, the antenna needs
to be designed such that the effects of breast skin contacts are already considered in the design.

5. CONCLUSION

The simulation models developed and the results presented show that the sensitivity of the tumor
detection increases when the antenna makes contact with surface of the breast as opposed to when
it is placed away from the breast. It is due to the fact that, the breast skin has electrical properties
comparable to the breast tumors and when the antenna is placed away, most of the received
scattered signal is from the breast skin. This results in masking of the tumor scattered signal by
strong skin scattered signals. For the case when the antenna is placed on the breast surface, the
effect of the skin can be included in the antenna design, improving the signal strength received
from the tumor. The simulation results show that the current densities inside the tumor is about
six times higher when the antenna is in contact compared to when it is placed 5 cm away from the
breast, and thus this provides us a proof of the concept presented. In this paper, the prospect of an
antenna that can be placed on the breast skin has been presented and a simple antenna design for
the case has been discussed. However, the design of an antenna which will be affected minimally
when the properties of the skin vary, the experimental implementation of such an antenna, and the
complete modeling and the experimental implementation of the system are still in progress. The
results obtained from the further wok will be reported in the conference presentation.
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Abstract— We have investigated the possibility of building a Dicke radiometer that is inexpen-
sive, small-sized, stable, high sensitivity and consists of readily available microwave components.
The selected frequency band is at 3–4 GHz and can be used for breast cancer detection, with suf-
ficient spatial resolution. We have found microwave components that are small (< 5mm×5mm)
and provide sufficient sensitivity. We have built two different Dicke radiometers: One is of con-
ventional design with Dicke switch at front end to select antenna or noise rererence and the other
with a low noise amplifier before the Dicke Switch. We have tested this concept with simulations
and built prototypes. The two designs provide a gain of approximately 50 dB, and bandwidth of
about 500 MHz. One of the designs has a stability µ > 1 and the other design provide instability
µ < 1 for a part of the pass band. The prototypes are tested for sensitivity after calibration
in two different known temperature waterbaths. The results show that the design with the low
noise amplifier before the Dicke switch has 36% higher sensitivity than the other design with
Dicke switch in front.

1. INTRODUCTION

Over the past four decades, research in microwave radiometry has been conducted for use in medical
applications [1]. Detection of breast cancer, hyperthermia, inflammation and lung oedema are some
applications for medical use [2]. Microwave radiometers can be assembled in different ways. The
two most common are total power radiometer and Dicke radiometer [3]. A total power radiometer
consists of a high gain low noise amplifier (LNA) followed by a power meter or a square law detector
and integrator. This radiometer is very sensitive to amplification drift. A Dicke radiometer uses a
switch in front of the LNA to select between the sensing antenna and a known noise reference, as
shown in Fig. 1. When switching faster than the drift in gain, the drift is mostly canceled out [4].
The goal of the present design is to determine whether it is possible to create an inexpensive and
small sized front stage to a radiometer, using available commercial surface mount device (SMD)
components, that is stable against oscillations and has a usable sensitivity for radiometric mea-
surement of temperature at deepth in tissue. It is previously shown that a LNA before the Dicke
switch gives a better signal-to-clutter ratio (SCR) [5]. We want to find out if it is possible to have
a LNA before the Dicke switch for both antenna and the reference signal.

2. THEORETICAL BACKGROUND

A microwave radiometer is an instrument that can measure temperatures inside the body. The
measuring principle is to quantify the thermal emitted power over a given frequency band. Black-
body spectral radiance at temperature T at all frequency is given by Planck’s law. Planck’s law

Noise Reference

DetectorBP

~~
~

LNA

ADC

PC

Output

LF1

2

Antenna

Dicke switch

Power 

meter

Figure 1: Block diagram of Dicke radiometer.
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can be approximated by Rayleigh-Jean’s law, and from which the noise power P over a frequency
band ∆f can be written as [4]:

P = kT∆f. (1)

where k is is Boltzmann’s constant. The theoretical noise temperature Te of a cascade system is
given by:

Te = Te1 +
Te2

G1
+

Te3

G1G2
+ · · ·+ TeN

G1G2 . . . GN−1
(2)

where Te,i, Gi are the noise temperature and gain of the individual stages. From (2) the noise
performance of the first stage is critical. The theoretical sensitivity of an ideal radiometer with no
gain fluctuation is [4],

∆T =
Ta + Te√

∆fτ
, (3)

where ∆T is the minimum detectable change in the radiometric antenna temperature Ta and τ
is the integration time in the low pass filter (integrator). For a Dicke radiometer (Fig. 1), the
theoretical sensitivity is given by:

∆Tmin =
2(Ta + Te)√

∆fτ
. (4)

A conventional Dicke radiometer front end has antenna, noise reference, Dicke switch, low noise
amplifier and a bandpass filter (BP). The other part is the square law detector, low frequency (LF)
amplifier, analog to digital converter (ADC) and a controller PC, or a power meter connected to
the front end. With the Dicke switch attached directly to the antenna, the radiometer can be used
as a total power radiometer.

A stable amplifier cascade configuration is important in order to avoid internal oscillation that
interferes with the extremely low radiated power received by the antenna. The stability of a system
can be described using the Edward-Sinsky stability factor defined as [6]:

µ =
1− |S11|2

|S22 − S∗11 ·∆|+ |S12 · S21| > 1 (5)

where Sij , ∆ are elements and the determinant of the S parameter matrix, respectively. The system
is unconditionally stable if µ > 1.

3. RADIOMETER DESIGN

Equation (1) shows that the noise power P depends primarily on the temperature T and bandwidth
∆f . For human body temperatures, and for a practical bandwidth of 300–500 MHz, the noise power
over that bandwidth is low. To detect this low power, it is crucial to have a sensitive instrument
like a radiometer. From previous work [5], we have found that the frequency band around 3.5 GHz
is disturbed less by EMI than other low GHz frequency bands. This frequency range provides lower
penetration depth in the human body compared to lower GHz frequencies. Howerver of this band
has been show suitable for detecting superficial breast cancer [7]. The challenge is to find a LNA
balancing the trade offs between lowest possible noise, highest gain, low power consumption and low
cost. Several LNAs were considered, but our choice was a LNA from Hittite. A combination of low

Table 1: Specification of used SMD components.

Device Name Gain [dB] NF [dB] Te [K]
Frequency

[GHz]
LNA HMC593LP3E (Hittite) 19 1.2 92.3 3.3–3.8

BP (LP part) LFCN-3400+ (Mini-Circuits) −1.03 1.03 77.6 0–3.4
BP (HP-part) HFCN-3100+ (Mini-Circuits) −1.01 1.01 75.9 3.4–9.9
Dicke switch CSWA2-63DR+ (Mini-Circuits) −1.2 1.2 92.3 0.5–6

DC block capacitor GQM1885C1H470JB01 (Murata) −0.014 0.014 0.94 3.5
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pass (LP) and high pass (HP) filters gave appropiate 500 MHz band width. The steep slope of the
frequency cutoff at the edges of the pass band was further enhanced by the use of two consecutive
filters of the same type. The Dicke switch was another challenge of the design. We want a Dicke
switch with lowest possible insertion loss, high isolation, 3.3–3.8 GHz bandwidth, small size, and
single supply voltage. Our choice was a switch from Mini-Circuits. The switch requires a DC
block capacitor 47 pF before and after. Our choise was a capacitor from Murata. A single LNA
does not provide enough gain to get the power into the required range. Based on the component
specifications listed in (Table 1), for the LNA, filter and switch we find that a configuration of three
LNAs (3× 19 dB) and four filters (4× (−1) dB) should give a reasonable amplification in this high
frequency part. The bandpass filter gives a theoretical bandwidth ∆f = 500 MHz.

3.1. Different Design
The first stage of the radiometer has many issues that can cause problems; oscillation, stability,
system noise, temperature and gain drift and electromagnetic interference (EMI). An optimum
radiometer front end has high sensitivity, low noise temperature, stable, low gain drift and low
surface component temperature. For flexibility and comparability a Dicke front end radiometer
should also be able to run as a total power radiometer. A full radiometer can be designed in many
ways. We want to design the Dicke concept with use of a powermeter and a PC with Labview
as a post-detector and to drive the Dicke switch. The design was first simulated. Design #1:
Conventional Dicke radiometer with the DC block capacitor and Dicke switch in front, one LNA,
the bandpass filter and 2 LNA in cascade as a booster amplifier as shown in (Fig. 2(a)). Design
#2: The proposed Dicke radiometer with the LNA in front, the switch, 2 LNA in cascade and
the bandpass filter as shown in Fig. 2(b). The last design does not need DC block capacitors
because there is an internal DC block in the LNA. The radiometers have been characterized using
S-parameters, system noise (2), sensitivity (3), stability factors (5), mean and standard deviation
of a known temperature source.

4. RESULTS

4.1. Simulation
In the simulation, S-parameters were given by touchstone files from the component manufactuer’s
web site. Simulations were performed by importing individual touchstone files for every single
block in the design, and simulating the circuit’s S-parameters over the frequency 1–6 GHz. The
theoretical noise temperature of the cascade system given by (2) and parameters used from (Table 1)

Block

LNA
Dicke

switch
BP LNA LNA

DC

DC

Block

(a) Design #1.

BP

LNA

LNA

LNA LNA
Dicke

switch

(b) Design #2.

Figure 2: Block diagram of design #1 and #2.

Table 2: Theoretical, simulation and measurement parameters for the radiometers.

Parameter design #1 design #2
Theoretical system noise temperature Te 217.2 K 95.1K

Simulated noise power from S-parameters Ps −34.25 dBm −34.01 dBm
Simulated from measured S-parameters Psm −35.26 dBm −33.40 dBm

Measured noise power Pm −33.50 dBm −32.80 dBm
Theoretical sensitivity, total power radiometer ∆T 0.016 K 0.012K

Theoretical sensitivity, Dicke radiometer ∆Tmin 0.032 K 0.024K
Measured sensitivity, total power radiometer ∆T 0.064 K 0.046K

Measured sensitivity, Dicke radiometer ∆T 0.098 K 0.062K
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gave Te for each design. The system noise temperature is clearly dependent on the first stage. The
expected output power from the system when using Ta = 290 K can be found by integrating over
frequencies in the simulated system |S21|2 and multiplying by k(Ta +Te), given by (1) this will gives
the simulated power in Watt, as in: Ps = 10log [

∑ |S21|2k(Ta + Te)] in dBm. The theoretical noise
temperature using (2), expected output power, and sensitivity using (3), (4) are listed in (Table 2).

4.2. Prototype Testing

The prototype design was built with a printed circuit board (PCB) RO4350B, thickness of 0.254 mm
and a copper layer of 35 microns. The system was tested in the Agilent- E5071C network analyzer
and E4419B power meter with the E4412A sensor. The Dicke switch is controlled by an USB-3114
device from Measurement Computing. The measurements are done with the front end blocks from
the (Fig. 1) and shown in (Fig. 2). The measurment were carried out by generating touchstone files
from network analyzers and calculates the stability and the expected output power Psm. A time-
series measurements was conducted with a 50Ω load as antenna at a temperature of Ta = 290 K,
connected to the power meter to get the system’s operation over time and the measured power Pm

and other system operation parameters listed in Table 2. The simulated and measured forward
transmissin S21 and stability factor µ are given in (Fig. 3) for the two designs. The input reflection
coefficient S11 and output reflection coefficient S22 are given in (Fig. 4). Sensitivity of the radiometer
design is found by calibrating the radiometers with two different and known temperatures in water
bath, Th, Tc. Calibration parameter s = Ph−Pc

Th−Tc
is the slope of the output power Ph and Pc as

(a) #1. S21 (b) #1. µ (c) #2. S21 (d) #2. µ

Figure 3: S21 and µ for design #1 and #2. Solid line: Simulated values. Dotted line: Measured value.

(a) #1. S11 (b) #1. S 22 (c) #2. S11 (d) #2. S22

Figure 4: S11 and S22 for design #1 and #2. Solid line: Simulated values. Dotted line: Measured value.

Figure 5: Measurement of the Dicke concept. The first part is the temperature change with a Peltier element
of the radiometer temperature. The last part is a voltage change of +/− 2%.
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a function of temperature Th, Tc. We can then find the sensitivity ∆T = σPo

s for the prototype
radiometers and are given in (Table 2). σPo

is the measured standard deviation to the measured
output power Po. The Dicke consept was also testet for gain variation caused by temperature
changes on the radiometeret performed with a Peltier element and by changing the supply voltage
(Fig. 5).

5. DISCUSSION

The proposed designs gave the expected gain over the selected frequency band. Design #1 was
stable µ > 1 for all frequencies. The other design #2 was instable µ = 0.99 for frequency 2.91GHz
and stable for all the other frequencies. The instability can be caused by parasitic effects between
the different LNA’s. The problem can be solved by increasing the isolation between the different
LNA’s. This isolation can be performed with attenuators (pads) or by placing the various selected
parts of the bandpass filter between the LNA. The input reflection coefficient is in the expexted
range. The output reflection coefficient (#1) has a peak in the center frequency 3.5 GHz, and care
must be taken for the following stage, usually a square law detector. The noise temperature Te was
better for design #2 than for design #1 and was expected since the first LNA in design #2 has
a gain of 19 dB. The chosen thichness of the PCB is a challenge, because the soldered connector
are easily broken apart from the PCB, and a new design requires a multi-layer PCB for better
mechanical stability. Although the design is chosen for minimum power consumption, it requires a
heatsink for the least possible influence from ambient temperature that gives unwanted temperature
variations and thus gain drift. And in the design where the LNA are in the front, it is important
that they has the same temperature and are drifting in the same way since the Dicke consept do
not work at those. Ongoing research is looking at the possibility of using small heatpipe to conduct
heat away from the circuit as a possible solution to reduce temperature drift. Sensitivity for the
prototype was worse than expected, and can come from manual soldering of SMD components with
more solder flux than in a professional soldering process. The design where the low noise amplifier
is before the Dicke switch for both antenna and reference input, has 36% better sensitivity than the
design where the Dicke switch is in front. From (Fig. 5) we can conclude that the Dicke consept
is working as expected. The output from the Dicke radiometer is stable when we are changing the
temperature of the radiometer and supply voltage.
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Abstract— Hilbert-Huang Transformation (HHT) is a powerful tool for nonlinear and non-
stationary data analysis. In this paper, a dataset using an ultra-wide (UWB) impulse radar
system with central frequency of 1 GHz was collected for life motion detection behind a cinder
block wall. To extract the information of life motions such as breathing and heartbeats from
the raw data, we first applied the empirical mode decomposition (EMD), the first step of HHT
to decompose the signal (background signal included) into a family of the intrinsic mode func-
tions (IMFs). We then apply Hilbert spectral analysis (HSA) to get the frequency spectra of
different IMFs. After dividing by the spectrum of the background radar record (equivalent to
de-convolving the background record in the time domain), we found that breathing appear as a
spectral peak at 0.2–0.4 Hz and heart beating appears as 1.0–1.2 Hz. This is coinciding with real
condition. Our preliminary results show that the HHT technique provides significant assistance
in signal processing for the detection of human targets behind opaque obstacles.

1. INTRODUCTION

Hilbert-Huang Transformation (HHT) is a novel digital signal processing technology based on the
combination of the empirical mode decomposition (EMD) and the Hilbert spectral analysis (HSA).
It is designed specifically for analyzing nonlinear and nonstationary data [1]. In this paper we first
design a through-wall life detection experiment and then using HHT to analysis the dataset collected
by ultra-wide band (UWB) impulse radar system. Our effort contributes to the research of live
human beings detection, the one is becoming increasing important in modern society. Its purpose is
to identify life-being located behind the obstacle, which has significant meaning on the application
of military, rescue operations under conditions of extraordinary situations or other related field. In
common condition, even a person stays quietly without doing anything can still appear to have tiny
movement caused by breath and heart beat. These displacements can be captured by EM wave
detection. Some research shows that UWB impulse radar system was efficient of capturing human
breath and heart-beat movement [2, 3]. Based on these, E. Zaikov explored an experiment using
UWB radar for trapped- people detection [4]. In which the tiny breath and heart-beat movement
was easily submerged by noise when people was motionless. By applying HHT preliminary into
analysis, Ram M. Narayanan [5] presented the results with several potential breath-signal peaks in
frequency domain in 0.4–0.8 Hz. However real breath signal still can not be localized; at the same
time the extraction of heart beat, only 1–2 mm chest movement related, is failed to achieve. Here
we are striving to overcome these difficulties.

2. EXPERIMENT DESIGN

The through-wall human cardioasperation detection experiments were conducted in a laboratory
with ciderbrick walls (no reinforced steel bars) as shown in Figure 1. The Ground Penetration
Radar (GPR) (Sensors and Software 1-GHz Nuggins system) is used as the UWB impulse source
and receiving system. The recording time window length for each recording trace is chosen to be
16 ns, long enough for the radar waves to be reflected from an object in the air within 2-meter
radius. GPR is located with its antenna closely stick to one side (Figure 1(a)) of the wall. On
the other side of the wall, a chair is put in front of the wall, the distance between which and wall
is set to be 1 meter. The subject we choose has good health condition with average heart beat
frequency 1.05–1.2Hz (65–72 beats/min). The distance between subject’s cardiac and ground floor
is measured to be 55 cm, when he is sitting in the chair. Taking this as a reference, the location of
GPR is set to validate that both antenna and the cardiac stay in same horizontal line (Figure 1(b)).

The GPR system collected 1 recording trace per 0.1 sec, with 8 stacking to minimize the random
error. At the beginning of the experiment, subject is absent; data with the 1024 recording traces
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Figure 1: Photos of experiment setup. (a) and (b) are device set on two sides of the wall, the location of
GPR is set to validate that both antenna and the cardiac stay in same horizontal line.

(nearly two minutes) is collected by GPR as a background reference signal. It will be used in data
analysis later. After that, subject is asked to sit peacefully on the chair with his shoulders and
back tightly against the back of the chair to stop body displacement. Now we collect data in three
statuses: normal breathing, holding their breath, and repeatedly speaking the words “one, two,
three”. The breath frequency of normal breath and speaking are measured to be around 0.2–0.4 Hz
(12–24 times/min) and 0.4–0.5 Hz (24–30 times/min) respectively. And for breath holding, breath
frequency can be seen as 0. For the first and the third status the total number of recording traces
is well above 1024, for about 2 minutes. For the status of holding breath the number of recording
traces is less than 256, i.e., generally less than 30 seconds.

3. HHT DATA PROCESSING AND RESULT ANALYSIS

3.1. Empirical Mode Decomposition (EMD) and Back Ground De-convolution

In experiment mentioned before, four datasets are totally collected: background signal, normal
breathing, breath holding and speaking. Here taking dataset of normal breathing (Figure 2(a)) as
an example, which is made of 1024 time traces. Each trace is generated from one pulse. Because the
time period between two traces is 0.1 s, in X-direction the total measured time is 102.4 s. The Y -
direction shows the length of each trace. 161 points is contained in one trace with the time window
of 16.1 ns, so the time period between two points is 0.1 ns in Y direction. In Figure 2(a), with
the existence of wall strong reflection appears from 0.3 ns to 0.7 ns. With the consideration of void
velocity of EM wave and the distance of 1 m between wall and human, the reflection signal of human
physiology movement should appear after 12 ns. This is also shown in Figure 2(b) precisely, taking
the example of trace No. 400, when compare this trace between normal breath and background
reference, obvious phase distortion appears after 14 ns. This is caused by reflection and velocity
change when EM wave passing human body. Based on this, we only focus the dataset from 14 ns to
16 ns, which includes signal of breathing and heart beating. However, due to multiple refection from
wall and test environment, data collected is too complex to recognize human physiology movement
directly, which is a relative small portion submerged into complex background. If this complex
signal can be divided into several simple patterns, the small target portion we concerned will be
easier to be extracted.

Here we apply EMD, one step of HHT into data analysis. EMD sees a signal trace as a muster
of many coexisting simple oscillatory modes with the same number of extreme and zero crossings,
symmetric envelopes and significantly different frequencies. These modes are called intrinsic func-
tions (IMFs). What EMD does is to separate those IMFs from the original signal one by one, until
the residue is monotonic [1]. Now EMD is applied to the data with the sample time from 14ns
to 16ns, and the same IMFs of different sample time are summated and averaged. By doing this,
the signal noise ratio of signal is increased and the uncertainty of signal is reduced. At the same
time, dataset of background reference is derived into IMFs as the same way as what mentioned
before. After letting each IMF of normal breath de-convoluted by identical IMF from background,
we derive the result of normal breath with 7 IMFs included (Figure 3).

From IMFs of normal breath (Figure 3), we can find out that EMD always extract IMF from the
highest frequency to lowest. The tiny peaks with relative high frequency appearing on IMF7 and
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Figure 2: (a) is the dataset of normal breathing, in which X-axis represents different traces from No. 1 to
No. 1024, and the time period between two traces next to each other is 0.1 s. Y -axis shows the length of
each trace. 161 points is contained in one trace with the total time window of 16.1 ns. (b) is one trace plot
for trace No. 400 from the datasets of both normal breath (red) and background (blue). Phase distortion
appears after sample time of 14 ns.

IMF5 are totally coming from errors of de-convolution rather than EMD. Here the first component,
IMF1 appears to have a similar shape of radio wave, and its frequency is much higher than any
kinds of physiological movements. It may mainly relate to the carrier wave radiated from GPR,
the same as IMF2. From IMF3 and IMF4, 9–13 peaks can be counted in every 10 seconds; this
coincides with the frequency of heart beating (1.1–1.2 Hz). However, as the displacement caused
by cardiac movement is tiny, distinct feature can not be identified in either IMF3 or IMF4. In
IMF5 and IMF6, the movement with obvious amplitude and every two to three peaks in 10 seconds
is clearly shown. We believe this is caused by breath movement (0.2–0.4 Hz), the most obvious
movement in chest area. In IMF7, both amplitude and frequency is very low, this is not taking
into consideration.

Figure 3: IMFs of normal breath after background de-convolution.
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3.2. Hilbert Spectral Analysis (HSA)

EMD is the data processing approach used in time domain. It is not enough for further quantitative
analysis for physiology features we concerned, especially for heart beating with tiny amplitude. So
it is necessary to transform IMFs we derived into the spectrum of frequency domain. As to this
point, traditional method used by most people before is fast Fourier transformation (FFT). But for
non-stationary and instantaneous signal analysis, HSA, the other step of HHT, is a better solution
than FFT. The principle of HSA is clearly shown in [Huang and Wu, 2008] [1]. Here we make a
comparison between HSA and FFT by using original (without de-convolution) IMF 5 of normal
breath and breath holding, the result is shown in Figure 4. It is clear that for both normal breathing
and breath holding, the peaks derived by HAT are narrower and more identical than which derived
from FFT. Another advantage coming from HSA is that the shape of the spectrum will not be
significantly effected by the length of original trace in time domain. This can be seen from breath
holding in Figure 4(b), in which the time window is only 256 points. After 0.3 Hz, compare to
continuous fake peaks generated by FFT, spectrum of HSA is much more smooth and realistic.

(a)

(b)

Figure 4: Comparison between FFT (blue) and HSA (red) spectrum of Original (without de-convolution)
IMF5. (a) displays differences for dataset of normal breathing. (b) shows the condition of breath holding.

By using HSA on IMFs shown in Figure 3, we get frequency spectrum of 7 IMFs shown in
Figure 5(a). Note that in IMF 4 obvious peak appears around the location of 1.05Hz. We believe
this can be seen as the feature of subject’s heartbeat. Frequency component with large amplitude
of 0.3Hz is observed in IMF 2, 6 and IMF 1, 3, 4, 5, 7 with tiny peak. This may relates to human
breathing. Besides these, there are still others peaks appear in different IMFs, the prediction
of the origin can come about harmonic frequency, suppose the frequency of heart beating and
breathing are 1.1 Hz and 0.3 Hz respectively. The production of these two movements will produce
new frequency of 1.4Hz and 0.8 Hz. This can explain the peaks appear in IMF3 and IMF4. If the
harmonic wave is strong enough, it may effect on the original wave to produce secondary harmonic
wave, such as the peak of IMF5 in 0.5 Hz. This prediction is waiting for further validation.

3.3. IMFs Compare among Normal Breathing, Breath Holding and Speaking

After processing datasets of breathing holding and speaking in the same way illustrated in part
3.2 and 3.3, we get frequency spectrum of 7 IMFs for two statuses respectively. After making
comparison among statuses for each IMF, we observe obvious differences on chest movement appear
in IMF6 (Figure 5(b)). When compare with normal breathing, the frequency of 0.3 Hz disappear in
the spectrum breath holding. This is believed to cause by the seizing of chest movement. On the
contrast, the higher peak of breathing appears at 0.5 Hz at the spectrum of speaking shows that
when people speak, both the amplitude and frequency of chest movement increase.
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Figure 5: (a) is frequency spectrum of 7 IMFs for normal breathing derived by HSA. Frequency component
of breathing is obvious in IMF2 and IMF6, and heart beat can be seen in IMF4. (b) shows comparison on
IMF6 among normal breathing, breath holding and speaking. With seizing chest movement, the frequency
of 0.3 Hz, which coincides with breathing, disappears in the middle spectrum.

4. CONCLUSIONS

In this paper it proves that by using HHT, the combination approach of EMD and HSA, feature
of human breathing and heart beating can be successfully extracted from datasets collected by
UWB impulse radar system. For the frequency spectrum derived by HSA from different IMFs,
distinct frequency relates to different physiology movement can be well recognized. After analysis,
these components are highly coinciding with the real human movement. This shows the significant
potential of HHT approach for through-wall life detection improvement.
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Abstract— Optical sensing and imaging applications often suffer from a combination of low
resolution object reconstructions and a large number of sensors (thousands), which depending on
the frequency can be quite expensive or bulky. A key objective in optical design is to minimize
the number of sensors (which reduces cost) for a given target resolution level (image quality) and
permissible total sensor array size (compactness). Equivalently, for a given imaging hardware
one seeks to maximize image quality, which in turn means fully exploiting the available sensors
as well as all priors about the properties of the sought-after objects such as sparsity properties,
and other, which can be incorporated into data processing schemes for object reconstructions.
In this paper we propose a compressive-sensing-based method to process through-focus optical
field data captured at a sensor array. This method applies to both two-dimensional (2D) and
three-dimensional (3D) objects. The proposed approach treats in-focus and out-of-focus data
as projective measurements for compressive sensing, and assumes that the objects are sparse
under known linear transformations applied to them. This prior allows reconstruction via familiar
compressive sensing methods based on 1-norm minimization. The proposed compressive through-
focus imaging is illustrated in the reconstruction of canonical 2D and 3D objects, using either
coherent or incoherent light. The obtained results illustrate the combined use of through-focus
imaging and compressive sensing techniques, and also shed light onto the nature of the information
that is present in in-focus and out-of-focus images.

1. INTRODUCTION

In traditional analog imaging, images are only acquired in focus, discarding additional information
present in out-of-focus images. Recent research [1] suggests that one can significantly increase the
amount of object information collected per detector by capturing images for not one but several
focal planes (through-focus imaging). In conventional imaging one usually places the object in
focus, and captures the respective image in the associated image plane. However, this may require
using a large sensor array. If, in addition, one captures out-of-focus data, then the number of
sensors can be reduced while maintaining the same image quality as the in-focus case. Similarly, in
imaging three-dimensional objects one usually employs a particular “best focal plane” and captures
the respective in-focus image. However, if one captures data for other focal planes then one can
achieve comparable resolution as the “best focal plane” case with less sensors, and fully 3D imaging.

If, in addition, the object under investigation is known to be sparse when represented in a
given basis or dictionary, or generally under a given linear transformation applied to it (such
as the gradient operator, as pertinent to certain piecewise constant objects [2]), then one can
implement compressive sensing inversion algorithms [2, 3] to increase the resolution per sample ratio.
We propose a method that treats the information in multiple through-focus images as projective
measurements for compressive sensing, allowing a greater resolution per detector ratio than possible
with either conventional through-focus imaging [1] or compressive sensing (of conventional in-focus
data) alone. The proposed compressive through-focus imaging is illustrated in the reconstruction
of canonical 2D and 3D objects, using either coherent or incoherent light. The obtained results
illustrate the combined use of through-focus and compressive sensing techniques, and shed light
onto the nature of the information that is present in in-focus and out-of-focus images. Information
about sparse objects appears to be concentrated in completely out-of-focus planes for coherent light
and in near-focus planes for incoherent light.

2. OPTICAL SYSTEMS

We consider a general imaging system that is characterized by unit-impulse response or Green’s
function h(r, r′; p) where r and r′ denote image and object coordinates, and p denotes system
parameters. For example, for the simple lens system in Figure 1, p = (f, z1, z2) where f denotes
the lens focal length, z1 is the distance from the object plane (for a 2D object) or a given plane
in the object (for a 3D object) to the lens, and z2 is the distance from the lens to the detector
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Figure 1: Lens-based through-focus imaging system for imaging of 2D or 3D objects.

plane. In the following we will explain the proposed compressive through-focus imaging assuming
the particular lens-based system in Figure 1; however, clearly the key idea in this paper, that of
using reconfigurable system states as a way to create compressive measurements, applies to more
general systems as long as they exhibit degrees of (controllable) reconfigurability. By capturing
data in different sensor positions and for different system configurations, and processing the data
holistically, including priors, it is possible to maximally exploit the available sensing resources.
Next the focal length is assumed to be constant while the lens position is varied to create different
system states and thereby capture data corresponding to different states.

Two modalities are of interest: coherent and incoherent imaging. In coherent imaging, involving,
e.g., a secondary source that is induced at a scatterer in its interaction with coherent light (due to
a coherent source like a laser), the field at a detector at position (u, v) in the detector plane that
is due to an extended object characterized by object wavefield Uobj(r′) is given by

Udet(u, v; p) =
∫

dr′h
[
(u, v) , r′; p

]
Uobj

(
r′

)
. (1)

Above the object coordinates (r′) are in 2D space for thin (2D-approximable) objects such as
transparencies and in 3D space for more general 3D objects. The detectors measure only the
magnitude of this field, but by using reference beams one can also measure the phase. For incoherent
imaging, involving primary or secondary incoherent sources, the corresponding relation is

Idet(u, v; p) =
∫

dr′
∣∣h [

(u, v), r′; p
]∣∣2 Iobj

(
r′

)
(2)

where Idet(u, v) = 〈|Udet(u, v)|2〉 and Iobj(r′) = 〈|Uobj(r′)|2〉, where 〈·〉 denotes average. In through-
focus imaging, the data are captured for several “in” and “out-of” focus states, as defined by the
distances z1 and z2 which correspond to different positions of the lens relative to the object and
the detector plane. The next section outlines how the data are processed to create images.

3. COMPRESSIVE IMAGING

Importantly, in the coherent and incoherent optical systems described by (1) and (2) the mapping
from the object function (i.e., the wavefield Uobj in the coherent case and the intensity Iobj in the
incoherent case) to the data is linear. Then we can interpret the data as linear projections of the
object to be imaged with known functions. In particular, defining the inner product

〈g1|g2〉 =
∫

dr′g∗1
(
r′

)
g2

(
r′

)
(3)

then the data in (1) and (2), for the given set of detector positions (u, v) (say M such detectors)
and system states p (say N such through-focus states), are the projective measurements

Udet(u, v; p) = 〈h∗(u, v, ·; p)|Uobj〉 (4)

and
Idet(u, v; p) =

〈|h2|(u, v, ·; p)|Iobj

〉
(5)
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If the object is representable in a known basis, say (in the coherent case)

Uobj

(
r′

)
=

∑

s=1, 2, ...

β(s)Bs

(
r′

)
, (6)

where Bs are the basis functions and β(s) are the basis coefficients of Uobj, then the inverse problem
corresponds to estimating β(s) from the captured MN data. The usual approach without sparsity
priors is to find the solution of minimum 2-norm,

β̂ = argmin||β||2, Udet(u, v; p) =
∑

s

β(s) 〈h∗(u, v, ·; p)|Bs〉 , (7)

but if it is known that the sought-after object is sparse then one can implement

β̂ = argmin||β||1, Udet(u, v; p) =
∑

s

β(s) 〈h∗(u, v, ·; p)|Bs〉 (8)

which gives a exact or an approximate solution if the inner products 〈h∗(u, v, ·; p)|Bs〉 obey certain
conditions [2, 3]. Generally, for a given sparsity, the number of projective measurements that
are required to reconstruct the sparse signal is governed by the well-known restricted isometry
property of compressive sensing. In the present case, the projective measurements are of a particular
form that imposes constraints in the so-called coherence between the sparsity basis {Bs} and the
projectors {h∗(u, v, ·; p)}. In general, the lower the coherence as measured by the highest value
of the inner product between the functions Bs and h∗, the smaller the required amount of data.
Also, to avoid redundance, the selected projections (h∗) should be linearly independent. Finally,
perhaps a basis where the object is sparse is not known, but its gradient is known to be sparse (as
for many practical extended objects, see [2]). Then one can apply the sparsity constraint to the
so-called total variation (TV) of the object function [2], minimizing its 1-norm in the inversion.

4. COMPUTER ILLUSTRATIONS

To illustrate, we consider imaging of 2D and 3D objects from through-focus data captured for
different lens and/or object positions at a fixed detector array. The forward and inverse results
were obtained using the analytical results above and standard Fourier optics [4] along with suitable
discretization of the equations (computational grids) as illustrated in Figure 1. For 2D objects
we kept the object-detector distance fixed and changed only the lens position (the lens-detector
distance z2). Reconstructions of 2D objects with coherent light were performed with an in-focus
magnification of one, simulating an everyday camera. Reconstructions of 2D objects with incoherent
light were performed with the object plane in the far field, simulating a telescope. Reconstructions of
3D objects with both coherent and incoherent light were performed with an in-focus magnification of
100, simulating a high-powered microscope. To imitate a microscope stand, in the 3D case multiple
through-focus pictures were acquired by moving the entire object back and forth in the z-direction
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Figure 2: Incoherent imaging of ten point sources on a 24 × 24 × 4 grid. Only sixteen detectors acquire
pictures from eight evenly-spaced lens positions on both sides of the in-focus position z1 = 158λ (based
on the object plane shown in Figure 1). Radius and shading of outer circle indicate intensity. Inner circle
indicates the exact location of the point-source. (Detailed values used in the simulation, all in values of
λ: z2 = 1.5798 × 104, z1 ∈ {153.39, 154.66, 155.92, 157.18, 158.45, 159.71, 160.97, 162.24}, f = 156.41,
d = 1.5798× 104, ∆xy

o = 1.5798, ∆z
o = 1.5798, ∆d = 1.0734× 103).
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while keeping the lens and detector plane positions fixed. The results of a reconstruction of ten
incoherent point sources are shown in Figure 2. The results of a reconstruction of ten coherent
point sources are shown in Figure 3. The results are encouraging.

The TV-based inversion approach is illustrated in Figure 4. The object is a (2D) transparency
formed by 4 shapes of uniform field value, taken to be unity inside the shapes and zero outside.
Images were obtained using four methods: a) the conventional minimum 2-norm solution using all
the through-focus data, b) the compressive sensing minimum 1-norm solution using through-focus
data, c) the compressive sensing minimum TV 1-norm solution using only in-focus data, and d) the
minimum TV 1-norm solution using through-focus data. Methods (c) and (d) visibly outperformed
methods (a) and (b). Furthermore, when adopting the TV approach, the inversion based on
through-focus data was also clearly superior to the one based on in-focus data only, confirming the
additional information content in through-focus data. Although the through-focus data consisted
of 164 samples while the strictly in-focus data consisted of 169 samples, the error in the TV-based
reconstruction using through-focus data was noticeably smaller than the in-focus one.

−10
0

10

−10

0
10

 −1

0

1

2

3

X (in λ)

Original Object

Y (in λ)

Z
(i
n
λ
)

−10
0

10

−10

0
10

−1

0

1

2

3

X (in λ)

Reconstructed Object

Y (in λ)

Z
 (

in
 λ

)

−3

−2

−1

0

1

2

3

Phase
(Rad.)

Figure 3: Coherent imaging of ten point sources lying on a discrete 24×24×4 grid. Sixteen detectors acquired
pictures from eight evenly-spaced lens positions on both sides of the in-focus position of z1 = 158λ (based on
the object plane shown in Figure 1). Radius of outer circle is proportional to intensity and shading of outer
circle indicates phase. White inner circle indicates the exact location of point-source on the grid. (Detailed
values (in lambda): z2 = 1.5798× 104, z1 ∈ {153.39, 154.66, 155.92, 157.18, 158.45, 159.71, 160.97, 162.24},
f = 156.41, d = 1.5798× 104, ∆xy

o = 1.5798, ∆z
o = 1.5798, ∆d = 1.0734× 103).

Figure 4: Through-focus imaging by minimization of the object’s TV 1-norm. The through-focus data
was acquired using 4 detectors at 41 evenly spaced lens positions centered at the in-focus position, while the
strictly in-focus data was acquired using 169 detectors at a single in-focus object position, with both detector
setups covering an area of (6.32×103λ)2. In the plots, circle radius is proportional to intensity while shading
of the outer circle indicates phase. For clarity, reconstructed points with magnitudes smaller than 0.1 were
not plotted. (Values (in lambda): f = 7.90× 104; d = 3.16× 104; ∆xy

o = 157.98. Through-focus: z2 ranging
from 0.0385 × 105 to 3.1210 × 105; z1 = 3.16 × 105 − z2; ∆d = 3.16 × 103. In-focus: z2 = 1.5798 × 105;
z1 = 1.5798× 105; ∆d = 486.09).
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5. DISCUSSION AND CONCLUSION

The proposed compressive through-focus imaging approach was validated for both 2D and 3D ob-
jects and for different lens system configurations. After carrying out many examples, we concluded
that the key factors governing the image quality are 1) the effective linear independence of the
projective measurement vectors (mapping from the object, as given in the grid or Dirac delta basis,
to the data at the different sensors and focal states), and 2) the coherence between the projective
measurement basis and the grid or Dirac delta basis adopted for the object, which is known to play
a key role in compressive sensing. The first aspect was investigated via the singular value decompo-
sition. It was found that if the through-focus positions are all very close to a given in-focus position
then the degree of linear independence of the projective measurement vectors is low. The linear
independence is generally greater as the through-focus positions are farther apart. For coherent
light the best strategy is to allow the through-focus positions to include out-of-focus positions over
a broad separation. For incoherent imaging, it is also convenient to separate as much as possible
the through-focus positions but they must remain relatively close to the in-focus position. Out of
focus information is more limited in the incoherent case.

In summary, we showed that through-focus imaging and compressive sensing can be combined
to reduce the number of samples, and specifically the number of photodetectors necessary to re-
construct sparse objects. While conventional in-focus imaging requires as many detectors as pixels
in the acquired image, the number of samples required for compressive through-focus imaging can
be much smaller since it is restricted only to the object’s sparsity. By repeatedly reconfiguring
the lens system setup to acquire multiple samples with each detector, compressive through-focus
imaging allows a fuller exploitation of physical resources. The through-focus nature of compres-
sive through-focus imaging holds additional advantages for microscopy. Although it is difficult to
acquire an in-focus image of a 3D object in conventional microscopy, our results suggest that com-
pressive through-focus imaging can reconstruct entire 3D objects by exploiting prior information
like sparsity. We plan to continue developing further the ideas presented in this work, including the
use of compressive sensing methods based on total variation (TV) that apply to certain extended
objects.
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Abstract— In this paper we present a Krylov subspace technique and use residual minimization
to efficiently solve parametric electromagnetic inversion problems. We exploit the shift-invariance
property of Krylov subspaces to compute total fields inside a homogeneous object for a whole
range of contrast values. As soon as these fields are found, we can determine the corresponding
scattered fields in a straightforward manner. This approach allows us to solve the inverse problem
by simply inspecting an objective function which measures the discrepancy between the measured
and modeled scattered field data.

1. INTRODUCTION

Many iterative inversion methods use forward solutions in every inversion step. For homogeneous
objects, forward problems can be solved efficiently by exploiting the shift-invariance property of
Krylov subspaces. To be specific, solving a forward problem for a homogeneous object using an
integral equation approach essentially amounts to evaluating a matrix resolvent in which the inverse
of the contrast coefficient acts as the resolvent parameter. The action of this resolvent function
on a given vector can be evaluated very efficiently by exploiting the shift-invariance property of a
Krylov subspace. After only a single run of a Krylov subspace method, field approximations can
be constructed for a whole range of contrast coefficients. In previous work [1], we constructed these
field approximations using the Arnoldi algorithm in combination with a Full Orthogonalization
(FO) approach. The drawback of this FO approach is that, for a given contrast, the norm of
the residuals corresponding to successive field approximations is not necessarily a nonincreasing
function. In this paper, we remedy this problem by constructing field approximations for which the
2-norm of the corresponding residual is minimum (similar to the well known Generalized Minimum
Residual or GMRES method, [3]). For a whole range of contrast parameters, we only need to solve
small-scale least-squares problems and for a given contrast coefficient, the 2-norm of the residual
is guaranteed to be nonincreasing as the number of iterations increases. Since all Krylov basis
vectors need to be stored in the Arnoldi algorithm, we may run into storage problems especially
for electrically large objects. A restarted version of the above method as proposed in [2] may then
be applied.

Given the Krylov field approximations, the scattered field at specified receiver locations can be
computed in a straightforward manner and the inverse scattering problem can actually be solved by
inspecting a (possibly nondifferentiable) objective function which measures the discrepancy between
the true and modeled scattered field data.The effectiveness of the method is illustrated by a number
of numerical examples for single and multi-frequency data.

2. INTEGRAL REPRESENTATIONS AND THEIR DISCRETIZED COUNTERPARTS

We consider E-polarized electromagnetic fields in a configuration that is invariant in the z-direction.
An object with a finite support D is located in vacuum and is characterized by a conductivity σ,
a permittivity ε = ε0εr, and a permeability µ0. Clearly, the object has no magnetic contrast
and the conductivity σ and the relative permittivity εr of the object are unknown. It is our
objective to retrieve these medium parameters from scattered electric field data measured outside
the support of the object. Specifically, for the scattered field at a receiver location with position
vector ρ = ρrec /∈ D, we have the so-called data equation

Esc
z (ρrec, ω) = ζ

ik2

4

∫

ρ′∈D
H

(1)
0 (k|ρrec − ρ′|)Ez(ρ′, ω) dA, (1)

where i is the imaginary unit, k = ω/c0 is the wavenumber (c0 is the electromagnetic wave speed in
vacuum), H

(1)
0 is the Hankel function of the first-kind and order zero, ζ is the contrast coefficient
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given by
ζ = εr − 1 + i

σ

ωε0
, (2)

and Ez in the integrand is the total electric field strength inside the object. The latter field is
unknown, but we do know that it has to satisfy the object equation

Ez(ρ, ω)− ζ
ik2

4

∫

ρ′∈D
H

(1)
0 (k|ρ− ρ′|)Ez(ρ′, ω) dA = Einc

z (ρ, ω), (3)

with ρ ∈ D and where Einc
z is the known incident field. Eq. (3) is a Fredholm integral equation of

the second kind for the total field Ez inside the object if the contrast coefficient is known. Also
note that the total field in D is equal to the incident field and the scattered field at the receiver
location vanishes if ζ = 0 (no object is present in D). From this moment on we exclude this trivial
case and consider nonzero contrast coefficients only.

We discretize Eqs. (1) and (3) on a uniform grid and use pulse expansions for the electric field
strength (see [4], for example). We obtain the discretized data equation

Esc
z (ρrec, ω) ≈ ζrTu (4)

and the discretized object equation
(I− ζG)u = uinc. (5)

In these equations, r is the receiver vector, u contains the field approximations for the total field
inside the object, and uinc contains incident electric field values sampled on the grid. Matrix G
is a matrix representation of the Hankel function (Greens function) and its action on a vector can
be computed using the FFT. Finally, we call the right-hand side of Eq. (4) modeled scattered field
data and set vsc = ζrTu.

The way we retrieve the permittivity and conductivity of the object is by inspecting a certain
objective function. Specifically, we first assume that minimum and maximum relative permittivity
and conductivity values can be found such that εr;min ≤ εr ≤ εr;max and σmin ≤ σ ≤ σmax, where
εr;max ≥ εr;min ≥ 1 and σmax ≥ σmin ≥ 0. The above intervals define our region of interest in the
complex ζ-plane. This region is discretized using a uniform grid, and for each grid value we solve
the object Eq. (5) for the total field u. Having found this field, we substitute u in the expression
for vsc to obtain the corresponding modeled scattered field at the receiver location. We repeat this
procedure for all values on the ζ-grid. A collection of modeled scattered fields is obtained in this
way and all these fields are compared with the true measured field using the objective function

F =
|Esc

z (ρrec, ω)− vsc(ω)|2
|Esc

z (ρrec, ω)|2 . (6)

Other, possibly nondifferentiable objective functions, can be used as well. If the modeled scattered
field is such that F < ε, where ε > 0 is a user specified tolerance, then the contrast coefficient
corresponding to this field is a solution of our inverse problem.

3. RESIDUAL MINIMIZATION

The approach outlined in the previous section is practical if we can efficiently solve the discretized
object equation for a large number of different contrast coefficients. This can be achieved by
exploiting the shift-invariance property of Krylov subspaces. Loosely speaking, what this amounts
to is that if we solve the forward problem for a particular worst-case contrast coefficient, then very
little extra work is needed to obtain the total field for all other contrast coefficients in our ζ-domain
of interest.

We start by introducing the contrast source w = −ζu (the minus sign is included for convenience
only) and we rewrite the object equation as

A(α)w = uinc where A(α) = G + αI (7)

and α = −1/ζ (recall that ζ 6= 0). Suppose now that we use the Generalized Minimum Residual
method (GMRES method, see [3]) to solve this system for a particular value of α. After m iterations
we have the field approximation wm available and the corresponding residual is given by rm =
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Figure 1: Grid of ζ-values of interest (σmin = 0).

uinc−A(α)wm. The question now is: which value of α (or, equivalently, which value of ζ) requires
the largest number of iterations to reach a prescribed and sufficiently small tolerance level for the
normalized 2-norm of the residual? It is reasonable to assume that the contrast coefficient for which
|ζ| is maximum is the worst-case contrast coefficient (node B in Figure 1). This, however, turns
out not to be true. Excessive numerical testing shows that the worst-case ζ is given by Im(ζ) = 0
and Re(ζ) = εr;max−1. In other words, the worst-case configuration consists of a lossless object for
which the relative permittivity is maximum (node A in Figure 1). This is illustrated in Figure 2
where we show the normalized 2-norm of the residual vector for contrast coefficients located at
nodes A, B, and C in Figure 1 (r0 = uinc). The object is a square block with a side length equal
to the wavelength of the electromagnetic field. Out of the three cases, the contrast coefficient
corresponding to node A produces the worst convergence behavior.

Having identified the worst-case contrast coefficient, we write the corresponding α parameter as
α̃ and the system of Eq. (7) is written as

[A(α̃) + βI]w = uinc where β = α− α̃. (8)

Following [2], we call the above system with β = 0 the seed system, and we call Eq. (8) with a
β 6= 0 an add system. We run the GMRES algorithm only for the worst-case seed system to reach a
prescribed tolerance for the normalized 2-norm of the residual vector. The field approximations for
the add systems follow by solving small scale least-squares problems. Specifically, after m iterations
of the Arnoldi algorithm with the seed system matrix A(α̃), we have the summarizing equation

A(α̃)Vm = Vm+1H̃m, (9)

where H̃m is an m + 1-by-m upper Hessenberg matrix containing the recurrence coefficients of
the Arnoldi algorithm, and the columns of matrix Vm form an orthonormal basis of the Krylov
subspace generated by A(α̃) and the incident field vector r0 = uinc. Now let wm belong to this
Krylov subspace and take this vector as an approximation to w in Eq. (8). We write wm = Vmcm

and the corresponding residual is given by

rm = uinc − [A(α̃) + βI]wm = Vm+1

{
‖uinc‖e(m+1)

1 −
[
H̃m + β

(
Im

−0−
)]

cm

}
, (10)

where ‖ · ‖ denotes the 2-norm and e(m+1)
1 is the first column of the m-by-m identity matrix. Since

the basis vectors are orthonormal, the 2-norm of the residual is given by

‖rm‖ =
∥∥∥∥ ‖uinc‖e(m+1)

1 −
[
H̃m + β

(
Im

−0−
)]

cm

∥∥∥∥ (11)

and we observe that for each new value of β we need to solve a small scale least-squares problem
only. To summarize, GMRES solves the seed and add systems simultaneously, since the Krylov
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Figure 2: Normalized 2-norm of the residual for contrast coefficients corresponding to node A (solid line),
node B (dashed line), and node C (dashed-dotted line).

subspaces generated with r0 = uinc, G, A(α̃) and A(α) = A(α̃) + βI are all the same. More
precisely, we have

Km[A(α̃), r0] = Km[A(α), r0] = Km(G, r0) (12)

and the dimension m is determined by the worst-case contrast coefficient. The object equation
for this worst-case coefficient is the seed system and as soon as the 2-norm of the corresponding
residual is sufficiently small, we have essentially solved all add systems as well.

The use of Arnoldi’s method may become prohibitive for electrically large objects (objects large
compared with the wavelength of the electromagnetic field) and problems requiring a large number
of Arnoldi iterations, since all Krylov basis vectors need to be stored and the computational load
also increases with m. Using a restart version of GMRES then comes to mind, but implementing
such a procedure is not straightforward, since we may loose the shift-invariance property of the
Krylov subspaces. Suppose, for example, that we restart the GMRES method after p iterations.
Denoting the residual of the seed and add system by rp(α̃) and rp(α), respectively, we have

Km[A(α̃), rp(α̃)] 6= Km[A(α), rp(α)], (13)

in general. In [2], it is proposed to force the residual vectors of the seed and add systems to be
collinear, that is, we require that rp(α) = γprp(α̃) for some γp. With this condition it is possible to
exploit the shift-invariance property of the Krylov subspaces and restarts are possible as well. We
have implemented the restart version based on this idea to avoid possible storage problems. For
details about the algorithm and a discussion on when the collinearity property exists, see [2].

4. NUMERICAL RESULTS

To retrieve the medium parameters of a square block located in vacuum, we illuminate this block
by electromagnetic waves with a frequency of f = 42 MHz. The side length of the block is equal to
λ, where λ is the wavelength in vacuum that corresponds to this frequency. A single-source/single-
receiver unit is symmetrically located above the block. The distance between the block and the
source/receiver unit is λ/2. Furthermore, the true medium parameters are εr = 4.5 and σ =
5 mS/m and for the minimum and maximum medium parameters we take εr;min = 1, εr;max = 10,
σmin = 0 mS/m, and σmax = 10mS/m. Finally, the domain of interest in the complex ζ-plane
is discretized using a 40 × 40 grid. We therefore need 1599 forward solutions (the scattered and
total field for ζ = 0 are known). The seed system has a contrast coefficient ζ = 9 and there are
1598 add systems to be solved. The resulting objective function on the domain of interest is shown
in Figure 3. The true medium parameters are easily recognized, but there are other minima as
well. We therefore carry out two additional experiments at two different frequencies, namely, at
f = 30MHz and f = 36 MHz. The objective function becomes

F =
3∑

k=1

mk
|Esc

z (ρrec, ωk)− vsc(ωk)|2
|Esc

z (ρrec, ωk)|2 with
3∑

k=1

mk = 1. (14)

We take mk = 1/3 for k = 1, 2, 3. We evaluated this objective function by computing forward
solutions for each frequency separately and for each frequency we used the Arnoldi algorithm with
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Figure 3: Top view (left) and surface plot (right) of the objective function F on the domain of interest for
a single frequency of f = 42MHz.
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Figure 4: Top view (left) and surface plot (right) of the objective function F on the domain of interest using
three frequencies (f = 30, f = 36, and f = 42MHz).

and without restarts to obtain the total fields inside the object. Both approaches produce the
same objective function, of course, and this function is shown in Figure 4. The global minimum
corresponding to the true medium parameters remains where it is and a number of false minima
have disappeared. We still have local minima around the σ = 0 axis, but the objective function
at these minima is much larger than at the global minimum. Moreover, the objective function is
smoother than in the single frequency case.

5. CONCLUSIONS

We have presented an efficient electromagnetic inversion method for homogeneous objects. The
method exploits the shift-invariance property of Krylov subspaces and through residual minimiza-
tion it very efficiently solves for the total field inside the object. Because of this property, we
can solve the inverse problem by simply inspecting a user-defined objective function. Although we
have presented our results for a differentiable objective function, other possibly nondifferentiable
objective functions may be used as well.

In this paper we have considered homogeneous objects only. For inhomogeneous objects we can
still try to match the scattered field due to a homogeneous object to the scattered field generated
by an inhomogeneous object. This topic is very important in many different areas most notably in
effective medium theory. Presently we are using the technique presented in this paper to investigate
to what extent it is possible to find an effective homogeneous scatterer for homogeneous objects
with randomly distributed inclusions.
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Abstract— Antenna modeling is a significant issue with respect to the image reconstruction
process in a microwave tomography system. Herein, the radiated field from the antenna is
modeled as a vertical polarized cylindrical wave, in the numerical incident field model of the
algorithm. Two different monopole antenna designs are compared with the incident field model
in both amplitude and phase, using data conducted by a flexible microwave imaging system.
Finally, the incident field’s impact on the reconstructed images by the Newton Kantorovich
algorithm, using measured data from both antennas, is presented.

1. INTRODUCTION

Quantitative microwave imaging has been extensively studied in the past years as an alternative
technique in biomedical imaging, with a strong potential in early stage breast cancer detection [1].
Many encouraging results have been presented for the application and even prototype systems have
been developed for obtaining clinical results by using either a radar-based technique [2] or microwave
tomography [1]. In microwave tomography the inverse scattering problem is solved to retrieve the
complex permittivity profile of the biological object from the measured scattered field and the
applied incident field. This can be done in two different approaches, solving the nonlinear inverse
problem or using different linear approximations, like the Born or Rytov approximations. The linear
approach is computationally efficient and suitable for smaller objects with low contrast [3]. However,
in biomedical applications the objects are often large with a high dielectric contrast, limiting the
usability of the linear approximations. Therefore, more often different iterative methods are used to
solve the nonlinear inverse scattering problem. Since, this is a highly computational-heavy process
the three-dimensional problem is often simplified into a two-dimensional (2-D) problem [4, 5]. Still
today there are many practical issues to be considered in the quantitative microwave imaging
problem including: modeling errors, coupling effects, calibration, measurement errors, etc.

In this study, the nonlinear inverse scattering problem is solved, with a Newton-based iterative
optimization scheme, the Newton-Kantorovich (NK) algorithm [6]. The measured scattered field
is iteratively compared with the computed field from the direct problem with the complex permit-
tivity profile estimation and an applied incident field model. Consequently, the solution is highly
sensitive to model errors in the incident field. This paper focus on this model error’s impact on
the reconstructed quantitative image using data from a flexible robotic microwave imaging system,
developed at Mälardalen University (MDH). This study is conducted during the development of
the imaging system and the first quantitative images of a 2-D breast phantom are obtained.

2. TOMOGRAPHY SYSTEM OVERVIEW

The robotic microwave imaging system is developed as a flexible experimental platform, where one
of the applications is breast imaging. Using a robot controlled system different system geometries
can be investigated by measuring the scattered field with a single transmitting/receiving antenna-
pair, thus avoiding the mutual coupling that can occur when an antenna-array is used. The receiving
antenna can be positioned along planar, cylindrical and spherical surfaces with a high accuracy, with
a relative position error less than 0.1 mm. In addition, the wide-band system gives the possibility to
investigate different frequency bands for different imaging applications with a relatively fast data
acquisition time, 0.5 s per measurement point when the robot is used in a very slow movement
mode for highest precision of the positioning.

The main parts of the system, as shown in Fig. 1, are an ABB robot which controls the me-
chanical positioning of the receiving antenna, a water-tank (2 m in diameter) with an object-fixture
and step motor for multi-view measurement, a vector network analyzer (VNA), and a developed
MatlabTM control interface collecting field data.
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Figure 1: Experimental setup of the robot con-
trolled data acquisition system. The robot (I)
with the receiving antenna (II), water-filled tank
(III) with fixture (transmitting antenna, rota-
tional board, object and step motor) (IV), VNA
(V), and the PC with a MatlabTM control inter-
face (VI).

(a) (b)

Figure 2: The receiving monopole antennas mounted
on the robot arm. (a) Antenna 1: with a wire ground
plane, (b) antenna 2: with a circular ground plane.

3. ANTENNAS AND EXPERIMENTALL SETUP

In this study, two different monopole antenna designs are compared with the numerical incident
field model. Both antennas, depicted in Figs. 2(a) and 2(b), are simple monopoles consisting of a
semi rigid coaxial cable which has a physical length of 11 mm of the protruding inner conductor
and tuned for tap water with a complex permittivity of ε∗ = 76 + j7.3 (at 1140MHz and 21◦C),
estimated from a measurement based method [6] using the same antennas. It has been shown that
the monopole antenna can be easily modeled as a line source in a 2-D imaging problem [7]; also the
fact that the monopole antenna is an efficient radiating element, cheap and easy to manufacture
gives good motivation for using them in the tomography system. When immersed into water
the antennas are fairly broad banded from 950 MHz–1450MHz with return loss less than 10 dB.
However, in this study only a single frequency of 1140 MHz is used for both antenna setups.

By using the monopole antenna with a ground plane increases the antenna gain, thus improves
the efficiency of the imaging system. The difference between the antennas is the design of the
ground-plane. In the first prototype (Fig. 2(a)), it is simply designed with four wires forming a
horizontal cross, and the second setup (Fig. 2(b)) uses a circular ground plane. Since, the first design
do not obtain a rotational symmetric radiation pattern in the horizontal plane, the orientation of
the receiving antenna must be kept in a specific angel towards the transmitter to obtain a incident
field as close as possible to the model. This process was done by manually tuning the angular
position of the receiver and transmitter, around their own axis, to obtain a cylindrical waveform
fitting the incident field model. In Fig. 3, the amplitude of the measured incident field is depicted,
during the tuning process to best fit the simulated field. As expected, the second design obtains
a more rotational symmetric radiation pattern in the horizontal plane and is easier matched with
the computed values, without having to manually tune the directions of the antennas.

Figure 3: Amplitude of the incident measured field
for antenna 1, during the tuning process.

90
o

0
o

270
o

T
R

Figure 4: The experimental setup geometry.
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The scattered field is, herein, measured along a circular arc with a radius of 120mm, in the
horizontal plane with vertically polarized monopole antennas, considering a two dimensional trans-
verse magnetic case (2D-TM). The robot arm moving the attached receiving antenna in 37 points
using a 5◦ angular step sweeping 180◦ from 90◦ to 270◦ (Fig. 4). The transmitter is positioned at
0◦ on the same circular arc. The object is rotated with an angular step of 9◦ using the step motor
controller to obtain a multi-view examination in 40 views.

In this study, a simple breast phantom is placed in the centre of the system. It consists of two
different PVC cylinders with a diameter of 110mm to hold the normal breast tissue (ε∗ = 35+j7.3)
and 20 mm to hold the tumor liquid (saline water ε∗ = 58 + j15), with 2.5 mm and 2mm tick PVC
structure, respectively. The breast tissue is simulated with the mixture of the surfactant Triton
X-100 and deionized water considering an average of the three categories of adipose breast tissues
presented in paper [8] by Lazebnik et al..

4. FIELD VALIDATION AND IMAGE RECONSTRUTION

As mentioned earlier, the NK algorithm is iteratively minimizing the error between the measured
and the computed scattered field from a numerical incident field model in the direct problem. As a
result, the solution is highly sensitive to model errors of the incident field inside the object region.
The numerical incident field must agree with the measured field from the experimental setup.
The radiated field from the transmitting antenna is simply implemented as a vertical polarized
cylindrical wave emitted by a line source, as

Einc(r) = −π

2
fµ0H

(1)
0 (k1|r − r′|) (1)

The H
(1)
0 (k1|r − r′|) term is the zero-order Hankel function of the first kind, f is the frequency, k1

is the wavenumber of the background medium, and finally r and r′ represents the observation and
source point, respectively. A validation of the measured incident field (in one view) can be done
by comparing it with the computed incident field at the receiving points, with the assumption that
when a good agreement is obtained also the incident field inside the object region must fit well.
In Figs. 5 and 6, the measured amplitude and phase is compared with the numerical model for
antenna 1 and 2, correspondingly. One can see that the second antenna design has a much better
fit in both amplitude and phase compared to first design.

However, in the image reconstruction process it is the incident field inside the object that
is of major importance. Therefore, the image reconstruction from the multi-view data of the
breast phantom using both antennas designs will be compared. In this way the impact of the
incident field model error inside the object region due to the antenna choice can be investigated, in
terms of artifacts in the reconstructed images. Fig. 7 shows the reconstructed real and imaginary
permittivity profiles during the first three iterations, starting from the initial guess of a breast
without tumor (Fig. 7(a)), for both antenna designs. One can see that results is better with the

Figure 5: The incident field comparison between measured field for antenna 1 (Fig. 2(a)) and the simulated
field, amplitude (left) and unwrapped phase (right). The measurement are obtained at a temperature of
21.5◦C for the background-medium giving an estimated complex permittivity of ε∗ = 75.6 + j7.3.
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Figure 6: The incident field comparison between measured field for antenna 2 (Fig. 2(b)) and the simulated
field, amplitude (left) and unwrapped phase (right). The measurement are obtained at a temperature of
18.8◦C for the background-medium giving an estimated complex permittivity of ε∗ = 78 + j8.3.

Re

Im

(a) (h)(g)(f)(e)(d)(c)(b)

Figure 7: Reconstructed real and imaginary permittivity profile of the phantom using both antennas
(Figs. 2(a) and 2(b)), starting with (a) the initial guess, (b), (c) and (d) iteration 1, 2, 3 for antenna 1,
respectively, (e), (f) and (g) iteration 1, 2, 3 for antenna 2, respectively and (h) expected profile.

second antenna design, the reconstructed images has much less artifacts, especially in the imaginary
part. The tumor phantom is clearly reconstructed even if some artifacts appear in the imaginary
part. These results indicate the importance of choosing an antenna design that enables a minimal
incident field model error in the algorithm.

5. CONCLUSIONS

In this paper, two different monopole antenna designs have been validated in a flexible microwave
tomography system. The results show how the selection of antenna design impacts the error between
the measured incident field and the numerical incident field model. By comparing the reconstructed
images of a simple breast phantom it was shown how the quantitative image is affected by this model
error. Using an antenna design that minimizes the error between the model and the measured values
leads to a better reconstruction of the object. This confirms the importance of minimizing the model
error inside the object region.
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Abstract— In this paper, we propose to simulate the SAR response of semi-arid subsurfaces.
We characterize the soil surfaces and subsurfaces by a two layer geo-electrical model. The up-
per layer is described by its dielectrical constant, thickness, a multi-scale bi-dimensional surface
roughness model by using the wavelet transform and the Mallat algorithm, and volume scattering
parameters. The lower layer is described by its dielectric constant and multi-scale surface rough-
ness. To compute surface, subsurface and volume scattering, we consider a two layers multi-scale
bi-dimensional Small perturbations model. In this study, each surface of the two layers surface is
considered as a band limited fractal random process corresponding to a superposition of a finite
number of one dimensional Gaussian processes each one having a spatial scale. We investigated
the dependence of backscattering coefficient on roughness multi-scale parameters and soil mois-
ture parameters for different incident angles by a sensitivity analysis. This sensitivity analyses is
the first step of an inversion procedure.

1. INTRODUCTION

The retrieval of information related to physical surface parameters is a major objective of many
studies in remote sensing investigations. In that context, modeling radar backscattering through
natural surfaces has become an important theme of research and active remote sensing and has
shown its utility for many applications in hydrology, geology, astrophysics, etc.

Previous works [9] have studied the potential of low-frequency imaging SAR to map the shallow
subsurface of Mars by comparing the results obtained for comparative test sites used to extrapolate
their models to the Martian case. Considering the penetrations capabilities of L band SAR in dry
sand, they developed a two layer integral equation model to simulate radar backscattering on arid
subsurfaces. They used the classical statistical description of natural surfaces and characterized
roughness by statistical parameters namely correlation length and standard deviation.

However, the weakness of the classical description of natural surfaces is the large spatial vari-
ability which affects the correlation function and make classical roughness parameters very vari-
able [2, 5, 7]. In that context, many previous works have suggested that natural surfaces are better
described as self affine random processes (1/f processes) than as stationary processes. In previous
works, we have analysed radar backscattering on multi-scale bi-dimensional surfaces [1, 4]. This
novel multi-scale bi-dimensional description does not depend on classical roughness parameters
standard deviation and correlation length but on new parameters related to multi-scale surfaces
properties. In the first section, we present the multi-scale surface description.

In the next section, we present the study of the impact of this multi-scale roughness description
and soil moisture on radar backscattering using our two layers multi-scale bi-dimensional small
perturbation model (SPM) by investigating the sensitivity of backscattering to the new surface
parameters and to the dielectric constant.

2. A TWO DIMENSIONAL MULTI-SCALE DESCRIPTION OF NATURAL ROUGHNESS

In this section, we describe and discuss the employed surface model. In this paper, we model
natural roughness as a multi-scale process having a 1/f spectrum with a finite range of spatial
scales going from a few millimeters b (b ≤ λ

10) to several meters (B ≤ resolution cell) [1, 2]. The
surface is considered as a superposition of a finite number of one-dimensional gaussian processes
each one having a spatial scale [1] characterized by:

z
p
(x) =

p2∑
m=−p1

+∞∑
n=−∞

zm
n ψm

n (x/L)
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where zm
n is a collection of gaussian random independent variables with variance γ2

02−mν , x a
normalized distance with respect to an arbitrary length L = 2bb and ψm

n a collection of orthonormal
wavelet (4th Daubechies).

As natural roughness changes from one direction to another, one-dimensional profile are insuf-
ficient. Thus, bi-dimensional profiles are required to describe more adequately natural surfaces.
Wavelet theory can be extended from one-dimensional to two-dimensional case using the separable
dyadic multi-resolution analysis introduced by Mallat [1, 4, 9]]. The bi-dimensional wavelet trans-
form gives us respectively the vertical wavelet component (1), the horizontal wavelet (2) component
and the diagonal wavelet component (3) of the height zi

p, (where i = Vertical, Horizontal or Diag-
onal) considered as a 1/f process over a finite range of spatial scales going from an inner spatial
scale b of a few millimeters to an outer spatial scale B of several meters.

zV
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where zmx
nx

and z
my
ny

are a collection of uncorrelated zero mean Gaussian random variables [1, 4].
Their associated autocorrelation function (ACF) is given by the following Equations (4) and

(5):
ρi(x, y, x + ξ, y + η) =

〈
zi
p(x, y) zi

p(x + ξ, y + η )
〉

(4)

and the standard deviation is given by

s2 = rH
c (0, 0) = rD

c (0, 0) = rV
c (0, 0) (5)

The roughness multi-scale parameter ν is related to the fractal dimension and γ is related to
the standard deviation and the number of spatial scales is equal to P .

3. A TWO LAYERS MULTI-SCALE BI-DIMENSIONAL SPM MODEL FOR THE STUDY
OF RADAR BACKSCATTER BEHAVIOR ON SEMI-ARID SOIL SUBSURFACES

The main purpose of our study is to develop an inversion model for soil moisture and multi-scale
roughness parameters retrieval over on semi-arid soil subsurfaces using remotely sensed data. The
first step of this study presented in this paper, consist to model radar backscattering over a two
layer geoelectrical model [9] by taking into account volume scattering. Each layer is described as
a multi-scale bi dimensional surface using our multi-scale description. The radar backscattering
coefficient can be expressed as the sum of a single scattering component and a multiple scattering
component (6).

σ0
qp = σS

qp +σM
qp (6)

q and p indicate the polarization state of the emitted and received wave respectively H for horizontal
polarization and V for vertical polarization. In this present work, multiple scattering component
is neglected.

We have considered a two layer backscattering model which can describe backscattering from
Mars surfaces which are characterized by a superficial dry layer of thickness d over a second dry or
wet layer of basaltic bedrock. We also take into account volume diffusion.

The total backscattering coefficient is the contribution of the two layers and a volume component
(7).

σ0
qp(θ) = σ0

S1qp (θ) + σ0
V 1qp(θ) + σ0

SS2qp (θ) (7)

with σ0
SS2qp (θ) =

cos(θ)
cos(θt)

T12 T21 e−
2κed

cos(θt) σ0
S2qp(θt) (8)

σV
qp(θ) =

1
2

κs

κe
T12 T21

(
1− e−

2κed

cos(θt)

)
cos(θ) Pqp (9)
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where θ is the incidence angle and θt is the transmission angle, Pqp has a value of 1.5 for the copolar
case κs and κe, are the diffusion and extinction coefficients given by Fung in [5]

σ0
Siqp =

k

4
exp(−2k2)(cos2 θ)s2|Iqp|W (−2k sin θ, 0) (10)

i = 1 for the first layer and 2 for the second layer and |Iqp| given by [5] and

W
(n) (− 2kx, 0) =

2
π

∞∫

0

∞∫

0

(
ri
c(ξ, η)

ri
c(0, 0)

)n

cos(2kx ξ)dξdη (11)

where W (n) is the Fourier transform of the nth power of the multi-scale autocorrelation function
given by Mattia in [7] with n = 1 for the SPM model [1, 4]. Surfaces are characterized by the
dielectric constant related to soil moisture, the albedo, the optical depth and surface roughness.
Previous works used classical statistical parameters namely correlation length and standard devia-
tion in the expression of the autocorrelation function W . The principal aim of this study is to use
the multi-scale surface description in the backscattering coefficient.

4. SENSITIVITY ANALYSIS

We have in a first step considered the V V polarization and studied the sensitivity of radar backscat-
tering and angular trends for different multi-scale roughness, for different dielectric constants of
each layer. We present this sensitivity study in Figure 1.
4.1. Sensitivity to Multi-scale Roughness Parameters
We have simulated the angular trends from 20 to 60 degrees of the backscattering coefficient for
different roughness parameters. We kept γ0 at 0.2 cm (Figure 2) and varied the fractal parameter
ν1 from 1.3 to 2.1 in V V polarization for ten spatial scales.

Surfaces with ν between 1.7 and 2.1 can be considered as smooth where as surfaces with ν1 = 1.1
are quite rough. For all the simulations, the backscattering coefficient decreases with the incidence
angle. We notice that the backscattering coefficient increases when ν increases. We also notice
an increasing trend of the backscattering coefficient with the multi-scale parameter γ because the
surface is rougher (Figure 2(b)).
4.2. Sensitivity to Soil Moisture
Soil moisture is related to the complex dielectric constant ε. In the Figure 3, we have represented
radar backscattering as a function of the module of the complex permittivity of the second layer
is. We notice that the backscattering coefficient σ0 decreases for the low values of ε1 and ε2 and
after passing by a minimum and then increases. This can be explained by the fact that when the
layers are dry corresponding to a lower humidity and as a consequence a lower dielectric constant
the penetration of the signal is more important and the backscattered signal is lower. As the

Figure 1: 3D representation of a multi-scale surface with multi-scale parameters νx = νy = 1.1; γx = γ1 =
0.2 cm; γy = γ2 = 0.3 cm. Zmax = 3.7 cm.
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dielectric constant increases, the surfaces and subsurface become wetter and the backscattered
signal increases because the penetration is lower.

(a) (b)

Figure 2: Backscattering coefficient dependence on fractal parameter ν.
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Figure 3: Backscattering coefficient as a function of the module of the complex permittivity of the second
layer for different values of the complex permittivity of the first layer.

5. CONCLUSIONS

In this study, we have used a multi-scale roughness description using the wavelet transform and
the Mallat algorithm to describe natural surface roughness and investigated the impact of this
description on radar backscattering using a two layers multi-scale SPM model through a sensitiv-
ity analysis of backscattering coefficient to the multi-scale roughness parameters. We noticed an
increasing trend of radar signal with the dielectric constant due to a less penetration of the signal.
The overall objective of this work is to predict correctly surface and volume scattering in order to
retrieve roughness and soil moisture parameters by inverting radar polarimetric signals in a future
work.
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Abstract— A time-series algorithm is proposed to retrieve surface (from surface down to 1 m
depth) soil moisture using the simulated radar data. The time-series approach uses co-polarized
(V V and HH) backscattering coefficient (σ0) values. Temporal averaging is applied to reduce
the radar measurement noise. To the extent that the surface roughness does not change within
the time-series window, the reduction of the noise enables the retrieval of the roughness. With
the roughness estimate, subsequently soil moisture is retrieved. The proposed retrieval is per-
formed using ‘data cubes’. The data cubes relate soil moisture and σ0, and are lookup tables
with the dimensions of soil moisture, roughness, and vegetation water content (VWC). The
cubes are generated by the first-order small perturbation model and the discrete scatterer model
for the grass vegetation. A Monte-Carlo analysis demonstrates that the soil moisture may be
retrieved within the error better than 0.06 cm3/cm3 up to about 3 kg/m2 VWC using six time-
series records, although presently assuming that the radar model correctly describes the surface
scattering processes.

1. INTRODUCTION

Radar returns from the land surface consist of scattering by the ground, the vegetation, and the
interaction between the two scattering media. Major parameters determining the radar backscat-
tering coefficient (σ0) are soil moisture, surface roughness properties, and vegetation biomass.
For bare or short vegetation surfaces, semi-empirical or analytical models of scattering were con-
structed (e.g., [1, 2]). Inversion of these models is available in either closed-form or approximations.
Although the bare surface study is an important basis of soil moisture retrieval, most of the global
land surfaces are vegetated. Often the effect of the vegetation scattering is formulated empirically
based on limited sets of field observations (e.g., [3]). Whether the empirical forms apply well to
more general cases needs examination before retrieving over larger areas.

To extend the soil moisture retrieval beyond the bare surface and beyond the validity range of
the empirical forms, one may utilize a radar scattering model that evaluates the scattering from
the vegetation as well as from the ground. The radar scattering models may describe the scattering
processes in more general forms than empirical forms do. σ0 from the scattering model may be
presented with three axes, soil moisture, roughness, and vegetation water content. We call such
presentation as ‘data cube’ (see Section 2 for more details of the data cube). This paper studies a
soil moisture retrieval strategy using the data cubes.

A previous study of the soil moisture retrieval using the data cubes indicated that the surface
roughness needs to be known well, in order to retrieval soil moisture with reasonable accuracy
(0.06 cm3/cm3, [4]). Instead, when the roughness becomes an unknown during the retrieval, the
soil moisture estimate error quickly exceeds 0.1 cm3/cm3 most likely because the roughness has a
strong effect on σ0. However, a good knowledge of roughness is hard to obtain. In the present
study, the roughness is retrieved using time-series observations of σ0. The retrieved roughness value
is then used to improve the soil moisture retrieval.

2. METHODOLOGY

2.1. Data Cube Representation of Radar Scattering
The proposed retrieval is performed using ‘data cube’ representation of the radar scattering pro-
cesses. The data cubes relate soil moisture and σ0, and are lookup tables with the dimensions of
the parameters most influential in characterizing σ0. The number of dimension is set to 3, because
too large dimension means too many degrees of freedom during retrieval. These parameters are
bare surface roughness (ks, with k and s being the wave number and rms height of the bare soil
surface respectively), volumetric soil moisture (mv), and VWC. The correlation length and corre-
lation function of the bare surface are also important in characterizing the scattering from the bare
surface. Different sets of the data cubes may be generated for each of the choices of the correla-
tion length and function, and the optimal set may be chosen such that the mv retrieval performs
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best. VWC is a lump-sum parameter representing various vegetation parameters such as dielectric
constant, orientation and number of scatterers, and layers of canopy. It is practical to let VWC to
represent all the vegetation information.

The data cubes are generated by a radar scattering model for a vegetation-covered soil layer,
where the inputs to the model are mv, ks, VWC, and other parameters describing bare surface
and vegetation, and the outputs are multi-channel σ0. The scattering model consists of three
components:

σ0(ks, mv, V WC) = σs(ks,mv) exp(−2τ(V WC) cos θ) + σsv(ks, mv, V WC) + σv(V WC) (1)

Here σ0 on the left-hand side of the equation represents the total backscattering coefficient in HH,
V V , and HV polarizations as a function of ks, mv, and VWC, σs represents the scattering from
the bare soil surface modified by the two-way vegetation attenuation, σv is the scattering of the
vegetation volume, and σsv denotes the scattering interaction between the soil and vegetation. The
vegetation attenuation is modeled with the opacity, τ , as a function of VWC. The attenuation is
further modified by the incidence angle, θ. The scattering model used in this study incorporates
the 1st order small perturbation model for the bare surface and the discrete scatterer model for
the vegetation (SPM/DSM) as implemented [5] for the grass vegetation surface. Figure 1 shows
the data cubes for the co-pol σ0 obtained with the SPM/DSM model. The SPM is valid up to ks
of 0.3 and other surface scattering models are under development to extend the range of ks. In
general, co-pol σ0 increases with ks, mv, and VWC. Also σ0

HH is typically smaller than σ0
V V over

the low-vegetation surfaces. These are clearly shown by the data cubes in Figure 1.

Figure 1: Data cubes of co-pol σ0 generated by the SPM/DSM radar scattering model. The ranges of the
axes are 0.1 to 2 (dimensionless), 0 to 0.6 cm3/cm3, and 0 to 5 kg/m2 for ks (k and s are the wave number
and rms height, respectively), mv (soil moisture), and VWC (vegetation water content), respectively. σ0

values saturate to white and purple color. The SPM is valid up to ks of 0.3 and other surface scattering
models are under development to extend the range of ks.

2.2. Soil Moisture Retrieval with the Time-series σ0 and Data Cubes
Retrieval is in principle the inversion of the forward scattering processes. Given σ0 observations,
the goal is to estimate ks, mv, and VWC. It is always advantageous to reduce the degree of freedom
during retrieval: in this respect, VWC may be retrieved from the cross-pol σ0 or be provided based
on optical images. This study proposes to estimate ks first, reduce the degree of freedom, and then
retrieve mv using the estimate of ks. The retrievals of VWC and ks let us choose the correct slices
of VWC and ks in the data cube. A slice refers to a 2-D plane perpendicular to an axis of the cube.
Then the retrieval of mv becomes a search within a one-dimensional series of σ0 that is provided
by the intersection of the VWC slice and the ks slice.

The choice of the ks slice (equivalently, ks retrieval) is based on the assumption that ks does
not change over a period of time-series σ0 measurements. The assumption would hold in the
absence of heavy rainfall or harvest. Despite the changes in VWC and mv, σ0 measurements will
be located on the same ks slice of the data cubes if there were no radar measurement noise. The
radar measurement noise is denoted by ‘Kp noise’ with the value of Kp representing 1σ of the
Gaussian noise. The presence of the Kp noise displaces the σ0 measurements away from the same
ks slice. The retrieval of ks is to determine the same single slice for ks where all the time-series
σ0 are located. Noting that the displacement is caused by the Gaussian Kp noise with zero-mean,
temporal averaging will reduce the effect of the noise for the purpose of ks estimate. ks is estimated
such that the time-series σ0 at the estimated ks slice is closest to the σ0 observations.

The retrieval of ks and mv is formulated as follows using N time-series sets of two co-pol σ0

measurements (Eqs. (2a)–(2c)). There are 2N independent observations and N + 1 unknowns
consisting of Nmv and one ks value. The values of ks and mv are discrete on their axes in the
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data cube. Therefore the retrieval of these parameters is to find the corresponding indexes (iksrtr

and imv rtr, where the subscript rtr denotes retrieval). First, at each candidate of iksrtr, mv is
estimated using each of the time-series pair of σ0 measurements such that the difference between
‘retrieved’ and ‘measured’ σ0 is minimized in the least-square sense. The difference is denoted by
∆σ0

mv(imvrtr(i))|iks=iks rtr in Eq. (2a), where i is the index representing the number of time-series
records and i ranges from 1 to N . In these equations, ich refers to the index for radar channels
and w denotes weights. This process provides an estimate of mv, imv rtr(i), that is temporary
and not final yet. Here the ‘retrieved’ σ0 refers to σ0 evaluated by the estimates of roughness
and soil moisture (iksrtr and imv rtr, respectively). Although the expression of ‘measured’ is used,
actual measurements of σ0 has not yet been used in this study, but instead the measured σ0 is
simulated using the known value of ks, mv and VWC. These known values are used as ‘truth’ when
assessing the retrieval performance, and therefore are denoted by the subscript ‘true’ in Eq. (2b).
The measured σ0 includes the multiplicative Kp noise.

∆σ0
mv(imvrtr(i))

∣∣
iks=iks rtr

=
HH,V V∑

ich

wich∆σ0
ich(iksrtr, imvrtr(i)) (2a)

∆σ0
ich(iksrtr, imvrtr)=(σ0

ich,mea(ikstrue, imvtrue, ivwctrue)−σ0
ich,rtr(iksrtr, imvrtr, ivwctrue+δ))2(2b)

∆σ0
ks(iksrtr) =

1
N

N∑

i=1

wi∆σ0
mv(imvrtr(i))

∣∣
iks=iks rtr

(2c)

δ represents a random noise accounting for the 10% error of the VWC knowledge (ivwctrue). Fig-
ures 2(a)–(c) provide an example of how the mv retrieval works for one pair of σ0 measurements.
The plots illustrates the determination of imv rtr(i). σ0

HH increases with soil moisture and roughness
while its contours span from lower-left to upper-right corners of the image (Figure 2(a)). Along the
contour the difference between the retrieved and measured σ0, ∆σ0

mv(imvrtr(i))|iks=iks rtr), stays
the same and therefore the difference has the contours of similar shape (Figure 2(b)). Note that
Figure 2(a) shows one channel but Figure 2(b) is constructed using two channels, which explains
why the shapes of the contours are not identical between the two figures. The behavior of the dis-
tance for the mv retrieval (∆σ0

mv) with respect to soil moisture is shown in Figure 2(c), where the

(a)

(d)(c)

(b)

Figure 2: Example of soil moisture (mv) retrieval at one time instance, and of roughness (ks) retrieval over
the entire time-series. In (a), ‘+’ sign indicates the location of the truth mv (0.2 cm3/cm3) and truth ks
(0.3) on σ0

HH . σ0
HHrepresents the data cube sliced at VWC of 2 kg/m2. (b), (c) illustrate the retrieval of

mv. (b) shows the difference between the retrieved and measured σ0 after the difference is accumulated over
the two channels, which is denoted by ∆σ0

mv in Eq. (2a). The measured σ0 is the truth (‘+’ sign in (a))
multiplied by the Kp noise. The dotted line marks the retrieved ks value. (c) shows ∆σ0

mv of (b) along the
dotted line in (b), where the minimum ∆σ0

mv gives the mv retrieval. (d) illustrates the ks retrieval, which
searches the minimum of ∆σ0

ks defined in Eq. (2c). The Kp noise level is 17% (1σ of the Gaussian noise)
and 10% error was introduced to VWC knowledge.
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minimum ∆σ0
mv gives the mv retrieval of 0.23 cm3/cm3. The truth mv was 0.2 cm3/cm3, resulting

in 0.03 cm3/cm3 retrieval error.
The roughness (ks) is now retrieved so as to minimize the average over the entire time span of

the differences between retrieved and measured σ0 (denoted as ∆σ0
ks(iksrtr) in Eq. (2c)). Once the

ks is retrieved, which is denoted as iksrtr, the corresponding indexes for N number of mv values
have already been estimated by Eq. (2a). An example of the ks retrieval is shown in Figure 2(d).
∆σ0

ks varies between 0.5 dB and 1.5 dB. The ks retrieval is 0.32 where the minimum ∆σ0
ks is found.

The truth ks was 0.3.

3. MONTE-CARLO SIMULATION OF RETRIEVAL

Monte-Carlo analyses are performed to assess the retrieval performance in various soil conditions.
There are 6 × 11 nodes of the Monte-Carlo experiment: mv increases from 0 to 0.5 cm3/cm3 by
0.1, VWC increases from 0 to 5 kg/m2 by 0.5, and ks is fixed. Two Gaussian random variables
characterize the Monte-Carlo simulation: the ancillary VWC information with 10% error (1σ) and
the Kp noise with 17% (1σ) multiplicative error. 300 realizations of the two Gaussian random vari-
ables are made per node (the retrieval performance was similar between 300 and 3000 realizations).
6 time-series records are used and the simulation is performed with ks of 0.3 that corresponds to
1 cm rms height of the surface.

The Monte-Carlo analysis of the time-series mv retrieval is shown in Figure 3(a). The retrieval
error increases with mv, because the sensitivity, ∂σ0/∂mv, decreases with mv (Figure 3(b)). The
attenuation of the surface scattering by the vegetation becomes more significant with the higher
VWC. As a result the sensitivity decreases and the retrieval error becomes larger.

(b)

Figure 3: (a) rms errors from the Monte-Carlo simulation of the time-series mv retrieval. The error of greater
than 0.1 cm3/cm3 saturates to the purple color. (b) The response of V V (solid) and HH (dash) σ0 to mv

with 0.3ks and 1.1 kg/m2 VWC.

4. CONCLUSION

The “data-cube time-series” algorithm is proposed to retrieve the soil moisture (mv) using L-band
radar observations with the Soil Moisture Active and Passive (SMAP) mission as an example. The
algorithm relies on the data cube representation of radar scattering. Through the temporal averag-
ing at the same location on the ground, the effect of radar measurement noise (Kp) on the estimate
of the surface roughness is reduced and as a result the roughness retrieval improves significantly.
With the ks estimate, mv is retrieved such that the estimated σ0 matches the observed σ0 best.
The proposed approach is tested with the Monte-Carlo simulation. mv may be retrieved with a rms
error of 0.06 cm3/cm3 or better up to the vegetation water content (VWC) of about 3 kg/m2. The
ancillary VWC information has 10% error (1σ), the Kp noise is a 17% (1σ) multiplicative error,
and 6 time-series records are used as input. The retrieval error will improve since the SMAP radar
offers the Kp noise down to 13% level. However, the errors in the data cube representation of the
surface scattering have not been accounted for yet, which will increase the retrieval error.
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Abstract— Coincidental airborne brightness temperature (TB) and normalized radar-cross
section (NRCS) measurements were carried out with the PALS (Passive and Active L- and S-
band) instrument in the SMAPVEX08 (SMAP Validation Experiment 2008) field campaign.
This paper describes results obtained from a set of flights which measured a field in 45◦ steps
over the azimuth angle. The field contained mature soy beans with distinct row structure. The
measurement shows that both TB and NRCS experience modulation effects over the azimuth
as expected based on the theory. The result is useful in development and validation of land
surface parameter forward models and retrieval algorithms, such as the soil moisture algorithm
for NASA’s SMAP (Soil Moisture Active and Passive) mission. Although the footprint of the
SMAP will not be sensitive to the small resolution scale effects as the one presented in this paper,
it is nevertheless important to understand the effects at smaller scale.

1. INTRODUCTION

The airborne PALS (Passive and Active L- and S-band) instrument was used in the SMAPVEX08
(SMAP Validation Experiment 2008) campaign [2] to measure the brightness temperature (TB)
and normalized radar cross-section (NRCS) at L-band during a period of several days over an area
spanning tens of kilometers in Maryland and Delaware. SMAP (Soil Moisture Active and Passive) is
a NASA mission to measure global soil moisture and boreal land surface freeze/thaw state [1]. The
satellite will carry radar (active) and radiometer (passive) L-band instruments that will perform
simultaneous and coincident measurements of the Earth’s surface. The airborne PALS instrument
is an airborne simulator for SMAP.

Electromagnetic theory and experimental results indicate that over certain type of surface and
landcover both radiometer and radar measurements may experience signal modulation over the
azimuth angle with respect to the measurement location. This effect may be due to reflection
symmetry of the surface (e.g., [3]) or the Bragg scattering, or the combination of the two effects.
In both cases, the first order requirement for this azimuthal signature to manifest itself in the
measured signal of natural targets is essentially a periodic structure on the surface, sub surface
(within penetration depth), or in the layer above surface of the measured medium. Over ocean
surfaces the reflection symmetry phenomenon has actually been utilized to measure the wind vector
(e.g., [4, 5]). However, in the observation of the water content in the soils the azimuthal signature
may cause degradation in the retrieval if the effect is not accounted for in the forward modeling. At
the same time, a critical factor in the azimuthal signature affecting the measurement is the ratio
between the size of the periodic surface and the instrument footprint on the ground and orientation
of periodic area, or areas. A large footprint effectively averages the surface features over the entire
footprint area and, when considering realistic surface conditions distributions, the net effect of
possible periodic surface structures within the footprint may reduce to negligible.

It is not expected that the resolution scale of SMAP, which ranges from 3 km of the synthetic
aperture radar to 40 km of the radiometer, would experience significant azimuth effects such as the
ones observed in this or many other experiments. However, it is nevertheless important for the
mission algorithm development to understand the fine resolution scattering and emission behavior.
These results can be used, for example, for model development and validation. To this end, this
paper presents results obtained on one of the SMAPVEX08 campaign days when the PALS in-
strument measured a crop field in 45 degree steps over the azimuth. In the analysis the azimuthal
behavior of both radar and radiometer measurement signals are quantified and the geophysical
explanation discussed.
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2. THEORETICAL BACKGROUND

The symmetry properties of Maxwell’s equations affect the scattering and emission coefficients of
media with reflection symmetry. Natural objects with periodically structured surface are generally
reflection symmetric. The co- and cross-polarized radar cross-section and horizontally and vertically
polarized brightness temperature have even symmetry and the third and fourth Stokes parameters
have odd symmetry [3].

On the other hand, constructive summation of scattered waves takes place when the orientation
of the structures and the relationship between the wavelength and periodicity is aligned in certain
way. This is called Bragg scattering. Whereas the reflection symmetry causes smooth signature
over the azimuth angle the Bragg scattering causes sharp enhancement of backscattering at the
particular azimuth angle for, for example, crop rows.

The equations used for modeling the effect of the reflection symmetry are usually formulated as
second-order Fourier series. For brightness temperature the equations are written as [6]:

TB,p = TB,p0 + Tp1 cosφ + Tp2 cos 2φ (1)
TB,q = Tq1 sinφ + Tq2 sin 2φ (2)

where TB stands for brightness temperature; Tp/q1/2 stand for the harmonic coefficients, in which
p denotes either first or second Stokes parameter, or modified Stokes parameter [7], and q either
third or fourth Stokes parameter; and φ stands for the azimuth angle with respect to the periodic
surface. And for radar cross-section the equation can be written as [3, 8]:

σ0 = A0 + A1 cosφ + A2 cos 2φ (3)

where A0/1/2 stand for the harmonic coefficients.
On the other hand, the condition for the row structure of the surface to cause Bragg scattering

can be formulated as:
nλ = 2d sin θ (4)

where n stands for integer denoting the multiples of the wavelength, λ stands for the wavelength,
d stands for the spacing of the periodicity, θ stands for the incidence angle.

It is expected that the response of PALS in SMAPVEX08 azimuth experiment is composed of
these two components: reflection symmetry and Bragg scattering.

3. EXPERIMENT

The SMAPVEX08 soil moisture field experiment took place in Maryland and Delaware from
September 29 to October 13, 2008. This study focuses on a set of flights carried out over one
crop field growing soy beans.

In the campaign the PALS instrument was mounted on Twin Otter aircraft with incidence angle
of about 40◦. The flight altitude over the field was 1 km where the antenna with 20◦ beamwidth
allowed footprint of about 450 × 600m. The radar of PALS operates at about 1.26GHz and the
radiometer at 1.413 GHz. In the SMAPVEX08 campaign the PALS instrument was flown with
an Agile Digital Detector (ADD) for mitigation of Radio Frequency Interference (RFI) [2]. The
resolution of PALS radiometer and radar are specified in < 0.2 K and < 0.2 dB range, respectively.
PALS flew over the field in varying azimuth angles in 45◦ steps over the full 360◦. Figure 1 shows
the ground tracks of the footprint centers over the field.

The soy beans on the field were on mature state at the time of the experiment. The spacing
between the rows was about 20 cm. The water content in the soil was relative high being slightly
less than 0.3 cm3/cm3.

Figure 2 shows the row spacing which causes Bragg scattering under the conditions of the PALS
measurements in SMAPVEX08 campaign as a function of the distance from the aircraft nadir
point. The antenna beam and the beam incidence angles within the main lobe is collocated with
the horizontal axis (the distance from nadir point) and marked with red color.

4. RESULTS

The radar and radiometer measurements over the footprint intersection were binned based on
the azimuth angle. The measurements were collected over a circular area with radius 250m (see
the magenta circle in Figure 1) and binned in 8 azimuth bins. Brightness temperatures and radar
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Figure 1: The ground tracks of the footprints in the 1-km altitude azimuth experiment. The magenta circle
shows the area over which the data is analyzed.
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Figure 2: The row spacing allowing Bragg scattering as a function of the distance from the aircraft nadir
point in case of n = 1, 2 and 3 (multiples of wavelength).
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Figure 3: VV-polarized NRCS (left) and the second Stokes parameter (right) as a function of the azimuth
angle. The error bars show the spread of the measurement made at that particular angle. The red dashed
line on the TB plot shows a cosine curve fitted to the measurement points.
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cross-sections in these bins were combined using the inverse distance squared weighting [9] to obtain
representative values for TB and NRCS. Additionally, the standard deviations of the values in the
bins were calculated to estimate the variance of the measurement at each angle.

Figure 3 shows the VV-polarized normalized radar cross-section (left) and the second Stokes
parameter (which is defined as vertical polarization minus horizontal polarization) of brightness
temperature (right) as a function of the azimuth angle (0◦ is parallel to the row structure). The
error bars indicate the standard deviation of the measurement samples in the azimuth bins.

Figure 2 indicates that the row spacing of the field would cause Bragg scattering in one part of
the footprint. This backscatter enhancement can be observed at −90◦ and 90◦ in Figure 3. This
is consistent with Bragg scattering effect which occurs in perpendicular orientation from the row
direction. The Bragg scattering contribution is in the order of 1 to 3 dB. The fact that the whole
footprint does not satisfy the condition for the Bragg scattering obviously lowers the contribution
(see Figure 1). The scattering symmetry effect, however, cannot be detected from the radar cross-
section measurements.

In the second Stokes parameter measurement the signature is dominated by the first harmonic
coefficient of the Fourier series in Equation (1). A cosine curve (dashed red line in Figure 3) is
fitted to the measurement with about 3 K magnitude. This would imply that the medium under
investigation, defined by mature soy beans over moist soil surface, would be reflection symmetric.

5. CONCLUSIONS

Airborne measurements of brightness temperature and normalized radar cross-section of a crop field
over the azimuth were presented. The measurement results suggest that the mature soy bean field
with distinct row structure invokes the backscatter enhancement under Bragg scattering conditions.
Furthermore, observations of the second Stokes parameter suggest that the soil/soy bean medium
has reflection symmetric properties. The result is expected for a fine resolution scale measurement
of a homogeneous field surface such as the one in question. The result is useful in assessing the
contribution of periodic structures on the forward models on small resolution scale. These results
can then be combined at coarser resolution while accounting for the natural distribution of targets
different types of targets.
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Abstract— The paper studies the wave equations for the electromagnetic field when there is
the gravitational field at the same time. In the description with the algebra of octonions, the
deductions of wave equations are identical with that in conventional electromagnetic theory with
vector terminology. By means of the octonion exponential function, we can draw out that the
electromagnetic waves are transverse waves in a vacuum. The inference can be used to rephrase
the law of reflection, Snell’s law, and Fresnel formula etc. The study claims that the deductions of
wave equation for electromagnetic fields keep unchanged in the case for existence of gravitational
fields. The electric components of electromagnetic waves can not be determined simultaneously
with magnetic components in electromagnetic fields.

1. INTRODUCTION

In the electromagnetic field, the inferences of wave equation are believed to be correct. Until to now,
this validity is confined only to one special condition that there exist only the electromagnetic fields.
When there are gravitational fields, the people doubt whether the wave equation of electromagnetic
field is still correct or not. The validity about wave equations is being questioned continuously, and
it remains as puzzling as ever. The existing theories do not explain why the deductions of wave
equation should keep unchanged, and then do not offer compelling reason for the unique situation.
The paper tries to find out why the deductions of wave equation keep the same in most cases.

The algebra of quaternions was invented by W. R. Hamilton [1] in 1843, and then was first used
by J. C. Maxwell [2] in 1861 to represent field equations of electromagnetic field. O. Heaviside in
1884 recast Maxwell equation in terms of vector terminology and electromagnetic forces [3], thereby
reduced the original twenty equations down to the four differential equations.

In 1871, H. Helmholtz made clear the electromagnetic theory effectively [4]. Studying Helmholtz
equation [5] and boundary conditions can deduce some wave features, including the law of reflection,
Snell’s law, Fresnel formula, and total internal reflection etc. In 1887, H. R. Hertz was the first to
satisfactorily demonstrate the existence of electromagnetic radiation by constructing an apparatus
to produce and detect the electromagnetic waves.

In the paper, rephrasing with the algebra of octonions, we will achieve Maxwell equation in the
electromagnetic fields, and then some wave properties in a vacuum, including the electromagnetic
wave equation and the transverse waves etc.

2. ELECTROMAGNETIC AND GRAVITATIONAL FIELDS

The wave feature of gravitational field and electromagnetic field can be described simultaneously
by the octonion space, which consists of two quaternion spaces [6].

In the quaternion space, the coordinates are r0, r1, r2, and r3, with the basis vector Eg =
(i0, i1, i2, i3). The radius vector is Rg = Σ(riii), and the velocity Vg = Σ(viii), with i0 = 1. Herein
r0 = v0t. v0 is the speed of gravitational intermediate boson, and t is the time. i = 0, 1, 2, 3.

In the quaternion space for the gravitational field, the gravitational potential is Ag = Σ(aiii),
and the gravitational strength is Bg = Σ(biii) = ♦ ◦Ag. While the gravitational strength Bg covers
two parts, g/v0 = ∂0a +∇a0, and b = ∇× a. That is, Bg = b0 + (g/v0 + b). The gauge equation
is, b0 = ∂0a0 + ∇ · a = 0, with a = Σ(ajij), ∇ = Σ(ij∂j). Herein the ◦ denotes the quaternion
multiplication, the operator ♦ = Σ(ii∂i), with ∂i = ∂/∂ri. j = 1, 2, 3.

In the quaternion space for the electromagnetic field, the basis vector is Ee = (I0, I1, I2, I3),
the radius vector is Re = Σ(RiIi), and the velocity is Ve = Σ(ViIi). The Ee is independent of the
Eg, with Ee = Eg ◦ I0 and I0 ◦ I0 = −1. V0 is the speed of electromagnetic intermediate boson.

These two quaternion spaces can be combined together to become an octonion space [7], with
the octonion basis vector E = (i0, i1, i2, i3, I0, I1, I2, I3). The radius vector in the octonion space
is R = Σ(riii + RiIi). And that the octonion velocity is V = Σ(viii + ViIi). Herein the symbol ◦
denotes the octonion multiplication.

The potential of gravitational field and electromagnetic field are Ag = Σ(aiii) and Ae = Σ(AiIi)
respectively. They are combined together to become the field potential, A = Ag + kegAe, in the
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octonion space. The field strength B consists of the gravitational strength Bg and electromagnetic
strength Be. That is, B = ♦ ◦A = Bg + kegBe, with the keg being a coefficient. While the strength
Be = B0I0 + (E/V0 + B), and covers two parts, E/V0 = (∂0A +∇A0) ◦ I0 and B = (∇×A) ◦ I0.
The gauge equations are b0 = 0 and B0 = 0. Herein, B0 = ∂0A0 +∇ ·A, with A = Σ(Ajij).

The electric current density, Se = qVe, is the source of electromagnetic field in the octonion
space. Meanwhile the linear momentum density is that of gravitational field. And the source S was
devised to describe consistently the field source of electromagnetism and gravitation.

(B/v0 + ♦)∗ ◦ B = −µS = −(µgSg + kegµeSe), (1)

where µ is a coefficient. µe and µg are the electromagnetic and gravitational constants respectively,
with k2

eg = µg/µe. q is the electric charge. And ∗ denotes the conjugate of octonion.
According to the basis vectors, the above can be decomposed further as follows,

B∗ ◦ B/v0 + ♦∗ ◦ Bg = −µgSg, (2)
♦∗ ◦ Be = −µeSe. (3)

In the above, Eq. (2) is the field equation for the gravitational field, meanwhile Eq. (3) is for
the electromagnetic field. Further, the latter one in the above can be rewritten as,

∇ ·B = 0, (4)
∂0B +∇∗ ×E/V0 = 0, (5)
∇∗ ·E = −(q/εe)I0, (6)
∂0E/V0 +∇∗ ×B = −µeS, (7)

where the coefficient εe = 1/(µeV
2
0 ). S = Σ(SjIj), Sj = qVj . S0 = S0I0, S0 = qV0.

By contrast with Maxwell equation in vector terminology, it is found that the above is the same
as that in conventional electromagnetic theory, except for the direction of displacement current.
And the gauge equation B0 = 0 is different either.

Table 1: The octonion multiplication table.

1 i1 i2 i3 I0 I1 I2 I3

1 1 i1 i2 i3 I0 I1 I2 I3

i1 i1 −1 i3 −i2 I1 −I0 −I3 I2

i2 i2 −i3 −1 i1 I2 I3 −I0 −I1

i3 i3 i2 −i1 −1 I3 −I2 I1 −I0

I0 I0 −I1 −I2 −I3 −1 i1 i2 i3
I1 I1 I0 −I3 I2 −i1 −1 −i3 i2
I2 I2 I3 I0 −I1 −i2 i3 −1 −i1
I3 I3 −I2 I1 I0 −i3 −i2 i1 −1

3. OCTONION EXPONENTIAL FUNCTION

In the octonion space, defining the octonion exponential function as

exp {I(a + ib)} = cos(a + ib) + I sin(a + ib), (8)

where a and b are all real. i is the imaginary unit. I is the octonion unit, with I · I = −1.
When b = 0, the above reduces to one octonion, exp(Ia) = cos(a) + I sin(a). When a = 0,

Eq. (8) reduces to the exponential function,

exp(Iib) = cos(ib) + I sin(ib). (9)

The octonion exponential function exp(−iIα) satisfies,

exp(−iIα) ◦ exp(iIα) = 1, exp(−iIα) ◦ exp(−iIα) = exp(−iI2α), (10)
∂j exp(−iIα) = iIKj ◦ exp(−iIα), ∂2

j exp(−iIα) = K2
j exp(−iIα), (11)
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where α = −(ΣKjrj), with Kj being the coefficient.
In case there is only the quaternion components in the unit I, Eq. (8) reduces to the quaternion

exponential function, exp {i(a + ib)} = cos(a + ib) + i sin(a + ib). And that the octonion unit I is
reduced to the quaternion unit i, with i ◦ i = −1.

4. WAVE EQUATION

Studying wave transmission of electromagnetic field need to solve Maxwell equation Eqs. (4)–(7).
In a vacuum far away from the field sources, there does not exist free electric charge S0 and electric
current S, and then field equation Eq. (3) can be reduced to,

♦∗ ◦ Be = 0. (12)

Applying the operator ♦ to the above, we have the wave equation

♦ ◦ (♦∗ ◦ Be) = 0, (13)

or Laplace equation,

(∂2
0 + ∂2

1 + ∂2
2 + ∂2

3)Be = 0. (14)

The Laplace equation is also the wave equation in the octonion space. In a similar way, this
wave equation can be obtain from Eq. (12) with the conjugate operator ♦∗ in a vacuum.

Proceeding with the operator ∂0 and ∇, we can obtain the wave equation about the components
of field strength from the Maxwell equation directly,

(∂2
0 + ∂2

1 + ∂2
2 + ∂2

3)E = 0, (15)
(∂2

0 + ∂2
1 + ∂2

2 + ∂2
3)B = 0. (16)

The above means that the Eq. (14) can be separated into two parts in the above. And two
strength components of electromagnetic field, E and B, are both possessed of wave features, and
can be detected at present.

Table 2: The operator and multiplication of the physical quantity in the quaternion space.

definition meaning
∇ · a −(∂1a1 + ∂2a2 + ∂3a3)
∇× a i1(∂2a3 − ∂3a2) + i2(∂3a1 − ∂1a3) + i3(∂1a2 − ∂2a1)
∇a0 i1∂1a0 + i2∂2a0 + i3∂3a0

∂0a i1∂0a1 + i2∂0a2 + i3∂0a3

5. TRANSVERSE WAVE

In a similar way, for the electromagnetic wave with the angular frequency ω, the field strength
should be a harmonic function, cosωt, and can be chosen as the function exp(−iωt).

The electromagnetic strength E and B can be written as follows,

E = E(r) exp(−iωt), B = B(r) exp(−iωt), (17)

substituting the above in Eqs. (15) and (16),

(−ω2 + Σ∂2
j )E(r) = 0, (−ω2 + Σ∂2

j )B(r) = 0. (18)

From Maxwell equations, Eqs. (5) and (7) in a vacuum, we find that the amplitude of electro-
magnetic strength will be increased steadily or deceased continuously. So the field strength is one
hyperbolic cosine cos(iα), and can be replaced by the exp(−iIα) further. Herein, i is the imaginary
unit. The wave vector is K = Σ(IjKj), and vector radius r = Σ(ijrj).

And then, the field strength E(r) and B(r) are

E(r) = E0 ◦ exp(−iIα), B(r) = B0 ◦ exp(−iIα), (19)
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Table 3: The operator and multiplication of the physical quantity in the octonion space.

definition meaning
∇ · S −(∂1S1 + ∂2S2 + ∂3S3)I0

∇× S −I1(∂2S3 − ∂3S2)− I2(∂3S1 − ∂1S3)− I3(∂1S2 − ∂2S1)
∇S0 I1∂1S0 + I2∂2S0 + I3∂3S0

∂0S I1∂0S1 + I2∂0S2 + I3∂0S3

where E0 and B0 both are the constant vectors in the octonion space.
Further, substituting Eq. (19) in Eq. (18), we have the result,

− (ω/V0)2 + ΣK2
j = 0. (20)

In the electromagnetic field, we will find that the electromagnetic waves are the transverse waves
in a vacuum. From the field equations

∇ ·E = 0, ∇ ·B = 0, (21)

we obtain

K ·E0 = 0, K ·E′0 = 0, K ·B0 = 0, K ·B′
0 = 0, (22)

where E′0 = E0 ◦ I, B′
0 = B0 ◦ I.

The above states that the electromagnetic waves, E0 and B0, both belong to transverse waves.
So do two new wave components, E′0 and B′

0. Moreover, the amplitudes of wave components, E′0
and B′

0, are the same as that of E0 and B0 respectively.
In the electromagnetic field, there exist some relationships among the wave components, E0 and

B0, with two new kinds of wave components, E′0 and B′
0. The field equations,

∇×E = ∂B/∂t, ∇ ·E = 0, (23)

can be rewritten as,

∇ ◦E = ∂B/∂t. (24)

Expanding the exp(−iIα), the above implies that

[K ◦E′0 + ωB0]cosh(α) + [K ◦E0 − ωB′
0]sinh(α) = 0, (25)

considering Eq. (22) and the α may be any value, and then

K×E′0 + ωB0 = 0, K×E0 − ωB′
0 = 0. (26)

In the same way, from the field equations

V 2
0 ∇×B = ∂E/∂t, ∇ ·B = 0, (27)

we have

K×B′
0 + ωE0/V 2

0 = 0, K×B0 − ωE′0/V 2
0 = 0. (28)

The above means that there are some relationships between the Be with Be ◦ I. The K and
E0 will yield a new wave component B′

0, while the K and B0 produce a new wave component E′0.
Associating with the K × B0 is only the E′0, and with the K × E0 is the B′

0. This implies that
it is impossible to determine simultaneously the E0 and B0 via the K. However, we can measure
the E0 and B′

0 synchronously, or the E′0 and B0 at the same time. In the nature, there are many
substances being able to slow down the speed of electromagnetic waves, so the electromagnetic
strength may possess the wave features, including the reflection and refraction etc.
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6. CONCLUSIONS

In the electromagnetic and gravitational fields, the field equations and their wave features can be
rephrased with the algebra of quaternions and of octonions. The related conclusions include the
wave equation and transverse wave etc.

In the electromagnetic field, making use of the algebra of octonions, we can deduce the wave
equation, and find that electromagnetic waves belong to the transverse wave in a vacuum. Bringing
in the octonion exponential function exp(iIα), the wave vector and electromagnetic wave compo-
nents, E0 and B0, will produce two new wave components, E′0 and B′

0, respectively. In contrast
to conventional electromagnetic theory with vector terminology, the research points out that the
E0 and B0 can not be determined simultaneously via the wave vector. But the E0 and B′

0 can be
measured at the same time, while the E′0 and B0 can also be.

It should be noted that the study for the deductions of wave equations in the electromagnetic
fields examined only some simple cases in octonion spaces. Despite its preliminary characteristics,
this study can clearly indicate that the wave equation of electromagnetic field can be deduced
from the field equation with the algebra of octonions, and obtain some inferences in the vacuum
far away from the field sources. For the future studies, the research will concentrate on only the
electromagnetic waves transmitting in the conductors.
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Abstract— The theorem for existence and for the main properties of the L̂ (ĉ, n̂) numbers
(ĉ — real, n̂ — restricted positive integer), is formulated with the help of three lemmas and proved
numerically. Lemma 1 discloses the existence of quantities and determines them for ĉ 6= l̂, (l̂ =
0,−1,−2, . . .) as the common limits of some couples of infinite sequences of positive real numbers,
constructed by means of the positive real zeros of a real Kummer confluent hypergeometric
function of specially picked out parameters. Lemma 2 defines the same in case ĉ = l̂ (when
the function in question has simple poles) as the common limit of the sequences of L̂(l̂ − ε̂, n̂)
and L̂(l̂ + ε̂, n̂ + 1) numbers in the sense of Lemma 1 attained, if the positive real number ε̂

becomes vanishingly small and shows also that under the circumstance referred to L̂(l̂ + ε̂, 1)
approximates to zero. Lemma 3 states that for ĉ = l̂ and ĉ = 1±l̂ it holds L̂(ĉ, n̂) = L̂(2− l̂, n̂) and
L̂(1 + l̂, n̂) = L̂(1− l̂, n̂), resp., and that L̂(0.5, n̂) and L̂(1.5, n̂) are related with the Ludolphian
number π. The application of results obtained in the theory of waveguides is demonstrated.

1. INTRODUCTION

The name L numbers has been given to the common limits of some infinite sequences of positive
real numbers with terms, devised by means of the positive purely imaginary (real) zeros of definite
functions, constructed with the help of complex (real) confluent hypergeometric ones [1] of specially
chosen parameters and eventually also through cylindrical functions [2–6]. They appeared in the
theory of azimuthally magnetized circular ferrite waveguides, sustaining normal (slow) TE0n ( ˆTE0n̂)
modes, based on the functions mentioned, studied for the development of microwave ferrite control
components [2–6].

In this investigation the theorem for existence and for the basic features of the L̂(ĉ, n̂) numbers —
an integral part of the aforesaid class, is advanced and substantiated numerically. Following the
recently elaborated model [3, 5], it is structured as a composition of three lemmas. The first of them
reveals the existence of numbers and defines them as the limits of the infinite sequences of numbers
{K̂−(ĉ, n̂, k̂−)} and {M̂−(ĉ, n̂, k̂−)} in which K̂−(ĉ, n̂, k̂−) = |k̂−|ζ̂(ĉ)

k̂−,n̂
and M̂−(ĉ, n̂, k̂−) = |â−|ζ̂(ĉ)

k̂−,n̂

in case k̂− → −∞, (ζ̂(ĉ)

k̂−,n̂
— n̂th positive real zero of the Kummer function Φ(â, ĉ; x̂) in x̂ with

â, ĉ, x̂ — real, â < 0, ĉ > 0 or â < ĉ < 0, ĉ 6= l̂, l̂ = 0,−1,−2, . . ., k̂− = â − ĉ/2 — real, â− ≡ â,
x̂ > 0, n̂ — positive integer, linked with â or with â and ĉ. Lemma 2 determines the quantities in
case ĉ = l̂ as the common limit of the sequences {L̂(l̂ − ε̂, n̂)} and {L̂(l̂ + ε̂, n̂ + 1)} for ε̂ → 0 (ε̂ —
infinitesimal positive real number). Lemma 3 reveals some of their characteristics. (The hats “̂ ”
are used to designate real quantities.) The employment of quantity L̂(3, n̂) is commented.

2. THEOREM FOR EXISTENCE AND FOR THE MAIN PROPERTIES OF THE L̂(ĉ, n̂)
NUMBERS

Theorem 1: The statement of the theorem is expressed by the following three Lemmas:
Lemma 1: If ζ̂

(ĉ)

k̂−,n̂
is the n̂th positive real zero of the Kummer confluent hypergeometric function

Φ(â, ĉ; x̂) in x̂ provided â, ĉ, x̂ are real, â < 0, ĉ — restricted positive number, ĉ > 0 (n̂ = 1, 2, . . . , p̂,
p̂ = abs[â]) or â < 0, ĉ — restricted negative real number, different from zero or a negative integer,
ĉ < 0 (ĉ 6= l̂, l̂ = 0,−1,−2, . . .), â < ĉ < 0, (n̂ = 1, 2, . . . , ŝ, ŝ = p̂ − q̂, p̂ = abs[â], q̂ = abs[ĉ],
q̂ = 1, 2, . . . , p̂ − 1), k̂− = â − ĉ/2 — real, negative, â = ĉ/2 + k̂−, x̂ > 0, ([â] denotes the
largest integer less or equal to â), K̂−(ĉ, n̂, k̂−) = |k̂−|ζ̂(ĉ)

k−,n̂, M̂−(ĉ, n̂, k̂−) = |â−|ζ̂(ĉ)

k̂−,n̂
(â− ≡ â),
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then the infinite sequences of positive real numbers {ζ̂(ĉ)

k̂−,n̂
}, {K̂−(ĉ, n̂, k̂−)} and {M̂−(ĉ, n̂, k̂−)} are

convergent for k̂− → −∞, (ĉ, n̂ — fixed). The limit of the first sequence is zero and the limit of the
second and third ones is the same. It equals the finite positive real number L̂ where L̂ = L̂(ĉ, n̂). It
is valid:

lim
k̂−→−∞

K̂−
(
ĉ, n̂, k̂−

)
= lim

k̂−→−∞
M̂−

(
ĉ, n̂, k̂−

)
= L̂ (ĉ, n̂) . (1)

Lemma 2: If L̂(l̂ − ε̂, n̂) and L̂(l̂ + ε̂, n̂ + 1) are finite positive real numbers in the sense of
Lemma 1 in which l̂ = 0,−1,−2, . . . is zero or a negative integer, ε̂ is a positive real number,
less than unity, (0 < ε̂ < 1) and n̂ is a restricted positive integer, taking the same values as in
Lemma 1, then the infinite sequences of positive real numbers {L̂(l̂ − ε̂, n̂)} and {L̂(l̂ + ε̂, n̂ + 1)} are
convergent for ε̂ → 0 and possess a common limit. The sequence {L̂(l̂ − ε̂, n̂)} ({L̂(l̂ + ε̂, n̂ + 1)})
tends to it from the left (right). The limit mentioned is accepted as a value of the L̂(ĉ, n̂) number

Table 1: Zeros ζ̂
(ĉ)

k̂−,n̂
and numbers K̂−(ĉ, n̂, k̂−) and M̂−(ĉ, n̂, k̂−) for ĉ = 1 and 3, assuming n̂ = 1 and 2 in

case of large negative k̂−.

( )c

nk

ˆ

ˆ,ˆ
ˆ
−

ζ ( )−− kncK
ˆ,ˆ,ˆˆ ( )−− kncM

ˆ,ˆ,ˆˆ ( )c

nk

ˆ

ˆ,ˆ
ˆ
−

ζ ( )−− kncK
ˆ,ˆ,ˆˆ ( )−− kncM

ˆ,ˆ,ˆˆ
ĉ

−k̂ 1 3 

n̂ = 1 

410.1− (–4) 1.44579 64919 1.44579 64919 1.44572 42021 (–4) 6.59365 41513 6.59365 41513 6.59266 51031

410.2−  (–5) 7.22898 24551 1.44579 64910 1.44576 03461 (–4) 3.29682 70590 6.59365 41179 6.59315 95939 

410.4−  (–5) 3.61449 12270 1.44579 64908 1.44577 84184 (–4) 1.64841 35274 6.59365 41096 6.59340 68475 

410.6−  (–5) 2.40966 08179 1.44579 64908 1.44578 44425 (–4) 1.09894 23513 6.59365 41080 6.59348 92667 

410.8−  (–5) 1.80724 56134 1.44579 64908 1.44578 74545 (–5) 8.24206 76344 6.59365 41075 6.59353 04765 

510.1−  (–5) 1.44579 64907 1.44579 64907 1.44578 92618 (–5) 6.59365 41072 6.59365 41072 6.59355 52024 

n̂ = 2 

410.1− (–4) 7.61781 56311 7.61781 56311 7.61743 47403 (–3) 1.77125 00013 17.71250 00134 17.70984 31384

410.2−  (–4) 3.80890 77986 7.61781 55972 7.61762 51518 (–4) 8.85624 99003 17.71249 98007 17.71117 13632 

410.4−  (–4) 1.90445 38972 7.61781 55887 7.61772 03660 (–4) 4.42812 49369 17.71249 97475 17.71183 55288 

410.6−  (–4) 1.26963 59312 7.61781 55872 7.61775 21054 (–4) 2.95208 32896 17.71249 97377 17.71205 69252 

410.8−  (–5) 9.52226 94833 7.61781 55866 7.61776 79753 (–4) 2.21406 24668 17.71249 97342 17.71216 76248 

510.1−  (–5) 7.61781 55864 7.61781 55864 7.61777 74973 (–4) 1.77124 99733 17.71249 97326 17.71223 40451 

Table 2: Zeros ζ̂
(ĉ)

k̂−,n̂
and numbers K̂−(ĉ, n̂, k̂−) and M̂−(ĉ, n̂, k̂−) for ĉ = −1.03527 61948 and 0.21846 97035,

assuming n̂ = 1 and 2 in case of large negative k̂−.

)c

nk

ˆ

ˆ,ˆ
ˆ
−

ζ ( )−− kncK
ˆ,ˆ,ˆˆ ( )−− kncM

ˆ,ˆ,ˆˆ ( )c

nk

ˆ

ˆ,ˆ
ˆ
−

ζ ( )−− kncK
ˆ,ˆ,ˆˆ ( )−− kncM

ˆ,ˆ,ˆˆ
ĉ

−k̂ –1.03527 61948 0.21846 97035 

n̂ = 1

410.1− (–4) 6.40310 64354 6.40310 64354 6.40343 78846 (–5) 2.41561 51178 0.24156 15118 0.24155 88731

410.2−  (–4) 3.20155 32018 6.40310 64035 6.40327 21281 (–5) 1.20780 75589 0.24156 15118 0.24156 01924 

410.4−  (–4) 1.60077 65989 6.40310 63956 6.40318 92578 (–6) 6.03903 77944 0.24156 15118 0.24156 08521 

410.6−  (–4) 1.06718 43990 6.40310 63941 6.40316 16356 (–6) 4.02602 51963 0.24156 15118 0.24156 10720 

410.8−  (–5) 8.00388 29919 6.40310 63936 6.40314 78247 (–6) 3.01951 88972 0.24156 15118 0.24156 11819 

510.1−  (–5) 6.40310 63933 6.40310 63933 6.40313 95382 (–6) 2.41561 51177 0.24156 15118 0.24156 12479 

n̂ = 2

410.1− (–3) 1.74371 44423 17.43714 44227 17.43804 70358 (–4) 4.47004 35373 4.47004 35373 4.46999 47089 

410.2−  (–4) 8.71857 21078 17.43714 42156 17.43759 55221 (–4) 2.23502 17627 4.47004 35254 4.47001 91112 

410.4−  (–4) 4.35928 60409 17.43714 41638 17.43736 98170 (–4) 1.11751 08806 4.47004 35224 4.47003 13153 

410.6−  (–4) 2.90619 06924 17.43714 41542 17.43729 45897 (–5) 7.45007 25364 4.47004 35219 4.47003 53838 

410.8−  (–4) 2.17964 30189 17.43714 41508 17.43725 69775 (–5) 5.58755 44021 4.47004 35217 4.47003 74181 

510.1−  (–4) 1.74371 44149 17.43714 41493 17.43723 44106 (–5) 4.47004 35216 4.47004 35216 4.47003 86387 

(
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in case ĉ = l̂ (ĉ — zero or a negative integer). Thus, it is assumed that:

L̂ (ĉ, n̂) = lim
ε̂→0

L̂
(
l̂ − ε̂, n̂

)
= lim

ε̂→0
L̂

(
l̂ + ε̂, n̂ + 1

)
. (2)

Moreover, the sequence {L̂(l̂ + ε̂, n̂)} in which l̂ = 0,−1,−2,−3, . . . is zero or a negative integer, ε̂
is a positive real number, less than unity, (0 < ε̂ < 1) and n̂ = 1 is convergent, as well when ε̂ → 0
with the zero as its left limiting point. Correspondingly, it is written:

lim
ε̂→0

L̂
(
l̂ + ε̂, 1

)
= 0. (3)

Lemma 3: Under the conditions of Lemmas 1 and 2, it is true: i) In case ĉ = l̂, it holds:
L̂(l̂, n̂) = L̂(2− l̂, n̂); ii) If ĉ = 1± l̂, (ĉ = 0,±1,±2,±3, . . .), it is fulfilled: L̂(1 + l̂, n̂) = L̂(1− l̂, n̂);
Besides, it is valid: (

L̂ (0.5, n̂)
L̂ (1.5, n̂)

)
=

(
(2n̂− 1)2

(2n̂)2

)(π

4

)2
(4)

Numerical proof : The proof of Lemma 1 is illustrated in Tables 1 and 2 for ĉ — positive
integers and arbitrary real numbers (positive and negative, save for ĉ = l̂), and that of Lemmas

Table 3: Numbers L̂(ĉ, n̂) with ĉ = l̂ − ε̂ and L̂(ĉ, n̂ + 1) with ĉ = l̂ + ε̂ in case l̂ = 0,−1, . . . ,−5, n̂ = 1 and
2 for ε̂ = 10−i, i = 1, 2, . . . , 5.

ε̂
l̂ 0 –1 –2 –3 –4 –5

n̂ = 1 

( )nlL ˆ,ˆˆˆ ε−

1. 110− 3.31569 73770 6.05485 68064 9.44333 92952 13.45838 85151 18.08452 98622 23.31039 98436 

1. 210− 3.63470 41442 6.53958 16381 10.10326 29760 14.30218 06384 19.12012 98110 24.54513 46009 

1. 310−  3.66691 06818 6.58824 48059 10.16928 06088 14.38638 11950 19.22327 55144 24.66793 09171 

1. 410−  3.67013 44314 6.59311 31561 10.17588 28648 14.39479 98367 19.23358 64627 24.68020 44600 

1. 510−  3.67045 68374 6.59360 00120 10.17654 30967 14.39564 16897 19.23461 75267 24.68143 17627 

( )nlL ˆ,ˆ2ˆ −

 3.67049 26605 6.59365 41068 10.17661 64546 14.39573 52258 19.23473 20834 24.68156 81193 

( )1ˆ,ˆ ++ nlL ε

1. 510−  3.67052 84839 6.59370 82026 10.17668 98148 14.39582 87672 19.23484 66501 24.68170 44932 

1. 410−  3.67085 08967 6.59419 50621 10.17735 00455 14.39667 06119 19.23587 76963 24.68293 17652 

1. 310−  3.67407 53350 6.59906 38670 10.18395 24164 14.40508 89478 19.24618 78515 24.69520 39706 

1. 210− 3.70635 07496 6.64777 25059 10.24998 15422 14.48925 89278 19.34925 42483 24.81786 65343 

1. 110− 4.03223 78730 7.13702 39958 10.91101 76357 15.32993 74668 20.37684 63973 26.03912 57896 

n̂ = 2 

1. 110− 11.70308 17308 16.93402 62374 22.85963 85091 29.46141 82532 36.72453 54054 44.63690 08475 

1. 210− 12.24413 74109 17.63436 01501 23.72317 15028 30.49220 78437 37.92659 32481 46.01412 90483 

1. 310−  12.29856 31700 17.70468 28252 23.80976 84684 30.59547 29546 38.04691 75870 46.15189 40180 

1. 410−  12.30400 89570 17.71171 80099 23.81843 06442 30.60580 13907 38.05895 12928 46.16567 10478 

1. 510−  12.30455 35690 17.71242 15575 23.81929 68921 30.60683 42536 38.06015 46919 46.16704 87563 

 12.30461 40804 17.71249 97298 23.81939 31360 30.60694 90162 38.06028 83854 46.16720 18348 

1. 510−  12.30467 45944 17.71257 79022 23.81948 93910 30.60706 37790 38.06042 21108 46.16735 49136 

1. 410−  12.30521 92111 17.71328 14563 23.82035 56335 30.60809 66462 38.06162 54813 46.16873 26232 

1. 310−  12.31066 57118 17.72031 72898 23.82901 83612 30.61842 55115 38.07365 94717 46.18250 97741 

1. 210− 12.36516 28481 17.79070 48475 23.91567 05215 30.72173 35481 38.19401 22805 46.32028 68487 

1. 110− 12.91335 50520 18.49752 46490 24.78471 92258 31.75681 03910 39.39891 01103 47.69871 66990 

ˆ

( )nlL ˆ,ˆˆˆ ε−

( )nlL ˆ,ˆ2ˆ −

( )1ˆ,ˆ ++ nlL εˆ
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Table 4: Numbers L̂(ĉ, n̂) with ĉ = l̂ + ε̂ in case l̂ = 0,−1, . . . ,−5, n̂ = 1 for ε̂ = 10−i, i = 1, 2, . . . , 5.

ε̂
l̂ 0 –1 –2 –3 –4 –5 

( )1,ˆˆˆ ε+lL

1. 510−  0.00001 00000 0.00448 54849 0.04994 90596 0.20013 48158 0.51378 35703 1.03676 73410 

1. 410−  0.00010 00050 0.01427 59657 0.10925 61462 0.36404 21445 0.83761 28606 1.57171 80732 

1. 310−  0.00100 04999 0.04607 07880 0.24374 70870 0.67670 89436 1.39589 82715 2.43470 57174 

1. 210− 0.01004 99171 0.15530 16048 0.57183 93596 1.32229 98657 2.44008 91907 3.94611 12078 

1. 110− 0.10492 12125 0.60135 94011 1.54771 56128 2.95799 04285 4.83919 24333 7.19567 87737 

Figure 1: Dependence of L̂(ĉ, n̂) numbers on n̂ with
ĉ as parameter.

Figure 2: ¯̂
β(1)(¯̂r(1)

0 ) — curves of the slow ˆTE
(1)

01 mode
in the ferrite guide for −1 < α̂(1) < 0.

2 and 3 i) — in Tables 3 and 4 (cf. the digits marked by bold face type). The case n̂ = 1 and
2 is considered, except in Table 4, corresponding to n̂ = 1 only. Statement ii) of Lemma 3 is
an obvious corollary of point i) of the same. The authentity of Eq. (4) is checked directly, (e.g.,
L̂(0.5, 1) = 0.61685 02751 and L̂(1.5, 1) = 2.46740 11003). The effect of ĉ and n̂ on L̂(ĉ, n̂) is
presented in Fig. 1 and Table 5.

3. APPLICATION

The propagation of slow T̂E0n̂ modes of phase constant β̂ is considered in a circular waveguide of
radius r̂0, entirely filled with azimuthally magnetized ferrite, described by a permeability tensor
of off-diagonal element α̂ = γM̂r/ω, (γ — gyromagnetic ratio, M̂r — remanent magnetization,
ω — angular frequency of the wave), and a scalar permittivity ε = ε0εr. The solution of Maxwell
equations subject to the boundary condition at the wall ¯̂r = ¯̂r0 reveals that they are governed by
the characteristic equation:

Φ (â, ĉ; x̂0) = 0, (5)

with â = ĉ/2 + k̂, ĉ = 3, x̂0 = 2 ¯̂
β2

¯̂r0, k̂ = α̂
¯̂
β/(2 ¯̂

β2),
¯̂
β2 = [ ¯̂β2 − (1− α̂2)]1/2 — radial wavenum-

ber. It is valid provided ¯̂
β2 = ζ̂

(ĉ)

k̂,n̂
/(2¯̂r0), giving the eigenvalue spectrum looked for. It may

be shown that transmission of two slow waves ˆTE
(1)
0n̂ and ˆTE

(2)
0n̂ is possible in two areas for

|α̂(1)
− | < 1 and |α̂(2)

− | > 1, resp. Fig. 2 presents with dashed lines the phase characteristics for
ˆTE

(1)
01 mode, corresponding to the first case computed, following the procedure, developed ear-



980 PIERS Proceedings, Cambridge, USA, July 5–8, 2010

lier [2, 6]. The curves are restricted by an envelope line from the side of lower frequencies of
equation: ¯̂r0en− = L̂(ĉ, n̂)/{|α̂(1)

en−|[1− (α̂(1)
en−)2]1/2}, ¯̂

β
(1)
en− = [1− (α̂(1)

en−)2]1/2 (α̂(1)
en− is a parameter)

where ¯̂r0 = β0r̂0
√

εr,
¯̂
β = β̂/(β0

√
εr),

¯̂
β2 = β̂2/(β0

√
εr) and β0 = ω

√
ε0µ0. (Throughout the paper

the subscripts “−” and “en−” distinguish the quantities, relevant to negative (α̂− < 0, k̂− < 0)
magnetization, resp. to the envelope.)

Table 5: Values of L̂(ĉ, n̂) as a function of ĉ for n̂ = 1 and 2.

ĉ  ( )ncL ˆ,ˆˆ ĉ  ( )ncL ˆ,ˆˆ ĉ  ( )ncL ˆ,ˆˆ ĉ  ( )ncL ˆ,ˆˆ ĉ  ( )ncL ˆ,ˆˆ  ĉ  ( )ncL ˆ,ˆˆ

n̂ = 1 

–3.0 –2.0 –1.0 0 1.0 1.44579 64907 2.0 3.67049 26605 

–2.8 4.00209 21312 –1.8 2.22586 15078 –0.8 0.96338 27690 0.2 0.21940 16817 1.2 1.83206 07322 2.2 4.20080 97355 

–2.6 5.69683 88860 –1.6 3.37709 13769 –0.6 1.62888 38548 0.4 0.47564 39874 1.4 2.24827 40891 2.4 4.75859 34562 

–2.4 7.22882 15474 –1.4 4.45444 70199 –0.4 2.28943 38223 0.6 0.76647 86833 1.6 2.69377 63812 2.6 5.34351 81897 

–2.2 8.70942 88338 –1.2 5.51970 18426 –0.2 2.96757 32740 0.8 1.09027 62038 1.8 3.16800 91269 2.8 5.95529 25831 

–2.0 –1.0 0.0 1.0 1.44579 64907 2.0 3.67049 26605 3.0 6.59365 41068 

n̂ = 2 

–3.0 –2.0 –1.0 0 1.0 7.61781 55859 2.0 12.30461 40804 

–2.8 16.26302 22910 –1.8 11.64784 18558 –0.8 7.68564 25102 0.2 4.40112 03549 1.2 8.49636 43640 2.2 13.32925 60604 

–2.6 18.13168 59216 –1.6 13.13246 77929 –0.6 8.80050 96937 0.4 5.16075 88218 1.4 9.40449 70823 2.4 14.38254 76497 

–2.4 20.01051 78375 –1.4 14.63601 10992 –0.4 9.94098 66095 0.6 5.94997 97114 1.6 10.34204 18046 2.6 15.46430 37705 

–2.2 21.90515 62688 –1.2 16.16193 26198 –0.2 11.10869 26401 0.8 6.76899 23948 1.8 11.30881 16816 2.8 16.57434 53219 

–2.0 –1.0 0.0 1.0 7.61781 55859 2.0 12.30461 40804 3.0 17.71249 97298 

4. CONCLUSION

The positive real numbers L̂(ĉ, n̂) are defined for ĉ — arbitrary real and n̂ — restricted natural
number as limits of certain sequences of real ones. On condition that ĉ 6= l̂, l̂ = 0,−1,−2,−3, . . .,
the terms of the latter are composed through definite zeros of a real Kummer function of suitably
selected parameters, whereas if ĉ = l̂ (for which the function mentioned does not exist), as such
serve the quantities L̂(l̂ − ε̂, n̂) and L̂(l̂ + ε̂, n̂ + 1) with ε → 0. Besides, a symmetry of the numbers
toward the point c = 1 is found. The use of quantity L̂(3, n̂) in the theory of waveguides is shown.
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About the Specific Heat of Black Holes
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Abstract— If we give a certain thermic energy to a black hole (BH) it can happen that its
temperature decreases and its specific heat (SH) has a negative number. At the same time its
mass will increase, according to Hawking’s equation: TBH = 8π/m.
The mathematical formalism is easy and elegant, however, we do not know the real physical
checking which may explain this peculiar phenomenon. With this paper we try to describe how
heat may give a mass to the BH.

1. INTRODUCTION

The specific heat (SH) of a body is measured by the increase of its temperature when a thermic
energy is applied. In the case of an ordinary body we have a positive number, because the temper-
ature usually increases when a heat is applied. This is related to the second law of thermodynamics
according to which the heat passes from a warmer body to a colder one, until they have the same
temperature. However, if we analyse the entropy and the SH of a Black Hole (BH), as well as its
variations, the topic becomes more complex. As Hawking tells us “the second law of thermody-
namics has got its own status quite different from the other scientific laws, since it doesn’t seem to
be always applicable, but only in most of the cases. Apparently in the case of a BH there is quite a
simple way to violate the second law, such as throwing in BH some matter with a certain entropy,
for example a container full of gas. In this way, the matter’s total entropy would decrease and it is
not possible to see, inside the BH, how much entropy the matter has. Hence the area of its event
horizon (EH) increases every time matter falls in the BH” [1] (in Space-Time the EH is a 3-surface
H where, of course, H stands from Hamiltonian).

It was Bekenstein to suggest that the area of the EH was a measure of the BH’s entropy. Thus
every time the matter (carrying some entropy) fell in a BH, the area of the EH would increase,
so that the total entropy (that is the entropy inside and outside the BH) would not decrease. In
this way the second law of thermodynamics was not violated. However, a BH having entropy
implies a thermic radiation, an inside temperature, so it should behave as a black body. In fact “a
body with a particular temperature must emit radiation with a certain rhythm. This radiation is
required to prevent the violation of the second law. Thus, BH should emit a radiation too and,
according to Heisenberg’s Uncertainty Principle, BH (rotating and non rotating) should create and
emit particles.

“Calculations confirmed this emission, and showed that the spectrum of the emitted particles
was exactly the one which would have been emitted by a warm body, and that BH emitted particles
exactly at the right rhythm to prevent the violation of the second law. Calculus, repeated by several
researchers, have always confirmed that BH should always emit particles and radiations exactly as
if it was a very hot body, with a temperature depending only on its mass: the higher its mass the
lower the temperature” [1], and vice versa. In fact “a BH with a mass some times bigger than the
sun’s, would have a temperature one millionth degree bigger than Absolute Zero, that is much lower
than the radiation of microwaves which is in the universe (about 2,7 degree higher than Absolute
Zero), so that BHs emit even less than what they absorb” [1].

On the contrary “the lower the BH mass, the higher its temperature. Thus, as the BH loses its
mass, its temperature, and its emission rhythms, will increase, as a consequence it loses mass even
more quickly and it is doomed, probably, to disappear completely in a tremendous final explosion,
as big as the explosion of millions of H bombs. It is likely there exist primordial BHs with a
very small mass, produced by the collapse of irregularities emerged in the very first phases of the
universe.

Apparently these BHs have a very high temperature and they emit radiations with a much
higher rhythm. A primordial BH with a mass of a billiard of tons would live more or less as long
as the present age of the universe. Primordial BHs with a smaller initial mass would be already
completely evaporated, whereas those with a slightly bigger mass would be still emitting radiations
as X and gamma rays: in fact we observe a bottom of gamma rays” [1], as well as a bottom X
radiation, as detected by Giacconi and Tucker [2].
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2. DISCUSSION

We need to consider that in the ordinary General Theory of the Relativity, where Space-Time is
four dimensional, a stationary, isolated BH is described in Kerr’ metric [3], characterized by the
values of only two real parameters (not negative): m and a, where m is the total mass of BH and
a ·m its total angular momentum. “The unrestrainable nature of BHs, since they collect any sort
of material, makes so BHs have very big entropies. BH’s entropy has a geometrical interpretation:
it is proportional to the EH’ area of that Hole!” [4]. According to the well known formula of
Beckenstein-Hawking, it is possible to attribute a well defined entropy:

SBH =
Kc3A

4G~
(1)

where A is EH’superficial area of the BH, K is Boltzmann’ constant, c is the speed of light, G is the
gravitational constant, ~ is Planck’s constant written in Dirac’s way, S is the entropy. As Penrose
suggests “it is often extremely convenient to adopt for all these constants the unitary value, i.e., 1:

G = c = ~ = K = 1 (2)

In this way also the temperature unit becomes an absolute thing” [4]. Hence, the Eq. (1) can
be reformulated in following way:

SBH =
1
4
A (3)

that is the entropy of a BH, according to Beckenstein-Hawking’s formula, it will just be one fourth
of EH’s area of the BH we took in consideration. In Kerr’s solution we find:

A =
8πG2

c4
m

(
m +

√
m2 − a2

)
(4)

SBH =
2πGK

c~
m

(
m +

√
m2 − a2

)
(5)

expressed in general units” [4]. It is possible to infer that the higher the value of A, that is
EH’s surface area, the bigger BH’s evaporation phenomenon. Hawking provides a relevant result
“demonstrating that a BH must have also an its own temperature, which is proportional to the so
called superficial gravitation of the Hole. Using Kerr’s geometry, we get:

TBH =
1

4πm
[
1 +

(
1− a2

m2

) 1
2

] (6)

where T is the temperature of BH, m its mass, a ·m its angular momentum. This temperature can
be obtained by the standard formula of Thermodynamics:

TdS = dE (7)

where, varying the energy E, we keep the angular momentum constant. Hence, BH will emit pho-
tons, as it was a physical object in a thermal equilibrium, irradiating energy with the characteristic
spectrum of (Planck’s) black body, at a temperature TBH” [4]. We need to specify that in order
that Kerr’Geometry describes really a BH, not a naked singularity, it is necessary that m is bigger
(or equal to) than a. “The limit case of an ordinary BH happens when m = a, which just justifies
it as a BH. It is really a limit case (not reachable from an astrophysical point of view) of common
BH, with a zero value for its Hawking temperature. It is also necessary to mention a peculiar ther-
modynamic property of normal BHs, which with small angular momentum have negative SH. If we
give heat to a BH we notice that its temperature decreases” [4]. If we apply heat to an ordinary
body, its temperature will increase and its SH will have a positive value. Whereas, if we apply a
heath to a BH “the thermal energy provides mass to the BH (according to E=mc2) and it becomes
more massive. According to Hawking’s relation:

TBH =
8π

m
(8)

related to a Schwarzchild’s BH, its temperature will decrease, so that its SH is really negative” [4].
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3. CONCLUSION

We may wonder: how can the SH of a BH be negative? We may answer that the increase in its
mass makes its SH value decrease! But then, which mechanism explains that? The application of
heat to BH. Thus, it is the heat to give mass to the BH, to make it more massive. What is the
heat made of? It is well known that heat is thermic energy, i.e. electromagnetic waves (EMWs),
photons (Ps) after all. Thus, it is Ps which provide mass to the BH. However it has always been
stated that P’s mass is zero. This takes to an incongruence: mass less particles are able to increase
the mass of a body, the BH in our case. This is a real and concrete fact, indeed its SH is modified.
We get a confirmation of the phenomenon from Mathematics; in fact the increase of the mass (m),
which in Hawking’s relation is placed at the denominator — see Eq. (8) — will cause proportionally
a decrease of BH’s temperature (TBH) and of its SH, the latter will be negative.

Then, how does heat, that is thermic Ps — normally known as massless — to give mass to a
BH? We need to keep in mind that any P, whatever its frequency, has a momentum, as stated in
(9):

p =
h

λ
(9)

where h is Planck’s constant, corresponding to 6, 625 · 10−27 [erg · s], and λ represents the wave
length of the considered P . Since we are considering thermic Ps, that is infrared rays, their λ can
correspond to 5 · 10−3 [cm]. If we develop the (9) we have:

p =
6, 625 · 10−27 [erg · s]

5 · 10−3 [cm]
(10)

Since erg can be expressed in g· cm/s2· cm, that is erg = g· cm2/s2, we can write:

p =
6, 625 · 10−27 [g · cm2/s]

5 · 10−3 [cm]
(11)

we have:

p = 1, 325 · 10−24 [g · cm/s] (12)

This is the value of the momentum of a P in the infrared band. It shows that a common infrared
particle is not so ethereal [5]. We can infer from (12) that the P with its momentum carries also
a mass, or rather a dynamic-mass, since we are talking about a particle which is continuously in
motion. We also know that as soon as the P interacts with another particle the P transfer to the
latter its momentum [6] thus its dynamic-mass. If we consider that the most frequent hadronic
particle, that is the proton, weighs 1,6272·10−24 [g], we have that a thermic particle, that is an
infrared P, carries a dynamic-mass more or less equal to the mass of a proton. Moreover, if we
consider that a single EMW of the infrared band carries about 1013 Ps per second, then also the
infinitesimal quantity of energy (and hidden dynamic-mass) will have a certain value, being able
to make more massive our BH and make its SH become negative.

With this work we hope to give a small contribution to understand, in its intimate mechanism,
a singular astrophysical phenomenon: the negativity of BHs’ SH.
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Abstract— The aims of the study were to analytically detect and treat the nonlinear behavior
of weak indoor Global Positioning System (GPS) signal. Since analyzing nonlinear problems
are of great difficulty, scientists implement different numerical methods to treat such problems.
Ignoring nonlinearity is inevitable in the actual world of communications; therefore, nonlinear
analysis has been of great importance to the scientists in its field. The advantages of analytical
methods, specially Homotopy Perturbation Method (HPM), are that these methods are capable of
solving both regular and strong non-linear equations; plus, these methods are simple to apply and
will not increasing complexity. The obtained results are compared simultaneously with numerical
ones and as result shown in graphs and in tables; analytical solutions are in good agreement with
those of the numerical method. As a strategy, chaotic oscillators, which are sensitive to periodic
signal and inert to noise, possess huge advantages in weak signal acquisition. In this paper chaotic
oscillator is employed in weak GPS signal acquisition. In the final section, the results achieved
from computer simulation indicate that chaotic oscillator algorithm can acquire GPS signal at
−48 dB/2 MHz SNR [1].

1. INTRODUCTION

Up to this date, different numerical methods have been implemented to solve the problem of a
nonlinear oscillators. This paper represents the nonlinear behavior of a Chaotic oscillator in weak
GPS signal [1]. It has been attempted to propose an analytical method as a solution for this
problem. The analytical method is simple and is also a strong method for engineers to use in their
designs.

In the dynamic model of this problem, the chaotic oscillator, weak GPS signals has been modeled
in the next part. The analytical methods, including Homotopy Perturbation Method (HPM), are
used for solving many engineering problems by a variety of scientists in different fields [2–8]. This
method is capable of solving highly nonlinear problems, while the constant coefficients of the
equations in the problems are parametrically inserted into the equation. Therefore, the obtained
results can be graphically shown and analyzed for different cases, and by inserting different values
for these parameters regarding each single case of study.

Fading, refraction, reflection and multipath interference are the major causes for weakening GPS
indoor signals [1]. Normally line-of-sight GPS signal is at 44 dBHz [9] while signal strength will
degrade larger than 25 dB in bad case [10]. Common commercial GPS receivers, however, can only
acquire GPS signal above 38 dBHz [1]. To achieve successful position and navigation in today’s
electromagnetic signal filled environment, there has been so many efforts towards the prolonging
integration duration to achieve increase in the SNR [1]. Chaotic oscillator [11] is sensitive to periodic
signal and inert to noise, which can be utilized to achieve successful acquisition in weak signal. The
detection of weakened linear frequency modulation (LFM) signal after decrypting was first used
by Bo [12]. Bo’s work showed that chaotic oscillator detect extremely weak LFM signal, even at
−27 dBHz. In the end, a comparative study is conducted to verify the accuracy of the analytical
method as compared with the numerical solution. The study solves the GPS equation and spring
equation which are basically the same equation and the results are shown in graphs and tables.

2. DYNAMIC AND MATHEMATICAL MODEL OF THE PROBLEM [13, 14]

This section, introduces the dynamic and mathematical approaches. Among the chaotic oscillators,
Duffing oscillator has been studied [15]. Duffing Oscillator was brought into non-linear dynamics
in 1918 by Duffing [16]. Holmes [17] modified the primal equation and reached a novel one which
depicts forced double-well model, which can be the general equation like an oscillator, compared
with a nonlinear spring, a linear spring and a damper under a harmonic load. This comparison is
as follows [18]:

mẍ + cẋ + k1x + k2x
3 = F0 cos(ωt) (1)
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Subject to that following initial conditions:

x(0) = A, ẋ(0) = 0 (2)

where m is the mass, c is a viscous damping coefficient, k1 is a linear stiffness coefficient, and
k2 is a nonlinear stiffness coefficient. The harmonic excitation force is characterized by the force
amplitude, F0, with excitation frequency of ω. A is the initial amplitude of displacement.
2.1. GPS Signal Model
Mark [19] proposed a typical received GPS signal model as: rk = Ad(tk)C[(1+η)(tk−ts) cos[ωIF tk−
(wDtk + ϕ0)] + δ(tk) where rk is output of RF front end at sample time tk [1], fD = ωD

2π is Doppler
shift, η = ωD

2π∗1575.42∗106 accounts for Doppler shift caused chip length distortion, fIF = ωIF

2π is carrier
frequency, ϕ0 is initial carrier phase, δ(tk) is Gaussian band-limited white noise, constant A is signal
amplitude, and d(tk) stands for GPS data stream.

Front-end output is at frequency fIF − fD sampling frequency fS is 5 MHz. After sampling,
output from low pass filter with 2 MHz bandwidth is at frequency fG = fIF−|fD| − nfs, corre-
sponding to angular frequency ωG. By deducing the original Duffing oscillator equation in the GPS
signal acquisition, the following equation can be achieved [1]: ẍ(t) + ωGkẋ(t)− ω2

G[x(t)− x3(t)] =
ω2

Gf cos(ωGt) this equation is the application of Duffing oscillator in GPS signal acquisition at ωG.
If the angular frequency ω of GPS signal is the same as the inherent angular frequency ωG of
oscillator system (previous equation which exactly the Duffing equation of spring), motion state
of trajectories on phase plane will change largely, which indicates that the received data contains
expected GPS signal.

As in [20], ω can be found easily by having the parameters, A, c, m, k1 and k2:
((

k1 −mω2
)
A +

3
4
k2A

3

)2

+ (cωA)2 = F 2
0 (3)

The stiffness coefficients of nonlinear and linear springs behave as well as the GPS’s equation, where
f(x) is the spring force and both GPS and x is the displacement:

In the following section, the basic concepts of the analytical and numerical methods are discussed
and later applied to the nonlinear equation above.

3. THE BASIC CONCEPT OF THE SOLUTIONS HPM

To illustrate the basic ideas of this method, we consider the following equation:

A(x)− f(r) = 0 r ∈ Ω (4)

with the boundary condition of:

B

(
x,

∂x

∂t

)
= 0 r ∈ Γ (5)

where A is a general differential operator, B a boundary operator, f(r) a known analytical function
and Γ is the boundary of the domain Ω. A can be divided into two parts of L and N , where L is
linear and N is nonlinear. Eq. (4) can therefore be rewritten as follows:

L(x) + N(x)− f(r) = 0 r ∈ Ω (6)

Homotopy perturbation structure is shown as follows:

H(v, p) = (1− p)[L(v)− L(x0)] + p[A(v)− f(r)] = 0 (7)

where,
v(r, p) : Ω× [0, 1] → R (8)

In Eq. (7), p ∈ [0, 1] is an embedding parameter and x0 is the first approximation that satisfies the
boundary condition. We can assume that the solution of Eq. (4) can be written as a power series
in p, as follows:

ν = ν0 + pν1 + p2ν2 + . . . =
n∑

i=0

νip
i (9)

and the best approximation for the solution is:

x = limp→1 v = v0 + v1 + v2 + . . . (10)
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3.1. Runge-Kutta
For the numerical approach to verify the analytic solution, the fourth RK (Runge-Kutta) method
has been used. This iterative algorithm is written in the form of the following formulae for the
second-order differential equation:

ẋi+1 = ẋi +
∆t

6
(h1 + 2h2 + 2h3 + k4)

xi+1 = xi + ∆t

(
ẋ +

∆t

6
(h1 + h2 + k3)

) (11)

where, ∆t is the increment of the time and h1, h2, h3, and h4 are determined from the following
formulae:

h1 = f (ẋ, xi, ẋi) k

h2 = f

(
ti,

∆t

2
, xi +

∆t

2
ẋi, ẋi +

∆t

2
h1

)

h3 = f

(
ti,

∆t

2
, xi +

∆t

2
ẋi,

1
4
∆t2h1, ẋi +

∆t

2
h2

)

h4 = f

(
ti, ∆t, xi + ∆tẋi,

1
2
∆t2h2, ẋi + ∆th3

)
(12)

The numerical solution starts from the boundary at the initial time, where the first value of the
displacement function and its first-order derivative are determined from initial condition (see Sec-
tion 2). Then, with a small time increment ∆t, the displacement function and its first-order
derivative at the new position can be obtained using Eq. (11). This process continues to the end
of the time limit.

4. THE SOLUTIONS

In this section, the applications of the two methods to the nonlinear equation of oscillator are
discussed.
4.1. HPM (Analytic)
As the HPM was applied to the nonlinear equation of (1), we have:

(1− p) (mẍ0 + cẋ0 + k1x0) + p
(
mẍ1 + cẋ1 + k1x1 + k2x

3
0 − F cos(ωt)

)
(13)

After expanding the equation and collecting it based on the coefficients of pterms, we have:



p0 = mẍ0 + cẋ0 + k1x0

p1 = mẍ1 + cẋ1 + k1x1 + k2x
3
0 − F cos(ωt)

p2 = mẍ2 + cẋ2 + k1x2 + 3k2x
2
0x1

p3 = mẍ3 + cẋ3 + k1x3 + 3k2x
2
0x2 + 3k2x0x

2
1

(14)

One can now try to obtain the solution of different iterations (14), in the form of:

x0(t) =
1
2

1
c2 − 4k1m

(
c
√

c2 − 4k1m + c2 − 4k1m
)

e
1
2

(−c+
√

c2−4k1m)t

m

+
1
2

1
c2 − 4k1m

(
c2 − c

√
c2 − 4k1m− 4k1m

)
e
(−c−

√
c2−4k1m)t

2m (15)

The obtained iteration is used to generate the equation for the next iteration, and therefore the
second and third iterations are obtained. Since the two other ones and therefore the general solution
are too long to be written in this article, we have shown them in graphs (see Section 5). In Table 1,
the numerical values for x and ẋ for different points of time and for f = 0.5, A = 0.06, ω =
4.163379415.
4.2. Runge-Kutta (Numerical)
The Maple Package has been utilized for the numerical analysis of the problem, in which the rkf45
is used to solve ODEs. The solution for the displacement and the velocity for eleven different points
of time are shown in Table 2.
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5. RESULTS AND DISCUSSIONS

In this section, the results for displacement and the velocity for different times are shown in Tables 3
and 4, for different f ’s and A’s, in order to evaluate the accuracy of the analytic solution.

As it is obviously seen, the results of the analytic and numerical approaches have shown excellent
compatibility. In order to have a better scheme of the problem, displacement x is shown in Figure 1
based on time, for ten seconds (different f ’s and A’s are assumed).

In the Figure 2, the velocity of each position is drawn versus its position; therefore, the velocity
of any specific point x can be easily read. This can only be done using the analytic method; since
the equation of displacement is readily given by this method, the first and second differentiations

Table 1: The numerical values for x and ẋ for ten different points of time (analytical ) for f = 0.5, A =
0.06, ω = 4.163379415.

t x ẋ

0 0.06 0
1 −0.005350926 −0.078888606
2 0.019216633 −0.013109041
3 −0.007335627 0.072786956
4 −0.011085293 −0.064177133
5 0.018934134 −0.005887804
6 −0.008674275 0.070317298
7 −0.009880823 −0.067501783
8 0.018986752 0.000133187
9 −0.009935365 0.067363257
10 −0.00861736 −0.070438539

Table 2: The numerical values for x and ẋ for ten different points of time (Numerical), for f = 0.5, A =
0.06, ω = 4.163379415.

t x ẋ

0 0.0599999999999999978 0
1 −0.00281678838383509455 −0.0825804788941202074
2 0.0195449692025107016 −0.0138897877722475686
3 −0.00730911369839314530 0.0727177020000000000
4 −0.0110834704233601106 −0.0641821083631454459
5 0.0189342438965698738 −0.00588816238606704354
6 −0.00867426974330831082 0.0703173716512146968
7 −0.00988082636899610680 −0.0675016034979940006
8 0.0189867450545043934 0.000133072037385784277
9 −0.00993535776201434629 0.0673626924105089342
10 −0.00861735199761238732 −0.0704385763384659941

  

(a) f=0.5, A=0.06, ω=4.163379415 (b) f=0.7, A=0.04, ω=5.147879675

Figure 1: Displacement x based on time t.
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Table 3: A comparative table for error detection of the analytic method, for f = 0.5, A = 0.06, ω =
4.163379415.

x ẋ

t HPM RKf45 HPM RKf45
0 0.06 0.06 0.00 0.00
1 −0.00535092579 −0.00281678838383509455 −0.07888860559 −0.0825804788941202074
2 0.01921663298 0.0195449692025107016 −0.01310904065 −0.0138897877722475686
3 −0.007335626939 −0.00730911369839314530 0.07278695633 0.0727177020766173188
4 −0.01108529346 −0.0110834704233601106 −0.06417713286 −0.0641821083631454459
5 0.01893413390 0.0189342438965698738 −0.00588780420 −0.00588816238606704354
6 −0.008674275495 −0.00867426974330831082 0.07031729844 0.0703173716512146968
7 −0.009880823315 −0.00988082636899610680 −0.06750178333 −0.0675016034979940006
8 0.01898675166 0.0189867450545043934 0.00013318678 0.000133072037385784277
9 −0.009935365073 −0.00993535776201434629 0.06736325729 0.0673626924105089342
10 −0.008617359691 −0.00861735199761238732 −0.07043853899 −0.0704385763384659941

Table 4: A comparative table for error detection of the analytic method, for f = 0.7, A = 0.04, ω =
5.147879675.

x ẋ

t HPM RKf45 HPM RKf45
0 0.040000000 0.0400000000000000010 0.00 0.00
1 −0.01668447952 −0.0141498204358211938 −0.01790373528 −0.0215962732978834948
2 −0.006766243615 −0.00643783101998039124 −0.09550085587 −0.0962817733972154006
3 0.01386657809 0.0138931356222193238 −0.07218316940 −0.0722528614780738738
4 0.01856032332 0.0185621543419157848 0.03426369079 0.0342587020066141973
5 0.001795120001 0.00179523506518929110 0.1010828182 0.101082536865805456
6 −0.01704578135 −0.0170457707679198232 0.05102090371 0.0510209094083521886
7 −0.01617683835 −0.0161768394708507908 −0.05803595515 −0.0580359227265403871
8 0.003397207022 0.00339721173637169130 −0.09998605091 −0.0999864615455689084
9 0.01904310147 0.0190430958431267415 −0.02632428341 −0.0263237149352404214
10 0.01266966369 0.0126696551453435498 0.07777683300 0.0777768691824906740

(a) f=0.5, A=0.06, ω=4.163379415 (b) f=0.6, A=0.05, ω=4.582639115

Figure 2: ẋ based on x.

can be simply done by differentiating with respect to t.
Also using Figure 3, the acceleration of any specific point x can be easily read. As mentioned

earlier, this can only be done using the analytic approach.
The important point that cannot be seen on the figures of (ẋ−x) and (ẍ−x) is that the starting
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(a) f=0.5, A=0.06, ω=4.163379415 (b) f=0.6, A=0.05, ω=4.582639115

Figure 3: ẍ based on x.

part of these diagrams, which refers to the times between t’s from 0 to 1, is not drawn. The reason is
that in this period of time, the behavior of the displacement equation has not yet become harmonic,
and therefore, the velocity and acceleration is not in the range of the above diagrams.

6. CONCLUSION

In this paper, chaotic oscillator is used to acquire weak GPS signal using HPM, which is a strong
analytical method applied to the nonlinear equation of an oscillator with damping term, and the
results have been compared with that of the numerical solution. The advantage is driven from
properties of non-linear dynamics.

Some other details in engineering have not been discussed in this paper. For example, in order to
cover the possible Doppler shift range 20 kHz [21], oscillator acquisition system can be implemented
by parallel structure with multiple oscillator acquisition channels. The main advantage of applying
HPM is that the results are readily obtained and a few iterations are used. The significant merit
of the analytic approach is to provide scientists with the general parametric relation between the
dependent and independent variables, namely, displacement and time respectively. Therefore, the
related equations can be simply obtained, giving one the opportunity for further studies, for different
cases and thereby different parameters.
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Electrodynamics in Expanding Cavities

J. A. Grzesik
Allwave Corporation, 3860 Del Amo Boulevard, Suite 404, Torrance, CA 90503, USA

Abstract— One embodiment of a plasma fusion reactor, in vogue a number of years ago at
the Lawrence Livermore National Laboratory, employed a cylindrical chamber having its ends
capped by massive, Yin-Yang (Y-Y) magnetic coils serving as barriers against charged particle
escape.1 Such Y-Y coils, by their very geometry, require opposed current flow in close proximity,
circumstance which summons forth a dilatational magnetic pressure raising device disintegration
to the level of a calamitous possibility. And, while such Y-Y fragmentation is surely not a
welcome design outcome, nevertheless it does invite a preliminary analysis as to its potential
violence, analysis which enjoys besides a modicum of theoretical interest by virtue of making
relevant a scenario of electrodynamics in an expanding cavity.
With these dual aims in mind, we had many years ago undertaken the study of the very simplest
of such expanding cavity situations, namely, the growing interstitial (vacuum) wafer separating
two massive metallic plates undergoing a symmetric flight from one another. Quick penetration
into the heart of this problem was provided by the observation that, on the one hand, a quasi-
static (QS) field computation would surely suffice, while, on the other, that a moving boundary
condition (MBC) could be fashioned in lowest relativistic order by combining laboratory-frame
electric E and magnetic B fields, and the boundary velocity v, and thence requiring that the
effective tangential electric field ∼ v̂× {E + v×B} vanish upon both plate boundaries. In this
process, a secondary computation of E was bootstrapped upon a primary, QS one for B via
Faraday’s law, whereby the obligatory time derivative of the latter was implicitly tethered to
the dynamic evolution of its underlying separation parameter η(t).2 Under this viewpoint there
easily emerged the invariance against time of the product of B by η (or else of current I by η)
leading to a simple differential equation for the dynamical evolution of the net separation η(t),
and, in particular, to the identification of a characteristic time scale τ suggesting a most vigorous
magnet disintegration. This aspect of the work has been previously reported in summary form,3
and is set out anew here for the purpose of building an intuitive, heuristic base concerning field
evolution within the primitive, expanding wafer cavity now at hand.
A heuristic base of this sort is far too coarse to account for field retardation effects due to
signal transit at finite light speed c. We remove this defect by returning to the Faraday/Ampère
equations in their primitive form and subjecting them first to Fourier transformation in coördinate
z along the direction of cavity expansion perpendicular to magnet walls. Such transformation
embraces the entire interval −∞ < z < ∞ and, as such, submits to a null-field attitude which
regards the field, in both its electric E and magnetic B manifestations, as being zero exterior
to the expanding wafer, i.e., ∀|z| > η(t)/2. Due deference must of course be paid, in the form
of Dirac delta function sources placed at z = ±η(t)/2, to the radiation emanating from surface
current density ±I(t) flowing on cavity walls. Elimination of either field transform leads then to
a simple harmonic differential equation in time t having a source gauged by I(t). Its solution is
readily gotten in a form that allows inverse Fourier transformation to proceed smoothly and, in
particular, to identify a retarded signal emission time t∗ < t as gauged from either plate which
obeys the intuitively pleasing condition c(t − t∗) = {η(t) + η(t∗)} /2. All in all one confronts at
this point a relatively simple pattern of connections between the field and its source I as reckoned
at retarded times t∗ suitably structured so as to track upper/lower plate emissions, connections
which succumb at length to an a posteriori enforcement of the non-relativistic limit η̇(t) ¿ c so
as to recover anew the key I×η invariance previously inferred during the prelude of approximate,
QS/MBC analysis.

1A rather dramatic depiction of Y-Y coils, which serves to put their size into perspective against the scale of a human figure,
perched astride, and masked against the glare of his welder’s blowtorch, appears on the cover of Physics Today, Volume 34,
Issue 9, September 1981, herewith reproduced. Confer also the accompanying article, “A tandem mirror in place at MFTF” by
Bertram M. Schwartzschild on p. 22.

2Thus, as regards boundary velocities v along the plate normal, v = ±η̇(t)/2, the overdot signifying a time derivative.
3Grzesik, J., “Kinetic energy release in missile ejection from confining magnets,” Transactions of the American Nuclear

Society Annual Meeting, 34, New York, June 12–16, 1977.
Some preliminary work from that same epoch, intended to account for a merely partial magnet disintegration in the form

of a ribbon missile, parallel to the prevailing current flow and ejected from just one plate, is reported in:
Kastenberg, W. E. and D. Okrent, “Some safety studies for conceptual fusion-fission hybrid reactors,” UCLA, School of

Engr. & Applied Science (Prepared for the Electric Power Research Institute, Palo Alto, California), I-1, I-32, July 1978.
This complementary work, however, awaits to this day both its amendment and completion.
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Figure 1: In medias res: Yin-
Yang mirror magnet coils un-
der construction.
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Figure 2: Expanding plate geometry.

1. EXPANDING CAVITY FIELDS: THE INTUITIVE, QS/MBC SCENARIO

We place the origin of a right-handed Cartesian coördinate system anywhere along the mid-plane
between the two magnet faces, each one of them at right angles to the z-axis and situated, prior
to the onset of cavity dilation, at z = ±a/2. Before such dilation, steady current sheets of linear
density ±I0êy are assumed to flow upon these faces, and to sustain thus a sectionally uniform
magnetic field, equal to4

B0 = −µ0I0êx (1)

within the interstitial sandwich −a/2 < z < a/2, and zero otherwise (cf., Figure 2, which, for
t ≥ 0, depicts an evolved plate separation η(t) ≥ a and the associated field/current strengths B(t)
and I±(t) from Eqs. (6) and (7) below). The source of magnetic field (1) is equally apportioned
among the two surface currents and because, as is easily shown, the steady-state magnetic field of
any given current distribution is inherently incapable of exerting a net self-force, each of the two
current sheets at z = ±a/2 experiences, in the field of its partner, a repulsive pressure in an amount

p =
µ0I

2
0

2
=

B2
0

2µ0
, (2)

with note taken of the fact that B0 = −µ0I0.
We imagine next that the supporting structures, while they may indeed be designed to withstand

such pressure when uncompromised, nevertheless somehow do fail at time t = 0, allowing the
repulsion to initiate cavity dilation.5 Regarding such dilation as a QS process, we arrive at a
picture wherein, at any given moment t > 0, the magnetic field, with value B(t), remains both
uniform and êx-directed, and is accompanied now by an êy-directed electric field

E(z, t) = E(z, t)êy. (3)

A simple symmetry argument, involving coördinate system rotation through angle π around êx,
shows next that E(z, t) is antisymmetric around cavity mid-plane z = 0, whereas its value is then
fixed at

E(z, t) = zḂ(t) (4)

through recourse to Faraday’s law of induction when applied to a rectangular circuit in a plane
perpendicular to êx, having its horizontal leg aligned along êy, and the whole symmetrically disposed

4We describe field quantities in standard SI units. Vectors êx, êy , and êz comprise together the usual Cartesian orthonormal
triad.

5We further idealize by ignoring the simultaneous presence of gravity pull, both as to its magnitude and its rôle in symmetry
disruption. We focus instead exclusively upon the time scale of the dynamics engendered by purely electromagnetic forces.
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with respect to vertical origin z = 0. At the evolving plate positions ±η(t)/2, MBC further requires
that

ηḂ + η̇B = 0, (5)

a perfect derivative which yields

B(t) =
B0a

η(t)
(6)

so as to agree with the fact that η(0) = a. Accompanying (6), of course, are currents of strength

I±(t) = ± I0a

η(t)
(7)

flowing upon upper/lower plates.
Magnetic pressure p retains its form on the right in (2) provided, of course, that B0 is duly

replaced by B(t) as now discovered. If next one writes ρ for the mass per unit area6 of each plate,
then the dynamics of their expansion is seen to be governed by

ρη̈

2
=

B2

2µ0
, (8)

or else
ρ

4
dη̇2

dη
=

B2
0a2

2µ0η2
, (9)

which latter admits a first quadrature in the form

η̇2 =
2B2

0a2

µ0ρ

{
1
a
− 1

η

}
. (10)

We proceed now to displace B0 in favor of its more operationally accessible attribute I0, so as
to rewrite (10) as

d

dt

(η

a

)
=

√
2µ0I2

0

aρ

√
η
a − 1

η
a

, (11)

a gesture which identifies the dimensionless variables

Q =
η

a
(12)

and
T =

t

τ
, (13)

with
τ =

√
aρ

2µ0I2
0

. (14)

In its newly acquired, dimensionless guise, Eq. (11) thus reëmerges in the form

dQ

dT
=

√
Q− 1

Q
(15)

which, when brought to quadrature as

T =
∫ Q

1

√
ζ

ζ − 1
dζ, (16)

yields to an elementary substitution7 so as to provide the explicit result

T =
√

Q(Q− 1) + ln
{√

Q +
√

Q− 1
}

, (17)
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Figure 3: Universal expansion curve for separating magnet plates.

plotted above as Figure 3.
About this result, we note at once the seemingly innocuous asymptotic limit

T ≈ Q (18)

as both T and Q tend toward ∞, an approximate equality whose physical import is that of magnet
faces receding at a steady, terminal velocity, evidently unaffected by any residual magnetic pressure.
From (12) and (14), we then restore a physical terminal expansion rate in an amount

η̇∞ =
a

τ
=

√
2aµ0I2

0

ρ
(19)

and, corresponding to it, a terminal kinetic energy KE∞ per unit magnet area

KE∞ =
ρη̇2∞

4
, (20)

one which combines of course the contribution of both plates. When finally written as

KE∞ =
µ0I

2
0a

2
=

B2
0a

2µ0
, (21)

Eq. (21) conveys nothing other than the complete exchange into terminal kinetic energy of the mag-
netostatic energy initially resident between the undisturbed magnet faces. Our physical instincts
would in fact be expected to recoil from any potential outcome at variance with this result.

In Figure 3, we plot the universal expansion profile (17) with dimensionless time T as its abscissa
and dimensionless separation Q as ordinate. This curve is of necessity concave up,8 with the
asymptotic limit (18) approached from below, simply because of the inevitable time lag prior to
full conversion of magnetic into kinetic energies. That conversion, however, is quite precipitous
in physical terms. For instance, if we invoke the typical values ρ ≈ 103 kgm−2, a ≈ 1m, and
µ0I0 = 8.1Tesla, we find τ ≈ 3.09 . . .milliseconds, a time short enough to be deemed as a token of
a most violent expansion.
1.1. QS/MBC Appendix: Field Energetics
Inasmuch as all field attributes lie at hand in such simple form, it is useful to pause so as to
reassure ourselves yet again of their self-consistency as regards energy conservation. All of our
ensuing discussion unfolds now on a per unit area basis, without further comment.

The magnetic energy Wm is easily disposed of, and reads

Wm =
B2η

2µ0
=

B2
0a2

2µ0η
. (22)

6Units of kgm−2.
7Only the most routine integrals emerge from (16) after one sets ζ = cosh2 ϑ.
8One easily verifies on the basis of Eq. (15) that such upward concavity persists unabated even as T →∞.
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Somewhat more complicated is the accompanying electric energy We, for which we now find, from
Eqs. (4) and (6),

We = ε0

∫ η/2

0
E2dz =

1
12

(
η̇

c

)2

Wm, (23)

with c = (ε0µ0)−1/2 being the customary expression for the velocity of light in vacuum. And since,
from (10), η̇ rises monotonically only toward a finite, limiting value (19), We from (23) ultimately
declines together with Wm. On the other hand, inasmuch as the expression on the right in (23) is
clearly a relativistic correction, and quadratic at that, we are, in our present, QS frame of mind,
entirely justified in neglecting it.

Now the decline of Wm is channeled via the Poynting vector S=E×B/µ0, here strictly paral-
lel/antiparallel to êz, and it would be pleasing indeed to witness the magnitude of S dissected into
one part, Sfm, which accounts for (the now primarily) magnetic field penetration into a growing
domain, and another, Ske, which urges the plates toward ever higher, if necessarily bounded, kinetic
energy. Evidently we have, from (6), with both plates taken into account,

Sfm =
B2

0a2η̇

2µ0η2
. (24)

At the same time, from (10), and again for both plates,

Ske =
d

dt

(
ρη̇2

4

)
=

B2
0a2η̇

2µ0η2
, (25)

identical in every respect with Sfm. Adding the two we get

Sfm + Ske =
B2

0a2η̇

µ0η2
, (26)

and this is precisely what emerges by forming the Poynting vector when (4) and (6) are applied,
with component directions properly considered, at both upper and lower plates, z = ±η/2. We
have before us now in plain view both energy conservation and a neat equipartition of energy flow
into its field and kinetic reservoirs.

2. EXPANDING CAVITY FIELDS: RIGOROUS MAXWELL EQUATIONS cum NULL
EXTERIOR FIELD

The QS field description so far presented is necessarily coarse-grained on a time scale set by η(t)/c,
simply because, by deliberate choice, it ignores the details of the cross-talk whereby the plates
inform each other of their evolving separation. Simply put, it conveys in some sense an average
over many cycles of η(t)/c. Thus, so as to assure its relevance on physical grounds, we should
evidently prefer to have the underlying parameters a, ρ, and I0 constrained in a way to assure that
τ À η(t)/c. Adequate as this picture may be, it is nevertheless desirable to refine its temporal
resolution, a task to which we now turn by strengthening our adherence to the underlying Maxwell
equations.

Adherence to Maxwell’s equations raises the additional issue of just how much attention need
be paid to Lorentz-transformed field components. The answer, as it happily turns out, is none,
inasmuch as the entire discussion is free to unfold in the stationary frame of the pre-disruption
magnet arrangement. Accordingly, the only nod to special relativity, and a passing one at that, is
a recognition of signal retardation, a recognition which emerges in a natural way at a later point of
Fourier transform inversion. All in all, we seek here not so much to gratify an intellectual indulgence
but, rather, to establish an analytic basis from which practical approximations, such as (6) and
(7), may emerge in a natural way.
2.1. Basic Relations
Maxwell’s equations or not, the symmetries of the preceding discussion remain intact, and indicate
the presence of just two field components9

E(z, t) = E(z, t)êy (27)
9However, do confer the provisional material in Subsection 2.6 at paper’s end.
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and
B(z, t) = B(z, t)êx, (28)

of which the first is odd against sign change in z, viz.,

E(−z, t) = −E(z, t), (29)

while the second is even,
B(−z, t) = B(z, t). (30)

On the plates themselves at z = ±η/2 there flow in addition the time-dependent currents

I±(t) = ±I(t)êy (31)

which are the source of fields (27)–(28) and respond in turn to the local values thereof.
These up/down sources immediately assert themselves on noting that projection of Ampère’s

equation onto êy takes the form

∂B(z, t)
∂z

=
1
c2

∂E(z, t)
∂t

+ µ0I(t) {δ (z − η(t)/2)− δ (z + η(t)/2)} (32)

involving on its right two instances of Dirac’s delta function δ. The corresponding projection of
Faraday’s connection upon êx is source-free, and simply reads

∂E(z, t)
∂z

=
∂B(z, t)

∂t
. (33)

We observe in passing that Eqs. (32)–(33) accommodate without conflict the field symmetries
posited in (29)–(30).

We next subject Eqs. (32) and (33) to Fourier transformation against coördinate z, distinguishing
the transforms from their parent quantities by a tilde placed atop. Thus

Ẽ(k, t) =
∫ ∞

−∞
e−ikzE(z, t)dz (34)

and
B̃(k, t) =

∫ ∞

−∞
e−ikzB(z, t)dz. (35)

Following such transformation, Eqs. (32) and (33) become

ikB̃(k, t) =
1
c2

∂Ẽ(k, t)
∂t

− 2iµ0I(t) sin
(

kη(t)
2

)
(36)

and

ikẼ(k, t) =
∂B̃(k, t)

∂t
. (37)

While our main objective is B̃(k, t) (or, more precisely, its Fourier parent B(z, t)), we first
eliminate it from Eqs. (36)–(37) in favor of Ẽ(k, t), and then, with Ẽ(k, t) thus in hand, return to
Eq. (36) with full attention dedicated to that primary target. Such elimination results in

∂2Ẽ(k, t)
∂t2

+ (kc)2Ẽ(k, t) =
2i

ε0

d

dt

{
I(t) sin

(
kη(t)

2

)}
(38)

a structure whose solution can be exhibited as

Ẽ(k, t) =
2i

ε0

∫ t

−∞
Gret(t− t1)

d

dt1

{
I(t1) sin

(
kη(t1)

2

)}
dt1 (39)

in terms of the retarded Green’s function Gret(t− t1), which satisfies the following analogue of (38)

d2Gret(t)
dt2

+ (kc)2Gret(t) = δ(t) (40)
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and the additional stipulation that Gret(t) = 0 whenever its temporal argument t becomes negative.
As the solution of (40) is standard, and reads10

Gret(t) = U+(t)
sin(kct)

kc
, (41)

with U+(t) being the Heaviside unit step, positive on its right, representation (39) is brought into
the form

Ẽ(k, t) =
2i

k

√
µ0

ε0

∫ t

0
sin (kc(t− t1))

d

dt1

{
I(t1) sin

(
kη(t1)

2

)}
dt1 (42)

once it is recognized that both current I(t) and separation η(t) are quiescent prior to the onset of
magnet separation at t = 0. A routine integration by parts further reduces this into

Ẽ(k, t) = −2i

ε0

[
I0 sin

(
ka

2

)
sin(kct)

kc
−

∫ t

0
I(t1) sin

(
kη(t1)

2

)
cos (kc(t− t1)) dt1

]
. (43)

Collaboration between (36) and (43) then yields

B̃(k, t) = −2
√

µ0

ε0

[
I0 sin

(
ka

2

)
cos(kct)

kc
+

∫ t

0
I(t1) sin

(
kη(t1)

2

)
sin (kc(t− t1)) dt1

]
. (44)

2.2. Fourier Inversion

Recovery of the spatial field dependence from either (43) or (44) is quite similar and so, given the
magnetic context of our discourse, we give initial pride of place to (44). When considering thus the
Fourier inversion

B(z, t) =
1
2π

∫ ∞

−∞
eikzB̃(k, t)dk (45)

we encounter two distinct categories of terms, those proportional to initial current density I0

{Category I}, and those associated with the quadrature over time {Category II}. By virtue of
the factor sin(ka/2)/k, the Fourier inversions appropriate to Category I are, in their aggregate, free
from singularities along the real k axis, a feature which permits one to indent the inversion contour
away from the axis of reals, say into C− running ever so slightly below the origin k = 0. The Fourier
inversions appropriate to Category II are, by inspection, likewise free from singularities along the
real k axis. There emerge the following results.
Category I

Even though singularity-free at k = 0 in the aggregate, each individual exponential contribution
into which the Category I term splinters does have a simple pole there. We find

1
2π

∫

C−

dk

k
exp (ik {z + σ1a/2 + σ2ct}) = iU+ (z + σ1a/2 + σ2ct) (46)

once again in terms of the Heaviside step as previously introduced, and with σ1 = ± and σ2 = ±
being the independent signatures of all four contributing exponentials in their native states of
occurrence.
Category II

In Category II, the Heaviside steps are replaced by Dirac deltas. We get, in the first place

1
2π

∫ ∞

−∞
exp (ik {z + σ1η(t1)/2 + σ2c(t− t1)}) dk = δ (z + σ1η(t1)/2 + σ2c(t− t1)) . (47)

And then, since

δ (z + σ1η(t1)/2 + σ2c(t− t1)) =
1
c
δ

(
t1 −

{
t +

σ2z + σ1σ2η(t1)/2
c

})
, (48)

10That (41) is the correct Green’s function retarded solution is seen by inspection, and can in any event be verified by solving
Eq. (40) ab initio through yet another appeal to Fourier transformation, now against time t.
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we are instructed to seek a retarded time t1 = t∗, 0 < t∗ < t, in accordance with

t∗ = t +
σ2z + σ1σ2η(t∗)/2

c
, (49)

since only then will any one of the Dirac deltas be empowered to contribute to the temporal
quadrature on the right in (44). Moreover, in the neighborhood of any such t∗ we have

1
c
δ

(
t1 −

{
t +

σ2z + σ1σ2η(t1)/2
c

})
=

1
c (1− σ1σ2η̇(t∗)/2c)

δ(t1 − t∗). (50)

Of course, allowed solutions t∗ of (49) obeying 0 < t∗ < t, if any, depend not only upon current time
t and observation plane z but also upon signatures σ1 and σ2. We make this explicit by attaching
them as suffixes, viz., t∗ → t∗σ1σ2 .

On the basis of Eqs. (44) through (50), there emerges the expression

B(z, t) = −µ0

2

[
I0 {U+(z + a/2 + ct) + U+(z + a/2− ct)− U+ (z − a/2 + ct)− U+ (z − a/2− ct)}

−
{

I(t∗++)
1− η̇(t∗++)/2c

− I(t∗+−)
1 + η̇(t∗+−)/2c

− I(t∗−+)
1 + η̇(t∗−+)/2c

+
I(t∗−−)

1− η̇(t∗−−)/2c

} ]
(51)

which is subject to the further understanding that, in its last two lines, entry is denied to any term
whose t∗σ1σ2 may fail to conform with 0 < t∗ < t. Thus, for instance, the term corresponding to
t∗++ cannot possibly contribute unless z < −η(t∗++)/2.

It follows in similar fashion from (43) that11

E(z, t) =−cµ0

2

[
I0 {U+(z + a/2 + ct)− U+(z + a/2− ct)− U+ (z − a/2 + ct) + U+ (z − a/2− ct)}

−
{

I(t∗++)
1− η̇(t∗++)/2c

+
I(t∗+−)

1 + η̇(t∗+−)/2c
− I(t∗−+)

1 + η̇(t∗−+)/2c
− I(t∗−−)

1− η̇(t∗−−)/2c

} ]
. (52)

It is comforting finally to note that the a priori symmetries (29)–(30) have survived all of
the intervening analysis and are faithfully imprinted upon (52) and (51), in that order. A direct
verification of this attribute follows from the fact that, for any real argument ζ, U+(ζ)+U+(−ζ) = 1,
whereas t∗σ1σ2(−z, t) = t∗(−σ1)(−σ2)(z, t) as an easy consequence of (49). Somewhat more succinctly,
one notes from Eqs. (43)–(44) that the symmetries (29)–(30) in physical space z are echoed exactly,

Ẽ(−k, t) = −Ẽ(k, t) (53)

and
B̃(−k, t) = B̃(k, t), (54)

in reciprocal space k. Then, for instance,

B(−z, t)=
1
2π

∫ ∞

−∞
e−ikzB̃(k, t)dk=

1
2π

∫ ∞

−∞
eikzB̃(−k, t)dk=

1
2π

∫ ∞

−∞
eikzB̃(k, t)dk=B(z, t), (55)

and similarly for the electric antisymmetry E(−z, t) = −E(−z, t). The upshot of such symmetry
verification is the freedom which it bestows upon us to limit all further field discussion to just the
upper, z > 0 cavity/magnet interval.

11By way of a quick sanity check, it is useful to remark that magnetic field B(z, t) from (51) bears more than a casual
similarity to its simple-minded forebear (1), whereas the electric field E(z, t) as now assembled echoes the dimensions on view
in its own precursor (4).
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2.3. Current/Separation Link: Null Exterior Field for |z| >η(t)/2
Nothing has been said to this point regarding the time evolution of current I(t) or the expanding
cavity width η(t). But, whatever may finally prove to be the temporal history of η(t), current I(t)
must be adjudicated on the basis of purely electromagnetic considerations, applied to the geometric
configuration prevailing at any given moment in time. One such consideration, easily expressed in
global terms, is a simple requirement of null field penetration exterior to the magnetic cavity, which
is to say, a requirement that B(z, t) = 0 whenever z > η(t)/2. For any z > a/2, the null field epoch
has the temporal extent 0 < t < t>, with upper bound t> determined on the basis of z = η(t>)/2.
Evidently t> À (z − a/2)/c.

On taking note thus of the declared membership caveats for terms involving the several t∗σ1σ2 on
the right in (51), and of the underlying constraint U+(ζ)+U+(−ζ) = 1, we now find it advantageous
to rewrite (51) as12

B(z, t) = −µ0

2

[
U+

(
t− z − a/2

c

){
I0 − I(t∗−−)

1− η̇(t∗−−)/2c

}

−U+

(
t− z + a/2

c

){
I0 − I(t∗+−)

1 + η̇(t∗+−)/2c

}]
. (56)

We confront thus a propagation onset at tmin = (z− a/2)/c and its cessation at tmax = (z + a/2)/c
of (just one half of) the spatially uniform field initially present within the undisturbed cavity
and escaping now upward. Furthermore, there enter into competition at these times the fields
subsequently radiated by the moving current sheets, first the radiation at time tmin released from
the more proximate, approaching magnet plate, and then at time tmax from the more distant,
receding one. Our global requirement that this composite exterior field vanish fragments thus into
three distinct time regimes.
Time Regime I: 0 < t < (z − a/2)/c

The expression on the right in (56) is inherently null without imposing any condition upon
current I(t).
Time Regime II: (z − a/2)/c < t < (z + a/2)/c

We witness here the arrival of the initially resident cavity field and that radiated from the closest,
upper (approaching) magnet plate only. Radiation launched from the farther, lower (receding)
magnet face has not yet had sufficient time to reach observation plane z. Under the competition of
just the first two of these three candidates the null field requirement reads

I0 =
I(t∗−−)

1− η̇(t∗−−)/2c
(57)

and is operative across the (radiation) time interval 0 < t∗−− < tmax∗−−, with tmax∗−− determined
from tmax∗−− =

(
η(tmax∗−−) + a

)
/2c > a/c. On this time interval the null field requirement provides

that current I(t∗−−) remain essentially constant at its initial value I0, save for a small, first-order
relativistic correction proportional to plate velocity η̇(t∗−−)/2c as scaled by light speed c, regardless
of how that ratio may be determined.
Time Regime III: (z + a/2)/c < t < t>

Radiation emanating from the lower, receding plate has by now been admitted into field com-
petition, with the null-field requirement amended so as to read

I(t∗−−)
1− η̇(t∗−−)/2c

=
I(t∗+−)

1 + η̇(t∗+−)/2c
(58)

and to offer thus a basis for a recursive, bootstrap current determination. Indeed, the retarded
times t∗(±)(−), both of which rise together with t, are here shifted with respect to one another, with
t∗−− having an onset at t∗−− = tmax∗−−, leading t∗+−, whose onset at t∗+− = 0 is assuredly lower.
In particular, the t∗−− handoff at the close of Time Regime II dovetails smoothly onto its value at
the onset of Time Regime III, as it evidently must. Furthermore, we have ṫ∗−−> ṫ∗+−, as is easily
seen on the basis of Eq. (49). And so in principle we can exploit the information already gleaned

12As they are deployed in Eq. (56) and in its subsequent partner (62), the overt Heaviside space/time cutoffs U+ are clearly
compatible with the constraints which we had previously imposed upon the admission on its right in Eq. (51) of I(t∗−−) and
I(t∗+−).
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from Eq. (57) so as to advance across the entire positive time axis, simply by setting the (here
strictly gedanken) observation planes z as far to the right as we please. On the other hand, such a
procedure, while logically defensible, suffers from what might best be described as a relativistic time
granularity in the amount a/c, whose smallness renders this approach algorithmically unattractive.

Instead of all this, we can undertake a systematic, broad-brush rentrenchment into the nonrel-
ativistic domain by noting, on the basis of (49), that the difference t∗σ1σ2 − t is, eo ipso, itself a
relativistic correction, allowing one to approximate by setting13

t∗σ1σ2 − t ≈ σ2z + σ1σ2η(t)/2
c

+
σ1σ2η̇(t)/2

c
(t∗σ1σ2 − t) ≈ σ2z + σ1σ2η(t)/2

c
. (59)

The null boundary condition (58) thus becomes

I(t)− İ(t)
(

z+η(t)/2
c

)

1 + η̇(t)/2c
≈

I(t)− İ(t)
(

z−η(t)/2
c

)

1− η̇(t)/2c
, (60)

or else, once the algebra has been reduced to its simplest terms,

I(t)η̇(t) + İ(t)η(t) ≈ 0, (61)

stated again, as was the case with (59), to lowest order in 1/c. But this is merely to say that the
product I(t)η(t) is approximately constant, allowing Eq. (7) to remain in force (and this even in
the face of an insistence that Eq. (57) be honored “in the small”).

Analogous considerations affect the electric field from (52). One emulates there the magnetic
transition from (51) to (56) by writing

E(z, t) =
cµ0

2

[
U+

(
t− z − a/2

c

){
I0 − I(t∗−−)

1− η̇(t∗−−)/2c

}

−U+

(
t− z + a/2

c

){
I0 − I(t∗+−)

1 + η̇(t∗+−)/2c

}]
(62)

so that, in particular, with a retrospective glance at (56),

E(z, t) = −cB(z, t) (63)

as befits a planar field, null or otherwise, freely propagating along the direction of positive z.14

And, happily, the magnetic null-field apparatus embodied in Eqs. (57)–(61) serves here just as well
to ensure that the exterior electric field be likewise brought to zero.
2.4. Bona Fide Cavity Field: |z| <η(t)/2
The considerations foregoing of the putative exterior field, null though it may be, was no idle
frivolity, simply because the physically accepted absence of penetration into ideal, perfectly con-
ducting metal does not occur merely on the strength of fiat. On the contrary, such absence occurs
only as a result of total cancellation among all available fields, those initially present and subse-
quently propagating outward, and those contributed by bona fide radiating current sources. An ac-
tive demand for this very cancellation imposed upon these sources offers a convenient stepping-stone
toward their determination, after the fashion of Eqs. (57)–(58) or else their simplified version (7).
With this knowledge regarding the plate currents now taken for granted, we seek next to adapt the
general field representations (51) and (52), unrestricted as they are with regard to observation plane
location z, to the bona fide cavity interior, expanding in accordance with |z| < η(t)/2. And, as was
the case in the discussion just now concluded, we can, by virtue of field symmetry/antisymmtry,
limit attention to merely the positive values of z, 0 < z < η(t)/2.

13Of course, while we do require that both η(t)/2c and η̇(t)/2c remain small, this evidently imposes no practical restriction.
One may also note parenthetically that our somewhat more heuristic QS/MBC treatment likewise insists upon the smallness

of these two ratios, the second through an explicit mandate and the first implicitly, inasmuch as signal back and forth bounce
averaging cannot really be accorded any credence in the event that plate-to-plate transit time ≈ 2η(t)/c grows excessively large.
For that reason, our retention of the QS/MBC framework even when η →∞ (cf. Eq. (18) et seq) may, in a sense, be regarded
as a lapse in modeling fidelity, a physical blemish which should nevertheless be taken in stride on practical grounds. Indeed,
this entire physical caveat has already been hinted at within the introduction, wherein was suggested the desirability of having
τ À η(t)/c.

14The disposition of signs in (63) assures a Poynting vector that lies along the positive z-axis.
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Operative now is a different mix of retarded times t∗σ1σ2 than that appropriate to the exterior
field representations (56) and (62). We find

B(z, t) = −µ0I0

2

{
1− U+

(
t +

z − a/2
c

)
+ U+

(
t− z − a/2

c

)
− U+

(
t− z + a/2

c

)}

−µ0

2

{
I(t∗−+)

1 + η̇(t∗−+)/2c
+

I(t∗+−)
1 + η̇(t∗+−)/2c

}
(64)

and

E(z, t) = −cµ0I0

2

{
1− U+

(
t +

z − a/2
c

)
− U+

(
t− z − a/2

c

)
+ U+

(
t− z + a/2

c

)}

−cµ0

2

{
I(t∗−+)

1 + η̇(t∗−+)/2c
− I(t∗+−)

1 + η̇(t∗+−)/2c

}
. (65)

In Eqs. (64) and (65), the terms proportional to initial plate current I0 and involving several
Heaviside steps U+ convey a process wherein the field present at t = 0 undergoes a progressive dis-
mantling, with due attention to retarded propagation, by signals in sign opposition emitted from
both plates at the moment when disintegration begins. In conjunction with this there is set in mo-
tion, so to speak, a radiative field restoration attributable to time-varying currents I(t∗(±)(∓)), both
of their contributions being restricted as to their participation in the manner expressed following
Eq. (51).15

Of course, any given station z > a/2 qualifies as a legitimate cavity point only when t > t<,
with t< gotten from z = η (t<)/2. In particular, as one readily verifies, an adherence to this
space/time constraint gives free rein to radiative participation on the part of the term proportional
to I(t∗−+), which embodies radiation emitted from the upper plate, properly receding beyond z
when t > t<.16 By contrast, the radiation emanating from the lower plate, with current I(t∗+−),
streams by uninterruptedly after a time delay (a/2 + z)/c.

As is easily seen, the terms proportional to I0 in both (64) and (65) vanish following this lower-
plate time delay (a/2 + z)/c. The field structures then default into

B(z, t) = −µ0

2

{
I(t∗−+)

1 + η̇(t∗−+)/2c
+

I(t∗+−)
1 + η̇(t∗+−)/2c

}
(66)

and

E(z, t) = −cµ0

2

{
I(t∗−+)

1 + η̇(t∗−+)/2c
− I(t∗+−)

1 + η̇(t∗+−)/2c

}
, (67)

subject to the participation caveats as just now set out. And then, after the passage of several plate-
to-plate bounce intervals on the order of a/c past t<, we can seek yet again to invoke approximations
of the type illustrated in Eqs. (59) and (60). Thus

I(t∗−+)
1 + η̇(t∗−+)/2c

≈
I(t) + İ(t)

(
z−η(t)/2

c

)

1 + η̇(t)/2c
(68)

and

I(t∗+−)
1 + η̇(t∗+−)/2c

≈
I(t)− İ(t)

(
z+η(t)/2

c

)

1 + η̇(t)/2c
, (69)

with

B(z, t) ≈ −µ0

{
I(t)− İ(t)η(t)/2c

1 + η̇(t)/2c

}
≈ −µ0I(t) (70)

and

E(z, t) ≈ −zµ0

{
İ(t)

1 + η̇(t)/2c

}
≈ −zµ0İ(t) (71)

15In Eqs. (56) and (62) we have found it opportune to give explicit voice to such restrictions through the medium of Heaviside
unit steps U+ with suitable arguments.

16For 0 < z < a/2, the field radiated by I(t∗−+) enjoys a steady presence beyond its onset at time (a/2− z)/c.
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as the corresponding demotions for Eqs. (66) and (67). In conjunction with Eq. (61), we have
now recovered the full trio (4), (6), and (7) earlier suggested on the basis of field heuristics which
embrace from the outset a coarse-grained evolution in time.
2.5. A Postscript on Plate Dynamics
As Eqs. (68) and (69) suggest, it is the second, t∗+− term in both field representations (66) and (67)
which conveys the radiation propagating upward from the lower, receding plate at z = −η(t)/2.
And so, if we continue to adhere to the premise that any notion of a magnetic self-force must be
discounted, we retain on the right in (66) only its second term and hence arrive at the modified
dynamical equation

d

dt





ρη̇(t)

2
√

1− (η̇(t)/2c)2



 ≈ ρη̈(t)

2
=

µ0I(t)
2

{
I(t∗+−)

1 + η̇(t∗+−)/2c

}
(72)

with t∗+− gotten from

t∗+− = t− η(t) + η(t∗+−)
2c

. (73)

And if, sufficiently emboldened by our previous work, we proceed next to sweep aside en masse all
relativistic corrections in both (69) and (73), we duly reduce (72) into

ρη̈(t)
2

≈ µ0I(t)2

2
, (74)

which is nothing other than (8).
2.6. Some Speculations on the Possible Presence of a Longitudinal, Electrostatic Field Com-
ponent
In addition to the transverse electric component

E(z, t) = E(z, t)êy (75)

as introduced in (27), one should in principle entertain the possibility of there being also a longi-
tudinal

Ein
‖ (z, t) = Ein

‖ (z, t)êz, (76)

essentially electrostatic one. To the extent that it may be deemed to be really operative at all,
this component, on the one hand, is decoupled from our basic relations (32) and (33) while, on the
other, the mutual influence which it is able to exert between the plates is such as to counteract the
magnetic pressure from either (8) or (72). Its rôle, in fact, is identical to that of the electrostatic
field in a parallel-plate capacitor, whose presence engenders a mutual attraction. Indeed, if we
write ±ς(t) for the electric charge density upon the plates at z = ±η(t)/2, then we find

1
c2

∂Ein
‖ (z, t)

∂t
+

µ0ς(t)η̇(t)
2

{δ (z − η(t)/2) + δ (z + η(t)/2)} = 0 (77)

as the counterpart of (32). And then, inasmuch as the equation of charge continuity in either plate
insists upon ς̇(t) = 0, this latter amounts to

Ein
‖ (±z, t) = − ς0

ε0
{U+ (z + η(t)/2)− U+ (z − η(t)/2)} , (78)

a classical capacitor field, beginning/ending on charges ±ς0 at z = ±η(t)/2 and leading to a mutual
attraction in opposition to the magnetic repulsion from (8), (72), and (74). Such attraction has the
curious feature of remaining undiminished no matter how large η(t) may ultimately become. Be
that as it may, the underlying message of (78) would seem to be that equations (8) and (72) should
more properly be viewed as providing conservative overestimates of expansion severity. Moreover,
we behold in (78) a null field component exterior to the cavity, |z| > η(t)/2, exhibited on the basis of
a truly meager input of mathematics, and, in particular, no trace of signal retardation whatsoever.

Nevertheless, the fact remains that longitudinal electric component (78) injects a vexing aura
of physical indeterminacy. We can evade it, perhaps, by reminding ourselves that our glib, implicit
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assumption, to the effect that magnet plate metal extends upward and downward without bound,
is clearly a fiction. And, if that fiction be removed,17 with magnet faces assigned a depth d, then
we could just as well repeat the above argument with opposed surface charge densities ∓ς0 residing
at z = ±(η(t)/2 + d) and the electric component from (78) correspondingly canceled throughout
cavity interior |z| < η(t)/2 by

Eout
‖ (±z, t) =

ς0
ε0
{U+ (z + {η(t)/2 + d})− U+ (z − {η(t)/2 + d})} . (79)

The additional charge densities ∓ς0 on outer magnet faces are taken in opposition to their inner-face
counterparts if only because, in its quiescent state prior to disintegration, each plate within the
Y-Y apparatus may reasonably be presumed to be charge-neutral. While certainly plausible, all of
this seems tentative and provisional, and should be viewed cum grano salis, at the very least. In
particular, we have simply exiled to infinity in the plane of (x, y) any credible circuit mechanisms
for maintaining charge neutrality, be the magnet plates bounded or not as to their thickness.

3. EPILOGUE

In principle, we should go on to tease out the fine structure in the temporal evolution of current
I(t), cavity field components (66) and (67), and the dynamical Equation (72). On the other hand,
it is clear that any such program necessarily involves plate separation η(t) in a nonlinear way, and is
thus best consigned to a numerical inquiry complete unto itself. And in any event, a fine-structure
study of this sort, while interesting perhaps on academic grounds, would clearly have little practical
relevance.

At the same time we have succeeded, we would hope, in demonstrating that, one the one hand,
an intuitive, coarse-grained QS/MBC framework can, with but a modest expenditure of analytic
effort, delineate most of the field features to be encountered within an expanding cavity, while, on
the other, that the QS/MBC program is in fact underwritten as a controlled, nonrelativistic limit of
a more robust, fully Maxwell-compliant field formulation. This limit amounts indeed to a blurring
of focus as to the fine features of temporal evolution.

In order to make tangible progress, we have of course pruned away much realism by adopting
what, at first sight, must seem to be an overly simplistic, strictly one-dimensional model. But
even here are surely to be found a few nuggets of genuine physical and mathematical interest. In
particular, we have been able to show that the null exterior field condition, repeatedly exploited
by us in several other problems, offers a most fruitful alternative to the traditional technique
of tangential component matching along surfaces of material discontinuity. All in all we would
hope that, someday, this work may encourage similar efforts addressed to more complex cavity
geometries. Spherical and (infinitely long) cylindrical cavities with radial dependence only spring
to mind at once as the next possible candidates.

17We shan’t attempt to revise at this late juncture any of the foregoing, transverse field developments, all of which were
premised on the idealized existence of magnet plates having infinite depth. Revisions of this sort, similar in spirit to that
about to be proposed with Eq. (79) for the longitudinal electrostatic field, would bring into null field competition an additional
pair of up-traveling/down-traveling field systems, considerably complicating the arrival/departure temporal bookkeeping at any
intended null field location. Furthermore, the option so offered for radiation escape to the exterior of the cavity would, on
physical grounds, presumably serve to soften the interior magnetic pressure heretofore considered. But to explore all of these
effects, even if one were to continue to take them seriously, would require an additional essay unto itself. It would seem that
surface current determination on the basis of a null field constraint has already been adequately illustrated in the magnet model
as it now stands, with its plate material extending indefinitely up and down along coördinate z.
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Abstract— In this work, RFID readers and active tags, operating at 2.4GHz and 5.8 GHz,
are simulated to calculate the electromagnetic field distribution generated in their surroundings,
considering the presence of the user’s body and possible scattering obstacles, and including the
analysis of the specific absorption rate (SAR) in the human models (which can be very close to
the tag). The finite-difference time-domain (FDTD) method and the finite elements (FE) method
are used. Results show that significant field level can be found in regions far from the tag-reader
direction. This fact could constitute a risk because of the possible presence of general public and
eventual eavesdroppers. Nevertheless, the calculated values of SAR are always below the basic
restrictions.

1. INTRODUCTION

Radio frequency identification (RFID) systems have become a very important and raising research-
ing area in the past few years. This wireless communication technology uses radio waves for
automatic identification and information, and is being efficiently applied in a wide variety of activ-
ities, such as tracking and tracing materials, goods, or people, improving theft prevention, security,
and medical care. Distinction is made between more or less high-performance systems (low-end
through high-end), depending on the field of application and the task to be performed. Among
the most highly growing uses are real time location systems (RTLS), which is currently being used
in schools and hospitals and reach a range of up to 200 m, and the electronic passports issues in
the last years by many countries, which can be read from more than 10 m away. Thus, it becomes
essential that the implementation of RFID technology takes place under a legal framework that
affords citizens effective safeguards for fundamental values, health, environment, data protection,
privacy and security [1, 2]. Moreover, the fast development and the expanding applications of this
electromagnetic (EM) field-producing technology is demanding further work to tackle potential as-
sociated risks in terms of privacy, security and health issues, specially in complex electromagnetic
environments, where signal reflections and other related effects may arise in unintended ways in
presence of metallic objects.

The RFID working principle is based on a signal sent by a reader — interrogator — via a radio
frequency to a tag — transponder —, which receives the signal and reflects a unique coded signal
back to the reader from certain distance range. The operating frequencies are generally defined in
four ranges within the unlicensed part of the electromagnetic spectrum, known as ISM (industrial,
scientific and medical): Low frequency (LF) in 125 and 134 kHz, high frequency (HF) in 13.56 MHz,
ultra high frequency (UHF) in 868–915 MHz, and microwave in 2.45 and 5.8GHz [3]. Normally, LF
and HF tags are passive tags without battery, and are inductively powered through a coil in the
reader and a tiny coil in the tag, while UHF and microwave tags are active tags with battery and
on-chip tag, relying on backscattering to communicate. LF and HF tags may be read in a shorter
radio — typically a few cm — whilst UHF and microwave tags may communicate through longer
distances — up to 200 m —.

In this paper, the operation of RFID readers and tag antennas is numerically simulated in
possible actual environments where a user is placed. The objective is to analyze how the presence
of possible obstacles can influence the electric field levels in different regions around the RFID user,
so that possible unexpected security risks could arise. In addition, health issues during the use of
the RFID devices can also be considered by comparing the electric field values obtained in both
situations with the limits established in the exposure guidelines (reference levels), and comparing
the SAR values inside the human body model with basic restrictions. In Section 2, a description of
the used methodology is made. We also describe the geometrical configuration which simulates an
operating environment where a user, wearing a personnel tracking badge, is located in front of a
metallic cabinet. This could be a common situation in an office, a school or a hospital. Examples
of results are shown and discussed in Section 3. Finally, conclusions are presented.
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2. METHODOLOGY AND MODELS

In order to carry out the analysis of the proposed problem, the finite-difference-time-domain
(FDTD) method is used. The FDTD method is a well known computational technique in which the
Maxwell differential equations are discretized by means of a finite differences scheme implemented
in a mesh of cubic cells, named Yee cells, where the geometries under study are spatially approxi-
mated. The cell size must be small enough to permit accurate results at the highest frequency of
interest, taking into account the effect of the different materials on the wavelength. A lattice of
10 cells per wavelength usually gives accurate results. Once the cell size is selected, the maximum
time step is determined by the Courant stability condition. Then, absorbing boundary conditions
are fixed at the limits of the space under study to avoid undesired reflections [4].

Among the frequency bands assigned to the RFID applications, we’ll focus on the 2.45 and
5.8GHz operating frequencies. Most of the antennas can be simulated as half wavelength dipole
antennas. They have an omni-directional radiation pattern and represent a worst case for dosimetry
studies. Nevertheless, as the operating frequency rises into the microwave region, the conformal
structure and compact size are also main concerns within the design process. Thus, we have used
λ/2 dipole antennas at 2.45 and 5.8GHz, and have also simulated an actual miniature folded-
slot antenna suitable to be included in a 5.8GHz personnel tracking badge. The geometrical and
electrical parameters of this antenna can be found in [5].

A FDTD problem space of 400× 260× 400 cubic cells has been generated to include a human
body model and a metallic plate simulating a perfectly conducting obstacle. The greater size of
the cells is 5 × 5 × 5mm3, imposed by the stability condition for 5.8 GHz, and an adaptive mesh
with 0.3 × 0.3 × 0.3mm3 cells has been used when needed to accurately simulate the folded-slot
antenna. For simulating a free space situation, perfectly matched layer (PML) boundary conditions
(8 layers) are introduced at the limits of the computational space. A vertical metallic flat plate,
with a width of 1.9 m and a height of 1.5m, is modelled at a distance of 80 cm in front of the user’s
chest, to simulate the existence of a metallic cabinet before the user of the RFID tag.

To simulate the user’s body, a 3D high-resolution body mesh provided by REMCOM (State
College, PA, USA) has been used. It also has 5 mm3 cubic cells, has been obtained from the Visible
Human Project data in collaboration with the Hershey Medical Center (Hershey, PA, USA), and
includes 23 different tissues. Their densities and dielectric properties at 5.8GHz are obtained from
Gabriel et al. [6]. The antennas are simulated in the middle of the chest — as a hanged badge —,
at a distance of 1 mm from the body and 1.40 m above the floor. The maximum radiated power is
25mW [7]. A schematic view of the problem configuration is shown in Figure 1, where the geometry
of the folded-slot antenna can be appreciated in the inset.

3. RESULTS

The numerical computations have been made by using the widely used commercial program XFDTD
— produced by REMCOM — which accurately implements the FDTD technique. Results obtained
with this commercial program have previously been compared by the authors with those obtained
by means of other numerical methods, with very good agreement [8]. In order to validate our
simulations, we have compared the XFDTD results for the radiation patterns of the dipole antennas

Figure 1: Squematic view of problem geometry.
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with the results obtained after simulating the antennas using COMSOL, a well known simulating
platform which is based in the finite-elements method. In this case, a tetrahedral mesh consisting
of 193241 elements is employed to simulate the folded-slot antenna and a sphere to truncate the
computational domain, using infinite elements available for COMSOL as boundary conditions at
infinity. Calculations with both numerical techniques show a very good agreement.

Firstly, values of the electric field, E, and SAR in the proximity of the user have been calculated
for both studied frequencies when there are no obstacles in the surroundings, simulating a free
space situation. Values for whole body averaged SAR (SARwb) and local SAR averaged over 10 g
of contiguous tissue (SAR10g) have been calculated. Then, the conducting flat plate is included in
the model to simulate the existence of a metallic cabinet in front of the user of the RFID tag. The
maximum memory required for the calculations is 1.81 GB, and the longer calculation time for a
simulation, including SAR averaging, has been 5 h 33min in a Pentium D 3.2 GHz processor with
2GB of RAM memory.

As an example of the obtained results, contour plots of the calculated electric field generated
by the tag antenna in the user’s surroundings are shown in Figure 2. A comparison is made of the
electric field E obtained in both simulated configurations within the horizontal plane containing
the antenna feed. As can be observed, the presence of the conducting obstacle clearly increases
the field level in regions of the space where almost no direct field from the tag is found in free
space situations (obviously, the antenna radiation pattern is greatly modified due to the presence
of the user’s body). This fact has to be taken into account when analyzing security risks during
the operation of sensible identification devices.

The calculated values of SARwb, so as the maximum SAR10g values, in both configurations, are
shown in Table 1. It can be appreciated that SARwb and maximum SAR10g values are far below the
corresponding basic restrictions for both geometries. Due to the large distance between the body
and the obstacle, no difference is appreciated in the maximum averaged local SAR obtained in both
situations. The whole body averaged SAR is only slightly higher when the obstacle is included,
but the difference is insignificant.

Table 1: SARwb and max SAR10g for the simulated exposure situations.

Free space In presence of a metallic obstacle
SARwb (W/kg) 2.985× 10−4 3.039× 10−4

Max. SAR10g (W/kg) 0.748 0.748

(a) (b)

Figure 2: Contour plots of the calculated electric field E, generated by the active antenna of the badge tag
within the horizontal plane containing the antenna feed (1.40 m above the floor) in the user’s surroundings.
(a) In a free space situation. (b) In presence of a metallic obstacle. Frequency: 5.8 GHz. Body-obstacle
distance: 80 cm. Tag radiated power: 25 mW.
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4. CONCLUSION

In this work, RFID readers and active tags, operating at 2.4 GHz and 5.8 GHz, are simulated to
calculate the electromagnetic field distribution generated in their surroundings, considering the
presence of possible scattering obstacles, and including the analysis of the SAR in human models
which can be very close to the tag. The FDTD method has been used to simulate the antennas,
using the FE method for validation. Results show that significant field level can be found in regions
far from the tag-reader direction (which in an ideal case is expected to be that of the main lobes of
the antennas). This fact could constitute a risk because of the possible presence of general public
and eventual eavesdroppers. Nevertheless, the calculated values of SAR are always below the basic
restrictions.
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Abstract— A remarkable, but obscure, property of classical Maxwell’s equations is reviewed
showing how to change rotational orientations about an axis Oz equally for all transverse vector
fields, ET and HT, along with the transverse differential vector operator but without altering any
axial fields. The theory may have implications for: (a) connecting classical and random electro-
dynamics; (b) the formation of plane wave-packets with finite energy; (c) a classical explanation
of Schrödinger number states (N + 1/2); (d) reduced dispersion communications.

1. INTRODUCTION

The solutions of Maxwell’s equations (MEs) can have additional vector solutions [1], without the
sophistications that can encompass full vector forms [2, 3]. The theory of these lesser known solu-
tions is reviewed in Section 2 with some potential applications outlined in Section 3. The general
concept is that Transverse Electric (TE) and Transverse Magnetic (TM) waves, moving along an
arbitrary axis Oz, can have their transverse vector fields, ET and HT, along with the transverse
gradient operator ∇T rotated by arbitrary angles about the axis Oz while leaving axial fields Ez

or Hz unaltered. Although materials can be included, simplifications are made here by limiting the
discussion to free space.

2. DISTRIBUTED TRANSVERSE ORIENTATIONS

TE and TM modes are ‘dual’ modes [4] so that from one set of calculations for TE fields one may
find the results for TM fields. TE fields, with ‘driving’ field Hz propagating along Oz (with unit
vector n), can have their transverse vector fields FT (i.e., ET or HT and gradient operator ∇T

written as:

∇T =
[

∂x

∂y

]
; FT =

[
Fx

Fy

]
with (n× FT) ↔ jFT where j =

[
0 −1
1 0

]
. (1)

It can be shown that the TE equations from MEs using this matrix form are given by:

∇/
THT = −∂zHz; ∇/

T(jYoET) = ∂ctHz; [where ∂ct = (1/c)∂/∂t]. (2)

∂z(HT) + ∂ct(jYoET) = ∇THz; Yo =
√

(εo/µo) = 1/Zo. (3)

Here / denotes transposition of rows and columns without conjugation. Given transverse modes
Hz(x, y) varying as exp[i(kz − wt)], transverse field patterns are determined here from:

∇/
T∇THz(x, y) = −κ2Hz(x, y) : k2 + κ2 = (w/c)2. (4)

The ‘cut-off’ wave-vector κ is taken here as a measure of diffraction. If κ2 tends to zero, the waves
tend to plane waves. Direct substitution shows permitted solutions of Eq. (2) as:

HT = (ik/κ2)∇THz; (jYoET) = (iw/cκ2)∇THz. (5)

The dual TM fields are found by replacing (HT, jYoET, Hz) with (ET,−jZoHT, Ez).
Just as a 90◦ change of temporal phase can be given by an operator i, with exp(iq) giving a

phase change q radians, so here a 90◦ change of rotational orientation about Oz is represented by
j giving a unitary operator R = exp(jQ) rotating transverse fields and operator ∇T through Q
radians:

RFT = cosQFT + sin QjFT; R = (cosQ)∇T + (sinQ)j∇T. (6)

Here jFT is FT rotated through 90◦ about Oz. Now for all R, even when Q is a function Q(x, y):

R/ R = 1; (R∇T)/R HT) = ∇/
T(R/R) HT = ∇/

THT. (7)
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Moreover, j R = R j so that

(R∇T)/(jYoR ET) = ∇/
T(jYoET). (8)

Provided that Q is not a function of z or t then Eqs. (2) and (3) can be written as:

(R∇T)/(RHT) = −∂zHz; (R∇T)/(jY0RET) = ∂ctHz; (9)

∂z(RHT) + ∂ct(jY0RET) = R∇THz. (10)

Arbitrary rotational patterns Q(x, y) may then be applied to TE (or TM) modes replacing
ET,HT and ∇T with RET, RHT and R∇T without changing any modal patterns determined by
Hz(x, y) [or Ez(x, y)]. In the context of previous work such changes were called Distributed Spin
Rotations (DSRs) [1] but are not always spin so are called here Distributed Transverse Orientations
(DiTOs).

Of greater interest is the situation when Q is a function of space-time: Q(x, y, z, ct). Eqs. (7)
and (8) still hold so that Eq. (9) also holds but Eq. (10) needs rewriting:

∂z(RHT) + ∂ct(jY0RET)− [
(∂zR)R−1

]
(RHT)− {

[∂ctR]R−1
}

(jY0RET) = R∇THz. (11)

From Eq. (11) it is seen that Eq. (10) is still valid provided that one can arrange for:

[
(∂zR)R−1

]
(RHT) +

{
[∂ctR]R−1

}
(jY0RET) = 0. (12)

Now set R = exp[j(Kz −Wt)], then Eq. (12) can be simplified to read

KHT − (W/c)(jY0ET) = 0. (13)

Using Eq. (5) with frequency w and wave-vector k, it follows that Eq. (10) is still valid provided:

Kk − (W/c)(w/c) = 0. (14)

From Eq. (4), the underlying classical mode has a modal group velocity (vg/c) = [(dw/c)/dk] =
[k/(ω/c)]. The solution offered by Eqs. (12)–(14) requires a helical motion at frequency W (in-
dependent of w) propagating at W/Kc = [k/(ω/c)] = (vg/c), the modal group velocity of the
underlying mode. This is unlike the vortex modes propagating at the phase velocity with a single
modal frequency [5].

Figure 1(left) shows a key difference between a conventional rotation and a DiTO where the
gradient differential operator is rotated along with all transverse field vectors. Figure 1(right) uses
fluid flow as an analogy to partly illustrate the physics. Inviscid fluid with density fluctuations
is interrupted by a rotating perforated disc. Fluid emerging from any one aperture has a helical
path impressed on it but independent density fluctuations can be preserved in spite of the disc’s
rotation.

(a) (b)

Figure 1: DiTO action. Left (a) The right handed sets of fields have no rotations. Left (b) RET, RHT

and R∇Tr are all rotated through an angle Q where ∇Tr with r = [(x2 + y2)]1/2 as a reference. Right. A
perforated disc rotating at frequency W interrupts inviscid fluid flowing with velocity vg. Helical path is
impressed on the inviscid fluid preserving density fluctuations at w independent of W .
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3. POSSIBLE APPLICATIONS

3.1. Stochastic Electrodynamics
Stochastic or random electrodynamics [e.g., 6–8] assumes a background of random radiation with
an energy per mode of 1/2~w and from that assumption shows how features of quantum theory can
be derived. The present analysis, using rotations and transverse fields, has a contribution to make
by giving answers to the question ‘What are the sources of randomness?’. The internal orientation
change given by Q(x, y) in Section 2 appears to be allowed to have a random structure by being
totally undefined and of course the axis Oz can be chosen randomly. The helical frequency W can
also be randomly chosen. These are then potential random ‘sources’ for stochastic electrodynamics.
Of additional note, is that if one reverses t and j then MEs are seen to be unaltered in Eqs. (2)
and (3). Moreover, if one simultaneously reverses w then exp[i(kz − (−w)(−t)] = exp[i(kz − wt)].
These reversals give a new type of wave that travels together with the conventional causal or
‘reference’ wave (‘r’ waves) but yet has time reversal. The source of these waves must come from
the future. They are not the same as waves with advanced Green functions [9, 10] but more akin to
the ‘handshake’ of Ψ∗ introduced by Cramer [9] but without complex conjugation. Elsewhere this
class of solutions to classical MEs are referred to as ‘adjoint’ waves [1, 13] or ‘a’ waves also used in
Section 3.5. The ‘a’ waves will have counter rotating helical motion compared to ‘r’ waves. Here
is another potential cause for randomness in electrodynamic fields showing how DiTOs offer new
insights.

3.2. Change of Amplitude by Interactions of DiTOs with Circularly Polarised Fields
One of the strangest features of DiTOs is their interaction with circularly polarised fields. Again
the matrix formation is of considerable help in understanding this interaction. Given a field FT,
then is it possible to project out the components of circular polarisation by using operators P+

and P− where

P± = 1/2[1± ij] =
[

1/2 ∓1/2i
±1/2i 1/2

]
; P+P+ = P+; P−P− = P−; P+P− = P−P+ = 0. (15)

Consider these operators acting on a sinusoidal field FT:

FT = exp(iΘ)
[

Fx

Fy

]
; Θ = (kz − wt) noting that P±j = ∓i P±. (16)

Polarisation operators change FT into having rotating equal x/y amplitudes in phase-quadrature:

P±FT = exp(∓jΘ)
[

(1/2Fx ∓ 1/2iFy)
±i(1/2Fx ∓ 1/2iFy)

]
. (17)

Consider a complex DiTO, RA = exp(ijA) noting that transposition does not mean conjugation
of i so that R/

ARA = 1 : essential for any DiTO in Section 2. Now combine circular polarisation with
this DiTO operation RA. Noting P±j = ∓i P±; P±RA = exp(±A)P± one sees that temporal
and rotational phases interact to change the local amplitudes of circularly polarised fields:

P±RAFT = exp(±A) exp(∓jΘ)
[

(1/2Fx ∓ 1/2iFy)
±i(1/2Fx ∓ 1/2iFy)

]
. (18)

Of even greater interest is when A = 1/2(ξx2 + ζy2)) because that allows one to select an
appropriate polarisation and an appropriate DiTO to describe convergent Gaussian fields, e.g.,

P−RAFT = exp[−1/2(ξx2 + ζy2))] exp(jΘ)
[

(1/2Fx ∓ 1/2iFy)
±i(1/2Fx ∓ 1/2iFy)

]
. (19)

Gaussian patterns for transverse fields now allow convergence of transverse energy integrals.

3.3. Gaussian Circularly Polarised Plane-wave Packet Formation Using DiTOs
A classic wave-packet consists of plane waves with two different frequencies of equal amplitude:

Ex = Exo exp i(krx− wrt) + Exo exp i(kax− wat) = 2Exo cos(kDx− wDt) exp i(kSx− wΣt). (20)
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where kS/D = 1/2(kr + / − ka); wS/D
1/2(wr + / − wa). Creating a circularly polarised plane wave

packet requires additional Ey fields in the appropriate phase quadrature as in Eq. (17). The Hx

and Hy fields must follow, also in phase quadrature, as required by the classic plane wave solutions
for MEs. Here diffraction is zero and the fields are uniform over the whole space so that such
circularly polarised plane-wave packets fail to have convergent energy integrals [4]. It is possible of
course to consider specific paraxial approximations [12] and create Gaussian profiles but a different
general approach is given by the DiTO of Eq. (19) that allows in principle a circularly polarised
plane-wave-packet to have a convergent arbitrary Gausian profile. Because the centre of a plane
wave is undefined, this Gaussian profile can be placed anywhere suggesting that plane waves might
be made up from such random packets. However no ‘number states’ or internal structure can be
suggested for this.
3.4. TM+TE Wave-packet Formation Using DiTOs
The next stage considers the equivalent of Section 3.3 for TM+TE wave-packets because it is
argued that circularly polarised plane (TEM) waves are more correctly considered as a limiting
case of TM+TE packets where diffraction in all axial fields tend to zero. More detailed accounts
have been submitted elsewhere [1, 13]. TE and TM fields are combined in phase quadrature to give
circularly polarised fields. This makes it possible to form collocated nodes in the E- and H-axial
fields similar to Eq. (20). DiTOs are used now, as outlined in Eq. (18) to equalise the transverse
fields to form collocated axial-field nodes similar to Eq. (20). Then, using another DiTO to create
the Gaussian profile of Eq. (19), one is able to create a circularly polarised TE+TM wavepacket
where all axial and transverse fields have collocated nodes that can trap the electromagnetic energy.
The minimum duration of this wavepacket is determined by 2π/|wr − wa|. As the axial fields are
allowed to tend to zero, the TE+TM wavepacket tends to a TEM wave-packet that may appear to
be the same as the TEM wavepacket in Section 3.3 but can have hidden structure as discussed in
the next section.
3.5. Number States in TE+TM Packets Using Helical DiTOs
The TE+TM wave-packet discussed above can now be given internal structure using helical motion
imparted by DiTOs (Section 2). About every local axis, the transverse gradient operator and field
vectors are rotated helically at Wr rotating clockwise (or anti-clockwise without restriction) with
‘r’ waves (frequency wr) while the ‘a’ waves (with t, j and frequency wa all reversed) rotate at
Wa in the opposite direction (Figure 2(a)). These two helically changed waves, with the same
circular polarisation, are superimposed to produce additional nodes in the transverse fields [13].
By appropriate choice of the helical frequencies in terms of ‘multiples’ of (wr−wa), the ratio of axial-
field-node-spacing to the transverse-field- node-spacing is given by by Laxial/Ltransverse = (2N +1).
Given N is integer, the end nodes of all axial and transverse fields can collocate to form a complete
packet.

While Ez and Hz are small but non-zero, the axial velocity of the TE+TM packet is fractionally
below the velocity of light. This allows examination of packet’s structure in its proper frame where
its group velocity is zero [13], then the helical rotations change the effective optical length of an
‘N ’ state to 2N + 1 times the effective length when N = 0. Power flows into the packet before any
nodes form but ceases as soon as the nodes form. The enclosed energy then is a measure of the
power flow times the effective packet temporal duration. It is for this reason that an ‘N ’ packet
contains 2N + 1 times the energy of any ‘ground state’ packet without helical changes (N = 0).

(a) (b)

Figure 2: (a) Local helical rotations of transverse fields: ‘a’ waves rotate helically counter to ‘r’ waves though
both waves propagate in the same direction. (b) Counter rotating helical DiTOs create additional nodes in
the transverse fields. With appro-priate choice of the helical frequency the number of nodes can be increased
by 2N where N is integer. This quantized structure is independent of diffraction (i.e., N remains unchanged
as diffraction and Ez/Hz tend to zero).
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4. CONCLUSIONS

Distributed transverse orientations (DiTOs) of the transverse electromagnetic fields in TE/TM
waves offer new, if speculative, insights into the working of classical MEs. Experimentally DiTOs
pose a challenge over experimental accessibility. If ways of exciting these hidden internal changes
can be devised, then new ways may be available for encoding information on electromagnetic beams.
References [13] and [14] suggest that DiTOs are not subject to material dispersion so that encoding
information by different helical frequencies or different DiTO phases might offer larger information
bandwidths than at present obtainable. Future work will consider how waves, with helical DiTOs,
react at beam splitters. If DiTOs were found to be accessible and able to construct photon like
packets [1, 13] then such packets should emerge from one side of a beam splitter or the other but
not both (similar to a photon). This might offer interesting ways of controlling optical paths.

ACKNOWLEDGMENT

Special thanks are given to Ian White for valuable support at Cambridge and similarly to Joseph
Beals IV who was a valued co-author of an earlier paper [1]. Grateful thanks are also given to
Cambridge colleagues, Jonathan Ingham, Ruth Thompson, Jose Rosas-Fernandez, for their help
and support.

REFERENCES

1. Carroll, J. E. and J. Beals IV, “Photon-like solutions of Maxwell’s equations in dispersive
media,” The Nature of Light: What Are Photons, C. Roychoudhuri, A. F. Kracklauer, & A.
Y. Khrennikov (eds.), Proc. Spie, 0277-786X, Vol. 7421, 7421-17, 2009.

2. Davis, L. W., “Theory of electromagnetic beams,” Phys. Rev. A, Vol. 19, 1177–1179, 1979.
3. Li, C.-F., “Representation theory for vector electromagnetic beams,” Phys. Rev. A, Vol. 78,

063831, 2008.
4. Lekner, J., “TM, TE and ‘TEM’ modes: Exact solutions and their problems,” J. Opt. A: Pure

Appl. Opt., Vol. 3, 407–412, 2001.
5. Berry, M. V., “Optical vortices evolving from helicoidal integer and fractional phase steps,” J.

Opt. A: Pure Appl. Opt., Vol. 6, 259–268, 2004.
6. Marshall, T. W., “Random electrodynamics,” Proc. Roy. Soc. A, Vol. 276, 475–491, 1963.
7. Boyer, T. H., “Random electrodynamics: The theory of classical electrodynamics with classical

electromagnetic zero-point radiation,” Phys. Rev. D, Vol. 11, 790–807, 1975.
8. Kracklauer, A. F., “Pilot wave steerage: A mechanism and test,” Found. Phys. Lett., Vol. 12,

441–453, 1999.
9. Jackson, J. D., Classical Electrodynamics, 2nd Edition, 226, Wiley, New York, 1975.

10. Wheeler, J. A. and R. P. Feynman, “Interaction of the absorber as the mechanism of radiation,”
Rev. Mod. Phys., Vol. B7, 157–181, 1945.

11. Cramer, J. G., “The transactional interpretation of quantum mechanics,” Rev. Mod. Phys.,
Vol. 58, 647–687, 1986.

12. Nienhuis, G. and L. Allen, “Paraxial wave optics and harmonic oscillators,” Phys. Rev. A,
Vol. 48, 656–665, 1993.

13. Carroll, J. E., “Flying with ‘Photons’?” submitted for publication, 2010.
14. Carroll, J. E., “Towards unlimited bandwidth?” El. Lett., Vol. 43, 429–431, 2007.



Progress In Electromagnetics Research Symposium Proceedings, Cambridge, USA, July 5–8, 2010 1013

Detection of Partial Discharge inside of HV Transformer, Modeling,
Sensors and Measurement
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Abstract— The aim of this paper is to present the particulars of result research in the HF
measurement method and modeling of starting process partial discharge inside of high voltage
transformer. The numerical analysis of the electromagnetic wave attenuation helped to set up
conditions to decrease it and get of information for sensors conception preparing and detection
apparatuses construction and measurement methods.

1. INTRODUCTION

One of the problematic conditions in the field of high-voltage technology, apparatuses and devices
(machines) consists in the emergence of partial discharges [1]. At this point, let us also note that
several other effects have combined with this notion over time [2–4]. In consequence of these
effects there emerge short electromagnetic pulses with a defined and measurable spectrum in the
characteristic frequency band [5]. The group of end products attributable to the emergence of
interfering signals involves, for example, displacement current in a dielectric, pulse current on the
interface between dielectrics, or the dielectric/metal interface owing to high electric field intensity
and structure of the dielectric. In HV and VHV transformers the dielectric is mineral or synthetic
oil.

Large distribution transformers are constructed in such a manner as to have structural measures
facilitating oil purification. Also, these transformers are equipped with sensors indicating the initial
stage of increase in pulse activity. In the course of this activity, as is well-known, there occurs an
increase in the boundary value of the of the applied dielectric breakdown value. As referred to in
the above text, oil is the dielectric. Under certain conditions, however, the separation of chemical
compounds incurred by decomposition of the dielectric does not have to occur. Thus, free atoms
of carbon, hydrogen and oxygen develop from hydrocarbons, and there also generates a certain
percentage of water, other organic compounds, and semiconductive carbon. All of these elements
decrease the quality of the dielectric; in addition to that, rapid increase in pulse activity may cause
the formation of a hazardous explosive compound of oxygen and hydrogen. Then, this situation
may result in a local explosion, damage to the device and reduction of its ability to perform the
respective functions.

This work deals next steps after the analysis of electromagnetic field distribution in a transformer
dielectric region. The structural parts enable the placement and choice of sensors, whose structure
and concept must be adapted to the characteristics of the configuration in such a manner that,
from all components of the device, there is a measurable (indicable) electromagnetic impulse signal.

The analysis will be realized for the minimum required level of an electromagnetic pulse for the
discrete values of frequencies from the desired spectral interval. An example will be evaluated of
electromagnetic field distribution in the region of critical parts of the device.

2. MATHEMATICAL MODEL

It is possible to carry out an analysis of an MG model as a numerical solution by means of the
Finite element method (FEM). The electromagnetic part of the model is based on the solution of
full Maxwell’s equations

∇×E = −∂B
∂t

, ∇×H = σE +
∂D
∂t

+ Js, ∇ ·D = ρ, ∇ ·B = 0 in Ω. (1)

where E and H are the electrical field intensity vector and the magnetic field intensity vector, D
and B are the electrical field density vector and the magnetic flux density vector, Js is the current
density vector of the sources, ρ is the density of free electrical charge, γ is the conductivity of the
material and Ω is the definition area of the model. The relationships between the electric and the
magnetic field intensities and densities are given by material relationships

D = εE, B = µH. (2)

The numerical model analysis was described in paper [8].
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3. TYPES OF SENSORS

The sensors of electromagnetic field were described in report [9]. Tests of antennas are prepared
according Fig. 1, described in paper [1] and [5]. Results of numerical model analysis are presented
in Fig. 3. The real position of antennas is shown in Fig. 2. There were tested three types of
antennas. The first one was spiral types, Fig. 4. The frequency range for spiral antennas was from
500MHz to 3.5GHz. The SWR diagram was tested in anechoic chamber and it is shown in Fig. 5.
The second type of antenna was based on cone design, Fig. 6, the SWR diagram is shown in Fig. 7.
The last type of antenna was design like a Vivaldi. The used material of them was PCB of FR-4,
Fig. 8.

Figure 1: The sensor tests.
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Figure 2: Detector position.
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Figure 3: Numerical model analysis result of Electric intensity attenuation inside of HV transformer.
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Figure 4: Spiral antenna for f ∈ 〈500; 3500〉MHz. Figure 5: The SWR diagram of spiral antenna.

Figure 6: Cone type antenna design for f ∈
〈500; 3500〉MHz.

Figure 7: The SWR diagram of cone type antenna.

Figure 8: The Vivaldi antenna design for f ∈
〈500; 3500〉MHz.

Figure 9: The SWR diagram of Vivaldi type antenna.

4. CONCLUSION

The basic research of the numerical model HF wide band signals inside of a VHV transformer has
brought a considerable sum of experience in the field of signals and possibilities of their measurement
and detection. It was used for sensor design conception and construction. There were tested three
types of antenas and it was prepared next step of partial discharge detection.
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Abstract— The paper provides an insight into the issues of measurement methods for accuracy
obtain information velocity objects. One of the measurement method used for its problems is
based on electromagnetic field measurement. The accuracy measurement method is focused to
use of EMHD effects analysis and results applied to the experimental measurement. This results
and measurement method decrease lethality of wrong measurements of non-ballistics projectile
velocity.

1. INTRODUCTION: MODELLING AND PHYSICAL MODELS

At the present time, the modelling and simulation of technical systems constitute a substantial part
of the entire network of modelled problems. Among the modelled tasks there are various problems
related to fields with the fastest pace of both the development and the application of modelling,
namely to energetics, mechanical engineering, metallurgy, electrical engineering, space and nuclear
technologies [1, 2].

Physical analogy embodies an extension of the notion of physical similarity to physically dis-
parate phenomena having a similar mathematical description. Currently there exist a large number
of various physical analogies used in disciplines such as hydromechanics, thermomechanics, elastic-
ity, electrical engineering, applied mathematics, and non-technical subject fields. In addition to the
required characteristics, the determining factors in the analogy selection process usually consist in
the precision, accessibility, task attributes (character), and measurability of quantities.

From this angle of view we can mention, for example, a model described and analyzed by means
of a mathematical apparatus which accepts different types of physical models (Poisson’s equation
for electrostatics, the diffusion equation for the propagation of heat) [3]. This model is solved as a
coupled model.

2. HYBRID MODELS

In the making of hybrid simulation models, analogue and numerical (or analytical and experimen-
tal, numerical and experimental) models are combined to facilitate the utilisation of convenient
characteristics of both the paired components. Here, information represented differently is pro-
cessed. During the course of simulation there occurs unidirectional or bidirectional transmission of
data; by the help of a connecting device, the information is converted from the numerical to the
analogue form and vice versa.

Hybrid models provide an extensive potential applicable in the solution of tasks which are
extreme, difficult to verify, or very intensive in terms of the analysis of results.

This paper examines the problem of utilisation of the coupled hybrid magnetic field model and
the subject of the conductive area motion in a magnetic field. The model is dealt with per partes:
the first aspect solved is a stationary model of a magnetic field, the following aspect consists in a
quasi-stationary model for the assumed motion of elements of the task, and the last part constitutes
a model respecting the relativistic principle in electromagnetic field modelling [4].

3. DESCRIPTION OF THE MODEL

The physical model is based on the solution of the reduced Maxwell equations [4]; the stationary
magnetic field can be described as

rotH = J, (1)
rotE = 0, (2)
divB = 0, (3)
divJ = 0, (4)
divD = 0, (5)
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where H, J, E, D, B are the vectors of magnetic field intensity, current density, electric field inten-
sity, electric flux density, magnetic flux density, respectively. The material relations are represented
by the expressions

B = µ0µrH, (6)
Jv = γE, (7)
D = ε0εrE. (8)

where ε, µ, γ are the permittivity, permeability, conductivity of the environment. Vector functions
of the electric and the magnetic fields E, B are expressed by the help of the scalar electric potential
φe and the vector magnetic potential A; for the static task, in the relation for the electric field
intensity, the time derivation of the vector magnetic potential is zero

E = −gradφe − ∂A
∂ t

, (9)

B = rotA. (10)

The resulting current density J from relation (4) is formed by the exciting current density Js = ρv
with the specific density of electric charge ρ and the current density caused by eddy currents Jv.
Motion effect for the instantaneous velocity vector v is respected in the model by current density

Jm = γ (v ×B) . (11)

Then, in respecting eddy currents (14),

J = Jv + Js + Jm. (12)

The electromagnetic field distribution is formulated using expressions (1) to (12).

rotH = Jv + Js + Jm in the entire region of model Ω. (13)

rotE = −∂B
∂t

. (14)

For the individual parts of model Ω there holds Ω ⊂ Ωv ∪ Ωs, where Ωv is the area with dominant
eddy currents which behave according to relation (7), and Ωs is the area with the known distribution
of current density Js. In the assumed model there holds

Ωs ⊂ Ωv. (15)

These basic relations were complemented with boundary and initial conditions and, using the finite
element method, the physical model was transferred to the mathematical. The mathematical model
is a system of non-linear, time-variable equations; reference [5] provides a complete derivation of the
model. The ANSYS program system enabled us to perform a complete analysis; the ANSYS pro-
gram was modified (a solution internally referred to as SOLID97) using suitably selected boundary
conditions in order to respect the model characteristics described in relations (11) to (13), [6].

According to reference [7], in any investigation into electrodynamic systems it is necessary to
respect the relativistic approach to electrodynamics. The entire problem begins at the moment
when the vector of intensities of both the electric and the magnetic fields of the moving system is
relative. In the static system, the model dynamics is shown in relations (11) and (14). In order to
eliminate possible errors, it is suitable to include in relation (14) the term which respects Faraday’s
law of induction

rotE = −∂B
∂t

+ rot (v ×B) . (16)

and for the magnetic field relation (13)

rotH = J + ρv +
∂D
∂t

+ rot (v ×D) . (17)

where ρ is the volume density of electric charge. The complete Maxwell equations are covariant in
all the systems; therefore, it is not important to specify the system within which the observer moves
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as the described relations always hold true. After the derivation of the four-vector and respecting
the Lorentz transformation, the current density is written in the form

J = ρ
∂s
∂t

+ jcρut. (18)

where j is the symbol of the imaginary component of the quantity complex shape, c is the velocity
of light module in the vacuum. For the continuity Equation (4) there holds

div (J) = 0. (19)

In order to facilitate simplification, if we assume the motion of one reference system as ()’ (for
example, in the x axis of the Cartesian coordinate system), the four-vector of current density can
be written, after application of the Lorentz transformation, in the (invariant) form of

J′ =
Jx + j

vx

c
Jt

√
1−

(‖v‖
c

)2
ux + Jyuy + Jzuz + j

cρ− vx

c
Jx

√
1−

(‖v‖
c

)2
ut. (20)

and the electric charge volume density in the reference system is, after transformation, written as

ρ′ =
ρ− vx

c2
Jx

√
1−

(‖v‖
c

)2
. (21)

There is no problem obtaining, by means of reversal in the sign of velocity, transformed quantities
of the opposite system (which is moving) for the above-expressed transformed quantities. Let us
have a simple geometric task, Fig. 1.

4. SOLUTION

Several steps of the electromagnetic field analysis will be realized. Step 1 is the elementary magnetic
field analysis without the strip movement, relations (1) to (5). Step 2 is the magnetic field analysis
with a steady movement of the conductive strip and the eddy currents effect (16). Step 3 is
the evaluation of current density in the moving strip with the electrodynamic effect according to
relations (20) and (21). The SOLID97 element with the vector magnetic potential was used to

Magnetic circuit 

Air gap 

conductive strip,

stable motion 

velocity vx

Exciting winding, 

stable current I

x

y

z

o

Figure 1: A simple geometry for the verification of the relativistic approach of electrodynamics, numerical
model.
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Figure 2: The magnetostatic task analysis: the the magnetic flux density vector module B distribution, the
scalar magnetic potential.

(a) (b)

Figure 3: The electrodynamic magnetic field analysis: the current density Jre vector module distribution,
the vector magnetic potential. (a) The real component. (b) The imaginary component.

Figure 4: The electrodynamic magnetic field analysis: magnetic flux density vector module distribution Bre

with an electrodynamics effect, the vector magnetic potential, excitation realized exclusively through the
real component of current density Jre,r.
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facilitate the realization of these analyses; the element was checked by means of the model analysis
using the SOLID98 component with scalar magnetic potential (the APDL language program for
ANSYS in appendix 1). Step 1 was evaluated; the results of the magnetic the magnetic flux density
vector module B agree in both models and correspond to the anticipated theoretical results for the
stationary magnetic field, Fig. 2.

It was evaluated module of the current density vector in the task quasi-stationary model; the
conductor moves in the x axis direction at the speed of v = 1 m/s. According to relations (20)
and (21) — step 3, the current density vector Jre was evaluated in the real and the imaginary
components, Fig. 3. This value was superposed on the basic component of current density, and the
magnetic field analysis for these conditions was performed. Magnetic field excitation was carried
out using only the real component of the resulting current density J. The resulting distribution of
the magnetic field and the magnetic flux density B vector module is shown in Fig. 3. Naturally, it
is possible to perform an analysis for the imaginary part of the current density component.

5. CONCLUSION

The model makes apparent the distinction by order of the individual phenomena. It is evident that
the electrodynamic principle is indispensable and introduces substantial changes into the original
non-dynamic conception of this type of simple task analysis. In view of the numeric values, it is
important Bmax = 0.277×10−3 T for the quasi-stationary task and Fig. 4, Bmax re = 0.427×10−1 T
for the electrodynamic model. The effect is apparent of motion on the magnetic field imbalance.
A higher value of an elementary magnetic field combines with a decrease in relative magnitude of
the electrodynamic field influence.
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Abstract— The paper provides an insight into the issues of integration and application of non-
lethal weapons and devices in the field of protection against special-type weapons. The structures
like a metamaterials, left-handed type models were analyzed and prepared to the experimental
measurements.

1. INTRODUCTION

Since 2001 discussions have been in full progress concerning legal adaptation to the newly emerged
conditions or needs of finding methods and means that provide constrictive wounding effects [1].
Importantly, there have emerged several focus areas within the field. Firstly, let us turn our
attention in this respect to legal conditions and ethics, where the problem is analyzed not only
with a view to the question of how and when non-lethal weapons should be applied, but also from
the perspective of the existing structures and regulations of international law as well as national
legal systems. It is also important to note within this context that higher-order social functions
have been taken into account, for example the maintenance of rights of individuals. In addition
to this aspect, the overall discussion has involved the problem of an individual transgressing legal
norms [2]. In the field of the operational-tactical outlook and tactical approaches to applying
different classes of weapons, means and methods, the solution proposed in source [3] is of significant
interest. Currently, psychological training or training conducted by a psychologist is being proven
beneficial for various purposes in the province of tactics, where it has provided very good results.
Yet, with a certain degree of contrast, the use of lethal means or methods can yield successful
unravelling of local conflicts without causing major injuries to humans.

In the medicine-related sections of wounding effects and means evaluation [4, 5], methodology
has been developed to evaluate the concrete effects on individual parts of the human body [6].
The ultimate province to be mentioned is the technical-technological field, where the potential and
known physical principles are utilized to facilitate the designing of the means and principles of
non-lethal effects [7–10].

One of the problematic aspects of various armed conflicts consists in the issue of snipers and
their timely detection by protective forces. For this reason, full priority within the investigation
into the problem of sniper position detection has been given to locating the sniper before the first
shot; for the same reason, too, the applications of image recognition methods [11, 12] have emerged
in the field of military tactics. Naturally, these methods are also utilized for several other purposes.
Fig. 1 shows, according to [11], the analysis of the process of utilization of degrees of means and the
application of image recognition as a sensor for the input evaluation of situation in the intervention
process. Another sophisticated semiautomated system of intervention controlling consists in the
procedure of identifying the physical characteristics of crowd behaviour [12] and, based on the
evaluation of energy and behaviour of the crowd elements, the introduction of intervention with
respect to the problem in the task. The task can be, for instance, loss minimization or the rapidity
of crowd expansion inhibition. An example of the evaluation of necessary elements of image is
shown in Fig. 2; here, the sources of crowd dynamics are found to provide the basis for evaluation
of the crowd energy and for the identification of essential instruments to facilitate the ultimate
controlling of the crowd, introduction of intervention, and intervention location recognition.

According to article [13], one of the options of sniper identification consists in the scanning of the
required sector and the retrieval of the point that shows the corresponding optical characteristics.
Other ways of solution can be found in the process of further investigation from the perspective of
physics into the problem of snipers and their identification.

2. TARGET CHARACTERISTICS WITH RESPECT TO THE ELECTROMAGNETIC
FIELD

The electromagnetic field enables us to see the problem from a different perspective. In an analysis
of the sniper location task we may assume that the identification of the sniper will only be possible
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in the ex post mode after a single gunshot. In this respect, it is necessary to note that the sniper’s
activity is very precise in distances above the range of 50 m and that, after the shooting action, the
sniper will not show elements of movement that can be easily discernible or identified. Then, it is
possible to focus from the perspective of physics on the characteristics of the target. With respect
to the instruments or means of the sniper, the target can show different characteristics; thus, for
example, in certain physical conditions the target does not have to be clearly visible or can be
visible in the light spectrum of white light with the wavelength of λ ∈ 〈400 nm, 700 nm〉. Another
possible solution consists in the situation when the image of the target from the observer-sniper
shows, in the defined light spectrum, a position different from reality. Thus, there will not occur
any fatal consequences in the absence of timely identification of the sniper position and, thanks to
the fact, partial defensive actions to save the target will be made possible.

3. THE REFLECTION AND REFRACTION OF ELECTROMAGNETIC WAVES

In the DTEEE laboratories, an algorithm was derived and set up for the refraction and reflection
of EMG wave on the interface by the help of the refraction coefficient the permeance coefficient.
The algorithm was tested using the Matlab program, and an analysis of the issue was provided
in [14]. The program generates a matrix of beams which propagate from the source. Intersections
of the beams and objects in the model are evaluated and a new direction is determined of the
reflected and the permeating beams. The program has been designed to facilitate the analysis and
evaluation of any quantity of reflected beams. The number of reflections of each beam markedly
increases the time exigence factor of the analysis. The reflections and permeation are solved on the
basis of laws concerning electromagnetic waves. The reflection and permeation of a simple interface
between two instances of the EMG wave environment is indicated in Fig. 1. It follows from the
derivation of Snell’s law [15] and [16] that, for the calculation of refraction angle, there holds the
equation

sin θ0

sin θ2
=

k2

k1
, (1)

where k is the wave number with the wave propagation data, and its shape is:

k =
√
−jωµ · (γ + jωε), (2)

where ε is the environment permittivity, µ is the environment permeability, and γ the environment
conductivity Relation (1) is formulated only for the interface between two dielectrics which are
not subject to the occurence of total reflection. In general, k1 and k2 are complex, and then also
angle θ2 is complex. The propagation of light as an electromagnetic wave is understood as the
propagation of the electric and the magnetic field intensity, the electric constituent of the incident
constituent, according to Fig. 4. This can be written as:

Ei = E0e
−jk1un0·r, (3)

plane of incident

boundary S

Figure 1: Reflection and refraction of a plane wave.
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where E0 is the electric field intensity amplitude in the location of the interface, r is the position
vector, and un0 is the unit vector of the propagation direction. The reflected beams intensity and
the permeated beams intensity are evaluated as:

Er = E1e
−jk1un1·r, Et = E2e

−jk2un2·r, (4)

where E1 is determined from the amplitude in the interface location and reflection coefficient
ρE , and E2 is determined from the amplitude in the location of the interface and transmission
(permeation) factor τE .

The procedure is adjusted for a multilayer heterogeneous material (layers, metamateials struc-
ture). The EMG wave reflections from the heterogeneous material and its permeation are solved
by the help of numerical methods. The multilayer environment is schematically indicated in Fig. 2.
The algorithm only processes the reflection starting at the number of 10 layers. The reflection from
n layers generates n of primary (only once reflected) EMG waves (in Fig. 3, an EMG wave impinges
upon 5 layers and there are 5 reflected EMG waves on the surface), which reflect in a multilayer
environment.

The experimental model was based on metamaterials type of tuned structure shown in Fig. 4.
It was designed for the frequency of 100THz. The dimension is x = 9µm. The intensity module
of an electromagnetic wave impinging on the structure is Ein = 0.1V/m, the wave orientation is
in the direction of the y axis, and the wave was modeled as linearly polarized. The solution and
interpretation are presented in Fig. 5. Here, the basic characterictics of a periodic metamaterial
structure are shown in a single element of the selected meta element.

The elements from Fig. 4 are prepared and tested on frequency spectrum f ∈ 〈400 nm, 700 nm〉.
There will be able to find beam deviation effect.

boundary 0

boundary 1

boundary 2

boundary 3

Figure 2: Multilayer enviornment of heterogeneous
material.

boundary 0

boundary 1

boundary 2

boundary 3

boundary 4

Figure 3: Waves on the surface of a heterogeneous
material after the a reflection from several layers.

the detector electrode 

a travelling planar electromagnetic wave,  

frequency fo

the resonance circuit the dielectric material 

x

Figure 4: The geometrical model of the resonance circuit basic element.
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Figure 5: The interpretation of the solution, the electric field components of the resonant circuit basic
element.

4. CONCLUSION

Both the basic and the applied types of research on optoelectronic systems and numerical modelling
of wideband signals have led to conclusions in the field of multilayer and periodic structure optical
materials.

The entire project was systematically guided by theoretical discussion and consideration, the
results of modelling realized by the help of numerical models, and a large number of experiments.
The main asset of the materialized work consists in the field of numerical modelling, in the proposed
variants of models, and in the overall verification and calibration of the designed solutions using
unique experiments. The activities have contributed significantly to the field of model design by
proposing a combination of complementary yet different types of numerical models; these models
then enabled marked acceleration of the calculation process while achieving and maintaining a
satisfactory degree of accuracy. A valuable aspect consists in the methodology of a numerical
model application and handling, where the correctness of the numerical analysis was verified by
the experimental results.

It was prepared three metamaterials modification and prepared experimental verification its
characteristics.
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Abstract— The article describes basic study of broadband noise signal application in the
investigation of materials. The aim is find a metrology method utilizable for the research on
metamaterials in the frequency range of about 100MHz to 10GHz. The instrumental equipment
and other requirements are presented. This research report provides an overview of the current
potentialities in the described field and summarizes the aspects necessary for noise spectroscopy.

1. INTRODUCTION

In the complex investigation of material structures for the micro-wave application (tensor and
composite character), the properties of materials are studied by means of the classic single-frequency
methods, which bring about certain difficulties in the process [1]. In boundary changes with a size
close to the wave-length there can occur wrong information concerning the examined objects [2, 3].
One of the possible ways of suppressing the negative sources of signals consists in the use of wide-
band signals like white noise, and in researching into the problem of absorption in the examined
material [4]. These methods require a source of noise, a receiving and a transmitting antenna,
and A/D conversion featuring a large bandwidth; for our purposes, the bandwidth ranged between
0Hz and 10 GHz. Until recently it had not been possible to realize an A/D converter of the
described speed, or devices with the above-mentioned bandwidth. Currently, high-end oscilloscopes
are available with a sampling frequency of tens of Gsa/s.

2. NOISE SOURCE

For UWB systems, several methods of the generation of short pulses with large bandwidth have
been developed to date [5]. However, these singly-iterative processes are not applicable for noise
spectroscopy; in this respect, there is a need of a continuous source of noise signal (ideally of white
noise) with the given bandwidth. The type of source referred to is currently being produced by
certain manufacturers specialized in this field. Importantly, for the noise spectroscopy application
we require a comparatively large output power of up to 0 dB/mW; the assumed bandwidth char-
acteristics range up to 10 GHz. Nevertheless, at this point it is appropriate to mention the fact
that there occurs the fundamental problem of finding active devices capable of performing signal
amplification at this kind of high frequencies. As a matter of fact, our requirements are thus limited
by the current status of technology used in the production of commercially available devices; the
highest-ranking solution for the bandwidth of up to 10GHz can be found only up to the maximum
of 0 dB/mW.

Our response to the above-discussed problem consisted in an attempt to produce a noise gener-
ator in laboratory conditions as, in principle, this type of generator can be considered as sufficient
for testing and basic measurement. In view of the price and availability of noise diodes we decided
to apply thermal noise on electrical resistance as the basic source of noise. The specific connection
is shown in Figure 1. The first transistor is in the CC configuration, where we require mainly a high
input impedance of the amplifier. The thermal noise at the input is given by its input parameters.
The generator could operate even without a resistor at the transistor input, yet the unconnected
input would cause a substantial deterioration of the stability. The second and the third transis-
tors form a cascade voltage amplifier in the CE configuration. The output impedance of the third
amplifier is 50 Ω for its matching to coaxial line.

Figure 2 shows the realization of the tested noise generator; the BFP620 vf transistors were
applied. This type of transistor features the characteristic of ft = 65 GHz and the maximum stable
amplification of 11 dB at the frequency of 6 GHz. The overall amplification of the two CE amplifiers
in cascade for the output power of 0 dB/mW would have to approximate the value of 10000, and
there is no hf transistor available for this kind of stable amplification. Therefore, for the stable
noise generator we have to accept a lower output power.

Figure 3 shows the waveforms and the output voltage spectrum of the noise generator for three
different working points. Figures 3(a) and 3(b) display the generator output voltage waveform and
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out   

  Vcc1 Vcc2 

Figure 1: The noise generator configuration dia-
gram.

Figure 2: The noise generator realization.

spectrum for the situation when no large oscillations are yet measurable that normally cause the
transistor closing and the subsequent transient process. There occur moderate oscillations, which
are visible in the spectrum; their amplitude and frequency are subject to chaotic shifting and the
output voltage can be considered as stochastic. However, we can not label this as white noise.
Figures 3(c) and 3(d) show a situation when, owing to large amplification, there already occur
oscillations causing the transistor closing that is well noticeable in the waveform in the time of 2µs.
These types of pulses are randomly repeated within the time range of 10 to 30µs. In the spectrum,
they will upgrade the frequency range in the field of 20 MHz. In applying the low-pass filter we
would obtain a signal that could be regarded as stochastic.

The last one of the described situations is given in Figures 3(e) and 3(f); this situation is related
to the operating field with the maximum amplification adjustable for the transistor safe operation
region. The third transistor already randomly passes between the conditions of “closed” and “open”
and the linear operating region. The closing interval ranges from units of ns to several tens of ns.
No matter how stochastic this type of signal may be, still it rather models extreme shot noise
combined with coloured noise. Its spectrum is the densest and importantly, the most stable of all
the situations. For all measurement, spectrum analyzers noise background was −60 dB/mW.

3. ANTENNA

The purpose of the transmitting antenna connected to the noise generator output is to form an
electromagnetic wave. As a matter of fact, in the field of noise we indeed have to consider a whole
spectrum of electromagnetic waves, and it is not possible to define the antenna proximity area.
In addition to this, most principles or rules related to the configuration of antennas have to be
regarded as void here. The electromagnetic wave is let to impinge on the investigated material
and the reflected or partially absorbed wave is then received through the receiving antenna, to the
output of which an oscilloscope has been connected. This type of measurement configuration can
be seen in Figure 4(a).

Both antennas ought to feature a large bandwidth with, if possible, constant amplitude and
defined radiation pattern. In this respect, let us mention the fact that there exist approaches to the
design of antennas that come close to the broadband requirements of noise spectroscopy. Suitable
solutions include, for example, the spiral fractal antenna or the planar log-periodic antenna. The
designed planar log-periodic antenna is applicable for transmission within the frequency range of
between 100 MHz and 10 GHz; its real characteristics or qualities depend heavily on the quality
of the design practical implementation. Figure 4(b) shows the realization of a planar log-periodic
antenna. The numerical design was performed for currently available materials and its evaluation
exhibited the undulating module frequency characteristics. The antenna realization experiments
using the PCB showed, above all, troubled transmission at higher frequencies from 2 GHz and
problematic modification of the feeder. Other antenna designs are directed towards applying the
fractal spiral version on Figure 4(c).

The experiments and spectroscopy tests will be performed in an anechoic laboratory. We have
selected a system of complementing the Faraday cage shielding with absorbers of electromagnetic
waves. The absorbers were designed for the range of 100MHz–10 GHz with dampening below
35 dB. Thanks to the shielded and separated chamber, the external environment should not affect
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Figure 3: The waveform and spectrum of the noise generator output for three different working points.

the internal part of measurement, and the complemented absorbers will enable us to lower foreign
signals to a level of below −60 dB/mW. Thus, the measurement will not be affected by the outside
environment of external electromagnetic sources like mobile phone and Wi-Fi network signals or
stationary waves and reflection within the Faraday cage.

4. DIGITAL RECIVER

The process of sensing (scanning) has to be necessarily supported by a costly high-end digital
oscilloscope featuring a bandwidth of around 10GHz. Here, the limiting factor is clearly represented
by the final price, unfortunately, it is not possible to realize this type of fast A/D converter using
the researchers’ own means and facilities. In the assessment of spectral properties of materials,
the use of a spectral analyzer is normally a fully sufficient and financially effective method. This
method, however, can not be utilized for the assessment of a system via the input-output technique,
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Figure 4: (a) The experiment configuration. (b) Planar log-periodic antenna. (c) Spiral fractal antenna. (d)
Faraday cage.

for the correlation analysis, or for other techniques utilizing the measured signal waveform.

5. CONCLUSION

The research paper provides an elementary overview and description of laboratory equipment for
the realization of noise spectroscopy measurement. In the text, it is generally noted that the
search of an applicable source of noise will be markedly problematic in terms of the output power,
which is normally low for broadband applications. Yet it is also noted that, for the laboratory
tasks, considerably lower values of transmission power are sufficient for broadband systems in
comparison with their “narrowband” counterparts. The designing of a broadband antenna is, to a
great extent, an uneasy-to-solve problem, and the requirements placed on the width of the antenna
transmitted band are very intensive. Another parameter to be mentioned in this respect is the linear
transmission characteristics depending on the frequency. Noise spectroscopy for the frequency band
of between 100 MHz and 10GHz is realizable using the current means of technology.
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Abstract— The paper presents the problem of numerical modelling of high frequency electro-
magnetic waves propagation in inhomogeneous materials. For this method, a numerical model
was prepared. The model was created in the MatLab and the COMSOL program environment
For a layered heterogeneous medium, an algorithm was deduced for the reflection on several lay-
ers. The layers exist in the form of periodic structures which are composed of a homogeneous
material. Reflection and refraction on heterogenous material are solved by means of the numerical
method. Central in this respect are the refractions and reflections on the boundary of materials
with different properties. This method is suitable for the design application of metamaterials.
The deduced algorithm was projected for the visible spectrum.

1. INTRODUCTION

Generally, inhomogeneities and regions with different parameters appear even in the cleanest ma-
terials. During the electromagnetic wave passage through a material there occur, owing to the
material characteristics such as conductivity, permittivity, or permeability, an amplitude decrease
and a wave phase shift. If a wave impinges on an inhomogeneity, there occurs a change of its prop-
agation. This change materializes in two forms, namely in reflection and refraction. In addition to
this process, polarization and interference may appear in the waves.

For simple cases (such as a planar interface), the behaviour of an impinging wave can be calcu-
lated analytically by the help of Snell’s refraction/reflection law and the Fresnel equations. However,
in more complex structures it is difficult (and often infeasible) to perform an analytical calcula-
tion. Therefore, numerical methods are applied to facilitate the calculation process, and a wide
range of programs like ANSYS, Comsol, or Matlab can be utilized in the realization of numerical
modelling [1].

2. ELECTROMAGNETIC WAVES IN ISOTROPIC DIELECTRICS MATERIALS

In the Matlab program environment, algorithms were generated that simulate reflection and refrac-
tion in a lossy environment on the interface between two dielectrics. This section of the paper is
linked to the previous modelling of light applying the related geometrical laws. The reflection and
refraction is in accordance with Snell’s law for electromagnetic waves as shown in Fig. 1 [2]. The
form of Snell’s law is

sin θ0

sin θ2
=

k2

k1
=

√
jωµ2 · (γ2 + jωε2)√
jωµ1 · (γ1 + jωε1)

, (1)

where k is the wave number, γ is the conductivity, ε the permittivity and µ the permeability.
Relation (1) is defining for the boundary line between the dielectrics medium. Generally, k1 and k2

are complex; then angle θ2 is also complex. An electromagnetic wave is understood as the electric
field strength and the magnetic field strength. The electric component incident wave according to
Fig. 1 follows the formula

Ei = E0e
−j k1 un0·r, (2)

where E 0 is the amplitude electric field strength on the boundary line, r is the positional vector,
and un0 is the unit vector of propagation direction.

The intensity of reflection beams and the intensity of refraction beams are expressed according
to the formula

Er = E1e
−jk1~un1·~r, Et = E2e

−jk2~un2·~r, (3)

where E 1 is calculated from the intensity on boundary line E 0 and reflection coefficient ρE , and
E 2 is calculated from the intensity on boundary line E 0 and transmission factor τE :

E1 = ρE · E0, E2 = τE · E0. (4)
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Figure 1: Reflection and refraction of light [2]. Figure 2: Reflection and refraction on a layered het-
erogenous material.

The calculation of reflection coefficient ρE and transmission factor τE is according to these relations:

ρE =
E1

E0
=

Zv2 cos θ1 − Zv1 cos θ2

Zv2 cos θ1 + Zv1 cos θ2
, τE =

E2

E0
=

2Zv2 cos θ1

Zv2 cos θ1 + Zv1 cos θ2
. (5)

For numerical modelling, there is a suitable relation in the form of

Er =
µ2k1cos θ0−µ1

√
k2

2−k2
1sin

2 θ0

µ2k1cos θ0+µ1

√
k2

2−k2
1sin

2 θ0

E0 ·e−jk1un1·r, Et =
2µ2k1cos θ0

µ2k1cos θ0+µ1

√
k2

2−k2
1sin

2θ0

E0 ·e−jk2un2·r.

(6)
These relations are calculated from the basic variable and they facilitate an acceleration of the
calculation process.

Interpretation of the Fresnel equations and Snell’s laws is simple in the case of the refraction
on boundary line between the dielectrics medium. In case of refraction in a lossy medium, angle
θ2 is complex. According to relation (1), angle θ2 depends on wave numbers k1 a k2, which are
generally complex; then, in medium 2 an inhomogeneous wave is propagated.

For a layered heterogeneous medium, an algorithm is deduced for the reflection on several layers.
The reflection and refraction on a heterogonous material is solved by the help of the numerical
method. The reflection on a layered material on n layers generates n primary electromagnetic
waves, according to Fig. 2. The interpretation of propagation of electromagnetic waves on a layered
heterogeneous medium is according to relation

Erl = EilρEl · e−j k(l+1) unrl·rl , Etl = EilτEl · e−j k(l+2) untl·rl , (7)

where E rl a E tl are the reflection and refraction electromagnetic waves on the boundary line
(l = 0, . . . , max) according to Fig. 2, E il is the amplitude electric field strength on boundary line
l, ρEl a τEl are the reflection coefficient and transmission factor on boundary line l, k l is the wave
number of layer, r l is the electromagnetic wave positional vector on boundary line l, untl and unrl

are the unit vectors of propagation direction.

3. PLANE WAVE PROPAGATION IN METAMATERIALS

Metamaterials are artificial structures which show electrical and magnetic characteristics (permit-
tivity, permeability) not present in the natural environment. The materials are composed of small
segments such as thin conductive wires or planar coils; thus, as a matter of fact, these materials can
be referred to as composites. However, owing to the fact that the electromagnetic wave of a given
spectrum has a wavelength which is substantially longer in comparison with that of the individual
components of a structure, the material can be regarded as homogeneous.
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Generally, materials with negative parameters constitute a group of media that possesses a
negative value of relative permittivity εr or relative permeability µr [1]. Materials with negative
permittivity are commonly found in the natural environment [1]. In this respect, the best known
items are various types of low-lossy plasma, metals and semiconductors for electromagnetic waves in
the optical and infrared spectra. Conversely, materials with negative permeability are less common
in the natural environment. Only in ferromagnetics the mutual interaction of magnetic forces is
sufficiently large and losses adequately small to facilitate the generation of negative permeability
regions. Ferrites are magnetised up until saturation and, simultaneously, the permeability tensor
is close to resonance. These materials are widely present in microwave applications.

By substituting wave equations into Maxwell’s equations [1] we obtain, for the situation in Fig. 1,
the relation

n× E = ωµH, n× E = −ωεE. (8)

Equation (8) holds if the permittivity and permeability are positive. If these constants are negative
(as shown in Fig. 3(c)), the equations can be written in the form

n×E = −ω|µ|H, n× E = ω|ε|E. (9)

Among the most notable characteristics of materials with negative parameters is the negative
refraction, namely the beam refraction to the other side from the perpendicular line during the
passage through the interface. It is apparent from Fig. 3(c) that the direction of normal component
n2n rotates, and therefore there also occurs rotation of the permeable wave direction. In view of
the signs of permittivity and permeability, materials can be classified into four groups theoretically
defined by Victor Veselago [1].

I. Both the permittivity and permeability are positive. The related items fall within the category
of isotropic dielectrics; the behaviour of an electromagnetic wave on the interface of these
materials corresponds to the description provided in Chapter 2.

II. Negative permittivity and positive permeability. The related items are metals and semicon-
ductors for electromagnetic waves in the optical and infrared spectra.

III. Both the permittivity and permeability are negative. The related items are referred to as
left-handed materials. At the incidence of a wave from the environment of group I into the
environment of group III there occur a rotation of 180◦ of the Poyinting vector. The beam
refracts to the other side from the perpendicular line as compared to the environment of
group I.

IV. Positive permittivity and negative permeability; this combination applies to ferromagnetic
materials.

Figure 3 shows numerical models in the Comsol program for the transition from non-lossy
environment I. to non-lossy environment III. and vice versa. In Fig. 3, the following situations are
described:

(a)

(d)(c)

(b)

Figure 3: Calculations of refractions and reflections of waves on a planar interface for various material
constants.
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a) A wave during the passage from a material with parameters (εr = 1, µr = 1) into a material
with parameters (εr = −1, µr = −1) at perpendicular incidence of the wave on the interface.
A permeable wave has the same velocity. The Poynting vector rotates, and therefore there
also occurs rotation of the wave propagation direction. During the passage into a material
with parameters (εr = −6, µr = −1), the permeable wave has a lower velocity.

b) A wave during the passage from a material with parameters (εr = 1, µr = 1) into a material
with parameters (εr = −2, µr = −1) at the incidence of the wave on the interface at an angle
of 45◦. The permeable wave refracts to the other side from the perpendicular line (to the third
quadrant). There forms a reflected wave; during the passage into a material with parameters
(εr = −1, µr = −1) there does not occur any reflection.

c) A wave during the passage from a material with parameters (εr = −1, µr = −1) into a material
with parameters (εr = 1, µr = 1) at the incidence of the wave on the interface at an angle of
45◦. The permeable wave refracts to the other side from the perpendicular line (to the third
quadrant). There does not occur any reflection.

d) A wave during the passage from a material with parameters (εr = −2, µr = −1) into a material
with parameters (εr = 1, µr = 1) at the incidence of the wave on the interface at an angle of
45◦. There occurs total reflection.

4. CONCLUSIONS

Numerical modelling of wideband electromagnetic signals on field of multilayer and periodic struc-
ture optical materials in Matlab program is very time demanding. This method is suitable for
specific purposes of detail analysis.

Algorithms created in the Matlab environment are verified by the help of programs based on
the finite element method, namely programs such as Comsol and ANSYS. The paper includes a
theoretical analysis and references to the generated algorithms, which are verified using numerical
models.

Negative permittivity can be constructed on a periodic structure of electrically conductive wires,
upon which a wave impinges vertically. The structure is commonly referred to as wire media.
Another technique of constructing negative permeability is split ring resonators (SRRs). Several
models were prepared in the Comsol program for negative permittivity materials.
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5. Zhang, J. J., J. T. Huangfu, Y. Luo, H. S. Chen, J. A. Kong, and B.-I. Wu, “Cloak changing

with background,” PIERS Online, Vol. 4, No. 5, 596–600, 2008.
6. Fiala, P., “Finite element method analysis of a magnetic field inside a microwave pulsed gen-

erator,” 2nd European Symposium on Non-lethal Weapons, Ettlingen, SRN, May 13–15, 2003.



Progress In Electromagnetics Research Symposium Proceedings, Cambridge, USA, July 5–8, 2010 1035

Errors in Diffusion Coefficients Measurement
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Abstract— The magnetic resonance (MR) imaging techniques of tomography and spectroscopy
are exploited in many applications. The quality of dynamic behavior of gradient magnetic fields
is one of the important properties of devices exploiting the phenomenon of magnetic resonance
(MR) for imaging or diffusion measurement [1]. A necessary precondition for the facilitation of
MR instruments proper functioning consists in the maintenance of a high degree of homogeneity
of the fundamental and gradient magnetic fields [2, 3]. Gradient changes induce eddy currents in
the surrounding conducting arrangement, thus potentially causing image artifacts, localization
errors, and signal distortion. While the use of actively shielded gradients has greatly reduced
the magnitude of eddy currents, significant distortion often remains, mainly in the short time
interval after the gradient is switched off. Residual eddy currents may require further reduction.
This is frequently achieved by pre-emphasis correction in the relevant gradient channel and in
the homogeneous B0 shim or by active shielded gradient coils [4]. The rise time of the pulse of a
magnetic field or its decrease to the level of non-homogeneity of the basic magnetic field should
be as short as possible (< 100 µs).

The experiments were carried out on an MR tomograph system 4.7T/120mm (i.e., 200MHz
for 1H nuclei). Actively shielded gradient coils yield a maximum gradient field magnitude of
180mT/m. The data measured were processed in the MAREVISI and MATLAB programs.

The b-factor calculation software was created to characterize the device artifacts on the accuracy
of measurement. It is possible to determine the diffusion measurement errors for changes of
gradient field magnitude and inaccuracies of time parameters settings by this software. We
characterized probable diffuse measurement errors and, primarily, the effect of gradient decay
time on the accuracy of diffusion constants measurement of the chosen samples. The results
of the simulation were experimentally tested and compared with the analytical model. The
determination of the device artifacts effects with the diffusion constants measurement is useful
mainly for biological samples with short relaxation times.

1. INTRODUCTION

Diffusion is the random translational motion of molecules given by their thermal energy. In the
course of the motion there occur collisions between the molecules and microscopic obstacles gen-
erated by components such as cell structure. Thus, diffusion motion can be restricted to a certain
(great or small) extent. In theory, if no obstacles are assumed and the molecular environment is
considered isotropic, there holds the Einstein equation:

y =
√

6 ·D · tD, (1)

where y expresses the medium distance (in all three directions) covered by the molecules in time tD.
The constant of proportionality D is the so-called diffusion coefficient, which indicates the rate of
moleculear mobility in the given substance. During time tD the molecules can pass through regions
with different D coefficients, by means of which there originates the coefficient time dependence.

The diffusion measurement principle consists in a suitable application of gradients of the mag-
netic field (spatially dependent magnetic field) into the NMR measurement sequence. The moving
spins (atoms) are, at the time of dephasing, in a different place (and, owing to the application of
the magnetic field gradients, in a different magnetic field) as compared to the time of backphasing.
Errors in the measurement of diffusion coefficients are dependent on several factors 5; this paper
contains an analysis of two members of this group, namely the magnetic field inhomogeneity and
the dependence of gradient characteristics on the diffusion measurement accuracy. The diffusion
was measured and evaluated by the help of three techniques, whose evaluation is provided in the
text below.



1036 PIERS Proceedings, Cambridge, USA, July 5–8, 2010

2. EXPERIMENT

The experiment was carried out using an MR tomograph available at the Institute of Scientific
Instruments, Academy of Sciences of the Czech Republic (ISI ASCR). The MR tomograph provides
static field flux density B0 = 4.7T; the nuclei resonance frequency is 200 MHz. We used a deionized
water sample as the test medium, and the realization of the diffusion measurement took place at
the constant temperature of 24.6◦C. All calculations of relative errors are related to nominal value
D = 2.376 · 10−9 m · s−2, which was published in source [6]. The utilized measurement technique
consisted in the method of spin echo with the applied magnetic field gradients (the pulse field
gradient spin echo — PFGSE). This method developed by Stejskal [7, 8] is described in Figure 1.
In the process of measurement we observed the following time constants: δ = 3ms, ∆ = 11.18ms,
TE = 20ms. During the measurement, gradient magnitude GD was variable and determined by
the magnitude of the Digital Analog Convertor (DAC). For the value of DAC = 27 k, the gradient
magnitude equals to GD = 180 mT/m.

In order to compensate the magnetic field inhomogenities, we performed also the measurement
for both polarities of the gradient pulses [9, 10].

3. RESULTS AND DISCUSSION

First of all, at the temperature of 24.6◦C, we measured image intensities in the deionised water
sample at different magnitudes for the gradient. The magnitude is determined by the value of DAC
(10 k, 15 k, 20 k, 25 k) at both polarities. From the thus measured values we evaluated the diffusion.
Here, the first step consisted in examining the accuracy of results analyzed using two images in
the Marevisi program. The diffusion was calculated from an image without the gradient as well
as from another image that had been obtained at a different-sized gradient pulse in all coordinate
directions. Relative measurement errors related to the nominal value of D = 2.376 · 10−9 m · s−2

are represented in Figure 2. At this point, measurement errors can be compensated for in such a
manner that the measured diffusion value for the given absolute value of gradient is calculated as
a diameter of the diffusion obtained from the two images for the positive gradient and the negative
gradient.

Echo
B1

TE/2

t

TE/2

180
o

90
o

G (t)

t

δ∆ 

δ

GD GD 

Figure 1: The MR spin-echo method of diffusion coefficients measurement utilizing gradient magnetic fields.
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Figure 2: The dependence of relative error on the magnitude of gradients in the measurement of deionized
water diffusion: evaluation from two images, temperature 24.6◦C.
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Another possibility of compensating for magnetic field inhomogenities consists in the evaluation
of diffusion from three images. Here, the obtained results are more precise as, using the Matlab
program, the first image is evaluated without the gradient field, the second one with the positive
gradient pulse, and the third one with the negative gradient pulse. Thus, compensation is secured
for the magnetic field inhomogeneities and non-linearities (Figure 3).

The procedure that showed the highest degree of accuracy in respect of the measurement and
evaluation of diffusion was the measurement of a series of images at different gradient magnitudes
and the subsequent approximation of these images in the Marevisi program [11]. An illustration of
images obtained during the measurement with negative gradient pulses in the x axis direction is
provided in Figure 4. The series of images was obtained at gradient pulse magnitudes determined
by DAC = −10 k, −15 k, −20 k, −25 k.

Figure 5 presents the obtained dependences of diffusion on the number of applied gradient pulses
from which the diffusion constant was approximated. The measurement was performed for all the
coordinate system directions and at both positive and negative polarities of the gradient pulse.
The meaning of numbers on the x axis is as follows: 5 = measured at |DAC| = 0, 10 k, 15 k, 20 k,
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Figure 3: The dependence of relative error on the magnitude of gradients in the measurement of deionized
water diffusion: evaluation from three images, temperature 24.6◦C.
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Figure 4: Diffusion images for the gradient GDX magnitudes.
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Figure 6: The course of gradient pulses.

Table 1: Comparison of the applied measurement methods and evaluation of diffusion.

D [m2/s]
Evaluation from 2 images Evaluation from 3 images Approximation at different G

GDX 2.15880 · 10−9 2.1845 · 10−9 2.2510 · 10−9

GDY 2.08756 · 10−9 2.0815 · 10−9 2.1820 · 10−9

GDZ 2.81258 · 10−9 2.8505 · 10−9 2.7485 · 10−9

25 k; 4 = 10 k, 15 k, 20 k, 25 k; 3 = 15 k, 20 k, 25 k; 2 = 10 k, 25 k. The diagram shows that it is
sufficient to perform the measurement in gradients |DAC| = 20 k and 25 k and, then, approximate
the obtained images. Thus, we obtain the diffusion value separately for the image measured at
positive gradient values and, in the same manner, for the image measured at negative gradient
values. The results can be made more precise if we average out the curve approximated for the
positive gradient pulse with the corresponding curve approximated for the negative gradient pulse.
Again, there will occur the compensation for the magnetic field inhomogenities.

Further, using the Matlab program, the program has been developed that facilitates investigation
into the influence of gradient field shape on the measurement accuracy; thus, the compensation for
diffusion measurement errors is also made possible. Real gradient pulses are not rectangular as is
evidenced by Figure 6: They have entering and descending edges. The designed program realizes
the numerical modelling also of these courses and calculates value b. Constant b (referred to as the
b-factor) indicates the pulse sequence sensitivity to the diffusion, and it is given by integral 5:

b = γ2

TE∫

0




t∫

0

G
(
t′
)
dt′




2

dt. (2)

Figure 6 shows the gradient simulated course in the Matlab program. By the help of the numerical
model, the b-factor is calculated with great accuracy for the given course of the gradient. For the
course provided in the image, the b-factor value is b = 1.090 · 109 s · m−2. The theoretical value
according to formula (2) yields an almost identical result: b = 1.094 · 109 s ·m−2.

4. CONCLUSION

The obtained diffusion values averaged out of the diffusion values measured at both polarities
of the gradient pulse (Table 1) at the temperature of 24.6◦C differ from the theoretical value
D = 2.376 · 10−9 m · s−2 by a maximum of 18.3%. The diffusion values are not identical in all
directions; especially in the z axis there are differences as against the values of diffusion in axes x
and y. It follows from the values in Table 1 that the diffusion coefficients obtained by means of
evaluation from two images (the mean of values measured at both positive and negative gradient
pulses) show almost no difference from those obtained using three images. The most accurate
values are yielded by means of approximation from images obtained at different gradient value. The
related future research will focus on the achievement of a greater degree of accuracy in diffusion
measurement and on the statistic processing of the results obtained.
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Abstract— Magnetic resonance imaging is in medicine commonly used method for human
body structures imaging. Progresses in imaging methods allow figure different parameters of the
specimen then mere structural image. If we are able to image function of the human body then
we can improve diagnosability of diseases. This article deal with noninvasive method for imaging
of temperature distribution in required volume of specimen using MR tomography. Method is
based on diffusion measurement [1, 4]. Temperature dependence of diffusion of materials makes
possible measure temperature distribution in specimen [2].

As a specimen is used water solution of nickel sulfate (NiSO4). This solution was chosen for
similar properties to physiological solution. Pulsed Field Gradient Spin-Echo (PFG SE) method
is used for measurement of self diffusion coefficients D [3]. Results of measurement are compared
with other materials measured in [2] to improve method for human body temperature fields
measurement. The experiments were carried out on an MR tomograph system 4.7 T/120 mm
(i.e., 200 MHz for 1H nuclei). Actively shielded gradient coils forms a maximum gradient field
magnitude of 180mT/m. The measured data were processed in the MAREVISI and MATLAB
programs.

1. INTRODUCTION

Nuclear magnetic resonation is one of the most important imaging techniques for structural imaging
of body structures. In many areas like MR imaging, MR spectroscopy or functional MRI is technique
of magnetic resonance powerful diagnostic tool in medicine and biology. MR image can be T1, T2,
proton density and diffusion weighted. Last named method, diffusion weighted imaging, is way how
to measure distribution of temperature. Diffusion is a mass transport process arising in material,
which results in molecular or particle mixing without requiring bulk motion. Diffusion should
be not be confused with convection or dispersion, other transport mechanisms that require bulk
motion to carry particles from one place to another [4]. Temperature makes difference in diffusion
depending on different substances. Measuring this dependence makes possible temperature field
mapping. This article deal with measuring temperature dependence for different substances.

2. EXPERIMENT

Experiment was accomplished on a MR tomograph at the Institute of Scientific Instruments,
Academy of Sciences of the Czech Republic (ISI ASCR). The MR tomograph dispose of static
field flux density B0 = 4.7T, 1H nuclei resonance frequency is 200 MHz.

Testing of diffusion temperature dependence was provided with three water solutions. All of
used water solutions are presented in Table 1. Range of measured temperatures was set from
20◦C (68◦F) to 29.6◦C (85.3◦F). Temperature inside MR tomograph is regulated by temperature
regulating system made by ISI ASCR Brno. Each measurement was provided after 30 minute
temperature stabilization interval.

Table 1: Used water solutions.

Sample Number Sample
1 H2O + NiSO4

2 H2O + 4×NiSO4

3 Deionized watter

Temperature fields mapping method use PFGSE (pulse field gradient spin echo) method for
gradient measuring. This method is most used method for diffusion measurement was developed
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Figure 1: The RF pulse and gradient field waveforms of the pulsed field gradient spin-echo method.

by Stejskal [5]. Principles of this method are presented on Figure 1. Acquisition parameters are:
δ = 3.5 ms, ∆ = 16.8ms, TE = 20 ms. D is determined by digital-analog converter DAC = 25 000.

Value of b-factor is necessary for diffusion calculation. b-factor equation is equal to [6]

b = γ2G2δ2 ·
(

∆− δ

3

)
. (1)

Diffusion was computed from three pictures for magnetic field inhomogeneity compensation.
These three pictures were measured without gradient pulse, with positive gradient pulse and

with negative gradient pulse. After b-factor computing and all three data sets measuring is diffusion
computed as:

D =
1
b
· ln

(
M+ ·M−

M2
0

)
, (2)

where:
b b-factor [s/m2],
M0 data measured without gradient pulse,
M+ data measured with positive gradient pulse,
M− data measured with negative gradient pulse.

All data was processed in Marevisi and MATLAB program.

Figure 2: Temperature dependence of diffusion for deionized water and two water solutions.
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(a) (b) (c) (d)

Figure 3: Diffusion pictures of deionized water measured at temperatures. (a) 21.4◦C, (b) 23.9◦C, (c) 27.4◦C,
(d) 29.6◦C.

3. RESULTS AND DISCUSSION

In Figure 2 are shown diffusion dependence on temperature for different water solutions presented
in Table 1. Diffusion dependence on temperature for H2O+NiSO4, H2O+4×NiSO4 and demonized
water are almost parallel. All curves are line approximated with calculated equation of regres-
sion. Regression equation of ionized water was compared with regression equation of ionized water
published in [2]

y = 6× 10−11x + 9× 10−10. (3)

In Figure 3 diffusion pictures created in Marevisi are presented. These pictures show distribution
of diffusion in sample slice. Diffusion is in the pictures modulated in the range of colors from yellow
to red.

4. CONCLUSION

Diffusion weighted image acquired by PFGSE method gives possibility for temperature dependence
of diffusion measurement. Measurements were provided for three water solutions and finally pic-
tures computed from three pictures measured with different gradient. Temperature dependencies
of diffusion are in selected temperature range linear and almost parallel for all three measured sub-
stances. With knowledge of this dependence for other substances is possible to measure temperature
by NMR and map volume distribution of temperature.
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Abstract— This article deals with three-dimensional reconstruction methods of nuclear mag-
netic resonance images. The testing images were observed by tomography with basic magnetic
field of 4.7 T at the Institute of Scientific Instruments (Academy of Sciences of the Czech Re-
public). 10 slices of the testing phantom were acquired. The methods were proposed with the
aim of getting utmost information about the shape of the testing phantom. One possible way
is to increase the number of the sensed slices, but it implies decreasing of the signal to noise
ratio. The second approach is finding the compromise between the effective count of slices and
the following interpolation of other slices between the sensed ones. The both approaches were
compared. The resultant images were segmented by the active contour methods which are based
on partial differential equations solution [1, 2]. The advantage of these methods is that the images
may not be preprocessed before segmentation. The appropriate segmented slices were compared.
The following image processing leading to 3D model creation is proposed.

1. INTRODUCTION

The advantages of the nuclear magnetic resonance (NMR) were described in many publications.
It is approach to acquisition of spatial data of soft tissues. The main advantage is absolutely the
fact of unproved negative effects of the electromagnetic radiation to human organism subject to
prescribed hygienic regulations. Against to other tomographic approaches the magnetic resonance
images are with the higher resolution and quality. The observed images of sensed object can be
used for three-dimensional model creation after the application of suitable preprocessing methods.
The reconstructed object can be useful for example to the better diagnosis in medical sciences, for
quantitative or qualitative description of tissues, tumors etc. The requirement is to have utmost
slices for the three-dimensional model of sensed tissue. The signal-to-noise ratio (SNR) decreases
with increasing the number of slices [1]. We have to specify compromises between the number
of observed slices and satisfying SNR in images individually. However, if we actually need more
slices for the 3D model creation, we can calculate the other images between observed ones. Two
basic approaches are described for images interpolation of MR spatial data in this paper. The first
method is based on ordinary averaging of neighboring pixels intensities with the same position in the
frequency domain. We can get the images describing the real scene by Fourier transformation of each
slices in the k-space, which we observed by tomography. We can get (2n− 1) images from original
n images. This algorithm is repeatable. By the second approach we process directly the data in
k-space. There is created a vector of complex numbers by data observing with the same positions in
the k-space. Then the frequency domain of this vector is obtained by Fourier transformation [2, 3].
The frequency domain is extended by zero values for higher frequency part. This extended spectrum
is transformed back to the time domain by the inverse Fourier transformation. The length of the
obtained vector depends on number of zeros included to frequency spectrum of the original vector.
The slices of 4 flasks with water were inserted to work space of tomography with the magnetic field
4.7T (200MHz for 1H nuclei) for the testing. This phantom is shown in the Figure 1.

2. OBTAINING OF THE MR IMAGES

The images obtained by MR tomography in the time domain (k-space) are then transformed by
Fourier transformation to the frequency domain. These images in the frequency domain repre-
sent the real scenes. The first method interpolates the three-dimensional data in the transformed
frequency domain. The second method shows the possibility of data processing and interpolating
the three-dimensional data in the original time domain — k-space. We can see in Figure 2 the
procedure of scanned spatio-temporal slices processing and the transformation of the slices to the
frequency domain, which represents the real scene.
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Figure 1: The phantom for testing pro-
cess of proposed interpolation methods
of spatial MR data.

Figure 2: The procedure of obtaining the images by MR tomo-
graph. Three selected slices in the k-space on the left, three
selected slices of phantom in the frequency domain on the right.

Figure 3: Interpolation of pixel intensity in the image between original slices by averaging. The pixel
intensities vector (module, phase) is on the left, the pixel intensities resampled vector (module, phase) is on
the right.

3. AVERAGING

The ordinary averaging method is used for nearby pixel intensities in the frequency domain for
comparison of the proposed method of signal interpolation in the k-space, which are generated
between two existing images obtained by MR tomography. The intensity of a new pixel is then
given by the equation:

Inew (x, y) =
Inew−1 (x, y) + Inew−1 (x, y)

2
. (1)

4. INTERPOLATION IN k-SPACE

This approach is a little bit complicated but it gives better results. The basic principle is extending
of spectrum of the obtained signal in the k-space, which arises by values of the nearby pixel
intensities with the same positions. In Figure 4, we can see the original complex signal generated
by nearby pixel intensities. The same resampled signal transformed to frequency domain with
including the zero values for higher frequencies and transformed back to the k-space is shown on
the right. It is clear that by this approach the signal was supplemented by new samples, witch
interpolates the k-space in the space where no slices were obtained by the tomography. This
interpolated k-space is then transformed by FT to frequency domain with (2n− 1) images.

5. EXPERIMENTAL RESULTS

The both methods (averaging in the frequency domain, extending the spectrum of k-space by zero
values) were tested on 11 original slices of phantom (Figure 1) obtained by MR tomography at
the Institute of Scientific Instruments of the ASCR in Brno. The algorithms were implemented in
the Matlab software [4]. The area of 11 slices was interpolated to 21 slices. The 10 new images
were computed between the 11 original slices. The two selected slices (5th and 6th) were shown in
Figure 5 and one interpolated slice with use the method of averaging in the frequency domain. In
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Figure 4: Interpolation of images between obtained slices by the spectrum adjustment in k-space. The
original vector of k-space values (module, phase) is on the left, the resampled vector (module, phase) is on
the right.

Figure 5: Interpolation of image between the ob-
tained ones by averaging. On the left and on the
right are two original images, in the middle is the
interpolated image.

    

Figure 6: Interpolation of image between the ob-
tained ones by extending the spectrum of signals in
the k-space. On the left and right are the original
images, in the middle is the interpolated image.

the Figure 6, we can see the result — the same slice — interpolated by the method of the spectrum
in k-space extending.

6. CONCLUSIONS

We can compare both methods. The first one — the averaging method of the neighbor pixel
intensities with the same position in the frequency domain gives the good results. The intensity of
a new pixel in the interpolated image always reflects the values of obtained pixel intensities. There
is a problem, after the segmentation of this image, the size of the segmented object will be always
the same as in the neighbor image. But there is no other error brought to the image. It is clear that
this method don’t give any new spatial information, only about the average number of hydrogen
nucleus in the area of interpolation.

By the second method — interpolation in k-space — there is brought an error due to resampling
of the signal by extending its spectrum by zero values. This signal is devaluated by harmonic spatial
signal. There are spatial artifacts in more images. The processed images will be segmented, whereas
the suitable level of intensity for the segmentation will be found. The resultant contours will be
used for accurate three-dimensional model creation and it will be made the comparison of the both
methods.

ACKNOWLEDGMENT

This work was supported within the framework of the research plan MSM 0021630516, MSM
0021630513 and project of the Grant Agency of the Czech Republic GA 102/09/0314 and project
of the BUT Grant Agency FEKT-S-10-13.

REFERENCES

1. Gescheidtova, E. and K. Bartusek, “Kriteria pro vyber vlnek pri zpracováńı MR obrazu,”
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Abstract— The growing interest of scientific community in the field of synthetic single/double
negative materials has brought the effort to exploit their unique properties in various technical
areas. One of the possible applications of these metamaterials is their utilization in subwavelength
imaging. The recent work of some research teams deals with the application of single negative
metamaterials with negative permeability for magnetic resonance imaging [1]. The concepts of
the magnetoinductive lens have been proposed and realized [2]. The lens components are based
on non-ferromagnetic materials. In spite of their insignificant response in the DC magnetic field,
they exhibit magnetic response at certain resonant frequency. The resonant frequency approaches
to the frequency of the excitation RF pulse [3]. By suitable configuration of the components the
imaging effect can be observed and the device behaves like a magnetic lens. Most of the published
papers describe the analysis of magnetoinductive lenses and the experiments in relatively low field
medical MRI devices with the excitation frequency of tens of MHz [4]. This paper presents the
design and development of magnetoinductive lens for application in the experimental mid-field
MRI device which has a smaller field aperture and high resolution narrowband detection system.

1. INTRODUCTION

The possibilities of subwavelength imaging have been introduced by the recent progress in metama-
terial science. There have been evaluated approaches for metamaterials structure analysis, design
and development by means of analytical and numerical computing tools. Subwavelength imaging
is one of the possible applications of metamaterial slabs with defined negative permitivity and neg-
ative permeability (double negative metamaterial). The subwavelength imaging is allowed through
the process of evanescent field components amplification. The evanescent components are amplified
in the slab by a factor which is inverse to the one which causes the decay in free space.

The recent experiments and theoretical findings have shown that the imaging can be observed
in case of single negative metamaterials. This means by exploitation of metamaterial slab with
only negative permitivity or only negative permeability. The typical characteristic of metamaterials
structures is the dimension relation between the metamaterial slab components and the wavelength
of the wave which is to carry through the slab. The dimensions of metamaterial components
are much smaller than the wavelength of the interest. In spite of this dimension disproportion
the metamaterial structures show response at these wavelengths. Regarding to these dimension
relations it can be found that the metamaterial structure-wave interaction is in the realm of quasi-
static fields. This phenomenon allows consider only electric or magnetic part for imaging purposes.
The imaging utilizing electric component of the field has been demonstrated in case of excitation
of surface plasmon polariton structures [5]. In the case of magnetic imaging huge progress has
been made by Freire and Marques [6]. The promising application of magnetic imaging devices is in
the improvement of signal in magnetic resonance tomography. The magnetic imaging devices have
to be designed in respect to MR excitation frequency, detection bandwidth and the tomograph
working space volume.

2. MAGNETOINDUCTIVE LENS

Authors in [4, 6] have studied in theoretical and experimental way the effect of two coupled resonator
arrays on the process of image formation. The coupled resonator arrays are of planar type and
consist of periodically arranged LC resonators on dielectric board. The typical realization for
megahertz range consists of loop patterns made by etching of cooper foil on FR-4 board. The gaps
in the loops are assembled with capacitors of suitable capacity. The section of resonator array is
shown in Fig. 1.

The array is characterized by the resonators periodicity a. It should be noted that the resolution
is equal the double of the lens periodicity and this resolution is far below the wavelength of the
Larmor frequency in MR systems. The typical property of the resonator field is the inductive mutual
coupling between the resonators. This coupling allows the propagation of magnetoinductive waves
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along the array’s surface. The excitation frequency of the surface waves is equal to the resonant
frequency of LC resonators.

The existence of the magnetoinductive waves on the resonator arrays has given the origin of the
term magnetoinductive lens. The common magnetoinductive lens consists of two parallel resonator
arrays at the distance d. The inductive coupling between the arrays causes the detuning of the
equivalent circuits and the whole resonant characteristic has two peaks symmetrically placed around
the original resonant frequency as can be shown in Fig. 2. The characteristic in the right part of
Fig. 2 represents the excitation of two magnetoinductive waves at different frequencies around fr.

The imaging effect of the lens has been observed when the frequency of the MR system has been
located in relatively flat regime between the two peaks pertaining to the two magnetoinductive
waves [6]. The arrays distance d influences the distance between the two magnetoinductive peaks.
Simultaneously the best imaging properties have been proved when the distance between the field
source and the lens is the same as the lens width [7]. For imaging of objects which are beyond
the original distance d we need to increase the width of the lens. But, this causes the both
magnetoinductive wave frequencies approaching and the imaging effect can disappear. For this
reason, it is desirable to have a narrow peaks of both magnetoinductive waves.

In order to ensure the maximum narrow peak for each magnetoinductive wave the resonant
frequencies of the LC resonators have to be equal. This requirement places demand on the accuracy
of capacitor values and loop inductances. The selection of chip capacitor in the view of resultant
resonant frequency accuracy is one of the issue of the discussion presented in this paper. The next
issue is the possibility of loop dimensions calculation in order to have an accurate original resonant
frequency value.

3. RESONATOR COMPONENTS SELECTION AND CALCULATIONS

The application of magnetoinductive lenses in MR systems specifies their dimensions to be able to
operate in the tomograph space. Dimension constraints lead to resonators realization in form of
planar cooper loops which are loaded by capacitors. The accuracy of required resonant frequency
is dependent on values of inductance and capacity. Since the capacitor values are given by the
production series the only way how to reach the desired resonant frequency is to vary the loop
dimensions.

Suppressed temperature dependence of chip capacitors is desired, which requires specific dielec-
tric material. According to magnetoinductive lens dimension the resonator loops outer diameter
ranges around the value of rout = 10mm. Corresponding loop inductance and the desired resonant
frequency determines the capacitors value in tens of pF. In this range the chip capacitors based
on NP0 material can be utilized. They offer the lowest temperature dependency and highest value
accuracy in compare to other common capacitor materials (X7R,Y5V). However, the accuracy of
this capacitors is ±5%, so it is necessary to narrow down the capacitor selection by measurement.

By varying the outer diameter and width of the loop width (Fig. 1) the desired resonant frequency
can be approached. For loop dimension calculation a common relations for inductance can be
utilized. It has to be fulfilled the prerequisite of planar loop with thickness much smaller than the
width. For this loop calculation a relations for planar coil can be exploited. On of the possibilities
is to use a modified Wheeler formula which is in [8]. This relation has been derived for planar spiral
coils in RF integrated circuits. With the presumption of the similar width to thickness ratio it can
be modified for single loop

Lmw = µ0K
mw
1

dout − w

1 + Kmw
2

w

dout − w

= µ0K
mw
1

(dout − w)2

dout − w + Kmw
2 w

, (1)

where Kmw
1 , Kmw

2 are constants for loop geometry approximation. However, this relation is usable
in case of octagonal approximation of the loop where Kmw
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2 = 3.55 [8]. For circular

geometry, it is alternatively possible to use the current sheet approximation
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tion [8].
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Figure 2: Equivalent LC circuit detuning by the mutual coupling.

4. SMALL MAGNETOINDUCTIVE LENS REALIZATION

Authors in [4] have build and verified a magnetoinductive lens for application in medical type MR
system with large tomograph working space. There has been proved an imaging effect and MR
signal improvements. Attempt to verify the imaging properties in MR system with small working
space requires small magnetoinductive lens. The destination MR system is 4.7T tomograph with
excitation frequency close to 200 MHz. In order to achieve certain resolution and because of the
higher frequency the loops have to be made smaller. A two planar resonator arrays on 2mm
thick FR-4 board has been realized with the total count of 25 resonators per layer. The resonator
loop outer diameter was dout = 5 mm and the loop width w = 1 mm. The calculated inductance
according to (2) was L = 5.778 nH. The loop has been assembled with parallel combination of
three capacitors C1 = 100 pF, C2 = 10 pF and C3 = 1.2 pF in attempt to approach the excitation
frequency. The realized coupled resonators arrays are shown in Fig. 3 together with the experimental
MR system.

The resonant frequencies of both arrays have been measured. The results are shown in Fig. 4.
The resonant frequency of the first array was 199 MHz and 198.7MHz for the second. The fre-
quencies has been determined by spectrum analyzer with a loop on its input. The arrays has been
excited by inductive coupling with dip meter. In the right part of Fig. 4 are shown peaks which
correspond to the resonant frequencies of coupled arrays with distance d = 3.3mm. The peak’s
frequencies are 191.85MHz and 195.75 MHz. It is apparent that the expectation of symmetrical
split of the resonant peaks around the original resonant frequency hasn’t occurred. The centre
frequency is shifted to value of approx. 193.8 MHz. There arises an opinion that the unwanted shift
is caused by detuning of the resonator arrays through the coupling with the coil of the dipmeter.

Figure 3: Realized resonators array (left) and experimental MR system (right).

Figure 4: Peaks pertaining to resonant frequencies of single arrays (left and center) and peaks pertaining to
resonant frequencies of coupled arrays (right).
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Figure 5: Measured field map in phantom with (left) and without (right) the presence of resonator arrays.

The loop areas of the resonators are relatively small. Because of the limited dip meter sensitivity
the dip meter’s coil had to be placed close to arrays and unwanted coupling might occured.

The effect on field distribution in phantom has been investigated in MR system. A small coil
besides the phantom has been used for excitation and acquiring the signal of the slice of water
volume together with resonator arrays placed on the other side. The results are shown in Fig. 5. It
is apparent that no distinctive effect on the field distribution is noticeable. The RF field evacuation
from the phantom volume is observable and we can resolve a small bright area of increased field
intensity in the area of one loop resonator (Fig. 5). The excitation of the magnetoinductive surface
wave is conceivable, which is undesirable for imaging ability. This confirms further that wrong
arrays configuration might be chosen. Reported disappointing results place a demand for redesign
of the resonator arrays.

5. CONCLUSION

In order to ensure the sufficient separation of the resonant peaks the coupling between the two
resonator arrays has to be increased by using of thinner FR-4 boards and by using only one capacitor
per loop. One capacitor per loop allows easier capacitor selection in view of accuracy. Subsequently
the dimensions of the loop have to be calculated to obtain a right inductance for fixed capacitance
and fixed resonant frequency. Next development will be focused on the redesign of the arrays and
on the accuracy of arrays resonant frequency adjustment.
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Abstract— The perfectly conducting infinite wire structure has been shown to exhibit negative
effective permittivity (incidence normal to the wires), and strong spatial dispersion (in conical
incidence) for wavelengths much larger than the wire separation. In this work we make use of a
two-scale renormalization technique to treat the more general, realistic and practically relevant
finite conductivity finite wire structure. The effective medium obeys a nonlocal constitutive
relation which is verified by 3D numerical simulations.

1. INTRODUCTION

The effective medium theory of wire structures has been an active direction of research in recent
years, due to the technological simplicity of the structures, and their interesting properties, par-
ticularly their effective negative permittivity, which has found use in the construction of negative
index metamaterials [1–3]. However, the main thrust of investigations to date have focused on
infinite wire media, and perfectly conducting wires. In this work we go further, and offer a rigorous
treatment of the more realistic scenario of finite wires with finite conductivity.

The structure under study is a square biperiodic array of thin wires, of length L, radius r and
conductivity σ. We note the period d and the wavelength λ. The renormalization (depicted in
Fig. 1) involves a limiting process whereby the three quantities: r, d and 1/σ tend simultaneously
to zero. The parameter governing the limiting process is noted η = d, the period. The asymptotics
of the other two parameters, σ and r, with respect to η are described by fixed parameters κ and γ
according to the following relations:

κ =
πr2

ηση

ε0ωη2

1
γ

= η2 log
(

rη

η

)
(1)

where ω is the angular frequency of the electromagnetic field. In other words the conductivity is
renormalized inversely to the fill factor θη = πrη

η2 , while the radius is renormalized such that the
expression η2 log( rη

η ) remains constant.
While these expressions may at first seem obscure, they have simple intuitive interpretations.

The first requires the current density to remain constant during the renormalization. The second
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Figure 1: The bed-of-nails structure and the renormalization process. The conducting fibers occupy a region
Ω j R2, are oriented in the z direction, and the structure is periodic in the xy plane. Two renormalized
structures are shown, corresponding to η1 and η2 respectively, with η1 > η2, dη1 > dη2 , ση1 < ση2 and
rη1/dη1 > rη2/dη2 (see Eq. (1)). The real physical structure corresponds by definition to η = 1: dη=1 = d.
The length L and the wavelength λ remain fixed, i.e., we are homogenizing in the xy plane only.
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expression requires the average internal capacitance of the wires to remain constant during renor-
malization. This feature is known to be essential for their asymptotic behavior (see, for instance
Ref. [4]).

The question to be answered now becomes: What happens in the limit η → 0? The answer
is that the fields converge (in a precise sense described in Ref. [5]) to the unique solution of the
following system:





∇× E = iωµ0H

∇×H = −iωε0

(
E + P

ε0
ẑ
)

∂2Pz

∂z2 +
(
k2

0 + 2iπγ
κ

)
Pz = −2πγε0Ez, z ∈ [−L/2, L/2]

∂Pz

∂z = 0, z ∈ {−L/2, L/2}

(2)

where P is the polarization field.
As a quick check of the reasonableness of this limit system, we consider the limit of infinite con-

ductivity and infinitely long wires. It can be seen immediately that the material is non-local, even
in the long-wavelength regime. By doing a Fourier transform on the third equation of system (2)
(with κ → ∞) we obtain: P̂z = −2πγε0/(k2

z − k2
0)Êz which gives ε = 1 + 2πγ/(k2

0 − k2
z). This is

fully consistent with existing results [6].

2. NUMERICAL RESULTS

We now proceed to test the homogeneous model by comparing it with 3D full vector simulations
of the structure, i.e., we must compare the reflection, transmission and absorption coefficients
and the current distribution of the homogeneous problem with those of the original bed-of-nails
metamaterial. The solution to the homogeneous problem is obtained by integrating system (2) as
described in Căbuz et al. (to be published).

The 3D full vector simulations of the bed-of-nails metamaterial were done using the Comsol
Multiphysics finite element method software package. The periodicity was implemented using
Floquet-Bloch conditions [7] in the two periodic directions (x and y), and absorbing Perfectly
Matched Layers [8] in the positive and negative z directions. The linearity of the materials in the
structure was used to treat the incident field as a localised source within the obstacle, as detailed
in Ref. [9].

Figures 2 and 3 show the results of calculations for a structure of Toray T300r carbon fibers [10]
with a conductivity of: σ = 5.89 ·104(Ωm)−1 and a radius of 3.5 microns. The wires have an aspect
ratio L/r = 2.28× 105, and they were modeled using an effective impedance technique [11] which
eliminates the need to mesh the interior of the wires. A finite element model in which the interior
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Figure 2: Transmission (solid), reflection (dot-dashed) and absorption (dashed) efficiency curves comparing
the finite element solution (dot markers) and the effective medium (no markers) as a function of angle of
incidence. The wire conductivity is that of Toray T300r carbon fibers σ = 5.89 · 104 (Ωm)−1. The structure
has period d = 0.01 m, and dimensionless parameters L/d = 80, λ/d = 20, r/d = 3.5 · 10−4, and δ/r = 15.
Energy conservation of the finite element model (× markers) is respected to within better than one percent
for most angles of incidence. The departure around 80◦ is explained by the poor performance of the PML
absorbing layers when close to grazing incidence.
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of the wires is meshed is a problem with around 3 million degrees of freedom, requiring several tens
of Gigabytes of available RAM to solve. By comparison, using the impedance technique, the model
of Fig. 2 (curves with markers), is a problem of approx. 62 thousand degrees of freedom, which
requires less than one Gigabyte of available RAM and can therefore be solved on any sufficiently
recent desktop or laptop computer.

Figures 2 and 3 illustrate the behavior which is typical of the model. The agreement remains
good up to high incidence angles, and over a large wavelength domain (Fig. 5). The structure
is transparent in normal incidence. For increasingly oblique angles of incidence the absorption
increases more or less gradually, depending on the thickness L. The reflection is generally low,

Figure 3: Square of the current density for the effective medium model (dashed) and the finite element
solution (solid) as a function of position within the slab (which is positioned in z ∈ (0, L)). The structure is
the same as in Fig. 2, illuminated at an angle of incidence θ = 40 from the top. Note that the surface areas
under the two curves are the same because they are proportional to the Joule dissipation rates, which are
seen to be equal from Fig. 2 at the given angle of incidence.
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Figure 4: Transmission (solid), reflection (dot-
dashed) and absorption (dashed) efficiency curves
comparing the finite element solution (dot markers)
and the effective medium (no markers) as a function
of angle of incidence. The structure has a conductiv-
ity σ = 1000 (Ωm)−1, period d = 0.01m, and dimen-
sionless parameters L/d = 50, λ/d = 8, r/d = 0.002,
and δ/d = 13. The reflection remains low for angles
of incidence of up to 80◦ even as the Joule absorption
reaches almost 100% for θ > 60. Energy conserva-
tion is indicated by the × markers.

0 0.5 1 1.5 2
0

0.2

0.4

0.6

0.8

1

Wavelength λ [m]

Energy efficiencies

Figure 5: Transmission (solid), reflection (dot-
dashed) and absorption (dashed) efficiency curves
comparing the finite element solution (dot markers)
and the effective medium (no markers) as a func-
tion of wavelength. Energy conservation for the fi-
nite element model is labeled with × markers. The
structure has a conductivity σ = 3000 (Ωm)−1 (in
the semiconductor domain), period d = 0.01m, and
dimensionless parameters L/d = 60, r/d = 0.003,
and the angle of incidence is θ = 70. δ/r runs ap-
proximately from 4 to 25 from left to right over
the domain of the plot. The model fails around
λ / 0.1 m = 10d.
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though it increases when approaching grazing incidence. The low reflection may be explained
by the small radii of the wires: Their extremities have low capacitance, hence they exhibit very
little charge accumulation, leading to an almost continuous normal component of the electric field.
Certain configurations exhibit very low reflection for almost all angles of incidence, see Figs. 4 and
5 around λ = 1.2m. The current density decreases roughly exponentially within the structure due
to absorption.

3. DOMAIN OF VALIDITY

The boundaries of the domain of validity of the model are given by four dimensionless parameters:
The ratio of the skin depth to the radius in the wires δ/r, the ratio of the wire length to the period
L/d, the ratio of the wavelength to the period λ/d and the ratio of the wire radius to the period
r/d.

The skin depth must be larger than the radius, due to the fact that the impedance used in
defining κ is the static impedance which differs from the quasistatic value by an imaginary inductive
term iωµ/8π (see, for instance, Ref. [12]). Requiring this term to be negligible is equivalent to
requiring that δ2/r2 À 1. Moreover, in the rescaling process the skindepth/radius ratio is given by

δη

rη
=

λ

η

√
1

2πκ
.

Since η approaches zero in the rescaling process, it is natural to expect the homogeneous model to
be valid when the skindepth is large compared to the radius.

In addition, recall that the definition of γ in Eq. (1) fixes the capacitance of the wires to the value
for thin, long wires. Consequently, we expect the model to hold for large L/d and for small r/d.
To these, we must add the general requirement for all effective medium models: the wavelength
must be large compared to the period.

Due to the large (four dimensional) parameter space, an exhaustive numerical exploration of
the bed-of-nails structure is not feasible in a reasonable timeframe. Still, our study has made it
possible to broadly determine the boundaries of the domain of applicability of the effective medium
model. Roughly, one must have λ/d ' 7−12, δ/r ' 4−8, L/d ' 20−30, r/d / 10. Our (a fortiori
limited) numerical exploration of the parameter space suggests that the skindepth-to-radius ratio
is often the main limiting factor, particularly when considering highly conducting wires.

4. CONCLUSION

We have tested numerically the effective medium theory of the bed-of-nails structure, whose rigorous
mathematical foundation is described in Ref. [5]. We have found good agreement between the
transmission, reflection and absorption efficiencies between the effective medium model and a 3D
finite element model, for a broad range of angles of incidence and wavelengths. The current density
in the real structure corresponds to the polarization current density of the effective medium model.
The medium is nonlocal, meaning that the polarization field depends on the electric field over
a region of finite size. This nonlocal behavior also means that the permittivity depends on the
wavevector, so it can no longer be seen, strictly, as a property of the medium, but rather, as a
property of a given wave propagating in the structure [13, 14].

The bed-of-nails structure is a medium exhibiting high absorption with low reflection. It requires
a very low filling fraction of conducting material, but exhibits near perfect absorption over a wide
range of angles of incidence, for sufficiently large thicknesses. The low filling fraction is useful
because it allows the engineer to fill the space between the wires with materials satisfying other
design constraints, such as mass density, or mechanical, chemical or thermal robustness.

REFERENCES

1. Shelby, R. A., D. R. Smith, and S. Schultz, “Experimental verification of a negative index of
refraction,” Science, Vol. 292, No. 5514, 77, 2001.

2. Simovski, C. R. and B. Sauviac, “Role of wave interaction of wires and split-ring resonators
for the losses in a left-handed composite,” Physical Review E, Vol. 70, No. 4, 046607, 2004.

3. Woodley, J. F., M. S. Wheeler, and M. Mojahedi, “Left-handed and right-handed metamate-
rials composed of split ring resonators and strip wires,” Phys. Rev. E, Vol. 71, 066605, 2005.

4. Pendry, J. B., A. J. Holden, D. J. Robbins, and W. J. Stewart, “Low frequency plasmons in
thin-wire structures,” J. of Phys. — Cond. Matt., Vol. 10, No. 22, 4785, 1998.



Progress In Electromagnetics Research Symposium Proceedings, Cambridge, USA, July 5–8, 2010 1055
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Abstract— We present an extended Krylov subspace method to solve multiscale transient
electromagnetic wavefield problems. A basis of an extended Krylov subspace is generated by
iterating with the system matrix and its inverse. We show that such a basis can be computed
very efficiently via three-term recurrence and CG-type updating formulas by exploiting specific
symmetry properties of the system matrix, which are related to energy conservation and reci-
procity. Multiscale transmission line and full electromagnetic wavefield problems are considered,
and numerical experiments illustrate the performance of the method.

1. INTRODUCTION

In this paper we present an Extended Krylov Subspace method (EKS method, see [3]) to efficiently
simulate electromagnetic wavefield propagation. In particular, we apply the EKS method to time-
domain transmission line problems and transient electromagnetic wavefield problems are considered
as well.

Starting point for both types of problems is a first-order finite-difference state-space represen-
tation obtained after discretizing the transmission line equations or Maxwell’s equations in space
using standard two-point finite-differences on a nonuniform staggered grid. The finite-difference
representation is written in terms of a so-called system matrix and the field solution for transmis-
sion lines or Maxwell’s equations is essentially given by a temporal convolution of the source vector
and the system matrix evolution operator (matrix exponent).

For problems encountered in practice, the order of the system matrix can be very large and direct
evaluation of the evolution operator is simply not feasible. Fortunately, we do not need the evolution
operator on its own; only its action on the source vector is required. We therefore approximate
the wavefield quantities by elements taken from an extended Krylov subspace. Such a space is
generated by the source vector, the system matrix, and an inverse of the system matrix. Loosely
speaking, the idea is that by appending a standard Krylov basis with vectors consisting of powers
of an inverse of the system matrix, we approximate early- and late-time responses simultaneously.

To generate a basis of the extended Krylov space, we obviously need an inverse of the system
matrix. For transmission line problems we can show that this inverse exists if (part of) the trans-
mission line contains some loss mechanism. Moreover, we have found an explicit expression for this
inverse and there is no need to numerically solve a system of equations at every step. For elec-
tromagnetic wavefield problems the inverse of the system matrix does not exist in general. Here,
however, we can work with its so-called group inverse. We have found an explicit expression for
this inverse as well.

Having the necessary inverses available, we still need to generate a basis of the extended Krylov
space. We show that this can be done very efficiently by exploiting the symmetry properties of
the system matrix and its (group) inverse. In particular, a (J-)orthogonal basis of the extended
Krylov subspace can be generated via short Lanczos/CG-type recurrence relations. The expansion
coefficients follow from a Galerkin procedure and having found these coefficients we can construct
the EKS field approximations. Numerical experiments illustrate the performance of the method.

2. BASIC EQUATIONS

In this section, we briefly review the semidiscrete finite-difference systems for (multiconductor)
transmission lines and E-polarized electromagnetic wavefields in two dimensions. In both cases, we
arrive at these systems by discretizing the spatial coordinate(s) on a possibly nonuniform Yee-grid
and using two-point finite-difference formulas for the spatial derivatives.
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2.1. The Semidiscrete Transmission Line System
To fix ideas, we consider a transmission line of length L with a position dependent per-unit-length
(p.u.l.) capacitance c, inductance `, and resistance r. The z-direction is taken as the direction
of propagation and the line is terminated at z = L by a load resistance Rld in series with a load
inductance Lld. A voltage generator is present at the near end of the line (z = 0) and it consists of
a voltage source vs(t) in series with a source resistance Rs.

For lines of the above type, the semidiscrete transmission line system can be written in the form
(A + I∂t)f = vs(t)s, (1)

where f = [vT , iT ]T is the field vector and v and i are column vectors containing the finite-difference
approximations of the voltage and the current, respectively. The total number of unknown time-
dependent finite-difference approximations is denoted by n. Furthermore, s is the source vector and
A is the so-called system matrix. It can be shown that if Rs > 0, or Rld > 0, or the p.u.l. resistance
r > 0 at least on some part of the transmission line, then the system matrix is nonsingular and an
explicit expression for its inverse can be given as well (see [6]). There is no need to numerically solve
a system of equations to compute the matrix-vector product A−1x for a given vector x. Finally,
the system matrix is J-symmetric because of reciprocity. More precisely, matrix A satisfies the
symmetry relation

ATJ = JA with JT = J. (2)
For the transmission line problem considered here, matrix J is diagonal and not positive definite.
An explicit expression for matrix J can be found in [6]. The inverse of the system matrix is also
J-symmetric, since J-symmetry is closed under inversion. Finally, we mention that multiconductor
transmission lines can be handled essentially by tensoring the equations for a single transmission
line.
2.2. The Semidiscrete Maxwell System
We consider E-polarized fields in a two-dimensional configuration that is invariant in the z-direction.
The media in this configuration are characterized by the position dependent permittivity ε and per-
meability µ and an external electric-current source Jext

z = w(t)J sp
z (x) generates the electromagnetic

field. The scalar function w is called the source signature and it vanishes for t < 0. The electric
and magnetic field strength vanish for t < 0 as well.

The semidiscrete Maxwell system can also be written in a form as given by Eq. (1). For
electromagnetic wavefields, the field vector is given by f = [hT

x , eT
z ,hT

y ]T , where hx contains all the
time-dependent finite-difference approximations of the x-component of the magnetic field strength,
and the finite-difference approximations of the z-component of the electric field strength and the
y-component of the magnetic field strength are stored in the vectors ez and hy, respectively. The
total number of unknowns is again denoted by n.

The source vector s is given by s = [0T , (jsp)T ,0]T , where jsp is a finite-difference approximation
of J sp

z . Finally, for Maxwell’s equations we have vs(t) = −w(t) and A is the Maxwell system matrix.
This matrix satisfies the symmetry relations

ATWen = −AWen (energy conservation) and ATJ = JA (reciprocity). (3)
The first relation states that the system matrix is skew-symmetric with respect to the diagonal
and positive definite energy matrix Wen. We refer to Wen as an energy matrix, since 1

2 f
TWenf is

a finite-difference approximation of the stored electromagnetic energy in the configuration. Using
the skew-symmetry of matrix A, we can show that energy is conserved.

The second relation in Eq. (3) states that the Maxwell system matrix is J-symmetric. Again,
this symmetry relation holds because of reciprocity and here too matrix J is diagonal and not
positive definite. Furthermore, 1

2 f
TJf is a finite-difference approximation of the field Lagrangian

(see [2]). Explicit expressions for matrix A, Wen, and J can be found in [7].
To construct a basis of a standard extended Krylov subspace, the inverse of the system matrix

is required. The problem with the system matrix for Maxwell’s equations is that its inverse does
not exist. The system matrix is singular and we therefore resort to the Drazin (group) inverse of
the system matrix. This inverse, denoted by AD, is uniquely defined by the following conditions
(see [1]):

ADAAD = AD, AAD = ADA, and Ap+1AD = Ap, (4)
where p is the index of matrix A. Recall that the index of matrix A is defined as the smallest
nonnegative integer p such that rank(Ap) = rank(Ap+1). If the index of a matrix is equal to one,
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then its Drazin inverse is called the group inverse and it is denoted by A#. The Maxwell system
matrix has an index p = 1 and therefore it has a group inverse A#. Since the source vector is in
the range of the system matrix, we also have AA#s = A#As = s.

The group inverse of the system matrix is skew-symmetric with respect to Wen and it is J-
symmetric as well. An explicit expression for the group inverse can be given and it shows that
the solution of Poisson’s equation is required to evaluate its action on a given vector. Specifically,
evaluating the action of the group inverse on the source vector requires the solution of a single
Poisson equation and A#s is a finite-difference approximation of the Biot-Savart law [5].

3. EXTENDED KRYLOV SUBSPACE APPROXIMATIONS

In the extended Krylov method, the field vector f is approximated by elements drawn from the
Krylov subspace

Kk,m = span{A−k+1s,A−k+2s, . . . ,A−1s, s,As, . . . ,Am−1s}, (5)

where A−1 has to be replaced by A# if electromagnetic wavefield problems are considered. Notice
that the maximal dimension of Kk,m is d = k + m − 1 and we are interested in extended Krylov
approximations for which d ¿ n.

Constructing the approximations is a two-step procedure. We first generate a basis for Kk,m

and expand the Krylov approximations in terms of the basis vectors. The second step consists of
determining the time-dependent expansion coefficients.

By exploiting the symmetry properties of the system matrix (matrix A is J-symmetric or skew-
symmetric or both), we can efficiently construct the basis vectors of Kk,m. The skew-symmetry of
the system matrix can be used to construct an orthogonal basis for Kk,m via three-term recurrence
and CG-type update equations, while if we exploit the J-symmetry of the system matrix then a
J-orthogonal basis for Kk,m can be constructed in much the same way as is done for the skew-
symmetric case. We note that the algorithm based on J-symmetry may suffer from breakdown,
since matrix J is not positive definite. In our numerical work we have never detected a breakdown
of the algorithm, but we do not have a proof that no breakdown can occur either (in exact or
finite-precision arithmetic).

Let us now give a brief description of how we generate a (J-)orthogonal basis for Kk,m. We
follow the approach outlined in [3]. A different (perhaps more flexible) approach is presented in [4].

Let the columns wi of the n-by-d matrix Wd form a (J-)orthogonal basis of Kk,m. We ex-
pand the Krylov approximations in terms of these basis vectors. Specifically, the extended Krylov
approximation of order d is written as

fd(t) = w1c1(t) + w2c2(t) + . . . + wdcd(t) = Wdc(t), (6)

where c = [c1(t), c2(t), . . . , cd(t)]T is the vector of expansion coefficients. We now partition ma-
trix Wd as

Wd = (Qk,Vm−1) where Qk = (q1,q2, . . . ,qk) and Vm−1 = (v1,v2, . . . ,vm−1). (7)

The vectors qi, i = 1, 2, . . . , k, are computed with A−1 (or A#) as iteration matrix, while the
vectors vi, i = 1, 2, . . . , m − 1, are generated with the system matrix A. Specifically, the basis
vectors are constructed as follows:

1. Run k steps of the Lanczos algorithm with matrix A−1 (or A#) and take the source vector s
as a starting vector to obtain q1, q2, . . . , qk;

2. Determine v1 and v2 by orthogonalizing As against Qk and Av1 against v1 and Qk;
3. Given the vectors v1 and v2, the remaining vectors v3, v4,. . . ,vm−1 can be computed via a

three-term recurrence relation by exploiting the J-symmetry or skew-symmetry of the system
matrix.

Notice that in step 2 all basis vectors qi are required. Storage of Qk can be avoided, however, by
rewriting v1 and v2 in terms of an auxiliary vector (cf. [3]). This auxiliary vector can computed
recursively by including a CG-type update formula in step 1. Storage of Qk is avoided in this way.

After completion of the above algorithm, we have the summarizing equation

AWd = WdRd + tm,m−1vmeT
d , (8)
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where tm,m−1 is a recurrence coefficient from step 3 and ed is the dth column of the d-by-d identity
matrix. Furthermore, matrix Rd is a matrix of order d with a block structure

Rd =
(
R11 R12

R21 R22

)
, (9)

where R11 is a dense square matrix of order k, R22 is a square and tridiagonal matrix of order m−1,
and all elements of R12 (R21) are zero, except for the elements in its first column (row).

The second step consists of determining the expansion coefficients. To this end, we substitute
the Krylov approximation of Eq. (6) in the semidiscrete system of Eq. (1), use Eq. (8), and apply
a (pseudo-)Galerkin procedure. The expansion coefficients are found as

c(t) = ‖s‖
∫ t

τ=0
vs(τ) exp[−Rd(t− τ)]e1 dτ for t > 0, (10)

where ‖s‖ is the 2-norm of the source vector (we normalize each basis vector such that it has
unit 2-norm). With the expansion coefficients at our disposal, the extended Krylov approximation
becomes

fd(t) = ‖s‖Wd

∫ t

τ=0
vs(τ) exp[−Rd(t− τ)]e1 dτ for t > 0.

This expression is evaluated at specified receiver positions and therefore we only need to store rows
of matrix Wd that correspond to these receiver locations.

4. NUMERICAL EXPERIMENTS

To illustrate the performance of the extended Krylov method, we solve a multiscale transmission
line problem for which an exact solution is known. The transmission line has a length L = 0.1m
and consists of a single active conductor only. The p.u.l. capacitance and inductance are given by
c = 0.2 · 10−7 F/m and ` = 0.05 · 10−7 H/m, respectively, and the source signature is given by the
derivative of a shifted Gaussian with a center frequency of 1.5 GHz (a 1.5 GHz monocycle). This
pulse has a pulse width of about one nanosecond. Since we are interested in the late-time behavior
of the Krylov approximations, we set the p.u.l. resistance to zero (r = 0) and we short-circuit the
line at its far end (Rld = 0 and Lld = 0). Finally, we take Rs = 10 mΩ. The Gaussian pulse will
now bounce back and forth and decays very slowly. The source is switched on at t = 0 and the
length of the time interval of observation is one microsecond. The order of the system matrix is
n = 20000.

Since the observation interval is 1000 times the pulse width of the source, it is difficult to
illustrate how the Krylov method approximates the exact response on the complete time interval of
observation. We therefore show the computed and exact response on a subinterval only running from
t = 245 ns to t = 265 ns. In Figure 1, the exact response (solid line) and the Krylov approximation
of order d = 80 with k = 40 and m = 41 are shown. We observe that the arrival times are
already captured, but the amplitudes are not correct. This is observed over the complete interval
of observation. Increasing the order of the approximation to d = 120 using k = 60 and m = 61, we
obtain the Krylov approximation as shown in Figure 2 (dashed line). The solid line signifies the
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Figure 1: The voltage V at z = L/2 from t = 245 ns to t = 265 ns. The solid line signifies the exact result,
the dashed line is the Krylov approximation of order d = 80 with k = 40 and m = 41.
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Figure 2: The voltage V at z = L/2 from t = 245 ns to t = 265 ns. The solid line signifies the exact result,
the dashed line is the Krylov approximation of order d = 120 with k = 60 and m = 61.

exact response and we observe that now both the arrival times and the amplitudes are modeled
correctly. This is also observed on the remaining part of the observation interval. This convergence
behavior turns out to be typical. All numerical experiments that we have carried out so far indicate
that arrival times are approximated very well on a large time interval of observation already after
a few iterations of the extended Krylov method (using m = k + 1). Subsequent iterations correct
for the amplitudes and the resulting Krylov approximation is accurate on large time intervals of
interest after only a small number of iterations.

5. CONCLUSIONS

In this paper we have presented an extended Krylov subspace method for multiscale transient
electromagnetic wavefield problems. A basis of the Krylov space Kk,m is generated by iterating
with the system matrix and its (group) inverse. More precisely, first k iterations are carried out
with the inverse of the system matrix to obtain the first k basis vectors, and subsequently the
basis vectors related to powers of the system matrix are computed. Having this basis available, we
obtain a basis for Kk,m+1 by simply carrying out an additional iteration with matrix A. However,
it seems that it is not possible to efficiently construct a basis for Kk+1,m starting from an already
computed basis of Kk,m. A different approach in which this problem is avoided is presented in [4].
Furthermore, in all our numerical work we take m = k+1, but this is just a choice. Other relations
between k and m may lead to faster convergence and in future work we plan to investigate this
issue further.
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Ginzburg-Landau Equation with Cubic-quintic Nonlinearity
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Abstract— We investigate the interactions of solitons in a model based on an asymmetric
linearly coupled Ginzburg-Landau equations with a cubic-quintic nonlinearity. It is found that
the outcomes of interactions are dependent upon the initial separation of the pulses, and the
initial phase difference between them.

1. INTRODUCTION

Solitary pulses play an important role in the physical systems that are described by various forms of
the Ginzburg-Landau equation. Models based on complex Ginzburg-Landau (CGL) equations have
been used extensively to study pattern formation and solitary pulse dynamics in various physical
systems [1–3]. In nonlinear optics, the CGL has been used to model pulses generated by fiber
lasers [4, 5].

In the theoretical modeling of such pulses, the issues involved are the stability of the pulses, the
interactions between them and the physical applications of the model. In Ref. [6], a model based
on linearly coupled CGL equations was put forward that admitted exact stable soliton pulses. The
model describes a doped dual core nonlinear optical fiber, with one core being passive and lossy
and the other being active with dispersive losses, dispersion, and cubic nonlinearity.

In this paper we investigate the interaction of solitons in a model similar to that of Ref. [6] but
with cubic-quintic nonlinearity. It should be noted that cubic-quintic nonlinear response has been
experimentally observed in chalcogenide glasses [7] and some organic transparent materials [8].
Addition of quintic term to the model of Ref. [6] results in the following system of equations:

iuz +
(

1
2
− iγ1

)
uττ + σ

(
|u|2 − δ |u|4

)
u− iγ0u + v = 0 ivz + iΓ0v + u = 0 (1)

where u and v are the amplitudes of the pulses traveling in the active and lossy cores and z and
τ correspond to the propagation distance and retarded time, respectively. Dispersion is accounted
for by σ, with normal dispersion being σ = −1 and anomalous dispersion being σ = +1. γ1, γ0 and
Γ0 are coefficients of the dispersive losses, the gain in the active core and the loss in the passive
core, respectively. δ is the strength of the quintic nonlinearity.

2. SOLITON SOLUTIONS AND THEIR STABILITY

A key finding of Ref. [6] is that in the purely cubic model (i.e., when δ = 0 in Eq. (1) exact stable
solitary pulses exist. Also, it was demonstrated that there exist vast stability regions in different
dispersion regimes on the model’s phase planes.

Unlike the model of Ref. [6], the model of Eq. (1) does not admit exact analytical solutions.
The only analytical results that can be obtained in the cubic-quintic model are the following two
conditions that guarantee the stability of zero solutions (i.e., u = v = 0):

γ0 < Γ0 γ0Γ0 < 1 (2)

Inequalities (2) are the necessary conditions for the stability of solitary pulses of Eq. (1).
We have investigated the stability of solitary pulses of the system (1) by numerically solving (1).

Different initial conditions were used to ensure that the results were not dependent on the choice
of the initial pulse. Also, various asymmetric perturbations were initially added to the solitons to
expedite the onset of any inherent instability. The results of the numerical stability analysis for
anomalous dispersion regime is shown in Fig. 1.

As is shown in Fig. 1, a small increase in the strength of quintic nonlinearity results in a
significant reduction in the size of stability region. Similar behavior is observed in the normal
dispersion regime.



1062 PIERS Proceedings, Cambridge, USA, July 5–8, 2010

(a) (c)(b)

Figure 1: Stability regions (shaded) on the parametric plane (γ1, γ0) for σ = +1 and γ0Γ0 = 0.9. (a) δ = 0.04;
(b) δ = 0.06; (c) δ = 0.08.

3. INTERACTION OF SOLITONS

We have investigated the interaction of solitons by numerically solving Eq. (1) subject to the
following initial conditions:

u(τ, 0)=u

(
τ−∆τ

2
, 0
)

+u

(
τ +

∆τ

2
, 0
)

exp(i∆φ) , v(τ, 0)=v

(
τ−∆τ

2
, 0
)

+v

(
τ +

∆τ

2
, 0
)

exp(i∆φ) , (3)

where ∆τ and ∆φ are the initial separation and phase difference between the solitons and u and v
belong to the stable region.

3.1. Interaction of Solitons in the Cubic Model
First, we consider the interaction of solitons for δ = 0 (i.e., purely cubic nonlinearity). In this case,
Eq. (1) reduce to the model of Ref. [6].

In the case of in-phase solitons (i.e., ∆φ = 0), it is found that in both anomalous and normal
dispersion regimes, there exists a critical separation below which the interaction of solitons result
in their merger into a single soliton. Additionally, in the normal dispersion regime, when the
separation of solitons is greater than a critical value they initially repel each other until they reach
a certain separation and then they propagate without any interaction.

When ∆φ = π, depending on the initial separation, the outcome of interactions in the anomalous
dispersion regime may be (a) the decay of solitons, (b) their fusion into a single soliton, or (c)
initial repulsion and subsequent parallel propagation. On the other hand, in the normal dispersion
regime, only outcomes (a) and (c) are observed. Examples of interaction of solitons in anomalous
and normal dispersion regimes are shown in Fig. 2.

3.2. Interaction of Solitons in the Cubic-quintic Model
The presence of quintic nonlinearity (i.e., δ 6= 0) drastically alters the interaction dynamics of
solitons in Eq. (1). The simulations demonstrate that the outcome of the interactions depend upon
the initial separation and the phase difference between solitons. The interplay of these parameters
results in a variety of outcomes. In particular, an outcome that is observed in this case and is absent
in the cubic model is that in the anomalous dispersion regime, for both ∆φ = 0 and ∆φ = π, below
a certain initial separation, the solitons attract each other and very quickly are destabilized and
destroyed. Figs. 3(a) and 3(b) show examples of such an interaction for δ = 0.04. A noteworthy
feature shown in Fig. 3(c) is that increasing the initial separation from 8 to 9 results in the repulsion
of solitons.

In the normal dispersion regime, when ∆φ = 0, the interaction of solitons with the same
parameters as Fig. 3, results in the merger of solitons into a single soliton. As is shown in Fig. 4,
depending on the initial separation the emerging soliton may be substantially larger than the
original solitons. This outcome is due to the fact that the solitons in the model of Eq. (1) belong
to the class of dissipative solitons. In such systems the interplay of gain, loss and nonlinearity may
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Figure 2: Examples of interaction of solitons in the model of Eq. (1) for δ = 0 (i.e., the cubic model). The
other parameters are γ1 = 1.2, γ0 = 0.75 and Γ0 = 1.2. (a) Anomalous dispersion (σ = +1), ∆φ = 0,
∆τ = 25; (b) normal dispersion (σ = −1), ∆φ = π, ∆τ = 9.
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Figure 3: Examples of interaction of solitons in the model of Eq. (1) for σ = +1 and δ = 0.04. The other
parameters are γ1 = 1.2, γ0 = 0.75 and Γ0 = 1.2. (a) ∆φ = 0 and ∆τ = 8; (b) ∆φ = π and ∆τ = 8; (c)
∆φ = π and ∆τ = 9.
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Figure 4: Examples of interaction of solitons in the model of Eq. (1) for σ = −1 and δ = 0.04. The other
parameters are γ1 = 1.2, γ0 = 0.75 and Γ0 = 1.2. (a) ∆φ = 0 and ∆τ = 9; (b) ∆φ = 0 and ∆τ = 10.
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lead to amplification of solitons [9]. In the case of ∆φ = π, when the initial separation of solitons
is in the range 3 < ∆τ < 11 they attract and form a single soliton of similar size. On the other
hand, when 11 ≤ ∆τ ≤ 15, similar to the case of ∆φ = 0 (i.e., Fig. 4(b)), the solitons merge into a
larger soliton that moves with a certain velocity.

4. CONCLUSION

We have investigated the interaction of solitons in an asymmetric linearly coupled Ginzburg-Landau
equations. It is found that the outcomes of interactions of solitons are dependent upon the initial
separation of solitons and their initial phase difference. In particular, it is found that for certain
parameters the interactions may result in destabilization and subsequent destruction of both soli-
tons. Such an outcome does not exist in the purely cubic version of the model. In addition, in the
normal dispersion regime, when δ = 0.04, there exists a range of initial separations for which the
solitons fuse into a larger soliton that moves with a certain velocity.
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Abstract— In this article, an analytical treatment of electromagnetic wave propagation having
two different cross-sections based on a boundary matching condition and cutoff values (Vc) of a
waveguides are computed and compare with standard circular optical waveguide. The boundary
of waveguides can be described by equations r = ξ exp(1+sin θ) for optical waveguide with a core
slightly flattened on one side, where ξ is a size parameter and xN + yN = aN , where N takes the
values 1 and 4. For N = 1, we have a circular boundary (standard fiber), for N = 4, the boundary
is a Piet-Hein curve. At the core-cladding boundary, we will put its value equal to a, where a
is a fixed constant. We show that propagation characteristics of the guided wave are affected
when the circular waveguide is deformed and when the circular symmetry no longer exists. And
also we found that when the value of the V -parameter increases, the number of sustained modes
also increases. For practical use the Piet Hein waveguide is therefore more acceptable than the
slightly flattened waveguide.

1. INTRODUCTION

The invention of optical communication through dielectric waveguides [1, 2], the progress made in
the field of fiber optics and transmission technology has been phenomenal. The impact of fiber
optics on communication technology is evident in the widespread use of the dielectric waveguide
in communication technology and various other technical applications. Technologists suggested
that, not only are the transmission properties of an optical waveguide dictated by its refractive
index profiles, but structural differences are also useful for various applications in integrated optics
and optical communications. Consequently, various noncircular waveguides, like those having el-
liptical, rectangular, triangular, annular, Piet-Hein, cardiodic, and other cross sections [1–5], were
researched by many investigators. Currently, the study of such noncircular waveguides has assumed
great importance both theoretically and experimentally. we may point out that the problems are
very difficult to analyse under the strong guidance condition [6, 7]. Here the difference between
the refractive indices of the core material and the cladding material is not small. But in the case
of weak guidance (ncore − nclad) ¿ 1, the partial differential equations are easier to solve by the
method of separation of variables under some suitable approximation. Now differential equations
appear when unfamiliar orthogonal coordinate systems are used and it is interesting to deal with
the solutions of these new equations. Many new geometrical shapes have been analyzed using this
simple method [3].

2. THEORY

We consider the circular core cross-section and two distorted shapes, the Piet Hein curve and
slightly flattened waveguide shown in Fig. 1 respectively. The two distorted shapes in Figs. 1(a)
and 1(b) can also be looked upon as distortions of a circle. We consider the two new shapes in the
following sections.

2.1. The Characteristic Equations

2.1.1. The Waveguide with a Piet Hein Core Cross Section
A schematic cross sectional view of the waveguide with a Piet Hein core cross section having core
refractive index n1 and cladding refractive index n2 · (n1−n2

n1
¿ 1) is shown in Fig. 1(a). This shape

of the cross section is represented by the equation

xN + yN = aN (1)

where N = 4 and a is a parameter related to the size of the proposed core cross section. We now
want to choose an appropriate coordinate system (ρ, ξ, z) suitable for the analysis of the proposed
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Figure 1: (a) The crossCsectional view of one side slightly flat waveguide. (b) The cross-sectional view of
the Piet-Hein waveguide.

cross section. If we take a variable size parameter ρ instead of a in Eq. (1) we obtain a set of
parametric curves

x4 + y4 = ξ4 (2)

The set of curves normal to above set may be written as

1
x2
− 1

y2
=

1
ξ2

(3)

where ξ is to be treated as a new size coordinate variable. If we fix the value of ρ we have a fixed
curve. We may now make a coordinate transformation from (x, y, z) to (ρ, ξ, z). After straight
forward steps we obtain the scale factors h1, h2 and h3 as follows,

h1 =
ρ3

A1/2
[
(ξ2 + ρ2)− ξ2

√
ξ2 + ρ2

]1/2

h2 =

√
ξ2 + ρ2 − ξ2

A1/2 (ξ2 + ρ2)1/4

h3 = 1

(4)

where A = [{(ξ4 + ρ4
)1/2 + ξ2}2 − 4ξ4]1/2.

Now the scalar Helmholtz equation can be written as

∇2Ez + ω2µ0 ∈ Ez = 0 (5)

where

∇2 =
1

h1h2h3

[
∂

∂ρ

(
h2h3

h1

∂

∂ρ

)
+

∂

∂ξ

(
h1h3

h2

∂

∂ξ

)
+

∂

∂z

(
h1h2

h3

∂

∂z

)]
(6)

Here E2 is the z-component of the electric field, ω is angular frequency of the electromagnetic wave,
µ0 is the permeability of free space and µ is the permittivity of the medium.

Now using Eqs. (4) and (6) we deduce

∇2 =
3Aξ2

ρ7

(√
ξ4 + ρ4 − ξ2

) ∂

∂ρ
+

A
√

ξ4 + ρ4

ρ6

(√
ξ4 + ρ4 − ξ2

) ∂2

∂ρ2

+
3Aξ(√

ξ4 + ρ4 − ξ2
)2

∂

∂ξ
+

A
√

ξ4 + ρ4

(√
ξ4 + ρ4 − ξ2

)2

∂2

∂ξ2
+

∂2

∂z2
(7)
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The wave equation for a structure having Piet-Hein geometry in terms of the new coordinates can
be written by using Eqs. (5) and (7) as

[
3Aξ2

ρ7

(√
ξ4 + ρ4 − ξ2

) ∂

∂ρ
+

A
√

ξ4 + ρ4

ρ6

(√
ξ4 + ρ4 − ξ2

) ∂2

∂ρ2

+
3Aξ0

(√
ξ4 + ρ4 + ξ2

)2

∂

∂ξ
+

A
√

ξ4 + ρ4

(√
ξ4 + ρ4 − ξ2

)2

∂2

∂ξ2


Ez +

(
n2k2

0 − β2
)
Ez = 0 (8)

where n, β and k0 are the refractive index of the material, z-component of the propagation vector
and the free space propagation constant respectively. The boundary conditions demand that the
tangential components of the electric field E and the magnetic field H at the interface should be
continuous. The boundary conditions can be written as

E(ρ)|r = E(ρ)|ri and
∂E(ρ)

∂ρ

∣∣∣∣
r

=
∂E(ρ)

∂ρ

∣∣∣∣
ri

Thus we get a set of equations having twenty two unknown constants. The nontrivial solution will
exist only when the determinant formed by the coefficients of the unknown constants is equal to
zero. Calling this 4× 4 determinant ∆, we have

∆ = 0 (9)

2.1.2. The Waveguide with a One Side Slightly Flattened Waveguide
The transverse cross sectional view of the proposed waveguide is shown in Fig. 1(b). The core
region of the waveguide having refractive index n1 and surrounded by the cladding layer of dielectric
medium having refractive index n2. Where (n1−n2)/n1 ¿ n1 in the weak guidance approximation.

The polar equation of the curve in polar coordinates is written as

r = ξ exp(1 + sin θ) (10)

where ξ is a size parameter. At the core-cladding boundary, we will put its value equal to a, where
a is a fixed constant. The equation of the normal curve to the curve represented by Eq. (9). in
polar coordinates is written as

r⊥ = η
cosθ

(1 + sinθ)
(11)

For our proposed waveguide structure, a new coordinate system (ξ, η, z) will be suitable. The
scalar Helmholtz equation of electromagnetic wave propagation along the core is

∇2
ψ + ω2εµψ = 0 (12)

where ∇2
is a two-dimensional scalar Laplacian operator, the wave function ψ may represent one

of the orthogonal components of the electric/magnetic field, ω is the angular frequency of the field,
µ is the permeability of the nonmagnetic dielectric material of the core region, ε is the permittivity
of the guiding or core region, and β is the propagation constant of the guided mode [8]. Now, the
slightly flattened part of our proposed waveguide is of main importance and, because the flattened
portion lies within the normal curve, we make an approximation ξ = η in order to facilitate our
calculation.

ξ

η

∂2ψ

∂2ξ
+

1
η

∂ψ

∂ξ
+

η

ξ

∂2ψ

∂η2
+

1
ξ

∂ψ

∂η
+ d2 ξ

η

∂2ψ

∂z2
+ p2ω2µεψ = 0 (13)

where p =
√

e/2 and e = 2.718.
Now, for the core and cladding regions, which have permittivity’s ε1 and ε2 respectively. After

applying the boundary conditions, we obtain the following eigenvalue equation:

U
J ′0(pUa)
J0(pUa)

−W
K ′

0(pWa)
K0(pWa)

= 0 (14)

After solving Eq. (14), we will get an idea of the modal properties of the light guide of the proposed
cross section under the weak guidance condition.
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Figure 2: (a) Dispersion curves of normalized frequency V versus normalized propagation constant b for
the Piet Hein waveguide. (b) Dispersion curves of normalized frequency V versus normalized propagation
constant b for the one side slightly flat waveguide.

3. NUMERICAL RESULT AND DISCUSSION

The most important equation of our analysis is the characteristics Eqs. (9) and (14) which gives us
all information regarding the modal characteristics of the proposed waveguides analytical method.
We choose an operating wavelength λ = 1.55µm and various values of dimensional parameter a
in a regular increasing order. For each value of a we compute the V -parameter and also obtain
the values of β from the characteristic Eq. (9) and Eq. (14) by graphical method. This means
that the left hand side of the characteristic equation is plotted against β for the assumed value
of a and the zero crossing of the graph with the β axis are noted. These values are the solutions
of the characteristic equation for different modes. For example the lowest zero crossing value of
β corresponds to the lowest order mode. From these values of β we can find out the values of b′
and then plot the dispersion curves for the different modes. These graphs are shown in Fig. 2(a)
and Fig. 2(b) for the Piet Hein waveguide and the one side slightly flat waveguide respectively. In
the case of standard circular fiber, the first cutoff occurs at V = 0, and successive cutoffs occur at
V = 2.09 etc. We observe that the first cutoff shifts from V = 0 to V = 0.785 approximately when
we have a slightly flattened waveguide. The second and third shifts in the flattened waveguide
follow closely. Thus, the first cutoff is shifted slightly toward higher values of V , whereas the next
cutoff V -values occur at slightly lower values than those of the standard V -values for a circular
waveguide. Finally, we get five modes when V = 10.5. And in the second equation, it is found
that the Piet-Hein shape combines the desirable characteristics of the circular and the rectangular
waveguide. Piet Hein cross section, we find that these curves have the standard shapes and for
V = 10.5 there are four modes. The lowest order mode in this case has a cutoff V -value nearly
V = 2.0. For practical use the Piet Hein waveguide is therefore more acceptable than the slightly
flattened waveguide.
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Abstract— The transmission extremum dots and dispersion reversal dots are analyzed to in-
terpret the substance of CRIT and CRIA in the complex plane. The sensitivity of dispersion
response is affected by the outmost sphere’s loss coefficient and coupler parameter. Normal dis-
persion converts to abnormal dispersion for even number of active resonators, on the contrary,
for odd numbers the dispersion changes from anomalous to normal on the under coupled condi-
tion. Meanwhile, a modified spectral intensity and a controllable light speed are of application
of optical sensors, switcher and micro-lasers.

1. INTRODUCTION

Optical micro-cavity structures have more broad space for application than atomic systems because
of miniaturization, integrating and easily control. The photonics resonance gradually displaces
electronic resonance to control the propagation speed of light. Many researches focus on the basic
characteristics of resonant systems without gain [1]. Generally, two or even numbers of micro-
spheres resonant structures which cause a cancellation of absorption as a result of classic destructive
interference and mode splitting generate slow light and odd numbers of resonators produce fast light
lacking of gain media. The transition between superluminal and subluminal are investigated by
means of adjusting coupler parameters and loss coefficients in coupled resonance micro-cavities. The
effective phase shift is achieved by measurements of optical power originating from detector from the
view of experiment [2]. The combination of fast/slow light mechanism and novel microstructures can
significantly impact on the development of optical sensors [3] and interferometers [4]. In this letter,
the gain-assistance system which is composed of micro-spheres coupled with a fiber taper has been
considered. Different concentrations of Er3+ are doped into the outmost sphere that contributes
to reduction of inherent loss and amplication of input light intensity. Besides it is paid special
attentions in the even numbers of resonators which could produce the transition from slow light to
fast light and odd numbers of resonator is the other way round in under-coupled circumstance. The
complex transfer function which links the transmissivity to the effective phase shift is decomposed
into real component and imaginary part in the complex plane. The significant points in the complex
plane are in depth analysis in order to boost the comprehension of dynamic characteristics in
resonant micro-cavities. It’s necessary to investigate the essential propagation properties of the
gain-assistance system for the application as optical amplifiers, sensors and integrated micro-cavity
lasers.

2. THE MODEL

We investigate a configuration of miniaturization structure consisting of two and three active micro-
spheres coupled with a taper. Fig. 1 depicts the schematic of the gain-assistance structure. The
pump light is originated from 980 nm laser diode to excite energy level of erbium ion in the outmost
micro-sphere so as to compensate for probe signal. The probe light is a tunable 1550 nm laser diode
with narrow linewidth in order to scan the transmittance spectrum. Two beams are coupled into
the fiber taper by dichroic mirror and the straight light along the fiber taper partly permeates
into the passive micropheres as an evanescent wave. Transfer function is the crucial parameter to
describe the ratio of the output to the input optical field amplitude. Moreover, those based on the
directional coupled-mode theory involving weakly guiding approximation are presented for analysis
of the coupled resonant microcavity induced dispersion. For two and three passive spheres with
equal length transfer constants are as follow:

τn =
E4n+3

E4n
=

bn cos(εn)− anb2
nτn−1 exp(iφn)

1− anbn cos(εn)τn−1 exp(iφn)
=

√
Ton exp

(
iφeff

n

)
(1)
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Figure 1: The configuration of the gain-assistance system.

Figure 2: The images show CRIT (m1 = 0.999975, n1 = 0.999999986; m2 = 0.999820, n2 = 0.999899) on
the left and CRIA (m1 = 0.999975, n1 = 0.999999986; m2 = 0.998120, n2 = 0.999899) on the right in the
complex plane for conventional double microspheres resonators.

where the transfer function for single sphere structure is given by:

τ1 =
E3

E0
=

b1 cos (ε1)− b2
1a1τ1 exp(iφ1)

1− a1b1 cos (ε1) τ1 exp(iφ1)
(2)

εn is the coupling strength among the spheres and the fiber taper; The taper loss is expressed as
bn = 10−

γn
20 ; γ is the insertion loss. In each sphere the loss factor is an = e(−αnL

2
); αn is single

ring-trip loss. On the condition of gain it’s set as an = e(− (αn−gn)L

2
); gn is the gain factor. The loss

coefficient is described as mn = an · bn and coupled parameter is set as nn = cosn(εn). τn(τ0 = 1)
is transition function and Ton = |τ2|2 (Tout is output light intensity).The single-pass phase shift is
shown as φn = nwLn

c ; φeff
n is effective phase shift. For simplicity, we assume the taper loss as bn = 1,

φ = φ1 = φ2 and then the structural properties of dispersion are discussed by different matching
with respect to couple parameters and loss coefficients.

Figure 2 shows the complex transfer function which consists of the real part and imaginary
components in the complex plane for two spheres resonant structure in the case of CRIT and
CRIA. The electromagnetic wave going though the outmost sphere crosses the coupling region
twice, and thus the phase of this optical field is π rad shifted. This phase shift induces destructive
interference between sphere 1 & 2 and the induced transparency window could be observed when
the frequency of input electric field approximate whispering gallery mode (WGM) of microspheres
at the equatorial surface. Therefore this effect is regarded as CRIT in artificial photonic structure
analogous to EIT in atomic system. The appearance of mode splitting is in the form of double
spiral curve in the complex plane as far as CRIT in two spheres coupled with a fiber taper. In
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Fig. 2 double spiral curve which stars from point A (φ = 0) moves clockwise passing dot D (φ = π)
and then go back to A over a free spectral range of 2π to describe the possible track of the complex
transfer function τ2(φ) (0 ≤ φ ≤ 2π). The horizontal and vertical axes are taken as its real part
Re(τ2(φ)) and imaginary part Im(τ2(φ)) respectively. Furthermore, they represent dispersive and
absorptive behavior accordingly for the under-coupled case in the complex plane.

The derivative of the effective phase shift is expressed as:

dφeff
2

dφ2
=

1
|τ2|2

(
Re(τ2)

d Im(τ2)
dφ2

− Im(τ2)
dRe(τ2)

dφ2

)
=

1
|τ2| |~τ2(φ2)| ·

∣∣∣∣
d~τ2(φ2)

dφ2

∣∣∣∣ · sin θ (3)

To acquire inflexions of the effective phase shift, the transmission phasor needs to parallel to its
gradient. Obviously, four points, such as E, F, G and H, are marked which are called dispersion
reversal dots corresponding to the four extreme points of dispersion curve. Besides they divide
the complex plane into five parts over a free spectral range and near the resonant area the normal
dispersion occurs in Fig. 2 on the left. The effective phase shift (the property of dispersion) curve
alternates between abnormal and normal dispersion for CRIT. The fact that the effective phase
shift is increasing or decreasing as the single pass phase shift augments would determine whether
dispersion is normal or anomalous. However, as Fig. 2 shows on the right there only are two
dispersion reversal dots describing the dispersion for CRIA.

Figure 3 shows the transmissivity changes from dip to peak as a function of the frequency de-
tuning and loss coefficient near resonance for two passive resonators. The phenomenon of CRIT
emerges as the amplitude loss ratio gradually approach the amplitude coupling ratio(the coupling
ratio is kept constant n1 = 0.99999998) and both are less than one in the case of under-coupled
without gain. Especially, the maximum of peak transmittance corresponding to the maximum
of dispersive sensitivity is obtained at m1 = 0.999975 varying from 0.999 to 0.999975 because of
intra-cavity coherence enhancement in Fig. 3. The loss coefficient of outmost sphere decides the
magnitude of peak transmittance however the value of group delay dispersion related to low distor-
tion pulse depends on the loss coefficient in lower sphere. In view of normal or abnormal dispersion
which is determined by the derivative of the effective phase shift, optical pulse propagating in two
spheres-taper system is numerically simulated to describe the delay and advance at the time domain
in Fig. 4. Doping Er3+ into the sphere 1 could give rise to the severe reduction of transmissivity
at the resonant frequency yet the reversal of the effective phase shift curve occurred at the same
time.

Two following resonant systems are in the case of under coupled that means n1 > m1, n2 >
m2|τ1| and n3 > m3|τ2| at first, however, n1 < m1 is called over coupled. In Fig. 5(a) the red
dotted line represents normal dispersion (m1 = 0.999975, n1 = 0.999999986; m2 = 0.999820,
n2 = 0.999899) before outmost sphere is doped gain medium. And the blue line signifies it converts
to anomalous dispersion as m1 = 1.01 for two spheres linking with a fiber taper. The numbers
of the dispersion reversal points change from four to two in the complex plane corresponding to
the inflexions of effective phase shift as Fig. 5(a) illustrate. The original parameters are shown
as: m2 = 0.999975, n2 = 0.999999986; m1 = 0.999975, n1 = 0.999999986; m3 = 0.999820,

Figure 3: The transmissivity for CRIT. Figure 4: The propagation properties of pulse with
gain.
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(a) (b)

Figure 5: The dispersion reversal varying from normal to anomalous. (a) Two resonators. (b) Three
resonators.

n3 = 0.999899 for three coupled active resonators in Fig. 1(b). On the contrary, the transition
between anomalous dispersion and normal dispersion in Fig. 5(b) due to the appearance of gain as
m1 = 1.01.

3. CONCLUSION

The extreme values of transmissivity occur as the transmission phasor is perpendicular to its deriva-
tive, however, the appearance of dispersion reversal is in the case that transmission phasor needs
to parallel to its gradient in the complex plane for two passive resonators. The loss coefficient and
coupler parameter of outmost sphere are a significant impact on spectral characteristics near the
resonant frequency under this circumstance. The dispersion response becomes more sensitive the
closer loss coefficient gets to coupler parameter. On the under coupled condition normal dispersion
converts to anomalous dispersion accompanying with the reduction of the spectral intensity for
even numbers of active resonators. On the contrary, for odd numbers the transmissivity enhance-
ment could follow with the dispersion reversal from anomalous to normal. By means of adjusting
the concentration of erbium ion the transmissivity would be modified instantly in order to change
spectral intensity and control the velocity of light for the application of micro-cavity lasers, optical
filters , optical switches and so on.
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Abstract— We theoretically and experimentally demonstrate the transmission characteristics
and time delay performance in a nested fiber ring resonator. The nested ring resonator is com-
posed with a U-shaped fiber loop and a fiber ring nested together. With proper design of the
coupling coefficient between the ring and the loop, the device is capable of generating a double-
Fano spectral response. And the maximal group delay that it can be introduced depends on the
value of the coupling coefficient. In this paper we measure the transmission properties of our
nested fiber ring resonators with different coupling coefficients, using a Mach-Zehnder fiber inter-
ferometer. By inserting the nested fiber ring resonator into one arm of the fiber Mach-Zehnder
interferometer we are able to optically measure the intensity transmission factor and the phase
shift produced by the coupled resonators as a function of the optical frequency. The group delay
can be deduced from this information. This theoretical and experimental demonstration shows
the potential of nested ring resonators for dispersion tailoring and slow-light applications.

1. INTRODUCTION

Optical ring resonator have attracted much attention in resent years for their potential use as novel
optical components, such as optical filters [1], switches [2], delay lines [3], buffers and interferom-
eters [4]. The advantage of a fiber-ring resonator is that it can be constructed in a variety of ring
sizes ranging from several meters to micrometers, with spectral characteristics that scale with the
coupling coefficient, attenuation factor and size of the device. Furthermore, fiber-ring resonator
can be readily constructed from standard optical fiber components, which allows their properties
to be studied in a systematic manner.

In this paper we demonstrate the phase shift and timedelay of a nested fiber-ring resonator
theoretically and experimentally. The schematic of the considered structure is shown in Fig. 1,
which consists of a fiber ring coupled to a U-shaped fiber loop with coupling coefficient κ1 and κ2.

The paper is organized as follows. In Section 2 we present a theoretical formulation of the nested
optical fiber ring resonator. In Section 3 we show experimental demonstration of this structure.
And finally Section 4 shows the conclusion of the paper.

2. THEORETICAL FORMULATION OF THE NESTED FIBER-RING RESONATOR

For simplicity, it is assumed that there is no backward reflection in the coupling region, and that
material dispersion is negligible. The coupling is treated as being lumped and localized only at

Figure 1: The nested optical
fiber ring resonator studied in
this paper.

PC

TL

WG

C

C

C

D1

D2

Figure 2: The experimental setups as the nested fiber ring resonator in one
arm of a Mach-Zehnder fiber interferometer. There are wave generator,
tunable laser, polarization controller, 3 dB couplers and detectors.
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the point of tangent. We describe the coupling of light into and out of the resonator in terms of
generalized splitter relations of the form. Our mathematical analysis of this structure proceeds as
follows.

The transfer equations for the structures are given by

E5 =
√

1− r0 (r1Ein + iκ1E4)

E1 =
√

1− r0 (iκ1Ein + r1E4)

Eout =
√

1− r0 (r2E6 + iκ2E2)

E3 =
√

1− r0 (iκ2E2 + r2E2)

(1)

where rj and κj (j = 1, 2) are the reflection and coupling coefficients of the two region, respectively,
satisfying the relation r2

j +κ2
j = 1− r0; i denotes the phase coupling which is a π/2 phase shift that

occurs upon transmission across the coupling region, r0 is the fractional coupler intensity loss.
The propagation between the adjacent coupling points is represented by

E2 = a12e
iφ12E1

E4 = a34e
iφ34E3

E6 = a56e
iφ56E5

(2)

where a = e−
αl

2 is the attenuation factor and φ = n1l
c ω is the single-pass shift, and a12 = a34 =

e−
α l

2
2 =

√
a, a56 = e−

ανl

2 , φ12 = φ34 = n1
l

2
c ω = φ

2 , φ56 = n1νl
c ω, α, n, c and l are the loss coefficient,

the refractive index, the velocity of light in the vacuum and the length of the ring, respectively.
The U-loop connecting the two coupler has a length of νl.

Combine Equations (1) and (2) to obtain the complex transmission coefficient for the structure.

τ =
(1− r0)

[
−κ2√ae

iφ

2 + r2aveivφ − av+1ei(v+1)φ(1−r0)3
]

1− (1− r0)
(
r2aeiφ + κ2av+ 1

2 ei(v+ 1
2
φ)

) (3)

The transmission factors T are defined as the squared modulus of τ .

T = |τ |2 (4)

The effective phase shift of the transmitted light is given by the argument of the complex trans-
mission coefficient as follows:

Φeff = arg(τ) (5)

And the group delay is defined as the radian-frequency derivation of the phase shift Td = dΦeff

dω .
Noting that the frequency ω is related to the single pass phase shift according to ϕj = ωtj , where t
is the round-trip time of the resonator. Hence ϕj is indicative of the detuning of the input frequency
from the resonance frequency.

3. EXPERIMENTAL RESULTS

As it is clear from the former analysis, the transmission characteristics of the optical fiber ring
resonator would be influenced by the coupling coefficient. In this section we show experimental
demonstration of this property. The experiment setup is shown in Fig. 2, it has the nested fiber
ring resonator in one arm of a Mach-Zehnder fiber interferometer. The lengths of the fiber ring:
L = 1.4m, ν = 1.43, and we assumed that n (δ) is the effective index of standard single mode fiber.
The couplers marked as C in Fig. 2 is 3 dB couplers.

The intensity of the light which though the MZ interferometer is defined as

I = I1 + I2 + 2
√

I1I2 cos∆ϕ (6)

where I is the interfere intensity, I1 and I2 respect light intensity of two arms, ∆φ is the phase
difference of the interferometers respectively. In our experiment the interfere intensity I is measured
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though the coupler C2 by detector D2, and I1 is equal to the intensity measurement of detector
D1, I2 = I0r

2
0. The expressions of optical powers inside the upper arm can be written as

I1 = I0κ
2
0Tκ2

1 (7)

And the phase difference of the interferometers is

∆ϕ = arccos
(

I − I1 − I2

2
√

I1I2

)
= arccos

(
I − I0κ

2
0Tκ2

1 − I0r
2
0

2I0κ0r0κ1

√
T

)
(8)

Then the transmittance and the whole phase shift φ(δ) of the NFRR is deduced as

T = I1/I0κ
2
0κ

2
1 (9)

Φeff = ϕ0 + ∆ϕ (10)

Then the transmittance and the whole phase shift φ(δ) of the NFRR can be get by scanning
the probe wavelength and by simultaneously measuring the optical power values I1, I ′ (I ′ is the
intensity measured by detector D2, where I ′ = Iκ2

2) and the input power I0.
The timedelay T0 of the NFRR will be deduced by differentiating the phase shift φ(δ). In order

to reduce the noise impact on the numerical evaluation we smoothed these curves using successively
Adjacent-Averaging filters.

Figure 3 is the transmission T and phase shift φ(δ) as a function of the detuning δ for different
coupling coefficients. The solid curves represent experimental transmissions and the dashed lines
are theoretical ones. From the figures we can find that the experimental data and theoretical
calculations show a good agreement for several coupling coefficients. And the transmission at zero
detuning increase with the coupling coefficients.

Figure 4 is the normalized input and output signal intensities for different coupling coefficients.
The timedelay of the nested fiber ring resonator are 50 ns, 65 ns, 76 ns when the coupling coefficients
are 0.9, 0.95 and 0.99.

δ (MHz)

δ (MHz)

Figure 3: The transmission T and phase shift as a function of the detuning δ for different coupling coefficients.
The solid curves are experimental data and the dashed lines are theoretical fittings. The only parameter
which is changed is the value of the coupling coefficient.
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Figure 4: Normalized input and output intensities of different coupling coefficients.

4. CONCLUSION

In conclusion we demonstrate theoretically and experimentally the transmission characteristics and
time delay performance in a nested fiber ring resonator. We have shown that the transmission
and group delay are influenced by the coupling coefficient between the ring and the loop and other
structure parameters. We measured the transmission properties and the phase shift of our nested
fiber ring resonators with different coupling coefficients, by inserting the nested fiber ring resonator
into one arm of the fiber Mach-Zehnder interferometer. Tens of nanosecond timedelay can be get
using the nested fiber ring resonator.
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Abstract— We report the transfer of the activity of Retinoic acid (RA) by electronic means.

Retinoic acid were placed at room temperature on one coil attached to an oscillator (VEGA
select 719), while LAN-5 neuroblastoma cells were placed on another coil and incubate under
controlled condition. The oscillator was then turned on for 12 hrs a day for 5 days, after which
cells were counted and morphology studied by contrast microscopy. In a control experiment
the effect of the differentiating agent directly added to the cell culture could be observed by a
decrease in cell growth, metabolic activity and the protrusion of neurite like structure typical
of the differentiated cells. These preliminary results suggest that retinoic acid molecules emit
signals that can be transferred to LAN-5 neuroblastoma cells by artificial physical means in a
manner that seems related to the chemical structure of the source molecules.

These results suggest that RA molecules emit signals that can be transferred to LAN-5 cells by
artificial physical means in a manner that seems specific to the source molecules.

1. INTRODUCTION

Previously Benveniste et al. suggests that the electromagnetic molecular signal (EMS) from phar-
macological active molecules can be digitally recorded and replayed [1]. In the same work, they show
that normal human neutrophils reacted to PMA transmitted via an electronic oscillator by reducing
cytochrome c as though they had been directly exposed to PMA. The Benveniste finding of the
electromagnetic molecular signal, was recently confirmed by the nobel laureate Luc Montagnier [2]
in a work were he discovered a novel property of DNA, that is the capacity of some sequences to emit
electromagnetic waves in resonance after excitation by the ambient electromagnetic background.

In the present study we electronically captured, and transmitted the specific electromagnetic
signal (EMS) of Retinoic acid (a potent chemical molecule acting on human cells as a differentiating
agent) to a biological system constituted by human neuroblastama cells line (LAN-5).

LAN-5 neuroblastoma cells represent one of the most common paediatric solid tumors origi-
nating from the sympathoadrenal lineage of neural crest. This tumor shows extremely different
clinical phenotypes such as spontaneous regression on one hand and aggressive growth on the other
hand. Undifferentiated neuroblastoma cell line (Lan-5) represent a good model to study neuronal
differentiation induced by a variety of stimuli such as retinoic acid treatment.

2. MATERIAL AND METHODS

2.1. Cell Cultures

LAN-5 cells were grown in RPMI (Gibco Laboratories, Scotland) supplemented with 10% Fetal
Calf Serum (Gibco Laboratories, Scotland) and antibiotics (110 IU/ml of penicillin and 0.1mg/ml
of streptomycin) at 37± 0.3◦C, and 5% CO2 as carbon source and sub-cultured twice a week at a
1 : 5 ratio. For every experiment, control and exposed cells were taken from the same flask.

2.2. Transmission Apparatus

For transmission experiments to cells, the input coil coupled to wave generator VEGA select 719 was
operated at room temperature, while the output coil was placed in cell incubator. The source tube
containing 5µM RA and target coil containing LAN-5 cells. The electronic signal corresponding
to RA was superimposed to both a 7 Hz sinusoidal frequency carrier modulated at 3 kHz.

The oscillator was then turned on for the 12 hrs a day for 5 days. During the experimental
procedure, the various parameters such as power, voltage, capacitance and impedance remained
constant.
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2.3. Cellular Metabolic Activity and Proliferation by WST Assay

LAN-5 cells were exposed to the electronically transmitted RA EMS by Vega select 719. For each
experiment LAN-5 cells were plated into 25 ml 4.2× 5.2 cm base Corning flasks (2.0× 105/ml cells
in a total volume of 5 ml). The flasks were kept in the exposure system continuously for up to 5
days with or without RA-EMS. Cells were then counted and metabolism determined by WST-1
method. The experiment was repeated three times.

The quantification of LAN-5 metabolic activity, as an index of cellular proliferation, was per-
formed by a colorimetric assay based on oxidation of tetrazolium salts (Cell Proliferation Reagent
water-soluble tetrazolium salt (WST)-1; Roche Diagnostics, Basel, Switzerland). Cells were cul-
tured for up to 5 days in a normal humidified incubator (control) or in the presence of the RA-EMS
(exposed), and they were analysed by means of the formazan dye every 24 h. WST reagent diluted
to 1 : 10 was added in the wells at 4 h, 1, 2, 3 and 6 days after plating, and then incubated for
2 h in humidified atmosphere (37 8◦C, 5% CO2). Quantification of the formazan dye produced was
performed by absorbance measurement at 450 nm with a scanning multiwell spectrophotometer
(Biotrack II; Amersham Biosciences, Little Chalfont, UK).

2.4. Immunofluorescence

For immunofluorescence staining the cells were grown in Labtek chamber slides. The cells were
then washed with PBS with Ca/Mg and fixed with absolute ethanol for 5 minutes, then incubated
with the specific monoclonal antibodies, anti-200 KDa neurofilaments (Sigma) appropiately diluted
for 1 hour at room temperature. Cells were then washed three times with PBS and incubated with
fluoresceinated anti-mouse IgGF(ab’)2 fragment (Sigma), appropriately diluted for 1 hour at room
temperature.

2.5. RT-PCR Analysis

Total RNA was extracted from cells using TRIzol Reagent (Life Technologies, Merelbeke, Belgium)
according to the manufacturers’ instructions. Typically 5–10µg total RNA per 10 cm2 dish of
cell culture was obtained. Reverse transcription-polymerase chain reaction (RT-PCR) was used to
evaluate relative mRNA levels of neurofilament protein (NF-200) in control and RA-EMRexposed
LAN-5 cells. One microgram of total RNA was used to synthesize first-strand cDNA with random
primers using 100 U of ImProm-IITM RT-PCR kit (Promega, Madison, WI, USA) according to
the manufacturer. The reaction was also carried out in the absence of reverse transcriptase (RT)
to check for genomic DNA amplification. The NF-200 subunit-specific primers used for PCR
were: 5’-aagtgaacacagatgctatgcg-3’ 5’-ctgtcactccttccgtcacc-3’ We used the 18 s as internal controls,
because these genes are uniformly expressed during development. The subunit-specific primers
used for PCR were: 5’-tttcggaactgaggccatgattaag-3’ 5’-agtttcagctttgcaaccatactcc-3’. An aliquot
(2µL) of RT reaction was PCR-amplified in a final volume of 50µL, by using 20 pmol of each
primer, 200µM of each dNTP, and 0.5U of Taq DNA Polymerase (T. Aquaticus, Amersham-
Pharmacia). PCR was carried out in a Bio-Rad I Cycle instrument. The thermo cycling conditions
for each pair of primers were as follows: denaturation at 95◦C for 3 min. followed by 30 cycles of
denaturation at 95◦C for 30 sec, annealing for 45 sec at 62◦C, elongation at 72◦C for 1 min and
a final polymerization step at 72◦C for 5 min for NF-200 and 20 cycles for 18 s. The amount of
template and the number of amplification cycles were preliminarily optimized for each PCR reaction
to avoid conditions of saturation. Aliquots (5µL) of the reaction products were run on 1% agarose
gels containing ethidium bromide (0.5µ g/ml) to mark and visualise the PCR products. Gels were
then photographed under UV light with Versadoc (Bio-rad) instrument. These experiments were
replicated three different times.

2.6. Statistical Analysis

Statistics was performed with Student’s t-test with P < 0.05 as the minimum level of significance.

3. RESULTS

3.1. Electronically Transmitted RA Effect on LAN-5 Cell Metabolism

The cell growth rate was analyzed by the WST-1 both in LAN-5 cells as control (not exposed
electronically transmitted RA) or exposed to the field. An inhibition in the cell metabolism in the
electronically transmitted RA exposed was statistically (p < 0.01) significant after 5 days exposure
(Fig. 1).
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Figure 1: Cellular metabolic activity and proliferation by WST assay. LAN-5 metabolic activity by WST-1
analysis in presence (I) or absence (¥) on RA-EMS.

3.2. Electronically Transmitted RA Effect on LAN-5 Cell Morphology

By phase contrast and scanning electron microscopy LAN-5 control cells appeared small, poligonal,
without neurite-like structures. The exposure to electronically transmitted RA induced morpholog-
ical changes toward a more neuronal phenotype: the cells were stretched out and rich of neurite-like
structures with blebs, mimicking the same effect induced by retinoic acid treatment (Fig. 2).

Figure 2: Electronically transmitted RA effect on LAN-5 cell morphology by contrast microscopy. Contrast
microscopy of LAN-5 cells in absence (A) or presence of electronically transmitted RA on LAN-5 (B).

Figure 3: Electronically transmitted RA effect on LAN-5 cell by NF-200 indirect immunofluorescence. NF-
200 indirect immunofluorescence of LAN-5 cells in absence (A) or presence of electronically transmitted RA
on LAN-5 (B).

3.3. EMF Effect on Neurofilament Expression

Figure 3 shows the indirect immunofluorescent analysis of control and exposed Lan-5 cells with
anti 200 neurofilaments. While control cell were little or not positive for NF 200 (CTR) the
neurofilament protein become more fluorescent after exposure to the RA EMF (EXP). The same
results were achieved by RT-PCR analysis for mRNA expression coding for NF-200. Fig. 4.
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Figure 4: NF-200 mRNA RT PCR analysis on electronically transmitted RA effect on LAN-5 cell. Left bar
(A) NF-200 mRNA RT PCR analysis on control LAN-5 cells, right bar (B) NF-200 mRNA RT PCR analysis
on electronically transmitted RA effect on LAN-5 cell.

4. DISCUSSION

Low frequency electromagnetic fields at 50 or 60 Hz indeed are reported to stimulate nerve regener-
ation [3], alter gene transcription [4] and they may also play a synergistic role in cellular processes
that are already activated, such as cell proliferation [5]. Despite an increasing number of publica-
tions demonstrate an effect of very low frequencies EM field on biological systems, other in vivo
and in vitro studies suggest opposite results; in addition the possible interaction mechanism is not
yet completely understood.

A possible mechanisms evoked to explain the mechanism of EM field action to biological system
is involving Ca2+ transport across cell membrane, to trigger the signal transduction cascade [6].

Electromagnetic therapeutic potential can be seen in the proven efficacy of low-energy pulsed
magnetic fields in non-union bone fracture healing, confirming that under certain conditions non-
ionising electro-magnetic energy can influence physiological processes in organisms. Physiological
paradigms for non-ionising radiation effects are required. Clues may be found in the mechanisms
by which EM field interacts with cultured cells under controlled laboratory conditions and by corre-
lating in vivo evidence with in vitro data [7]. Brain maturation depends on a sequence of postnatal
events [8]. Brushart et al. [9] found that electrical stimulation at 20Hz, promote motoneuron re-
generation, confirming previous finding of the use of electric field for the orientation and growth of
neurite [10].

12 hrs a day for five days exposure to RA-EMS field has significant effects on cells proliferation
leading to a 30% inhibition of cell metabolism (Fig. 1). In addition with the impairment in cell
metabolism RA-EMS electromagnetic field exposure, generated a morphological change as reported
by the contrast microscopy study showed in Fig. 2.

In particular contrast microscopy analysis indirect immunofluorescence (Fig. 3) and RT-NF-200
PCR (Fig. 4) showed a more neuronal morphology characterized by the development of neuritic
like processes in the exposed cells compared to control. Immunofluorescence using monoclonal
antibodies for the major neurofilament proteins NF 200 unequivocally demonstrated an increase
in synthesis and accumulation of these neuronal proteins in the RA-EMS exposed cells. Taken
together all these data support an evident effect of the electronically transmitted retinoic acid
(RA-EMS) electromagnetic field of driving neuroblastoma cells toward a neuronal differentiation,
which resembles the effect determined by morphogens, such as retinoic acid in its chemical form.

ACKNOWLEDGMENT

This work has been partially supported by a grant from NAMED.

REFERENCES

1. Thomas, Y., M. Schiff, L. Belkadi, P. Jurgens, L. Kahhak, and J. Benveniste, Med. Hypothesys,
Vol. 54, No. 1. 33–39, 2000.

2. Montagnier, L., J. A. Aissa, C. Lavallee, M. M. Bamy, J. Varon, and H. Chenal, Interdiscip
Sci. Comput. Life Sci., Vol. 1, 245–253, 2009.

3. Rusovan, A. and M. Kanje, Neuroreport, Vol. 3, No. 12, 1039–1041, 1992.



1082 PIERS Proceedings, Cambridge, USA, July 5–8, 2010

4. Phillips, J. L., W. Haggren, W. J. Thomas, T. I. Jones, and W. Adey, Biochimica Biophysica
Acta, Vol. 1132, 140–144, 1992.

5. Manni, V., A. Lisi, D. Pozzi, S. Rieti, A. L. Serafino, M. Ledda, L. Giuliani, and S. Grimaldi,
Bioelectromagnetics, Vol. 23, 298–305, 2002.

6. Karabakhtsian, R., N. Bronde, N. Shalts, S. Kochlatyi, R. Goodman, and A. S. Henderson,
FEBS Letters, Vol. 301, 53–59, 1994.

7. Glaser, R., Bioelectrochem. Bioener, Vol. 27, 255–268, 1992.
8. Vignes, M. and G. L. Collingridge, Nature, Vol. 388, 179–182, 1997.
9. Brushart, M. T., P. N. Hoffman, R. M. Royall, B. B. Murinson, C. Witzel, and T. Gordon, J.

Neurosci, Vol. 22, 6631–6638, 2002.
10. Patel, N. and M. M. Poo, J. Neurosc, Vol. 2, 483–496, 1982.



Progress In Electromagnetics Research Symposium Proceedings, Cambridge, USA, July 5–8, 2010 1083

Effects of Extremely Low Frequency Electromagnetic Fields on the
Antioxidant Enzymes Activity of C3 and C4 Plants

Azita Shabrangi2, Ahmad Majd1, Masoud Sheidai3,
Mohammad Nabyouni1, and Davoud Dorranian4

1Department of Biological Science, Faculty of Science, Tarbiat Moalem University, Tehran, Iran
2Department of Biology, Tehran North Branch, Islamic Azad University, Tehran, Iran

3Biology Faculty, Shahid Beheshti University, Tehran, Iran
4Physic Plasma Research Centre, Science and Research Branch, Islamic Azad university, Tehran, Iran

Abstract— This experimental study was dedicated to the possible oxidative stress induced by
electromagnetic field accumulation in the living tissues. In this research two states of seeds (wet,
dry) of Brassica Napus L (canola) and Zea mays L (maize) were exposed to pulsed EMFs (15 min
on, 15min off) by magnitude of 1 to 7 mT in steps of 2mT and the highest intensity was 10 mT
for 1 to 4 hours in steps of 1 h. Activity of stress enzymes were carried out by spectrophotometer.
Our investigation was focused on root and shoot of 7 days seedlings, which showed the most and
the least growth comparing to corresponding control. Activity of all stress enzymes in root tissue
of canola increased and in shoot tissue of this species decreased. In contrary, activity of the same
stress enzymes in the same tissue of maize showed opposite results, except APX activity in the
root tissue, which showed similar result in both species (P < 0.05).

All results suggested that antioxidant system of canola as a C3 plant and maize as a C4 plant
react differently against EMFs.

1. INTRODUCTION

Several reports relate to the effects of strong magnetic fields on a variety of agriculturally important
plants [5]. For example exposure of maize for 2–10 min to MF ranging from 0.06 to 0.2 T stimulate
germination and increased the harvest by 29.5% [1]. Roots of Zea mays and hairy roots of Dacus
carota grow faster at 0.5 T than they do in the geomagnetic field [10]. Numerous biological effects
of extremely low frequency electromagnetic fields were recorded in the last decades [2]. They were
observed at various cellular or molecular levels in living tissues. However no clear interaction
mechanisms yet proved [4] Electric and magnetic treatments are assumed to enhance seed vigor
by inducing the biochemical processes that involve free radicals and by stimulating the activity
of proteins and enzymes [3, 11, 12]. Also, it is assumed that Electromagnetic fields (EMF), in
ELF (extremely low frequency) activate the cellular stress response, a protective mechanism that
induces the expression of stress response genes. Plant cells possess versatile antioxidant systems to
protect organelles, membranes, and enzymes from the damaging action of toxic activated oxygen
species [6, 15]. In chloroplasts, H2O2 is produced in the Mehler reaction and also during superoxide
dismutase-catalyzed disproportionation of the superoxide radical anion. The first step of H20,
degradation is performed by Catalysis. Then the rest of it, degraded by ascorbate peroxidase
which reduces H2O2 to water [8].

In a previous study we investigated the effect of MFs exposure at different intensities (0.06 to
0.36T) in Lens culinaris L. We also reported that MF increased seed germination, seedlings growth
and biomass in lentil. we observed that stress enzymes especially APX increased by the increase of
MFs intensity [14].

In the present study, the activities of antioxidative enzymes were investigated in order to find out
if exposure to ELF-EMFs induces unspecific stress responses similar to those of other environmental
stresses. To clarify the possible role of ROS causing EMFs effects as parameter of oxidative stress
in Zea mays L and Brassica napus L were analyzed.

2. MATERIAL AND METHOD

Exposure to EMFs was performed by a locally designed EMF generator. The electrical power was
provided by a 220 V, AC power supply with variable voltages and currents. This system consisted
of one coil, cylindrical in form, made of polyethylene with 12 cm in diameter and 50 cm in length.
The number of turns is 1000 of 0.5 mm copper wire, which were in two layers. A fan was employed
to avoid the increase of temperature (22 + 1◦C). Calibration of the system as well as tests for the
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accuracy and uniformity of EMFs (60 Hz) were performed by a tesla meter with a probe type of
hall sound.

Three replicates, with 30 seeds in each one were used. They were spread in moist filter paper (for
wet seeds) on Petri dishes. They were placed in the coil. The wet and dry seeds of two species were
exposed to pulsed EMFs (15min on, 15 min off) by magnitude of 1 to 7mT in steps of 2mT and
the highest intensity was 10 mT for 1 to 4 hours in steps of 1 h. Then dry seeds in Petri dishes were
moistened and all Petri dishes were placed in germinator with 23 ◦C temperature. Our investigation
were focused on seedlings, which showed the most and the least growth parameters. These results
were observed in seedlings grown from dry pretreated seeds by 10mT for 4 h and wet pretreated
seeds by 10 for 2 h in canola, and seedlings grown from wet pretreated seeds by 10 and 3mT both
for 4 h exposure in maize. Triplicate of ten 7 days of these seedlings were chosen randomly. Then
root and shoot were separated and were used for protein extraction in order to assay activity of
stress enzymes.

2.1. Activity Enzyme Assay

The assays of SOD and APX were performed on 7 days seedlings. Ten 7 days seedlings from
each replicate were randomly taken exhibiting no visible injury symptoms. 0.5 gr fresh weight
of root and shoot were homogenized separately in 5 ml of 100 mM potassium phosphate buffer (pH
7) containing 0.1 mM Na2EDTA and 1% (w/v) soluble PVP-10.5 mM. 0.2mM ASA were added
for measurement of APX activity. The slurry was centrifuged at 15000 × g for 20 min. The
supernatant was filtered (Millipore, Mitex 0.5µm) and used for enzyme analysis. CAT activity was
determined by monitoring the decrease in A240 for 1 min in 3 ml of reaction mixture containing
100mM potassium phosphate buffer (pH 7.5) and 25 mM H2O2 and shoot or root extract. APX
activity was determined by monitoring the decrease in A290 for 4min in 3 ml of reaction mixture
containing 100 mM potassium phosphate buffer (pH 7), 0.5 mM ASA, 0.1 mM Na2EDTA, 0.1mM
H2O2 and shoot or root extract. Correction were made for the oxidation of AsA in the absence of
H2O2. The SOD activity was measured by spectrophotometer as described by Beyer and Fridovich
(1989). The reaction mixture contained 50 mM potassium phosphate buffer (pH 7.8), 9.9 mM
methionine, 57µm nitro blue tetrazolium (NBT) and 0.9µm riboflavin and 0.025% (w/v) triton
X-100 and appropriate amount of shoot or root extract. The A560 was recorded after a 10 min
illumination period. In this assay 1 unite of SOD is defined as the amount required to inhibit the
photo reduction of nitro blue tetrazolium by 50%. The specific activity of SOD was expressed as
units mg−1 fresh weight of plant (Calatayud, A. et al., 2003)

2.2. Statistical Analyses

Statistical analyses were conducted using SPSS for windows. After testing the normality of the
data distribution, the variance analyses (ANOVA) was used to test the main effects of electromag-
netic field pretreatment. A student test t-test was done to find the significant differences between
each treatment and corresponding control. Means were compared to detect differences between
parameters of pretreated seeds and plants grown from them with control (P < 0.05).
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Table 1. Data are the means SE of experiment performed in triplicate and expressed as percentage of control
in maize. Asterisk (*) denotes significant differences between plants exposed to EMFs and their respective
control using the students t-test (P < 0.05).

Exposure case
CAT activity

in shoot
CAT activity
in root (µg)

APX activity
in shoot

APX activity
in root

SOD activity
in shoot

SOD activity
in root

Wet treated
seeds (3mT, 4 h)

6.27± 0.32* 4.4± 0.36* 4.8± 0.31* 5± 0.12* 17.77± 3.5* 14.9± 3.24*

Wet treated
seeds (10mT, 4 h)

4.5± 1.5 4.1± 0.94* 6.67± 0.35* 9.1± 0.35* 48.5± 8.3* 13.13± 5.48*

Control 3.77± 0.53* 5.5± 0.35* 4.27± 0.18* 3.47± 0.52* 20.3± 7.6 2.13± 5.9*

*Significant from control at 0.05 level (t-test)

3. RESULTS

Based on statistical analysis, the most and the least growth were observed in seedlings grown
from dry pretreated seeds by 10 mT for 4 h and wet pretreated seeds by 10 for 2 h in canola, and
seedlings grown from wet pretreated seeds by 3 and 10mT both for 4 h exposure in maize. Activity
enzymes were expressed based on absorbance against mg fresh weight of root and shoot tissues
separately. Both treatments caused significantly decreased in Catalase (CAT) activity in root
tissue of maize. But we observed significant increase activity of CAT in shoot (Fig. 1). Ascorbate
Peroxidaes (APX) activity increased significantly in both treatment and both root and shoot tissues
(Fig. 3). We observed increase of Superoxide dismutase (SOD) activity in root tissue of maize in
both treatment, but 3 mT intensity did not show significant difference. In shoot tissue of maize,
we observed significantly increase of SOD activity by 3mT treatment and significantly decrease by
10mT treatment (Fig. 5 & Table 1). On the other hand, We observed significantly increase in CAT
activity in root tissue of canola and significantly decrease of this enzyme activity in shoot tissue of
canola (Fig. 2). APX activity results were similar to CAT activity in both tissues of this species
(Fig. 4). Activity of SOD showed increase in both treatment of root tissue of canola. In contrast,
SOD activity decreased in shoot tissue of canola in both treatments (Fig. 6). But treatment by
10mT intensity did not cause significant difference of this enzyme activity in both tissues of canola
(Table 2) (P < 0.05).These figures from number 1 to 6 shows alteration in different stress enzymes
activity of 7 days seedlings grown from pretreated seeds by EMFs comparing to their corresponding
control in two species.

4. DISCUSSION

Different growth parameters of two species (C3 and C4 plants) under effects of EMFs have changed,
which was reported in the previous study [13]. Another parameter is activity enzyme changes.
Activity of all stress enzymes in root tissue of canola increased and in shoot tissue of this species
decreased. In contrary, activity of the same stress enzymes in the same tissue of maize showed
opposite results, except APX activity in the root tissue, which showed similar result in both species
(P < 0.05).
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Table 2. Data are the means SE of experiment performed in triplicate and expressed as percentage of control
in canola. Asterisk (*) denotes significant differences between plants exposed to EMFs and their respective
control using the students t-test (P < 0.05).

Exposure case
CAT activity

in shoot
CAT activity
in root (µg)

APX activity
in shoot

APX activity
in root

SOD activity
in shoot

SOD activity
in root

Wet treated
seeds (3 mT, 4 h)

4.8± 0.8* 3.7± 0.83* 4.9± 0.18* 5.1± 0.18* 23.8± 13.8 2.1± 3.24

Wet treated
seeds (1 0mT, 4 h)

4.5± 0.7* 3.9± 0.76* 5.4± 0.35* 5.4± 0.51* 19.2± 4.4 13.13± 5.48

Control 7.5± 1.3* 3± 0.15* 5.8± 0.31* 2.7± 0.58* 42.7± 25.4* 14.9± 3.2*

*Significant from control at 0.05 level (t-test)
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Since plants are sessile organisms they display a wide spectrum of developmental and biochem-
ical responses contributing to stress adaptation. A common responses is increasing in reactive
oxygen species (ROS) production [2]. ROS can damage plants by oxidizing proteins, nucleic acids,
photosynthetic pigments and membrane lipids. However, ROS can also act as signaling molecules
and trigger a range of cellular responses important for stress tolerance [4]. The tight control of ROS
level in cells is achieved by antioxidative system defense including different stress enzymes [17].

These stress enzymes scavenge free radicals. They have antioxidant mechanism. APX Scav-
enges OH◦− and SOD also scavenges O◦−

2 . In fact stress enzymes decrease oxidative stress. Some
studies have suggested that magnetic field exposure could be due to both the increase in the con-
centration [9] and oscillating of free radicals [16]. Electromagnetic fields are known to effect radical
pair recombination and they may increase the concentration of oxygen free radicals in living cells.
Increasing the concentration of free radicals creates oxidative stress, enhances stress response and
some biological reactions, such as DNA damage occurs under this concentration.

Among ROS scavenger enzymes, CAT is the key enzyme that effectively eliminates H2O2, as
regulates the activity of APX [7]. It was also reported that more reduction in CAT activity (the
more accumulation of H2O2) was accompanied by the less decrease in APX activity.

Catalysis, which is main H2O2 scavenging enzymes in plants, effectively eliminates H2O2, thereby
regulates the activity of APX. It also converts H2O2 to water using different cellular substrates.
Ascorbate Peroxidase is the key enzyme of the ascorbate cycle, eliminating peroxidase by converting
ascorbic acid to dehydroascorbate [12].

In conclusion, antioxidant system of canola as a C3 plant and maize as a C4 plant react differently
against EMFs.
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Abstract— We consider a perfect electric conductor (PEC) plate covered by a layer of DZR
metamaterial coatings under an oblique plane wave incidence of TM polarization. Several analyt-
ical formulas are derived for the realization zero reflection from such structures. Exact formulas
will be derived for zero reflection from a DZR coated PEC plate. Then several examples of the
applications of DZR metamaterials as zero reflection coatings are provided.

1. INTRODUCTION

Common materials called double positive (DPS) have both the real parts of their permittivities (ε)
and permeabilities (µ) positive. On the other hand, metamaterials are classified as double negative
(DNG) where both the real parts of their (ε) and (µ) are negative and epsilon negative (ENG) and
mu negative (MNG), where only their ε and only their µ are negative, respectively [1–6].

We intend to introduce a class of materials called double zero (DZR) metamaterials by param-
eters Re(ε) = 0 & Re(µ) = 0. In an earlier paper, we investigated the propagation of radio waves
in some DZR metamaterial structures [7]. However, in this paper we intend to investigate the
properties of wave propagation incident onto a perfect electric conductor coated by a layer of DZR
metamaterials. Also we develop an exact mathematical formulation for zero reflection from such
structures. Some uncommon phenomena will appear for DZR metamaterials, which have not been
observed for common materials and metamaterials. Exact formulas [8, 9] will be derived for zero
reflection from a DZR coated PEC plate for TM polarizations at a particular angle of incidence.
The DZR metamaterials are assumed dispersionless media. We use the full-wave matrix method
for the analysis of this structure [10–13].

2. PROBLEM DESCRIPTION AND EXACT FORMULAS

Consider a perfect electric conductor (PEC) plate coated by a layer of double zero (DZR) meta-
materials of thickness d as drawn in Fig. 1. A plane wave of TM polarization is obliquely incident
at an angle of incidence θ0 onto the structure. The structure and fields are independent of the
variable “y” of Cartesian coordinate axes shown in Fig. l.

The forward and backward transverse travelling waves in layer l are [14, 15]:




Hly = Ale
−jkl cos θlz + Ble

+jkl cos θlz

Elx = ηl cos θl

(
Ale

−jkl cos θlz −Ble
+jkl cos θlz

) (1)

Figure 1: A perfect electric conducting (PEC) plate covered by DZR metamaterial layers.
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where in the left half space l = 0 and the permittivity and permeability are

{
εl = ε′l − jε′′l
µl = µ′l − jµ′′l

⇒




kl = ω
√

µ0ε0µlεl = ±k′ ± jk′′

ηl =
√

µ0µl

ε0εl
= ±η′ ± jη′′

(2)

The incident wave amplitude is assumed equal to unity (A0 = 1), the reflection coefficient is R.
The permittivity, permeability, wave number and intrinsic impedance of the layer l are εl, µl, kl &
ηl, respectively. In DZR metamaterials, we have [7]

{
ε = 0− jε′′

µ = 0− jµ′′
⇒





k = ω
√
−µ′′ε′′ = 0− jk′′

(
k′ = 0

)

η =

√
µ′′

ε′′
= +η′ + j0

(
η′′ = 0

) (3)

where the parameters ε′′, µ′′, k′′ & η′ are assumed positive. The boundary conditions lead to the
following matrix equation for wave amplitudes




+1 −1 −1
η0 cos θ0

η1 cos θ1
+1 −1

0 e−jk1 cos θ1d −e+jk1 cos θ1d




[
R
A1

B1

]
=




−1
η0 cos θ0

η1 cos θ1
0


 (4)

The vanishing of the reflection coefficient R = 0 leads to the following equation

η1 cos θ1

(
1− e−j2k1 cos(θ1)d

)
= η0 cos θ0

(
1 + e−j2k1 cos(θ1)d

)
(5)

For TM polarization, Eq. (5) may be separated into two relations by equating the real and imaginary
parts

{
η′ − η′r cosα− η′′r sinα ≡ s + sr cosα

η′′ − η′′r cosα + η′r sinα ≡ −sr sinα
(6)

where

r = e−2k′′ cos(θ1)d

α = 2k′ cos(θ1)d

s =
η0 cos θ0

cos θ1

(7)

These equations may be solved for η′′ & η′





η′ =
s (1− r2)

1 + r2 − 2r cosα

η′′ =
−2 s r sinα

1 + r2 − 2r cosα

(8)

Now, considering the conditions for DZR metamaterials, namely k′ = 0 & η′′ = 0 in Eq. (3), we
have from Eq. (8)

α = 0 & r =
η′ − s

η′ + s
(9)

Since s 6= 0 and r 6= 0 according to Eq. (7) and also α = 0 leads to k′ = 0. Consequently, the
angle of zero reflection for a PEC plane coated by a DZR materials for the TM polarization may
be obtained by Eq. (9) and Eq. (7)and the Snell’s law

k0 sin θ0 = −jk′′ sin θ1 (10)



1090 PIERS Proceedings, Cambridge, USA, July 5–8, 2010

leading to

cos θ0 =

√
1 +

k′′2

k2
0

− k′′2

k2
0

cos2 θ1

cos θ1 =

√
1 +

k2
0

k′′2
− k2

0

k′′2
cos2 θ0

(11)

3. NUMERICAL EXAMPLE

We consider several examples of zero reflection from a PEC plane coated by DZR metamaterial. The
computations are based on Eqs. (9) and (4). For example consider a TM plane wave of frequency
12GHz incident on a PEC plane coated with a layer of DZR metamaterial with thickness d = 1 cm
and nondispersive characteristics ε = −j0.1 and µ = −j0.3. The incident angle of no reflection is
computed equal to θ0 = 6.60◦, by Eqs. (9) and (11). The reflected power is computed by Eq. (4)
for various values of incident angles and drawn in Fig. 2, which shows zero reflection at the same
angle θ0 = 6.60◦.
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Figure 2: Reflected power (in dB) from the structure in Fig. 1 with characteristic given in example versus
the angle of incidence at frequencies f = 12, 10, 20 GHz for TM polarization.

The same calculations are repeated for frequency f = 10 GHz, which give the angles of zero
reflection equal to θ0 = 8.25◦. Note that Eqs. (9) and (11) may do not have response, in other word
at some frequencies there is not zero reflection condition, for example in this example for frequency
f = 20GHz the zero reflection does not appear as shown in Fig. 2. Again they are verified by the
computation of reflected power. However, the frequency response of reflection coefficient is narrow
band.

4. CONCLUSION

In this paper we introduced double zero (DZR) metamaterials, which are essentially lossy media.
A PEC plate coated by DZR metamaterials are studied analytically by Full wave methods for their
zero reflection properties, under oblique incidence of plane waves with TM polarization. Exact
formulas were derived for no reflection from a PEC plate coated by DZR metamaterials. It is shown
that the application of common materials and metamaterials in such structures is not effective for
the realization of zero reflection from them, but DZR metamaterials are required for the design of
such no reflection surfaces. As a result from this paper we can investigate their applications for
radar absorbing materials (RAMs) for the reduction of reflected power.
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Abstract— High frequency signal transmissions using human body sensors and transmission
antennas have been studied, as biomedical communication systems of high frequency electro-
magnetic guided waves on biological surfaces of lossy conducting media. The first section of
transmission is consisting of human body sensor and transmission antenna on the body surface,
and receive terminal antenna, through transmission waveguide with body surface boundary of
body media. The second section of transmission is consisting of transmission source output and
usual information transmission line of pair cables.

In this paper, electromagnetic eigen characteristics of high frequency fields on conducting bio-
medical body surface are discussed. By using conformal mapping method and integral equation
with Green’s function, electromagnetic guided characteristics of electromagnetic fields on curved
conducting biological body surfaces are investigated. Fundamental properties of medical appli-
cation of high frequency signal transmission on human body surfaces are shown.

1. INTRODUCTION

Recently, signal and information processing technologies have been developed for bio-medical sys-
tems with electronic and optical diagnosis, based on high speed computers and data processing
softwares. Particularly, sensing technologies and processing technologies have been investigated
with high functional hardwares and softwares. Interface devices and transmission systems between
human bodies and machines are required for high effective and functional bio-medical systems.

High frequency signal transmissions using human body sensors and transmission antennas have
been studied, as biomedical communication systems of high frequency electromagnetic guided waves
on biological surfaces of lossy conducting media for medical diagnosis and information communica-
tion [1, 2]. In these biomedical systems, the first section of transmission is consisting of human body
medical sensor and transmission antenna on the body surface that is signal transmission source,
and receive terminal antenna that is receiver, through transmission waveguide with body surface
boundary of body media. The second section of transmission is consisting of transmission source
output that is receiver of the first section, and usual information transmission line of pair cables or
coaxial and optical cables and further, transmission antenna [3–5].

In this paper, electromagnetic eigen characteristics of high frequency fields in lossy waveguides
consisting of lossy human body with conducting bio-medical body surface are discussed.

Electromagnetic characteristics such as permittivities and conductivities of human tissues of
bloods, muscles and bones are discussed for several frequencies. Electromagnetic eigen fields in lossy
waveguides consisting of human bodies, such as arms and legs, with bio-medical body surfaces are
studied by approximate sub-stationary analysis and exact hybrid field analysis for high frequencies.
Propagation constants with phase and attenuation characteristics of hybrid modes are derived
by eigen-equations for lossy waveguides consisting of conducting human body with skin surfaces.
Green’s dyadic functions for lossy hybrid fields in the human body are studied by vector wave
equations and boundary conditions of electromagnetic fields on skin surfaces [6–8].

By using conformal mapping method with Green’s dyadic functions for straight lossy waveguides
of human body with skin surfaces, electromagnetic fields in curved lossy waveguides of curved
arms and legs corresponding to human elbows and knees are discussed. Curved lossy waveguide
in physical space is transformed to straight lossy inhomogeneous waveguide in mapped space by
conformal mapping with analytic function. By using conformal mapping method and integral
equation with Green’s function that can be applied to analysis of complicated electromagnetic
field boundary problems developed by the author [2–7], electromagnetic guided characteristics of
electromagnetic fields on curved conducting biological body surfaces are investigated. Fundamental
properties of medical application of high frequency signal transmission on human body surfaces are
shown.
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2. ELECTRO-MAGNETIC CHARACTERISTICS OF BIO-MEDICAL MEDIA

Electromagnetic material properties of human bodies are given by bio-medical measurements for
low and microwave frequency bands. Dielectric constants, permittivities and conductivities of bio-
medical materials and organizations in the frequency band of 10MHz and 10GHz are shown as
εr = 5–150, and σ = 0.2–5 S/m.

Skin depths and penetration depths of electromagnetic fields δ =
√

2
ωσµ , on human body surface

for bio-medical media are about 1–10 cm around 1–10 MHz, when the conductivity of human body
is σ = 0.2 S/m.

3. EIGEN ELECTROMAGNETIC FIELD CHARACTERISTICS OF CONDUCTING
BIO-MEDICAL MEDIA

Models of conducting waveguides for high frequency transmission in bio-medical media are shown
in Fig. 1, and waveguide boundary is conducting circular of radius a for conducting bio-medical skin
surface. Inner region of conducting cylindrical media is Ω1 with electromagnetic material constants
ε1, µ, σ and exterior region of cylindrical media is Ω2 with ε2, µ. Wave equations for electric fields
E1 and E2 in region Ω1 and Ω2 are shown in Eq. (1), where, electric currents sources are J1 and
J2.
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Figure 1: Conducting waveguide with bio-medical boundary surface.
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where, k2
1 = ω2µε∗1, ε∗1 = ε1 + σ/jω, k2

2 = ω2µε2.
Boundary conditions for electromagnetic fields on ∂Ω1 = ∂Ω2 = S are
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In case of current sources J1 6= 0, J2 = 0, if ε∗1 = ε10, k1 = k10, using operator expression, we
have
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Using inverse operator L−1
0 , electric field E is
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∫ (
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Here, if J2 = 0, G11 = G1, G21 = G2, G12 = G22 = 0, we have
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For r ∈ Ω,
G1

(
r, r′; k10

)
= G(0)

1

(
r, r′; k10

)
+ G(1)

1

(
r, r′; k10

)
r ∈ Ω (6)

Here, transverse spectrum λ1 =
√
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where
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)
G0 = −δ (r− r′). Green function G(1)

1 (r, r′; k10) presents reflection and trans-
mission effects on bio-medical boundary surface, as
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Further, G(1)
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Vector functions V(1), V(2) are determined by the boundary condition at boundary surface r = a.
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When current source J2 exists in region Ω2, G12, G22 are similarly shown.
Fundamental mode of lossy conducting waveguide TM00 is, in bio-medical media Ω1
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when σ is very large,
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Electromagnetic field is surface wave with skin depth on the bio-medical boundary surface. Eigen
propagation constant β00 of TM00 mode is

β00
∼= k2

[
1 +
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ωµσ2πa

]
(17)

4. ELECTROMAGNETIC FIELDS IN CURVED CONDUCTING WAVEGUIDE

Propagations of high frequency signal in bio-medical media are mainly concerned with field char-
acteristics in curved parts of human bodies corresponding curved lossy waveguide can be studied
by integral equation with Green’s functions for normal waveguide and conformal mapping.

We consider fields of curved waveguide in physical coordinates (X, Y, Z) and Y coordinate plane
in curved waveguide of radius a with curvature of radius R in Fig. 2. On the Y coordinate plane
and y coordinate plane, we consider complex plane Ż = X + jZ and mapping from complex plane
Ż = X + jZ into complex plane ż = x + jz by analytic function X + jZ = R

(
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R

)
ej z

R . Curved
waveguide with radium a in (X,Y, Z) coordinates is mapped in straight waveguide with radius a
in new (x, y, z) coordinates.
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Figure 2: Curved lossy waveguide and conformal mapping. (a) Curved lossy waveguide in (X, Y , Z) space.
(b) Straight lossy waveguide in mapped (x, y, z) space.

Here, line element ds2 is ds2 = dX2 + dY 2 + dZ2 = dx2 + dy2 + h2dz2 and metric coefficient h

is h2 =
(
1 + x
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)2.
Electric fields E of Eq. (1) are, in new coordinate space (x, y, z), using unit vector ix, iy, iz, if
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The right hand term of Eq. (18) shows inhomogeneous term due to the curve effect and is
defined as F (E). Inhomogeneous term of F (E) shows inhomogeneous media in straight waveguide
or equivalent sources.

Considering inhomogeneous media effects or source current effects in straight waveguide, we
apply the Green’s formula using Green’s function in straight waveguide of radius a. The inhomo-
geneous term F (E) in Eq. (18) corresponds to J in Eq. (1), we have operator expression L0E = J .
For scattered field Escatt = Etotl−Einc, where total field Etotl and incident field Einc, when Einc

satisfying ∇×∇×Einc − β2Einc = 0 is incident wave from input terminal S1, we have
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where Et = Exix + Eyiy, and Ex and Ey are components of Etotl. Third term in Eq. (19) can be
neglected when field matching conditions are satisfied at both terminals S1 and S2.

When the fundamental mode TM00 of surface wave type shown in Eqs. (14)–(16) is incident
at curved lossy waveguide, and not so high frequency, lower than 10 MHz, and further few field
variation along z direction, scattered field and converted modes are TM00 and TM11 modes, as
evaluated in Eq. (20).
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∫
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)
izdv (20)

5. CONCLUSION

For signal communication systems on human body surface of conducting bio-medical media for high
frequency transmission, fundamental characteristics of electromagnetic fields along lossy conducting
waveguides of bio-medical human skin are shown as boundary value problems of high frequency
electromagnetic fields. Particularly, propagation properties of curved lossy conducting waveguides
consisting of bio-medical media, corresponding to general parts of human bodies are studied by
conformal mapping method and integral equation with Green’s functions. Based on theoretical
results derived by this theory, the optimum system designs of high frequency communication system
including bio-medical sensor for diagnosis may be accomplished to practical clinical information
system.

REFERENCES

1. Gandhi, O. P., Biological Effects and Medical Applications of Electromagnetic Energy, Prentice-
Hall, 1990.

2. Udagawa, K. and Y. Miyazaki, “Reflection and mode conversion in tilted millimeter circular
waveguides — A study by conformal mapping technique,” Jour. IECE, Japan, Vol. 47, No. 8,
1186–1195, 1964.

3. Akao, Y. and Y. Miyazaki, “Reflection and mode conversion in curved circular waveguide for
millimeter wave — A study by using conformal mapping,” Trans. IECE Japan, Vol. 51-B,
No. 11, 553–558, 1968.

4. Miyazaki, Y., “Propagation properties of optical signal waves in perturbed dielectric waveg-
uides by conformal mapping technique,” Topical Meeting on Integrated Optics, OSA, IEEE,
Las Vegas, WA-2, 1972.

5. Miyazaki, Y., “Propagation and radiation characteristics of optical fields in plastic fibers with
anisotropic inhomogeneities,” Electromagnetic Waves & Electronic Systems, Vol. 5, No. 1,
32–45, 2000.

6. Miyazaki, Y., “Electromagnetic compatibility characteristics of information transmission in
power lines,” Proc. Int. Sym. on EMC’89 Nagoya, 9a2-A4, Vol. 2, 475–478, 1989.

7. Miyazaki, Y., “Electromagnetic analysis of circular waveguides for Tera Hertz transmission
using conformal mapping,” Proc. of PIERS 2006, 290–294, Tokyo, 2006.

8. Kikuchi, H., “Wave propagation on the ground retrun circuit in high frequency regions,” Jour.
IEE, Japan, Vol. 75, 1176–1187, 1955.



Progress In Electromagnetics Research Symposium Proceedings, Cambridge, USA, July 5–8, 2010 1097

Signal Analysis of Electromagnetic Wave Propagation for RFID
Systems in In-door and Out-door

Yasumitsu Miyazaki1, Tadahiro Hashimoto2, and Koichi Takahashi1

1Department of Media Informatics, Aichi University of Technology
50-2 Manori, Nishihasama-cho, Gamagori 443-0047, Japan

2Broadband Technology Department, Synclayer, Inc., 1-20 Himegaoka, Kani 509-0249, Gifu, Japan

Abstract— In recent years, RFID systems have received much attention in information manage-
ment and security. For evaluation of RFID systems, study of electromagnetic wave propagation
and scattering of UHF wave and microwave transmitted from tag antenna to reader antenna in
in-door and out-door is indispensable. In this paper, we describe the characteristics of electro-
magnetic wave scattering, diffraction and interference by obstacles in propagation channel and
show the distribution of received level using FDTD method. In transmitting and receiving points
of the weak electromagnetic wave, receiving characteristics are influenced by the propagation
environment. We have considered high-speed data communication by microwave in urban area
using parallel FDTD computation. In RFID systems, receiving characteristics are strongly in-
fluenced by the structure of roads and buildings for out-door environment and rooms, doors and
windows for in-door environment. Three-dimensional analysis is studied by numerical simulation
for the optimum design of RFID system. Comparing the results of two dimensional analysis
and three dimensional analysis, the effects of the earth of roads and building with finite heights
for out-door application and effects of ceil and floor of buildings for in-door application can be
evaluated.

1. INTRODUCTION

In recent years, RFID systems have received much attention in information management and secu-
rity. The reader of active RFID system receives periodic weak electromagnetic wave pulses of UHF
carrier band from multiple tags and recognizes multiple tags. The active RFID is able to transmit
the electromagnetic wave tens of meters far from the transmitter. Therefore, the area where the
reader can receive the signal from tags is wider than the area of passive RFID. In transmitting and
receiving points of the weak electromagnetic wave, receiving characteristics are influenced by the
propagation environment. In RFID systems, receiving characteristics are strongly influenced by
the structure of roads and buildings for out-door environment and rooms, doors and windows for
in-door environment. Therefore, understanding of in-door and out-door propagation characteristics
of RFID is necessary to develop high performance antenna of reader. In this paper, FDTD method
is applied to show the scattering, diffraction and interference by obstacles and receiving intensity
of electric field is discussed. The radiation field generated at tag locations where the reader can
receive weak intensity of electric fields from active RFID are investigated.

As an in-door propagation model, a building including several rooms with doors is considered.
For out-door propagation model, a road model with buildings as shown in Fig. 1 is considered.
Evaluation of out-door propagation characteristics of RFID is necessary to develop high perfor-
mance antenna system of readers [1–7]. Figs. 1(a) and (b) show several rooms and the T-type
road.

Ceil

Floor

Door

Tag antennaReader

antenna

Concrete

wall

(a) RFID for in-door application (b) RFID for out-door application

Figure 1: Propagation model for RFID system.
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2. FDTD ANALYSIS OF RF PROPAGATION IN BUILDINGS AND ROOMS

Propagation of electromagnetic wave is strongly influenced by the structure and obstacles in building
and shows complex characteristics. For optimum design of radio communication system such as
RFID, precise study of electromagnetic wave propagation is indispensable. Two-dimensional FDTD
method is applied to show the intensity of received electric field due to the scattering, diffraction
and interference by obstacles.

In FDTD simulation for in-door propagation, total-field/scattered-field formulation is applied
for generation of incident plane wave which propagates into the building. The space coordinates
and time are discretized by x = (i − i0)∆s, y = (j − (j0 + j1)/2)∆s and t = n∆t. The incident
plane wave is represented by

r− r′ =
(
x− x′

)
ix +

(
y − y′

)
iy = (i− i0)∆s + (j − j1) ∆s

iτ = cosαix − sinαiy
E = En

z (i, j) iz = izE0 sin
(
ωn∆t− kiτ ·

(
r− r′

))

H = Hn
x (i, j) ix + Hn

y (i, j) iy =
k

ωµ
iτ ×E

(1)

where, k = ω/c, ω = 2πf , c is the velocity of light in free space and f is the frequency. α is
the incident angle. Analysis space of two-dimensional FDTD method is shown in Fig. 2. In this
figure, i = 0, 1, 2, . . . , Ni, j = 0, 1, 2, . . . , Nj and the point (i, j) is in Region 1 when i0 ≤ i ≤ i1
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Figure 2: Analysis space of two-dimensional FDTD method for in-door propagation.
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and j0 ≤ j ≤ j1. Fig. 3 shows the maximum electric field intensity in steady state in the building
with windows. In case of concrete building, complex relative dielectric constant of building wall is
ε∗r = 5.0 − j0.1. This figure shows that the electric field in the right side room is lower than the
left side room. The very weak intensity is observed behind the window due to the interference.

3. FDTD ANALYSIS OF RF PROPAGATION IN OUT-DOOR

Electromagnetic fields of RFID system for complicated environment as urban area containing many
houses, trees and cars on the roads, can not be easily studied by analytical methods. In three-
dimensional FDTD method, electric and magnetic fields generated by current source of tag Jzs and
Jys are formulated by discretization of Maxwell’s equations, if we define space coordinates and time
parameters as x = i∆s, y = j∆s, z = k∆s and t = n∆t. For electric fields, difference equations
are given by
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2

)
= C1E

n−1
z

(
i, j, k +

1
2

)
− C2J

n− 1
2

zs

(
i, j, k +

1
2

)

+C3

{
Hn−1/2

y

(
i +

1
2
, j, k +

1
2

)
−Hn−1/2

y

(
i− 1

2
, j, k +

1
2

)

−Hn−1/2
x

(
i, j +

1
2
, k +

1
2

)
+ Hn−1/2

x

(
i, j − 1

2
, k +

1
2

)}
(2)

En
y

(
i, j +

1
2
, k

)
= C1E

n−1
y

(
i, j +

1
2
, k

)
− C2J

n− 1
2

ys

(
i, j +

1
2
, k

)

+C3

{
Hn−1/2

x

(
i, j +

1
2
, k +

1
2

)
−Hn−1/2

x

(
i, j +

1
2
, k − 1

2

)

−Hn−1/2
z

(
i +

1
2
, j +

1
2
, k

)
+ Hn−1/2

z

(
i− 1

2
, j +

1
2
, k

)}
(3)

where, C1 = 1−σ(i,j,k)∆t / 2ε(i,j,k)
1+σ(i,j,k)∆t / 2ε(i,j,k) C2 = ∆t / ε(i,j,k)

1+ σ(i,j,k)∆t / 2ε(i,j,k) C3 = ∆t / ε(i,j,k)
1+ σ(i,j,k)∆t / 2ε(i,j,k)

1
∆s .

i, j, k indicate the position in (x, y, z) space, and n is the number of time steps. ∆s = ∆x =
∆y = ∆z is space increment, and ∆t is time increment. σ(i, j, k) and ε(i, j, k) are conductivity and
dielectric constant of air space and road wall at coordinate (i, j, k), respectively.

Jzs and Jys are current sources of transmitting antenna of tags. xa = ia∆s, ya = ja∆s,
za = ka∆s where, (ia, ja, ka) is the position of tag source current that is represented by Ta in
Fig. 4. The analysis model for out-door propagation is shown in Fig. 4. Road models for out-door
analysis consist of the straight road, the T-type road and the cross road. Parameters of T-type and
cross roads are horizontal length L1 and width W1 and vertical length L2 and width W2 and the
height of building H. The walls of buildings are considered to be concrete with relative dielectric
constant of 6.0.
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(a) Three-dimensional analysis model for

     T-type road

(b) Two-dimensional analysis model for

      cross road

Figure 4: FDTD analysis model for out-door propagation in roads.
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3.1. Two-dimensional Analysis

For examples of Active RFID systems, Low Power Radio with frequency 426 MHz is considered and
recognized level of the reader is −100 dB/m. Numerical results of the maximum received intensity
in the straight road, the T-type road and the cross road are shown in Fig. 5. In case of straight
road, line-of-site communication is provided and strong received intensity is observed at almost all
area as shown in Fig. 5(a). However, the intensity becomes weak periodically along y direction in
the road due to the interference of direct wave and reflected wave. In case of T-type road, when the
tag is horizontal road the area where the received intensity becomes weak is observed behind walls
in the vertical road. In case of cross road model, weak received intensity is observed in vertical
road when the tag is placed at horizontal road. These results show the fundamental characteristics
for the design of RFID systems.

(a) Straight road (b) T-type road (c) Cross road

Figure 5: Maximum received intensity in steady state (Exchanged Power level 1 (mW) → 0 (dBm)) Position
of Tag: xa = +14 (m), ya = −2.8 (m), Concrete Wall (εr = 6.0), Antenna: z-polarization.

(a) Antenna: z-polarization (b) Antenna: y-polarization

Figure 6: Maximum received intensity of steady state in T-type road.
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3.2. Three-dimensional Analysis

The effects of floor, ceil and the ground are evaluated by three-dimensional analysis. Analysis
model of T-type road for out-door propagation is shown in Fig. 4(a). In this figure, W1 and W2

are the width of roads in x direction and y direction, respectively. H is the height of the building.
W1 = W2 = 2 (m) and H = 5 (m) are used. The building is a concrete with relative dielectric
constant εr = 6.0. The relative dielectric constant of the ground is εrg = 6.0. Tag antenna is a
dipole placed at (xa, ya, za) = (2 m, 0.14m, 1m) and transmits radio wave of 426 MHz frequency.
Current source of tag antenna is given by

Jn
s (ia, ja, ka) = I0 sin (2πfn∆t) , s = z, y (4)

where f = 426 MHz and I0 = 1 A/m2. Space increment ∆s = λ/15 = 0.047 m and time step
∆t = T/26 = 1/(26f) = 0.09 ns are used. For large distance from dipole antenna, radiation
fields are given by simple field interference effects. At the receiving point, electric field is given by
E = Ea +E

(1)
r +E

(2)
r + . . . where Ea is a radiation wave from actual antenna and E

(i)
r (i = 1, 2, . . .)

is the reflected waves from walls considered as radiation waves from images depending on antenna
directivity characteristics due to polarizations and interferences between original radiation fields
and reflected fields corresponding to image radiation fields.

Figure 7: Interference of direct wave and reflected wave at receiving point in road.

4. CONCLUSION

For the optimum design of RFID system, we analyzed the characteristics of electromagnetic wave
propagation for in-door and out-door active RFID system consisting of multiple tags and reader us-
ing FDTD method. In this paper, we formulated FDTD method for electromagnetic fields radiated
from source current of RFID Tag. We have studied computer simulation using FDTD formulation,
and make clear the characteristics of propagation. Particularly, the interference which depends on
the polarization of tag antenna is shown by three-dimensional analysis. These simulations are very
useful to obtain the fundamental data for optimum position system design of readers. As a next
step, we perform field experiments using actual tags and compact reader in out-door and compare
numerical results with the experimental results. These results yield basic foundation for the design
of RFID system, and system design of resolving collision problems for multiple pulses. We are also
studying parallel FDTD computation for three dimensional wide area analysis and results by three
dimensional analysis and two dimensional analysis are compared precisely.
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Abstract— An effective Lagrange density for electromagnetic fields in the presence of a high-
permittivity thin film or interface yields an analytic expression for electromagnetic potentials
which interpolates between the two-dimensional logarithmic Coulomb potential at short distances
and the three-dimensional Coulomb potential at large distances. It is shown that the analytic
expression for the dimensionally hybrid electromagnetic potential is a very good approximation
to the infinite series solution from image charges.

1. INTRODUCTION

We report an investigation on the impact of quasi two-dimensional and three-dimensional behavior
on electromagnetic interactions in interfaces and thin films of high dielectric permittivity.

We recall that the Green’s function in d spatial dimensions satisfies

∆Gd(r) = −δ(~r ), (1)

and therefore determines electrostatic and exchange interactions through the electrostatic potential

Φd(r) =
q

ε
Gd(r). (2)

Here q is an electric charge in a dielectric material of permittivity ε.
In a more general context,

Gd(r) ≡ 〈x|Gd(E = 0)|x′〉∣∣|x−x′|=r

is also known as the zero energy Green’s function, see [1, 2]. In vacuum or a homogeneous material
it is given by

Gd(r) =





− r/2, d = 1,

− (2π)−1 ln(r/a), d = 2,

Γ
(

d− 2
2

) (
4
√

π
d
rd−2

)−1
, d ≥ 3.

(3)

Therefore, the number of spatial dimensions has a profound impact on distance laws of interaction
potentials (2).

The motivation for investigating the behavior of interaction potentials in the presence of high-
permittivity thin films or interfaces resulted on the one hand from our previous results on Schrödinger
theory Green’s functions in the presence of thin interfaces with different effective electron mass. In
these cases the existence of low-dimensional structures in bulk materials has a strong impact on
the density of states of particles [1] and on impurity scattering [2]. It was a natural question to
ask whether similar results would obtain in the presence of quasi two-dimensional modifications of
permittivity instead of effective electron mass. On the other hand, high-permittivity thin films are
important for the manufacturing of high-capacitance domains in highly integrated nanotechnology
and microelectronics devices. Applications involve highly integrated low frequency or low damp-
ing oscillators, memory devices, low voltage thin film transistors, and efficient energy storage in
mesoscopic or nanoscale devices.

To elucidate possible implications of dimensionality on forces in quasi two-dimensional systems,
a Lagrangian model is introduced and motivated in Section 2 to describe the behavior of elec-
tromagnetic fields in high-permittivity thin films. This model yields an analytic potential Φ(r)
which turns out to interpolate between two-dimensional logarithmic behavior at mesoscopic dis-
tance scales and three-dimensional r−1 behavior at large distance between charges. The model can
be motivated from the standard three-dimensional quantum electronics Hamiltonian if the presence
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of a thin high-permittivity region is taken into account. Given the geometry of a thin dielectric
slab, the emergence of quasi two-dimensional behavior at least for certain distance scales may not
be completely unexpected. However, the best justification for the model arises from comparison
with the electrostatic potential from image charges. The potential in a dielectric slab can be cal-
culated as a converging infinite series using image charges (although it cannot be written in closed
form e.g., in terms of known special functions). We find very good numerical agreement between
the analytic model and the potential from image charges both at mesoscopic and large distances.
The analytic model therefore yields a good approximation which shows the deviations from the r−1

distance law at mesoscopic scales.

2. EMERGENCE OF A DIMENSIONALLY HYBRID POTENTIAL IN
HIGH-PERMITTIVITY THIN FILMS

The system of interest for us consists of non-relativistic charged (quasi-)particles of mass m and
charge q and photons in a high-permittivity thin film or interface. We assume planar geometry,
and splitting of three-dimensional vectors into two-dimensional vectors parallel to the interface,
and normal components perpendicular to the interface, will be indicated through boldface notation
for the parallel vectors, e.g., ~x = (x, z), ~B = (B, Bz), ~∇ = (∇, ∂z). Vector components Az, Ez,
Bz orthogonal to the interface or thin film will be denoted as normal or perpendicular components.
This must not be confused with transverse three-dimensional vector fields which have vanishing
divergence, e.g., ~A will be transverse in Coulomb gauge, ~∇ · ~A = 0, and the corresponding contri-
bution ~E⊥ = −∂ ~A/∂t to the electric field will be transverse, but generically these vector fields will
not be orthogonal to the thin film or interface.

The charged particles are described by field operators ψ and ψ+, and the ~x-space field operator
for the photons is the transverse vector potential ~A, ~∇ · ~A = 0. The Lagrange density

L =
i~
2

(
ψ+ · ∂

∂t
ψ − ∂

∂t
ψ+ · ψ

)
− qψ+Φψ + µq(z)ψ+~σ · ~Bψ

+
1

2m(z)

(
i~~∇ψ+ − qψ+ ~A

)
·
(
i~~∇ψ + q ~Aψ

)
+

ε(z)
2

~E2 − 1
2µ(z)

~B2 (4)

yields a corresponding Hamiltonian density

H =
1

2m(z)

(
~~∇ψ+ + iqψ+ ~A

)
·
(
~~∇ψ − iq ~Aψ

)
− µq(z)ψ+~σ · ~Bψ +

ε(z)
2

~E2 +
1

2µ(z)
~B2, (5)

where m(z), µq(z), ε(z) and µ(z) are piecewise constant functions of z due to the presence of an
interface layer or thin film at −a < z < a. The values in the layer will be denoted by an asterisk,
e.g.,

ε(z) =
{

ε, z < −a or z > a,
ε∗, −a < z < a.

Effects of dimensionally hybrid Hamiltonians for non-relativistic particles with different effective
masses m∗ inside a thin film or interface and m in the surrounding matrix were discussed in
references [1–3]. Here we will focus on the implication for the effective Coulomb and exchange
interaction integrals of charged particles in the thin film.

The following equations of motion and junction conditions follow directly from δS = δ
∫

d4xL =
0. δS/δΦ = 0 yields both the bulk equation

~∇ · ε(z) ~E = qψ+ψ (6)

and the junction conditions

εEz

∣∣∣
z→−a−0

= ε∗Ez

∣∣∣
z→−a+0

, ε∗Ez

∣∣∣
z→a−0

= εEz

∣∣∣
z→a+0

. (7)

δS/δ ~A = 0 yields both the bulk equation

~∇×
~B

µ(z)
=

q

2im(z)

(
ψ+ · ~~∇ψ − ~~∇ψ+ · ψ − 2iqψ+ ~Aψ

)

+~∇× (
µq(z)ψ+~σψ

)
+ ε(z)

∂ ~E

∂t
(8)
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and the junction conditions
[

1
µ

B − µqψ
+σψ

]

z→−a−0

=
[

1
µ∗

B − µq∗ψ+σψ

]

z→−a+0

,

[
1
µ∗

B − µq∗ψ+σψ

]

z→a−0

=
[

1
µ

B − µqψ
+σψ

]

z→a+0

, (9)

and δS/δψ+ = 0 yields both the bulk equation

i~
∂ψ

∂t
=

(
i~~∇+ q ~A

)
· 1
2m(z)

(
i~~∇+ q ~A

)
ψ + qΦψ − µq(z)~σ · ~Bψ (10)

and the junction conditions

1
m

[(i~∂z + qAz) ψ]z→−a−0 =
1

m∗
[(i~∂z + qAz) ψ]z→−a+0 ,

1
m∗

[(i~∂z + qAz) ψ]z→a−0 =
1
m

[(i~∂z + qAz) ψ]z→a+0 .

(11)

Additional junction conditions usually follow from the analysis of Equations (6), (8), (10), but
we emphasize the junction conditions (7), (9), (11) which follow directly from δS = δ

∫
d4xL = 0,

because these junction conditions imply that the δ function terms in Equations (6), (8) and (10)
vanish, such that we can pull the derivatives through the piecewise constant parameters. This
yields

i~
∂ψ

∂t
=

1
2m(z)

(i~~∇+ q ~A)2ψ + qΦψ − µq(z)~σ · ~Bψ,

1
µ(z)

~∇× ~B =
q

2im(z)

(
ψ+ · ~~∇ψ − ~~∇ψ+ · ψ − 2iqψ+ ~Aψ

)
+ µq(z)~∇× (

ψ+σψ
)

+ ε(z)
∂ ~E

∂t
,

and
ε(z)~∇ · ~E = qψ+ψ. (12)

We solve Equation (12) in Coulomb gauge,

Φ(~x, t) =
q

ε

∫
d3~x ′G(~x, ~x ′)ψ+(~x ′, t)ψ(~x ′, t) (13)

where the Green’s function has to satisfy

ε(z)
ε

∆G(~x, ~x ′) =
[
Θ(−a− z) + Θ(z − a) + Θ(a + z)Θ(a− z)

ε∗
ε

]
∆G(~x, ~x ′)

= −δ(~x− ~x ′). (14)

We consider a thin film in the sense that transverse excitations can be neglected inside the thin
film, |k⊥|a ¿ 1. In this limit we can approximate Equation (14) with

∆G(~x, ~x ′) + Θ(a + z)Θ(a− z)
ε∗ − ε

ε
∇2G(~x, ~x ′) = −δ(~x− ~x ′). (15)

Substitution of the Fourier transform

〈
x, z|G|x′, z′〉 =

1
4π2

∫
d2k

∫
d2k′

〈
k, z|G|k′, z′〉 exp

[
i
(
k · x− k′ · x′)]

yields [
∂2

z − k2 −Θ(a + z)Θ(a− z)
ε∗ − ε

ε
k2

]
〈k, z|G|k′, z′〉 = −δ(k − k′)δ(z − z′).

This implies with
〈k, z|G|k′, z′〉 = 〈z|G(k)|z′〉δ(k − k′)
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the condition
[
∂2

z − k2 −Θ(a + z)Θ(a− z)
ε∗ − ε

ε
k2

]
〈z|G(k)|z′〉 = −δ(z − z′).

Fourier transformation with respect to z yields

(
k2
⊥ + k2

) 〈k⊥|G(k)|z′〉+
ε∗ − ε

ε
k2

∫
dκ⊥

sin[(κ⊥ − k⊥)a]
π(κ⊥ − k⊥)

〈κ⊥|G(k)|z′〉 =
1√
2π

exp(−ik⊥z′).

The Dirichlet kernel sin[(κ⊥ − k⊥)a]/[π(κ⊥ − k⊥)] is localized around k⊥. Both for an interface
which is thin compared to any transverse excitations of interest or for small wave numbers we have
|k⊥|a ¿ 1, and the Dirchlet kernel is approximately constant between k⊥ − d−1 and k⊥ + d−1. On
the other hand, the Green’s function will certainly vanish ∼ k−2

⊥ for large |k⊥|. Therefore we can
approximate the previous equation with

(
k2
⊥ + k2

) 〈k⊥|G(k)|z′〉+
`

π

∫
dκ⊥k2〈κ⊥|G(k)|z′〉 =

1√
2π

exp(−ik⊥z′), (16)

where
` ' ε∗ − ε

ε
a.

Equation (16) also appears in the calculation of 2-point correlation functions of particles in the
presence of a thin interface and has been solved in references [1–3]. The solution yields

〈k⊥|G(k)|z′〉 =
1√

2π(k2
⊥ + k2)

(
exp(−ik⊥z′)− k` exp(−k|z′|)

1 + k`

)
,

where k ≡ |k|. The Fourier transformed solutions are

〈z|G(k)|z′〉 =
1
2k

(
exp(−k|z − z′|)− k` exp(−k|z| − k|z′|)

1 + k`

)

and

〈z|G(x)|z′〉 =
∫ ∞

0
dk

∫ 2π

0
dϕ

exp(ik|x| cosϕ)
8π2

×
(

exp(−k|z − z′|)− k` exp(−k|z| − k|z′|)
1 + k`

)

=
∫ ∞

0

dk
4π

(
exp(−k|z − z′|)− k` exp(−k|z| − k|z′|)

1 + k`

)
J0(k|x|). (17)

The Green’s function in the thin film is given in terms of a Struve function and a Neumann
function1,

G(r) = 〈0|G(r = |x− x′|)|0〉 =
∫ ∞

0

dk
4π

J0(kr)
1 + k`

=
1
8`

[
H0

(r

`

)
− Y0

(r

`

)]
. (18)

This yields logarithmic behavior of interaction potentials at small distances r ¿ ` and 1/r
behavior for large separation r À ` of charges in high-permittivity thin films,

r ¿ ` : G(r) =
1

4π`

[
−γ − ln

( r

2`

)
+

r

`
+O

(
r2

`2

)]
, (19)

r À ` : G(r) =
1

4πr

[
1− `2

r2
+O

(
`4

r4

)]
, (20)

see also Figure 1.
1Our notations for special functions follow the conventions of Abramowitz and Stegun [4].
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Figure 1: The upper dotted (blue) line is the three-dimensional Green’s function (4πr)−1 in units of `−1,
the continuous line is the Green’s function (18) in units of `−1, and the lower dotted (red) line is the
two-dimensional logarithmic Green’s function ` ·G = −(γ + ln(r/2`))/(4π).

3. THE APPROACH THROUGH IMAGE CHARGES

We again consider a dielectric slab −a ≤ z ≤ a of permittivity ε∗ in a bulk of permittivity ε. The
image charge solution for the potential of a charge q at x = 0, z = 0 proceeds through the ansatz

|z| ≤ a : Φ =
1

4πε∗

[
q√

r2 + z2
+

∞∑

n=1

qn

(
1√

r2 + (z − 2na)2
+

1√
r2 + (z + 2na)2

)]

=
∞∑

n=−∞

q|n|
4πε∗

√
r2 + (z − 2na)2

,

z > a : Φ =
1

4πε

(
Q√

r2 + z2
+

∞∑

n=1

Qn√
r2 + (z + 2na)2

)

=
∞∑

n=0

Qn

4πε
√

r2 + (z + 2na)2
,

and symmetric continuation to z < −a.
This yields electric fields

|z| ≤ a : Er =
∞∑

n=−∞

q|n|r

4πε∗
√

r2 + (z − 2na)2
3 ,

Ez =
∞∑

n=−∞

q|n|(z − 2na)

4πε∗
√

r2 + (z − 2na)2
3 ,

z > a : Er =
∞∑

n=0

Qnr

4πε
√

r2 + (z + 2na)2
3 ,

Ez =
∞∑

n=0

Qn(z + 2na)

4πε
√

r2 + (z + 2na)2
3 ,

and the junction conditions at z = a yield for n ≥ 0 from the continuity of Er,

qn + qn+1

ε∗
=

Qn

ε
,

and from the continuity of Dz,
qn − qn+1 = Qn.
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These conditions can be solved through

qn =
(

ε∗ − ε

ε∗ + ε

)n

q, Qn =
2ε

ε∗ + ε

(
ε∗ − ε

ε∗ + ε

)n

q,

|z| ≤ a : Φ =
q

4πε∗

∞∑
n=−∞

(
ε∗ − ε

ε∗ + ε

)|n| 1√
r2 + (z − 2na)2

,

z > a : Φ =
q

2π(ε∗ + ε)

∞∑

n=0

(
ε∗ − ε

ε∗ + ε

)n 1√
r2 + (z + 2na)2

.

In particular, the potential at z = 0 is

Φ(r) =
q

4πε∗r
+

q

2πε∗

∞∑

n=1

(
ε∗ − ε

ε∗ + ε

)n 1√
r2 + 4n2a2

. (21)

We have ∞∑

n=1

(
ε∗ − ε

ε∗ + ε

)n

=
1

1− ε∗ − ε

ε∗ + ε

− 1 =
ε∗ + ε

2ε
− 1 =

ε∗ − ε

2ε

and therefore for ε∗ > ε
q

4πε∗r
< Φ(r) ≤ Φ(r)

∣∣∣
a=0

=
q

4πεr
.

The solution from image charges is in very good agreement with the analytic model from Sec-
tion 2 for distances r & a/2, where both the image charge solution and the analytic model show
strong deviations from the bulk r−1 behavior. This is illustrated in Figure 2 by plotting the reduced
electrostatic potential for a charge q in the plane z = 0,

aε

q
Φ(r) = aG(r).

Figure 2: The different reduced electrostatic potentials are plotted for ε/ε∗ = 0.01. The upper dotted (green)
line is the three-dimensional reduced potential a/(4πr). The central dotted (blue) line is the reduced potential
following from the image charge solution (21). The solid (black) line is the potential from the analytic model
(18). The lower dotted (red) line is the reduced logarithmic potential. The reduced potentials from our
analytic model and from image charges are indistinguishable for r & a/2.
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Figure 3: The relative deviation (Φhybrid−Φimage)/Φimage between the dimensionally hybrid potential from
(18) and the potential (21) from image charges for ε/ε∗ = 0.01.

It is also instructive to plot the relative deviation (Φhybrid−Φimage)/Φimage between the dimen-
sionally hybrid potential Φhybrid(r) = qG(r)/ε which follows from (18) and the potential Φimage

(21) from image charges.
Figure 3 shows that for r & a/2, the dimensionally hybrid model is a very good approximation

to the potential from image charges with accuracy better than 7×10−3 if ε∗/ε = 100. For ε∗/ε = 10
the accuracy is still better than 5× 10−2.

4. SUMMARY

An analysis of the model (5, 4) yields dimensionally hybrid electrostatic potentials (13, 18) which
interpolate between two-dimensional distance laws at short distances and three-dimensional dis-
tance laws at large distances. The analytic model is in very good agreement with the infinite series
solution already for small distance scales r & a/2, where the potential strongly deviates from the
standard bulk r−1 potential. The transition length between two-dimensional and three-dimensional
behavior is predicted to be of order ` ' a × (ε∗ − ε)/ε, where 2a is the thickness of the film. At
distance scales smaller than a/2, r−1 behavior seems to dominate again, in agreement with expec-
tations that for distances which are small compared to the lateral extension of a dielectric slab,
bulk behavior should be restored. However, note that neither the analytic model from Section 2
nor the solution from image charges is trustworthy for very small distances, because both models
rely on a continuum approximation through the use of effective permittivities, but the continuum
approximation should break down at sub-nanometer scales.
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Abstract— In this paper, we implement the use of Exodus method to compute potential
distribution in a conducting spherical shell. The results obtained perfectly matched with those
obtained using exact solution and explicit finite difference solution method. Also, the approach
adopted to overcome singularities encountered in the co-latitude coordinates of the spherical
system was highlighted.

1. INTRODUCTION

The Exodus method which is a different version of Monte Carlo method was first introduced by
Emery and Carson [1, 2]. Unlike the fixed random-walk Monte Carlo method, the Exodus method
is not dependent on a random number generator. The fixed random walk and Exodus methods
are the most frequently used Monte Carlo solutions of the heat conduction and Poisson equations.
Both are based on random walkers moving on the mesh of finite difference approximations of these
partial differential equations in different directions of the space with probabilities derived from
the corresponding finite difference operators. Unlike finite difference approximation method, the
two Monte Carlo techniques compute the solution of a problem at a point in time thereby greatly
saving computational resources. However, the Exodus method is preferred to fixed random walk
method because of its computational efficiency. It has been found to yield more accurate results
with less computing time as compared to the original Monte Carlo method [1, 3]. The Monte
Carlo Methods have been applied with great success to the solution of electromagnetic and heat
conduction problems in both Cartesian and cylindrical coordinates systems, but have not been
widely used in the solution of same problems in spherical coordinates system [4–8]. Specifically, the
authors have not come across any literature in which the Exodus method has been used to solve
problems in spherical coordinates system.

This paper introduces Exodus method for numerically computing the potential distribution in a
conducting spherical shell. In so doing, an existing numerical procedure for dealing with singularity
was modified to solve the presence of singularities in the co-latitude (φ = 0, π) coordinates.

The rest of the article is organized as follows. In Section 2, we treat the numerical computation
of potential distribution. This involves the determination of transition probabilities for the Exodus
method. Section 3 discusses the results obtained followed by some conclusions in Section 4.

2. COMPUTATION OF POTENTIAL DISTRIBUTION

2.1. Finite Difference Scheme for Laplace’s Equation in Spherical Coordinates
The Laplace’s equation in spherical coordinate systems is

0 = ∇2V =
∂2V

∂r2
+

2
r

∂V

∂r
+

1
r2

∂2V

∂θ2
+

cot θ

r2

∂V

∂θ
+

1
r2 sin2 θ

∂2V

∂φ2
(1)

In this research work, the last term on the right side of (1) may be ignored due to the rotational
symmetry about the vertical axis [9, 10]. Therefore (1) reduces to

0 = ∇2V =
∂2V

∂r2
+

2
r

∂V

∂r
+

1
r2

∂2V

∂θ2
+

cot θ

r2

∂V

∂θ
(2)

Equation (2) was discretized by finite difference method and the respective mesh size in each
of the two coordinates are ∆r and ∆θ [11]. The formulation of finite difference scheme in (2) is
necessary to obtain the transition probabilities required for the Exodus method. The sampling
points are defined by the following coordinate values;

ri = i∆r, i = 0, 1, 2, 3, . . .

θj = j∆θ, j = 0, 1, 2, 3, . . .
(3)
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Therefore the finite difference equation in the spherical coordinates becomes

V (i, j) =
0.5(

1 + 1
(i∆θ)2

) ∗
[(

1 +
1
i

)
V (i + 1, j) +

(
1− 1

i

)
V (i− 1, j)

+
(

1
(i∆θ)2

+
cot(j∆θ)
2i2∆θ

)
V (i, j + 1) +

(
1

(i∆θ)2
− cot(j∆θ)

2i2∆θ

)
V (i, j − 1)

]
(4)

2.2. Treatment of Singularity Problems
Equation (4) shows the presence of singularities at the center (i = 0) and at the poles (θ = 0, π) of
the sphere. The singularity due to the radial coordinate (r = 0) was non-existence in this study
since we are dealing with a spherical shell — the radial coordinate does not assume value at the
origin, it assumes values in the range

ra ≤ r ≤ rb (5)

where ra and rb are inner and outer radius of the spherical conducting shell respectively [9]. The
values of ra and rb chosen for the conducting spherical shell used for this study are 1 and 2 m
respectively. Also, the potential values (Dirichlet condition) at r = ra and r = rb are 0 and 100 V
respectively.

The singularity at the poles is treated by taking a quarter of a spherical conducting shell as
shown in Figure 1. From the figure, there are two lines of symmetries along θ = 0 and θ =π

2

respectively. On these lines of symmetries, the condition ∂V
∂θ = 0 is imposed [9, 12].

o
90θ =

o
0θ =

a
r

b
r

Figure 1: Potential distribution inside a quarter sphere.

The finite difference equations in the two lines of symmetries are as follows:
Along the line θ = 0, j = 0

V (i, 0) =
0.5(

1 + 1
(i∆θ)2

)
[(

1 +
1
i

)
V (i + 1, 0) +

(
1− 1

i

)
V (i− 1, 0) + 2

(
1

(i∆θ)2

)
V (i, 0)

]
(6)

Along the line θ =π
2 , j = jmax

V (i, jmax)=
0.5(

1+ 1
(i∆θ)2

)
[(

1+
1
i

)
V (i+1, jmax)+

(
1− 1

i

)
V(i−1, jmax)+2

(
1

(i∆θ)2

)
V(i, jmax−1)

]

(7)
This strategy led to the elimination of the singularity causing term

(
cot(j∆θ)
2i2∆θ

)
, at the spherical

poles as evident in (4).
Equations (4), (6), and (7) are used for the finite difference simulation for generating the poten-

tial distribution along equipotential surfaces. The potential distribution as illustrated in Figure 1
is typical of each of the remaining three-quarter cross-section of the sphere.
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2.3. Transition Probabilities Determination

Equation (4) can be re-written as

V (i, j) = Pr+V (i + 1, j) + Pr−V (i− 1, j) + Pθ+V (i, j + 1) + Pθ−V (i, j − 1) (8)

where

Pr+ =
0.5

(
1 + 1

i

)
(
1 + 1

(i∆θ)2

) (9a)

Pr− =
0.5

(
1− 1

i

)
(
1 + 1

(i∆θ)2

) (9b)

Pθ+ =
0.5

(
1

(i∆θ)2 + cot(j∆θ)
2i2∆θ

)
(
1 + 1

(i∆θ)2

) (9c)

Pθ− =
0.5

(
1

(i∆θ)2 −
cot(j∆θ)
2i2∆θ

)
(
1 + 1

(i∆θ)2

) (9d)

Note that Pr+ + Pr− + Pθ+ + Pθ− = 1. Equation (8) can be given a probabilistic interpretation.
If a random-walking particle is instantaneously at the point (r0, θ0), it has probabilities Pr+, Pr−,
Pθ+, and Pθ− of moving to points (r + ∆r, θ), (r−∆r, θ), (r, θ + ∆θ), and (r, θ−∆θ) respectively.

For the random walk computation along the line of symmetry (θ = 0), (6) becomes

V (i, 0) = Pr+V (i + 1, 0) + Pr−V (i− 1, 0) + Pθ+V (i, 1) (10)

where

Pr+ =
0.5

(
1 + 1

i

)
(
1 + 1

(i∆θ)2

) (11a)

Pr− =
0.5

(
1− 1

i

)
(
1 + 1

(i∆θ)2

) (11b)

Pθ+ =

(
1

(i∆θ)2

)
(
1 + 1

(i∆θ)2

) (11c)

Note that Pr+ + Pr− + Pθ+ = 1 along this line of symmetry. If a random-walking particle is
instantaneously at the point (r0, 0), it has probabilities Pr+, Pr−, and Pθ+ of moving to points
(r + ∆r, 0), (r −∆r, 0), and (r,∆θ) respectively.

For the random walk computation along the line of symmetry (θ = 90◦), (7) becomes

V (i, jmax) = Pr+V (i + 1, jmax) + Pr−V (i− 1, jmax) + Pθ−V (i, jmax − 1) (12)

The radial parts of the transition probabilities (Pr+ and Pr− ) in (12) are the same as in (11a) and
(11b). The transition probability for the co-latitude component of (12) is

Pθ− =

(
1

(i∆θ)2

)
(
1 + 1

(i∆θ)2

) (13)

Note also that Pr+ + Pr− + Pθ− = 1. If a random-walking particle is instantaneously at the point
(r0, jmax), it has probabilities Pr+, Pr−, and Pθ− of moving to points (r + ∆r, 0), (r −∆r, 0), and
(r, 90◦ −∆θ) respectively.
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Suppose the potential at a specific point (r0, θ0) is to be determined. By defining the transition
probabilities Pn as the probability that a random walk starting at the point of interest (r0, θ0) ends
at the boundary node (rn, θn) with prescribed potential Vb(n).

If there are M boundary or fixed nodes (excluding the corner points since a random walk never
terminates at these points), the potential at the starting internal node (r0, θ0) of the random walks
is

V (r0, θ0) =
M∑

n=1

PnVb(n) (14)

Since Vb(n) is specified at the fixed nodes (boundary), the remaining task is finding Pn. The
value of V (r0, θ0) in (14) would be “exact” if only the transition probability Pn are calculated
exactly. However, Exodus method provides a numerical procedure of finding Pn.

To apply the Exodus method, let P (i, j) be the large particles dispatched at point (i, j) in the
solution region R. We begin the application of the Exodus method by setting P (i, j) = 0 at all
nodes (both fixed and free) except at free (internal) node (r0, θ0), where P (i, j) assumes a large
value N . By scanning the mesh as is usually done in finite difference analysis, the particles are
dispatched at each free node to its neighboring nodes according to the random walk (transition)
probabilities determined in (9), (11) and (13). New P (i, j) becomes zero at the (r0, θ0) node,
while old P (i, j) is shared among the neighboring nodes. Following each scanning operation, the
number of particles that reached the two boundaries with Dirichlet conditions are absorbed and
recorded. It is imperative to mention that at the two lines of symmetry, the particles are not
absorbed but reflected back into the conduction region to continue the walk [5]. This is due to the
Nuemann boundary condition (∂V

∂θ = 0) imposed. This scenario portrays the two lines of symmetry
as “insulators” borrowing analogy from heat conduction. The scanning process continues in a
manner similar to the iterative process applied in finite difference solution until a set number of
particles (say 99.99% of N) have reached the two boundaries with the Dirichlet conditions. If Nn

is the number particles that have reached the boundary n, the probability that a random walk
terminates on the boundary is

Pn =
Nn

N
(15)

Therefore (15) becomes

V (r0, θ0) =

M∑
n=1

NnVb(n)

N
(16)

3. RESULTS

Table 1 compares the results obtained using Exodus method with those obtained from finite differ-
ence solution and exact solution. For this study, the value of N is chosen to be equal to 106. The
mesh scanning operation (simulation) was performed 200 times which is quite less than 500 times
performed in the finite difference solution to obtain the same results. ∆r and ∆θ are chosen as 0.1

Table 1: Comparing Exodus solution with finite difference and exact solutions.

Point
Exact Finite Difference Exodusr

(meter)
θ

(Degree)
1.1 40 18.1818 18.1818 18.1818
1.2 30 33.3333 33.3333 33.3333
1.3 45 46.1538 46.1538 46.1538
1.4 50 57.1429 57.1429 57.1429
1.5 60 66.6667 66.6667 66.6667
1.6 65 75.0000 75.0000 75.0000
1.7 70 82.3529 82.3529 82.3529
1.8 80 88.8889 88.8889 88.8889
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and 90 respectively. However, the value chosen for ∆θ does not matter because the accuracy of the
computed results does not depend on it. Consequently, it should be noted in Table 1 that the com-
puted potentials at any instance of r (constant spherical surface) remains the same (equipotential)
irrespective of the value of θ used for the computation.

The equation for computing the exact solution is

V = V o

[
1
ra
− 1

r

]
[

1
ra
− 1

rb

] (17)

The values of V0, ra, and rb as reflected in Fig. 1 are 100 V, 1 m, and 2 m respectively.

4. CONCLUSION

The use Exodus method to compute potential distribution in spherical coordinates has been imple-
mented in this paper. The results obtained agreed totally with those obtained using finite difference
(FD) solution and the exact solution. This method can be said to be almost exact when compared
to the fixed random walk Monte Carlo method because it does not depend on random number
generation.
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Abstract— In this study, a behavioural modelling is proposed to model asymmetric IMD
components produced in the two tone excitation of nonlinear amplifiers. Model parameters are
extracted based on single tone and two-tone measurement results. Then measurement results
and model predictions are compared for a four-tone signal.

1. INTRODUCTION

Amplifier characterization is an important issue especially in the design of amplifiers and systems
involving amplifiers such as linearizers and wireless communication systems. Behavioral modeling
is one of the characterization techniques where a mathematical relation between input and output
is constructed. Conventional power series expansion is one of the methods of behavioral modeling
of an amplifier. A sample power series expansion (GPSA) to model the fifth order nonlinearity is
as follows:

Vo(t) =
∑

k=1,3,5

ȧk ∗ V k
i (t) (1)

where Vi and Vo represents the input and the output signals, respectively, and ȧk are the model
coefficients to be found. These coefficients can be taken as real numbers for AM/AM distortion
modeling and as complex numbers to include AM/PM distortion [1–4]. When an amplifier is
excited with a two-tone signal, inter-modulation distortion (IMD) appears as in-band distortion.
Representation of the two-tone input signal and the response of the amplifier to this input signal
are shown in Figure 1. Two-tone input signal and lower band IMD (IMDL) and upper band IMD
(IMDU) equations are given in (2) and (3).

Vi(t) = V1 cosω1t + V2 cosω2t (2)

VIMDL =
3
4
ȧ3V

2
1 V2 +

5
4
ȧ5

[
V 4

1 V2 +
3
2
V 2

1 V 3
2

]

VIMDU =
3
4
ȧ3V1V

2
2 +

5
4
ȧ5

[
V1V

4
2 +

3
2
V 3

1 V 2
2

] (3)

If equal amplitude excitation is assumed, IMD components will be of equal amplitude; VIMDL =
VIMDU s. This means that there is no asymmetry in the IMD expression given in (3). However,
there is an inherent asymmetrical distribution of magnitude and phase of IMD components in
measurement, which means that (1) require correction.

In the current study, asymmetry in magnitude and phase is modelled by introducing time delay
to the power series terms in (1). Namely, a power series with time delay (PSwTD) is introduced.
According to our proposed model input-output relation and resultant IMD components for equal
excitation tone are found as given in (4) and (5). ak are real numbers and different than the
coefficients given in (3). 9th order model polynomial is used to widen validity range instead of fifth
order.

Vo(t) =
∑

k=1,3,5,7,9

ak ∗ V k
i (t− τk) (4)
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Figure 1: Two tone excitation and response of amplifier to that excitation.
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VIMDU =
3
4
a3V

3
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25
8

a5V
5
1 ∠(−(2ω2 − ω1)τ5)

+
735
64

a7V
7
1 ∠(−(2ω2 − ω1)τ7) +

1323
32

a9V
9
1 ∠(−(2ω2 − ω1)τ9)

(5)

2. MEASUREMENT SETUP AND PHASE MEASUREMENT

Measurement setup is prepared to measure both magnitude and phase of the IMD components.
There are three signal generators in the measurement setup. Two of them, SG1 and SG2, are used to
create fundamental tones since each signal generator creates only one tone signal. 10 MHz reference
signal created by SG3 is transferred to the SG2 and SG1 with shortest possible cable connection
for phase locking. Both magnitudes and phases of IMD & FUND components are measured under
two tone 30 MHz & 31 MHz excitation by using this setup. Measurement setup will be presented
in detail [5].

3. FINDING THE COEFFICIENTS AND COMPARISON

The coefficients ak and τk used for PSwTD modeling are found by equating the measurement results
and (5) for both magnitude and phase. The equations are not linear, and the coefficients cannot
be found directly. Therefore, the coefficients are found by using optimization tool of MATLAB
program. The final coefficients are listed in Table 1. Comparison between two tone excitation
measurement and model estimation for magnitudes & phases are given in Figure 2 and Figure 1,
respectively.

Error is always lower than 2.5 dB for magnitude of IMDL and IMDU except error in the magni-
tude of IMDU is getting bigger than 2.5 dB for lower than −5 dBm input power level. Likely error
is always lower than 0.5 dB for magnitude of FL and FU as seen is Figure 2.

Although there is error in the phase of IMDU, behaviour of model ouput for phase of IMDU is
similar to measurement result. Error is always lower than 0.5◦ for phase of FL and FU for lower
than 3 dBm input power level.

Table 1: Model Coefficients.

a1 a3 a5 a7 a9

123.66 −44.36 137.71 188.06 73.84
τ1(µsn) τ3(µsn) τ5(µsn) τ7(µsn) τ9(µsn)

0 −22.28 −29.45 −18.57 −6.25

The model coefficients given in Table 1 are found according to two-tone excitation measurement
result and comparisons are performed for two tone model estimation. For verification purposes,
the model coefficients which are found according to two-tone measurement results are also used to
predict the four tone excitation results as given below. Four tone signal is prepared in computer
by using MATLAB and then loaded to arbitrary wave shape generator used in the measurement
setup. A frequency spectrum of the measured amplifier response to the four tone excitation is given
in Table 2. The differences between measured values and model estimation are given in Table 3.
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Figure 2: Comparison between model estimation and measurement results for magnitudes of (a) ImdL, (b)
ImdU, (c) FundL, and (d) FundU components.

Table 2: Frequaency spectra of amplifier output.

Index ImdL3 ImdL2 ImdL1 FundL1 FundL2 FundL3 FundL4 ImdU1 ImdU2 ImdU3

1 −20.26 −10.34 4.12 32.20 22.89 22.78 32.17 4.29 −6.18 −14.45

2 −15.36 −7.01 6.83 34.34 25.08 24.93 34.30 7.11 −3.42 −12.14

3 −11.20 −4.15 8.99 36.59 27.30 27.19 36.55 9.22 −1.15 −10.67

4 −7.99 −1.10 11.03 38.90 29.59 29.49 38.86 11.25 1.15 −9.10

5 −5.90 2.11 13.62 41.25 31.96 31.86 41.20 13.86 3.73 −7.88

6 −5.97 3.14 15.62 43.60 34.29 34.20 43.55 15.82 6.60 −3.55

7 9.18 −2.43 15.95 45.84 36.35 36.29 45.77 16.52 13.08 11.26

Table 3: Difference in between measured value and model estimated.

Index ImdL3 ImdL2 ImdL1 FundL1 FundL2 FundL3 FundL4 ImdU1 ImdU2 ImdU3

1 10.72 5.58 1.58 0.55 0.68 0.70 0.56 1.37 0.79 4.39

2 9.03 5.08 1.55 0.42 0.57 0.61 0.43 1.24 0.85 5.50

3 7.65 4.41 1.35 0.25 0.41 0.42 0.25 1.14 1.01 7.07

4 6.87 3.13 1.12 0.01 0.18 0.21 0.02 0.91 0.89 8.27

5 8.05 2.35 0.85 −0.25 −0.06 −0.05 −0.22 0.77 1.14 10.58

6 14.51 7.02 2.18 −0.40 −0.08 −0.04 −0.38 2.05 3.80 12.24

7 4.79 18.65 6.28 −0.35 0.45 0.47 −0.33 5.40 3.35 2.77
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As seen in the table, error for fundamental tones is less than 0.7 dB for all excitation levels. For
the IMD components, error is increasing as the frequency of the IMD component gets away from
the center frequency.
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Figure 3: Comparison between model estimation and measurement results for phases of (a) ImdL, (b) ImdU,
(c) FundL, and (d) FundU components.
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Figure 4: Comparison between model estimation and measurement results of one tone excitation for (a)
magnitude and (b) phase.

4. CONCLUSION

In this study, a new behavioral modeling technique is introduced which can estimate the asymmetry
in the IMD components. This model abbreviated as PSwTD is obtained by adding proper time
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delay components to the terms of the power series representation. In the presented applications
only the odd order terms are considered. PSwTD model for a real sample amplifier is extracted
according to single tone and two-tone measurement results. Comparison of the measurement and
model results indicate that especially for higher power levels, the magnitudes are more consistent.
The overall weighted error function distributes the error in different parts, as a result the phase
error in lower IMD component is higher in the corresponding power levels. In order to make an
independent comparison a four-tone signal is generated and the amplifier response to this signal is
measured. Similarly, output of the amplifier is predicted using the model. Comparisons are given in
Table 3. In four tone excitation tone comparison, maximum error for fundamental tones is 0.7 dB.
Error is increasing for far-off tones, these four tone comparisons indicate that there is still a need for
further optimization for model parameters. Increasing the order of the power series representation
which decreases the analytical applicability of the model is not preferred. It is widely expected that
the contribution of the even order terms is effective in the memory dependent asymmetry of the
amplifier response. Increasing the order of odd order representation cannot accurately count for
these effects. In our group, work on a model with even order terms which gives promising results
is in progress.
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Simultaneous and Synchronous Measurement of Even and Odd
Order Nonlinear Distortion Terms
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Abstract— Nonlinear distortion of different orders is usually measured at different frequencies,
such as 2f and 3f for harmonic distortion and f1 + f2 and 2f2− f1 for two-tone intermodulation
distortion (IMD). This limits the physical insight available from these measurements because
the distortion products are generated at different frequencies and different spatial locations in
a distributed element device sample. This paper will describe a new technique to characterize
nonlinear distortion in which products of even and odd order are generated at the same frequency
and the same location in the driving field region. Two probing tones at frequencies f1 and f2,
which are very similar in frequency, are introduced at a specific location with a small probe.
This determines the location of the nonlinear generation. A third driving tone at f3, which is
much higher in frequency than f1 and f2, determines the frequency of the nonlinear generation.
With the three tones, 2nd order intermodulation occurs at f3 +f2 and 3rd order intermodulation
occurs at f3 +(f2−f1), among other mixing terms. By setting f3 much higher than f1 and f2 by
at least two orders of magnitude, the 2nd and 3rd order nonlinearities are generated at virtually
the same frequency.

1. INTRODUCTION

Recently high temperature superconductors (HTS) have had an impact in wireless telecommunica-
tions base stations, and have been seen as having a potentially disruptive impact on space based
communications systems [1]. The commercial success in wireless communication has so far been in
passive filtering of signals using superconductive bandpass filters, notch filters and multiplexers [2].
It has been known for some time that the HTS materials used in these high performance devices
respond nonlinearly to microwave currents, generating harmonics and mixing products from the
signals that they are supposed to be filtering [3]. The nonlinear response of HTS filter devices has
lead to considerable interest in the scientific community due to the potential for the nonlinearity
to reveal new information about the electrodynamics of HTS materials [4]. Nonlinearity models of
linear devices made from nonlinear HTS materials have also drawn on the understanding gained
from studies of signal distortion [5]. Nonlinearity research in HTS materials has also expanded
over the years into studies of the passive nonlinear response of other materials including metals [6],
dielectrics and ferrites.

Microwave nonlinearity is usually measured one of two ways. The first method is harmonic
distortion whence a single tone at frequency, f , incident upon a device composed of the nonlinear
material, generates even and odd order harmonics at 2f , 3f , 4f and so on, which are detected by
a spectrum analyzer. A second technique is two-tone odd order intermodulation distortion (IMD)
whence two tones at frequencies f1 and f2 are incident, and generate odd order IMD at numerous
frequencies, for example, 2f2 − f1, 3f2 − 2f1, and so on.

The method reported here is expected to add to the capability of experimentalists studying the
electrodynamics of nonlinear materials. The frequencies of even and odd order distortion tones are
usually considerably different, being 2f and 3f for the 2nd and 3rd order harmonics respectively,
and being f1 +f2 and 2f1−f2 for the 2nd and 3rd order IMD respectively. This puts the harmonic
distortion terms considerably outside the frequency range of the driving signal. In the common case
that either the device or the input signal probe is resonant at f , all odd and even order harmonics
and all even order intermodulation are outside the resonance band. This paper reports on a method
which results in the even and the odd order intermodulation distortion occurring at, or very near,
the resonant frequency.

By using three input frequencies, the even and odd order nonlinearity can be arranged to occur
at the same frequency [7]. For convenient measurement, the IMD frequencies can be offset by some
small amount that exceeds the resolution of the spectrum analyzer. This approach is now being
developed for probing the nonlinearity of the material in a high temperature superconductor as has
been previously accomplished using harmonic distortion [8]. The ability of this method to probe
locally around the superconductive structure will be demonstrated.
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2. THREE-TONE IMD MEASUREMENT

As described in Reference [7], two “probing” tones at frequencies f1 and f2 impinge on the resonant
sample far outside the resonance passband, which is centered at fr. A third tone at f3 ≈ fr is
selected to be inside the resonance passband. Second order IMD occurs at, f3 + f1 among other
frequencies. Third order IMD occurs at f3 + (f2 − f1), among other frequencies. By choosing the
frequencies, f1 and f2, to be very low, both the second and the third order IMD can occur within
the resonance passband.

Three probes are depicted, along with the HTS resonator, in Figure 1. The probing tones at f1

and f2 were introduced by a magnetic dipole probe that was brought in through Port 1. The driving
tone at f3 was introduced by a magnetic dipole probe brought in through Port 3. A third probe
which can be either of magnetic dipole or electric monopole configuration is brought in through
Port 2 and detects the IMD as well as the driving tone. The power levels for f1 and f2 were kept
fixed at +10 dBm. The power level at f3 was swept between −50 dBm and +10 dBm. Depending
on temperature, the HTS structure was resonant at about 912 MHz with a low power unloaded Q
at 102.0 Kelvin of about 500. The Tl2Ba2CaCu2O8 superconducting resonator exhibited a critical
temperature at about 103.0 Kelvin.

3. RESULTS

Figure 1 highlights several locations within the HTS device from Reference [7]. Position e is near the
electrical center, and when the resonator is excited in its 912 MHz resonance, a current maximum
occurs at position e. Position f is near the electrical end of the device, where the resonance mode
has no current. Position c is in the high current region and the driving tone is introduced there with
a magnetic dipole probe. The magnetic dipole probe from Port 1, which introduces the probing
tones, was used at both Positions e and f .

In the realization of this measurement described here, the 2nd order IMD was measured with
f1 = 500 kHz. For the 3rd order IMD measurement f1 = 400MHz and f2 = 400.2MHz. The effect
of the probing frequency remains a subject of investigation. For both 2nd and 3rd order IMD, f3

was positioned just below the center of the 912 MHz resonance, but well within the 3 dB resonance
passband. With 3 dB resonant peak widths in the range of 0.5MHz to 2.0 MHz, these frequency
selections permitted both f3 and the IMD frequencies to be on resonance.

The peak current in the resonator at the driving frequency, f3, is calculated using IE3D from
Zeland Software (Fremont, CA, USA) following the procedure published in Reference [7]. The
probing frequencies, f1 and f2, are off resonance and thus do not propagate throughout the struc-
ture. The hypotheses advanced in Reference [7] and tested in this paper are (1) that the IMD is
generated locally at the position of the probe at Port 3 which brings in f1 and f2, and (2) that
the local point of IMD generation then serves as a signal source at the IMD frequency which itself
excites the resonance of the structure.

The 2nd and 3rd order IMD signals were measured at 102.0 Kelvin. The Port 3 probe was first
located at position e. The coupling of this probe at resonance was ∆S33 = −0.37 dB, indicating that

Figure 1: The folded hairpin HTS resonator. The
probing signals were introduced at Points e and f .

Figure 2: 2nd and 3rd order intermodulation distor-
tion measured at Points e and f just below TC as a
function of peak surface current.
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even at resonance, the probe only induces a small amount of current on the structure. The probe
was then moved to position f , which is very close to the electrical end of the resonator and where
∆S33 = −0.15 dB on resonance. If the IMD is not generated locally, then it would be reasonable to
expect less IMD when the probe is located at f than at e, due to the probe’s diminished capacity
to excite current, in-band or out-of-band, at this location. However, if the IMD is generated locally,
then it would be reasonable to expect higher IMD from this location, because a local IMD current
originating at the electrical end corresponds to an even larger excitation of resonance by the IMD.

Figure 2 shows the measured IMD for the two probe locations. The 3rd order IMD current is
about six times larger when the probe is at Point f than at Point e. However, the 2nd order IMD
current is about three times smaller. The dual implication of this observation is that (1) the IMD
is generated at the point of the Port 3 probe and the resonance of the patterned HTS structure is
then excited; and (2) the description of the electrodynamics is different at Point e, where there is
higher current at the driving frequency, f3, than at Point f , where there is very little current at f3.
The even order nonlinearity is much weaker than the odd order nonlinearity at Point f than it is at
Point e, indicating a lower degree of time reversal symmetry breaking at Point f where there is less
driving current. Whereas much of the odd order nonlinearity is expected to derive from intrinsic
mechanisms, such as the nonlinear Meissner effect, even order nonlinearity is expected to derive
from time reversal symmetry breaking extrinsic losses [9].

4. CONCLUSION

Three tone intermodulation distortion allows the synchronous measurement of even and odd order
nonlinearity. When performed on a resonant structure, the currents associated with the distortion
products can be computed. By using a nonresonant probe, the out-of-resonance IMD currents
are generated locally at the point of the probe and then function as an excitation source of the
resonance. This permits the observation of different origins of nonlinearity in different locations
within the sample under test.
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Abstract— The requirements of mobile communication devices are today invariably associated
with the miniaturization of microwave components. The development of Yttrium iron garnet
(YIG) is of great interest to miniaturize these devices. The present work deals with the integration
of YIG ferrite sputtered films of 10 µm thick for coplanar circulators, working at frequencies near
10GHz. A small circulator with a coplanar structure is designed and analysed using a three
dimensional finite element method. Aimed at this objective, we work on the development of a
miniature planar circulator/isolator. The circulator is designed with coplanar waveguides. The
structure is analysed by using a three dimensional finite-element method. The circulator is then
fabricated, and its properties in the microwave range are characterised using a network analyzer
and a probing system. A circulation is obtained around 10GHz, the measured insertion loss and
isolation giving interesting perspectives for the device.

1. INTRODUCTION

For several years, caused by growing needs of telecommunications, studies in microwave electronic
materials were strongly increased [1]. In the field of wireless systems, the circulator is an important
part. Generally the fabricant uses ferrite materials. It is well known that the ferrite circulator is
the key element in wireless telecommunication systems, this non reciprocal components is based
on the gyro-resonance properties and field displacement. This paper takes place in the field of
passive microwave components. Coming from the requirements of mobile communication devices,
miniaturization of microwave components is needed. The development of planar ferrite circuits is
in great demand by the industry, to transferred ferrite thin film for the fabrication of monolithic
microwave integrated circuit. Our aim was to design and manufactured a miniaturized circulator
with magnetic thin film of YIG operating between 8 and 12GHz. Many researchers have studied
the transmission characteristics of the circulator using stripline Y -junctions since Bosma’s work [2]
but there are a few articles about coplanar circulators [3, 4]. Coplanar circulators can be designed
following some approximate rules which are well known but are specific to stripline circulator. As a
result, an optimization of the initial design must be performed before obtaining a functional device.

In this paper, a circulator based on the design studies in [5, 6] is fabricated with only 10µm
ferrite film and its transmission characteristics are measured by using three GSG coplanar probes
connected with a vector network analyzer. The main aimed in this paper is to obtain a value of
the insertion loss near the theoretical value by using YIG thin film.

2. EXPERIMENTAL

To fabricate a circulator, a radiofrequency magnetron sputtering was used for YIG thin film depo-
sition. The influence of the deposition condition on the magnetic properties of the YIG film was
important especially the thickness of YIG (10µm). Under such condition, the deposition rate was
0.7µm·h−1.

The YIG film has the following properties: A dielectric constant ε = 15.3, a saturation magneti-
zation Ms = 140 mT, a dielectric loss tangent tan δε = 10−3 and a ferromagnetic resonance (FMR)
line width ∆H = 4KA/m. For a conductor lines made of gold, the conductivity is σ = 41.106 S/m.

The real and imaginary parts of the elements of the permeability tensor are shown in Figure 1 for
a 140mT saturation magnetization and 0.01 damping factor. Figure 1 shows a frequency sweep with
a fixed applied field, also shows three different zones according to the frequency. The expression
below and above the frequency depend of the circulation of the circulator, and at resonance zone
depend to the isolator.
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lator with 10µm YIG film.

3. RESULTS AND DISCUSSION

The transmission characteristics of the circulator were measured by using the network vector anal-
yser (VNA) 37397A (Anritsu). Three coplanar Picoprobe of GSG type, two probes in 120◦ are
connected to the VNA by the HF rigid cables V-Type (Figure 3) and the third was terminated by
a register of 50 Ω.

Figure 4 shows the band of frequency characteristics of the S-parameters for the circulator were
analysed. In this analysis, the physical parameters were used. The internal magnetic field Hin was
of 335 kA/m. The Line-to-GND spacing was strictly and carefully optimised to achieve impedance
matching to 50 Ω.

The experimental results when the magnetic bias field of approximately 477 kA/m was applied
on the device with YIG film of 10µm thick, the frequency characteristics of the circulator are shown
in Figure 4.

A non-reciprocal effect due to the thin layer of YIG to about 2 dB, isolation −9 dB, loss of
insertion of −7.5 dB in the 10 GHz band. Comparing these results with those of the previous [3, 4]
show that the presence of a non-reciprocal effect is reduced due to the small amount of ferrite.
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4. CONCLUSION

YIG thin film of 10µm was deposited by using RF sputtering system. The properties of thecir-
culator were studied. The observed result of this film for the non-reciprocal effect was weak.The
decrease of the non-reciprocal effect is due to the weak thickness of the YIG film.

Two proposed solution to increase the influence of this film: The use of other design or change
thedeposition parameters. The nonreciprocal operation of our coplanar circulator with magnetic
thinfilm was worked experimentally at 10 GHz.
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Abstract— Applying the ideal analog signal sampling-recovery model, the high frequency input
noise of Buck converter has been analyzed and a new type of noise, called as beat frequency noise,
has been first revealed in this paper. The main contributions are as the followings: (1) Some high
frequency noise can be shifted to the lower frequency — beat frequency, which could not filter out
by original converter; (2) A more accurate model has been proposed to predict the output beat
frequency noise; (3) A novel method to reduce the beat frequency noise has been put forward by
adding a new pre-filter.

1. IDEAL MODEL FOR ANALYZING HIGH FREQUENCY INPUT INTERFERENCE

In the switching power DC/DC converter, there is very strong electromagnetic interferencewhich
will affect the performances of DC/DC converter; Though it is thought the LPF had enough
attenuation for this kind noise, this may be a mistake concept. In this paper, ideal analog signal
sampling-recovery model [1] has been employed to reveal the effect of a high frequency input noise.
Through analyzing the noise transformation in DC/DC converter, the beat frequency noise has
been discovered.

A Buck converter, showed in Fig. 1, will be employed as example. Vg is a DC input voltage
source; VgN expresses the high frequency interference. A Buck converter can be separated into
three parts, such as switch network, LPF, and the load.

An ideal analog signal sampling-recovery model has been shown in Fig. 2. In Fig. 2, a multiplier
has been applied to replaces the switch network and it is sampler to convert an analog signal to a
discrete signal. vg(t) is the DC input signal with a high frequency noise, δT (t), unity impulse train,
is used to take place the drive signal. The sampling and recovery process has been illustrated in
Fig. 3. The input voltage is (1)

Where, Vg is DC component with a noise of VgN cosωN t which is a high frequency noise with
frequency range 0.5ωs < ωN < ωs. The Fourier transform of the input voltage:

vg(t) = Vg + VgN cosωN t (1)
Vg(ω) = Vgdc(ω) + VgN (ω) = 2πVgδ(ω) + πVgN [δ(ω − ωN ) + δ(ω + ωN )] (2)

In order to simplify the analyzing process and reveal clearly the effect of a high frequency input
noise, suppose that the driven signal vgs(t) is a sampling signal δT (t) of unity impulse train with
frequency ωs

δT (t) =
∞∑

n=−∞
δ (t− nTs) Ts is the period of the switch (3)

Figure 1: BUCK converter. Figure 2: Ideal analog signal sampling-recovery
model.
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Figure 3: The process from analog signal to discrete signal.

The complex exponential form of Fourier series of unity impulse train is

δT (t) =
∞∑

k=−∞
Cke

jkωst,

Ck =
1
Ts

+∞∫

−∞
δ(t)e−jkωstdt =

1
Ts

,

F [δT (t)] =
∞∑

k=−∞

2πδ(ω − kωs)
Ts

=
∞∑

k=−∞
ωsδ(ω − kωs)

(4)

Applying the convolution property [1], one can obtain the frequency response of the output of
the switch network,

Vd(ω) = Vg(ω) ∗ F [δ(t)]/2π = fs

∞∑

k=−∞
Vg(ω − kωs) (5)

The frequency response Vd(ω) and Vg(ω) have been shown in Fig. 3. In this Fig. 3, Vd(ω) are
one sets of shifting Vg(ω) in frequency domain. The shifting rule is as the followings: (1) The
shifting interval is Buck converter’s switch frequency ωs, (2) The magnitude is modified by the
factor 1/Ts. (3) In the DC/DC converter, the spectrum of the high frequency noise will be moved
to |ωs − ωN | in lower frequency region.In this case, if |ωs − ωN | < ωc and especially ωs ≈ ωN , the
output LPF has no way to reduce this kind noise. Therefore, in this paper the noises VgN (ωs−ωN )
and VgN (−ωs + ωN ) are defined as a beat frequency noise.

If the LPF is ideal filter with cutoff frequency ωc and ωc = (0.01 ∼ 0.1)ωs, the frequency response
is specified by

H(ω) = 1 |ω| < ωc Others is equal to 0 (6)

The output voltage and the transform function of beat frequency noise can be obtained as

V (ω) = 2πfs {Vgδ(ω) + VgN [δ(ωs − ωN ) + δ(−ωs + ωN )]/2}H(ω) |ω| < ωs/2
v̂(ω)/v̂

N
(ω)|ω=ωs−ωN

= H(ωs − ωN )/Ts, |ωs − ωN | < ωc
(7)
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2. A MORE ACCURATE MODEL

In Fig. 2, if PAM (pulse-amplitude-modulation) signals takes place the impulse train. If the PAM-
recovery model is used, a more accurate solution can be got. The Fourier transform of the input
beat frequency noise is

v̂gN (ω) = πVgN {δ[ω − (ωs − ωN )] + δ[ω − (−ωs + ωN )]} (8)

The output voltage of the beat frequency noise:

v̂ = C1πVgNH(ω) {δ[ω − (ωs − ωN )] + δ[ω − (−ωs + ωN )]} , where C1 = D sin c(ωsτ/2) (9)

The transform function of input beat frequency noise to output is

v̂(ω)/v̂N (ω)|ω=ωs−ωN
= C1H(ωs − ωN ), where C1 = D sin c(ωsτ/2), |ωs − ωN | < ωc (10)

3. USE OF PRE-FILTER TO REDUCE THE BEAT FREQUENCY NOISE

The high frequency noise is the high frequency ripple of the previous power stage, the frequency
is ωN . The beat frequency noise can be reduced by LPF of Buck converter, if |ωs − ωN | > ωc.
But this condition required the lower switching frequency of the previous stage, which would result
in some troubles for designer, such as big volume inductor and capacitor as well as transformer.
Therefore, a reasonable suggestion is that the switching frequency of post stage should be greater
than that of the previous stage and satisfy the following condition,

ωs À (ωN + ωc) (11)

If the maximum frequency of input noise is greater than half switching frequency, the beat
frequency noise must occur. Therefore, the switching frequency is selected high enough so that
all beat frequency noise could be moved out the pass band of LPF and doesn’t act like lower-
frequency input noise. However, the efficiency of DC/DC converter will go down rapidly as the
switching frequency is increased. A reasonable way is to add a pre-filter between input DC source
Vg and the input port of Buck converter so that the beat frequency noise should be eliminated
before it go through the switch network, shown in Fig. 4 and these spectra has shown in Fig. 5.

The pre-filter should be a LPF or BPF so that the high frequency noise can be eliminated and
the DC component is remained while the input signal goes through it.If the frequency response of
the pre-filer is Hpf (ω) with cutoff frequency ωcpf and the Fourier transform of pre-filter output is
Vg1(ω), then

Vg1(ω) = Hpf (ω)Vg(ω) (12)

Applying sampling theorem [1], the aliasing pheromone will not occur, and the original high
frequency input noise will be eliminated by original LPF in Buck converter, if the cutoff frequency
ωcpf is smaller than ωs/2, shown in Fig. 5.

4. FUNDAMENTAL OF DESIGNING THE PRE-FILTER

In this case, DC voltage source and DC/DC converter are located in separate PCB board. So, a
long wire is used to connect the DC source with input port of DC/DC converter. This long wire
has a parasitic inductance and capacitance, shown in Fig. 6. These parasitic component will has
the following functions: (1) This parasitic inductor will resonate with the parasitic capacitor to
produce high frequency ring oscillation. (2) The parasitic inductor and capacitor form a inherent
second order low pass filter. A long wire is used to connect the output port of PFC circuit with
input port of DC/DC converter or a Rectifier output.

Figure 4: Use of pre-filter to reduce beat frequency noise.
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Figure 5: The frequency response by adding a pre-filter.

Figure 6: A wire to connect DC source with the
input port of converter.

Figure 7: Second-order pre-LPF.

An input capacitor is needed in the input port of converter, which is constructed an equivalent
input second-order L.C filter as the pre-LPF, shown in Fig. 7. The load R1 is the equivalent input
resistance of Buck converter.

If ωN min, ωN max are the smallest and highest frequencies of the input noises, ωcpf is the cutoff
frequency of the pre-filter and ωcpf ¿ ωN min, then the pre-filter can filter out the high frequency
noise. Howeverbecause ωN min is a small frequency, for example, ωN min = 2 × (2π · 50) = 200π, a
big inductor and a capacitor are required to form the pre-filter, so it is difficult to be implemented.

In Fig. 8, the curve 1○ and 2○ denote the frequency response of the ideal LPF with a cut-off
frequency ωc and input noise spectrum with band ωN min ¿ ωN max. The curve 3○ is an upper
equivalent noise spectrum which is the beat noise spectrum. The curve 4○ is the upper equivalent
LPF frequency response which is not really exist in practice and is sketched to explaining the
bandwidth of output beat frequency noise spectrum using dash-dotted curve. The curve 5○ is the
output beat frequency noise frequency spectrum. In Figs. 8(a) and (b), there are three shadow
parts, denoted as A and B as well as C. These three parts have equal frequency bandwidth,The
curve 6○ represses the ideal pre-filter frequency response with cut-off frequency ωcpf . The following
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(a)

(b)

(c)

Figure 8: Selecting cutoff frequency ωcpf of pre-filter.

conditions should be necessary,

∆ω = ωN max − (ωs − ωc) = ωc − (ωs − ωN max) (13)
0.5ωs < ωcpf < ωs − ωc and ωc < 0.5ωs (14)

In Fig. 8, there are three shadows, which have same frequency region and plays important
role on designing pre-filter according known ωc, ωN max, ωs, which has given out the interrelation
relationship of these frequencies.

A second-order Butterworth low-pass-filter has bee chosen to implement the pre-filter which has
a magnitude frequency response described by following Equation (15). The magnitude frequency
response of the pre-filer circuit shown in Fig. 7

|H(ω)| = ω2
c/

√
ω4 + ω4

c (15)

|H(ω)| = 1/L1C1

√
ω4 + (1/L1C1)2 + ω2[(1/R1C1)2 − 2/L1C1] (16)

By comparing Equations (15) and (16), the pre-filter will match the Butterworth filter if we
choose

ωc = ωcpf = 1/
√

L1C1 (17)

L1 = 2R2
1C1 (18)

The design procedure for pre-filter is described as the followings: Step 1 to select the cut off
frequency ωcpf . Step 2 calculate the input resistance R1 of Buck converter [2, 3]. Step 3 solve the
set of Equations (17) and (18) to get the values of L1 and C1. Step 4 check the magnitude frequency
response by using Matlab program to calculate the Equation (15) and plot the magnitude frequency
response.

5. CONCLUSION

In this paper, the ideal analog signal sampling-recovery model is used to analyze the input high
frequency noise of Buck converter (DC/DC) and some following valuable conclusions have been
arrived:
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(1) If |ωs − ωN | < ωc, where ωs, ωN , ωc repress switching frequency and noise signal frequency as
well as the cutoff frequency of LPF respectively, there exist beat frequency noises which can not be
eliminated by the original LPF in Buck converter. (2) The beat frequency noise can be accurately
predicted by the formula derived in this paper. (3) A best way of reducing the beat frequency noise
is to add a low pass or band pass pre-filter. (4) Butterworth filter has been chosen to implement
the ideal low pass pre-filter and the relationship of the noise frequency, switch frequency, cut-off
frequency of the original LPF as well as the cut off frequency of pre-filter.

By the way, the analyzing methods and conclusions can be easily extended to investigate the
other kind of converter although we only apply Buck converter as an example.
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A Novel Approach for Changing Bandwidth of FSS Filter Using
Gradual Circumferential Variation of Loaded Elements

S. M. Choudhury, M. A. Zaman, M. Gaffar, and M. A. Matin
Bangladesh University of Engineering and Technology, Dhaka, Bangladesh

Abstract— A novel approach for varying bandwidth of Frequency Selective Surface (FSS)
microwave filters has been discussed. The filter studied comprised of four-legged-loaded elements
FSS filter. The unit cell of a conventional loaded element FSS filter contains only a single
loaded element. The novel approach requires the unit cell to contain multiple loaded elements.
The circumferences of the loaded elements of the unit cell are altered utilizing a factor named
circumferential variability, d. The simulation results show that the bandwidth can be appreciably
varied by changing the value of d.

1. INTRODUCTION

The concept of Frequency Selective Surface is to provide variable opacity for different values of the
wavelength of incident radiation. FSS structures are commonly used in making reflector antenna
more efficient [1], making dual band [2] or multiband [3] parabolic reflector and high directivity
EBG resonator antenna [4]. FSS are commonly composed using periodic arrays to produce a reso-
nant structure [5]. FSS geometries that possess greater than a two-fold rotational symmetry have
reflection (transmission) coefficients independent of polarization at normal angle of incidence [6].
So elements for FSS are selected to maintain rotational symmetry. The loop elements are some
common structures that are rotationally-symmetric and used in FSS structures. The loop ele-
ment category include: three and four-legged loaded element which was issued patent in 1974 to
Munk [7], square loops, hexagonal loops, and circular loops. A common property of loop elements
are that they all have a fundamental resonance frequency when their circumference is approximately
equals to λ, and a second resonance occurs when the circumference is approximately 2λ [5]. Munk
suggested the alteration of bandwidth of such filter by reducing the distance of the transmission
line spacing [7]. Callaghan et al. [8] observed change in bandwidth of such FSS filters with the
introduction of dielectric layers.

In this paper, a different approach for altering the bandwidth is explored. As mentioned earlier,
the fundamental resonance wavelength is inversely proportional to the circumference of the filter
element. The bandwidth of the filter is altered by constructing a unit cell with multiple loaded
elements while gradually varying the circumference of the loaded elements within the unit cell.

2. DESIGN METHODS

The circumference of the loaded element can be determined for a particular center frequency [5].
By changing the circumference, the center frequency of the filter is changed. The novel unit cell
is defined as a combination of multiple loaded elements. For continuity of pattern, 2× 2 or 3 × 3
elements can be chosen. The circumference of these filters are changed keeping the mean center
frequency same. Guo et al. [1] proposed a method of dual bandpass FSS filter using four-legged
loaded elements of two different circumferences. In this paper, a design parameter Circumferential
Variability, d is taken to alter circumference of the elements. For the 2 × 2 filter, there are four
loaded elements, and their circumference are scaled with factors: 1 + d, 1 − d, 1 + 3d, 1 − 3d
respectively. For the 3× 3 filter, the circumferences are scaled with factors 1− 3d, 1 + 4d, 1− 2d,
1− d, 1, 1 + d, 1 + 2d, 1− 4d and 1 + 3d. The distance between the centers of the loaded elements
are kept constant and chosen in such a manner so that the value of d does not cause two adjacent
elements to overlap.

3. SIMULATION

Multiple layer of FSS filters were proposed by Romeu [9] to have multiband operations. In this
paper, two identical layer of FSS filters is used to have same passband of both the layers. This
increases the order of the filter. A cross-sectional view is show in Figure 2. For dielectric layers
Duroid 5880 is used, and etched copper layers can be used to implement each layer of the FSS
filter. To reduce the overall simulation time, the Babinet’s principle [10] has been applied to
simulate the structure. At first the effect of changing circumference of a four-legged loaded element
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Figure 1: Unit cell of proposed 2× 2 and 3× 3 filter.

Duroid 5880

Duroid 5880

Figure 2: Layout of the filter structure.
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Figure 3: Center frequency vs. scaling factor of a
four-legged loaded element FSS filter.

is simulated. For this simulation, the distance between the centers of two adjacent unit cells are kept
constant, and all dimensions of each loaded element is scaled using a constant value. Afterwards, the
circumferential variability is swept using parametric sweep and the effect of changing circumferential
variability on bandwidth is studied.

4. RESULTS

In Figure 3, the Center Frequency vs Scaling factor curve of a single four-legged loaded element
FSS filter has been shown. The center frequency gradually decreases with the scaling factor of the
loaded element. This is concept which is utilized in increasing bandwidth of the filter.

For this purpose, parametric analysis of the proposed filter structures is performed.
For the 2 × 2 filter, the 5 dB bandwidth can be varied from 2.75 to 4.5GHz, by changing the

circumferential variance from 0.015 to 0.04. Further increasing circumferential variance causes the
bandwidth to decrease. Cubic interpolating function fits the datapoints within the range. The
interpolating function can be written as

BW = p1d
3 + p2d

2 + p3d + p4

where the coefficients are p1 = −1.2136e + 005, p2 = 11140, p3 = −243.27, p4 = 4.2228. The Norm
of residuals is 0.019317.

For the 3× 3 filter, the 5 dB bandwidth vs. circumferential variance characteristics is irregular
in shape. By varying the circumferential variance, the bandwidth can be varied from 1.886 to
3.705GHz. So the 3× 3 filter cannot give wider bandwidth compared to the 2× 2 filter, but it can
give narrower bandwidth compared to the original filter.

5 dB bandwidth vs. circumferential variance is shown on figure. The bandwidth can be appre-
ciably varied in for the values of circumferential variance in the range 0.011 to 0.023. Two quadratic
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Figure 4: Bandwidth vs. circumferential variance
of 2× 2 filter.
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Figure 5: Bandwidth vs. circumferential variance
of 3× 3 filter.

functions can appreciably fit the data points, the function being

BW = p1d
2 + p2d + p3

For the range of values of d from 0.011 to 0.015, the coefficients are p1 = −16457, p2 = 697.87,
p3 = −3.813. Norm of residuals is 0.053674.

For the range of values of d from 0.015 to 0.02, the coefficients are p1 = 7196, p2 = −176.45,
p3 = 3.9647. Norm of residuals is 0.025662.

5. CONCLUSIONS

In this paper, a design procedure for FSS filters to vary bandwidth is illustrated. This novel tech-
nique of creating filters with wider bandwidth gives designers the flexibility to choose a particular
bandwidth, specific to the application of the microwave filter.
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A Compact Substrate Integrated Waveguide Band-pass Filter

Changjun Liu and Kama Huang
School of Electronics and Information Engineering, Sichuan University, Chengdu 610064, China

Abstract— A substrate integrated waveguide (SIW) filter with compact size compared to
traditional SIW filters are presented in this work. A band-pass filter for general purpose is
designed at 5.8GHz with relative bandwidths of 5%. The fabricated filter is on F4B-2 substrate
and about 0.5λg by 1λg, which is about 50% of a conventional SIW dual-mode band-pass filter.
Simulation and measurements agree well over a frequency band of 3–10 GHz. The empirical
design formulae are presented as well.

1. INTRODUCTION

Substrate integrated waveguides (SIWs) have many advantages over microstrip lines, such as high
Q-factor, small size, light weight, and easy to integrate. Since SIWs have been proposed in 1998 [1],
SIWs have found many applications in various microwave circuits [2]. A lot of conventional passive
microwave components and devices, such as antennas [3], directional couplers [4], diplexers [5], and
phase shifters [6] have been successfully realized with SIWs.

SIW filters have also been investigated by many researchers. Some of these filters [7–12] make
use of quasi-waveguide cavity resonant modes formed by metallic vias. SIWs are integrated to
reduce its size, weight, and cost. Meanwhile, they greatly enhance manufacturing repeatability and
reliability [12].

Most of them have very high center frequencies [9, 12] e.g., 20 GHz or higher. Even when the
resonance is of high-order modes, the overall size of a SIW filter keeps compact enough to work
with other components and exhibits good performances. However, a SIW filter is not acceptable,
when the center frequency goes down to several GHz and, even, in low-order modes, such as TE201

and TE102. It limits the applications of SIW filters at low frequency part. But the SIW is a born
high-pass filter due to its waveguide characteristics. If a stop band higher than its cut-off frequency
is introduced, a band-pass filter is presented.

This work is focused on a compact SIW band-pass filter. We present a method to design and
realize compact SIW band-pass filter, in which a hole on the top metallic surface of the SIW filter
is applied for mode regulation. A SIW band-pass filter at 5.8 GHz with a fractional bandwidth of
5% is demonstrated. The measured results of the fabricated SIW filter agree well to simulations.
The size of the proposed SIW filter is roughly about half of a traditional dual-mode SIW filter, e.g.,
with TE201 and TE102 modes.

2. PRINCIPLES

A SIW is a type of dielectric-filled waveguide which is synthesized in a planar substrate with linear
arrays of metallic vias. Those vias are used to realize metal edge walls. Its basic structure is similar
to a microstrip structure, which is easy to fabricate. It works in TE or TM modes, instead of the
quasi-TEM mode of a microstrip line. Thus, some components are usually required at both input
and output of a SIW band-pass filter. Planar structures, such as microstrip lines and coplanar
waveguides (CPWs), may be integrated to SIWs as various transitions. An entire system based on
SIWs is compact, and convenient to connect to other parts.

A section of SIW at given boundary conditions is equivalent to a cavity resonator. The resonant
frequencies are

fm0n =
c

2√εeff

√(m

a

)2
+

(n

b

)2
(1)

where εeff is the effective permittivity, m and n are non-negative integers, and a and b are effective
length along x and z directions, c is the speed of light in free space, respectively. The resonant
frequencies are corresponding to different electromagnetic field distributions and modes.

In many dual mode filter design, sizes in x- and y-direction are almost the same, so the orders
of resonance modes are the same [11]. As for SIW, resonance modes of f101 and f102 are shown
in Fig. 1. It’s the first time that we have introduced a circular hole etched on the top metal layer
of the SIW filter to perturb the electromagnetic field distributions of these two modes and form a
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filter as shown in Fig. 3. With the increment of Rc, resonance frequencies of f101 and f102 get close
to each other gradually. When coupling those two modes, the cavity is resonant at dual mode.
Moreover, the introduced circular hole reduces the size of the resonator by enhance the path length
of currents.

A valid method is to use a section of Conductor Backed Coplanar Waveguide (CBCPW) as a
transition to connect a SIW to a microstrip line. The gaps of the CBCPW transition work as
chokes at a given frequency, when the gap length is about quarterwavelength, as shown in Fig. 2.
It is clear that there is a short circuit formed at the end of the CBCPW from the simulated current
distribution and, then, leads to a strong reflection from the choke. The CBCPW transition may
used as a band-stop structure in the SIW filter with the introduced extra transmission zero, of which
the frequency is dependent on the length of the CBCPW transition. It is a compact design without
occupy extra space. Thus, CBCPW transitions are introduced in the proposed SIW band-pass
filter design to improve its performance.

(a)  f     (4.95 GHz)
101

(b)  f     (6.28 GHz)
102

Figure 1: Simulated electric field distributions of resonance modes.

Figure 2: Current distribution of a CBCPW with a choke structure.

 

Figure 3: General filter.
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3. SIW BAND-PASS FILTER

The SIW band-pass filter works in dual-mode with a circular hole etched on top metal layer and
two CBCPW sections, as shown in Fig. 3. We first design the SIW filter prototype with roughly
estimated parameters at the center frequency f0. Then, we use CST to simulate and optimize the
filter prototype. Finally, we give the following empirical formulae to help the design of the proposed
SIW band-pass filter whose relative bandwidth of about 5% (The thickness of the substrate is
1mm.):

WSIW =
0.58c

f0
√

εr
(2)

LSIW = 1.895 ∗WSIW ± 2d (3)
LCPW = 0.46 ·WSIW (4)
Rc = 0.26 ·WSIW (5)

where c is the light speed in free space, εr is the relative permittivity of the substrate, d is the
diameter of vars. As shown in Fig. 3, metallic vias are added at corners of the SIW to reduce its
insertion loss, achieve a sharper skirt and a wider stop-band. Since these vias reduce the equiva-
lent width of the SIW, WSIW should increase to maintain the resonance frequency f0 unchanged.
Parameter values of the filter are given in Table 1. Larger Rc helps to get narrower pass band and
steeper skirt, but leads to higher insertion loss.

Table 1: Parameters of the filter with matched port configuration, Unit: mm.

s d Wgap WCPW Ltaper LCPW Rc WSIW LSIW Wstrip

2.0 1.0 0.3 0.5 10.0 9.0 6.8 22.2 34.0 2.8
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Figure 4: Simulated and measured results of the general filter.
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Figure 5: Front and back view of the general filter. (a) Front view, (b) back view.
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Responses of full-wave simulation and measurement are shown in Fig. 4. The center frequency
is 5.8GHz and the 3-dB bandwidth is 280 MHz, which is about 5% of the center frequency. The
measured return lose is better than 9 dB and the insertion is 1.8 dB in pass band. The fabricated
filter is shown in Fig. 5.

There are three drawbacks of this band-pass filter, although it has a quite good performance.
A) The frequency response at the cut-off frequency is not steep enough. B) The first parasitic pass
band is too close, which limits the applications of the proposed band-pass filter. C) The return loss
in pass band is too small.

4. CONCLUSION

In this research, a novel SIW filter is investigated and the empirical design formulae are presented.
Filters are fabricated on an F4B-2 substrate, whose dielectric constant is 2.65 and dielectric loss
tangent is 0.001. Although there is a little frequency shift by approximately 0.8%, measured results
are in good agreement with simulated ones, which suggest that the proposed filters present attractive
performances, especially the high selective filter. It’s a difficulty for traditional SIW filters to get
rid of parasite pass bands caused by lower- or higher-order modes [11], while the parasite pass band
has been depressed effectively in this paper. The size of the filter is about half of a traditional dual
mode SIW filter that make use of TE102 and TE201, as discussed in [11]. It is expected to find
applications in communication systems, especially for frequencies in C-band.
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Filled Cavities
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Abstract— Resonant Iris bandpass filters form compact structures. Filters composed of circu-
lar irises formed as a junction between two circular waveguide cavities has been designed. Mode
matching method has been used to analyze discontinuity present in this filter. By using gener-
alized scattering matrix method all the discontinuities that compose the filter are cascaded to
obtain its performance. The filter dimensions have been further optimized to meet specifications
more precisely. Filters with both empty and dielectric filled circular waveguide cavities between
irises have been designed and optimized.

1. INTRODUCTION

Closed form solutions for the susceptance of rectangular and circular apertures in transverse plane
of waveguides are available in literature [1]. Based on these solutions, filter in rectangular and
circular waveguides are designed using the equivalent network theory approach [2]. This method
may however yield filters whose performance does not meet specifications very well. Computer
aided design based on mode matching method (MMM) is presented here to design filters in circular
waveguide. Circular irises are used as coupling elements between cavities. Two filter structures
have been designed for the same bandwidth. One filter uses empty sections of circular waveguide
for the cavities, while the other filter uses dielectric filled circular waveguide cavities.

2. THEORY

The analysis of any discontinuity using MMM involves the following steps [3]. The fields on both
sides of the discontinuity are expanded in terms of a series of modes of incident and reflected waves.
The magnitude of power carried by each of the modes is set to unity. The continuity conditions
for the tangential components of electric and magnetic fields are imposed. Using the principle of
orthogonality of modes, the equations of continuity conditions are transformed into matrices relating
the expansion coefficients of incident and reflected waves at the discontinuity. The matrices are
rearranged and inverted suitably to obtain the generalized scattering matrix which describes the
discontinuity in terms of the dominant and higher order modes. Theoretically the generalized
scattering matrix is of infinite dimension corresponding to the infinite number of modes. The
matrix is truncated to a finite size for numerical computations after testing the convergence of the
S-parameters.

The filters discussed here are composed of discontinuity from a larger circular waveguide to a
smaller circular waveguide as shown in Figure 1. While analyzing a discontinuity from larger to
smaller circular waveguide (placed along z-axis) for dominant TE11 mode excitation it is sufficient
to consider only TE1m and TM1m modes, where m is an integer alone for the analysis of the
discontinuity. This is due to the fact that the circular waveguides have rotational symmetry and
this is maintained when the two sides of the discontinuity are placed with their longitudinal axis
coinciding. The electric and magnetic fields in the two regions of the discontinuity can be obtained
from the electric and magnetic potential functions ψh and ψe in them. For example, for the region
I (empty circular waveguide of radius a1) of the discontinuity as shown in Figure 1 the potential
functions are written as,

ψ(ρ, φ)Ih =
Mh∑

m=1

P Ih
1,mJ1(kIh

c1,mρ) cosφ

ψ(ρ, φ)Ie =
Me∑

m=1

P Ie
1,mJ1(kIe

c1,mρ) sinφ

The coefficients P in the above equations are the power normalization constants that set the
power carried in each of the modes to a watt. The cutoff wavenumbers of the TE1m and TM1m
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a1          a2             l1      a3            l1 a2

Figure 1: Longitudinal cross-section of the filter
with empty circular waveguide for cavities and
thickness of iris = 0.1 mm.

a3                       a2

a1         a2             l2              l2

Figure 2: Longitudinal cross-section of the filter
with dielectric filled and cavities, iris thickness =
0.1mm.

Figure 3: Circular waveguide cavities in the filter between circular irises (0.1 mm thick)

modes are kIh
c1,m and kIe

c1,m. The number of TE and TM modes used in the analysis of the discon-
tinuity is decided by Mh and M e. Similarly the potential functions for region 2 (circular iris of
radius a2) are also written.

The electric and magnetic fields obtained from the potential functions are expressed as a sum
of incident and reflected waves of unknown co-efficient on both the sides of the discontinuity. The
continuity condition is applied as follows with a2being the radius of the smaller waveguide or the
iris.

EI(ρ, φ) =EII(ρ, φ); where ρ ∈ [0, a2]; φ ∈ [0, 2π]

EI(ρ, φ) =0; otherwise

HI(ρ, φ) =HII(ρ, φ); where ρ ∈ [0, a2]; φ ∈ [0, 2π]

Applying these continuity conditions results in scattering matrix of fundamental and higher
order modes is given by the following matrix equation where U is a identity matrix, 0 is a zero
matrix and V is the sub matrix of the coupling between TE and TM modes on both sides of the
discontinuity. The dimension of sub matrices depends on the number of modes used for matching
fields on both the sides of the discontinuity.

S =




U 0 V ′
hh V ′

eh
0 U 0 V ′

ee−Vhh 0 U 0
−Veh −Vee 0 U




−1 


U 0 V ′
hh V ′

eh
0 U 0 V ′

ee
Vhh 0 −U 0
Veh Vee 0 −U




Vhh(m, q) =
1
2
P II

1,mP I
1,q




a2∫

0

1
ρ
J1(kII

c1,mρ)J1(kI
c1,qρ)dρ +

a2∫

0

J ′1(k
II
c1,mρ)J ′1(k

I
c1,qρ)ρdρ




The coupling matrix Vhh given includes integrals of Bessel function but can be solved analytically in
terms of Bessel functions. The other coupling sub matrices are similar equations with the integrals
that can also be solved analytically in terms of Bessel functions. It has to be noted that if the
waveguide is filled with dielectric the propagation constants will depend on the dielectric constant
of the material used to fill the waveguide.

The scattering matrix of each discontinuity is cascaded using the generalized scattering matrix
technique to analyze the filter [3]. The filter is further optimized to achieve the specifications
desired using a practical quasi Newton algorithm [4].
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Figure 4: Performance of filter in Figure 1 a1 =
13.97mm, a2 = 8.68mm, a3 = 7.02mm, dia. of
cavities = a1, l1 = 18.7mm.

Figure 5: Performance of filter in Figure 2 a1 =
13.97mm, a2 = 7.5mm, a3 = 5 mm, dia. of cavities
= 11.6mm, l2 = 17.6mm.

3. RESULTS

The discontinuity from a larger empty circular waveguide to smaller circular waveguide was analyzed
with 40 TE and TM and convergence of the S-parameters has been observed. The filter using
empty circular waveguide with two cavities has been analyzed and optimized further for the desired
specifications. A return loss of better that 15 dB is observed in the passband as shown in Figure 4. A
filter with cavities filled with dielectric was also analyzed and optimized for the same specifications.
The cavities of this filter that were filled with dielectric were chosen to be of smaller radius in
comparison to that of the filter with empty circular waveguide cavities. The length of the cavities
is also reduced. The performance of the filter is shown in Figure 5. It has yielded a better
performance in stopband, but the return loss in the mid passband is reduced slightly in comparison
to that of the other filer. Further optimization may improve the passband performance of this
filter. The performance and the dimension of both the filters are shown in Figures 4 and 5.

4. CONCLUSION

The Mode Matching Method used for the analysis and design of circular waveguide filters with
cavities that are empty are dielectric filled is found to yield optimum solutions for the desired
specifications. The filters with dielectric filled cavities have reduced dimensions. Cavities filled
partially with dielectric can further be designed using this method.
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Abstract— This paper presents a novel on-chip passive device that provides a more con-
stant characteristic impedance over a wide frequency band compared to conventional microstrip
transmission lines. This device is designed for applications whose frequencies span the range
of the microwave frequency region from 1GHz to 30 GHz up to the millimeter-wave (MMW)
frequency bands greater than 30 GHz. The novel, impedance-optimized, microstrip transmis-
sion line presented is well suited to reduce the effects of characteristic impedance mismatch in
high-performance on-chip analog circuits where it is desirable for the transmission line character-
istic impedance to remain relatively constant in all operating frequency bands. This new device
utilizes the frequency-dependent nature of the silicon substrate capacitance to reduce variation
in transmission line characteristic impedance with frequency. Using specially designed metal-to-
silicon substrate capacitance structures designed in “windows” that perforate a bottom grounded
microstrip return line to provide additional capacitance to the signal path at lower frequencies
which compensates for the higher DC inductance of the thick metal signal lines at low frequencies
caused by the resistance/inductance skin-effect. The proposed structure is ideal for multi-band
and ultra-wide band applications, for example, analog circuits that operate in both the WCDMA
range (2.11–2.17GHz) and also in the MMW range (f > 30GHz). An impedance-optimized
transmission line is designed and studied in a 130 nm BiCMOS technology. The proposed device
exhibits significantly improved characteristic impedance behavior versus frequency compared to
conventional microstrip lines and can be implemented in any silicon-based analog technology.

1. INTRODUCTION

Highly accurate modelling and design of critical interconnect paths in state-of-the-art wireless de-
signs is crucial for first-pass design success [1]. Microwave and MMW circuits are sensitive to the
electrical parasitics of even small interconnect lines, and the optimization of the electrical perfor-
mance of critical interconnect paths is important. Many signal paths in microwave and MMW
circuits are shielded microstrip transmission lines [2]. In high-frequency digital applications, criti-
cal interconnect paths often take the form of coplanar waveguides. In microstrip lines, resistance
increases due to skin-effect in the signal conductor and the ground plane below and is generally
proportional to the square of the frequency. The line inductance of on-chip microstrips decreases at
the onset of skin-effect in the signal conductor. Full-bandwidth microwave compact passive models
of microstrips include the effect of skin-effect on resistance and inductance [3]. Also, the line ca-
pacitance of on-chip microstrip transmission lines is generally constant with frequency. However,
in coplanar waveguides, the effect of the silicon substrate on signal capacitance must be considered
when there are no crossing lines below the signal line to shield it from the silicon substrate and the
spacing to the ground return lines is large. Full-bandwidth microwave compact coplanar waveguide
models include accurate modelling of the capacitance over silicon as well as the metal conductor
skin-effect on inductance and resistance [4]. In conductors over silicon with no shielding, the capaci-
tance of the signal line is much more sensitive to frequency than in coplanar waveguides. Predictive
equations can be found in the literature for line inductance, line capacitance, and line conductance
through the silicon substrate for an isolated un-shielded line over a silicon substrate [5, 6]. In prac-
tical applications, these equations can deviate somewhat from values measured from hardware and
predicted by commercial EM solvers such as HFSS [7] for a given technology. It is clear from these
preceding interconnect and modeling citations that the frequency-dependent behavior of critical
on-chip interconnect is understood and well documented in the literature. This paper proposes a
novel on-chip microstrip transmission line that makes use of the frequency-dependent nature of the
capacitance of conductors over a silicon substrate to counter the effect of the frequency-dependent
inductance decrease due to skin-effect in the microstrip signal lines in order to optimize the char-
acteristic impedance, Zo, versus frequency. By designing the capacitance of the novel microstrip to
decrease with frequency by roughly the same proportion as the inductance, the Zo of the proposed
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Figure 1: On-chip impedance-optimized microstrip transmission line.

microstrip is made more constant versus frequency. This makes the proposed microstrip design
well suited for multi-band and ultra-wide-band circuit designs that operate from a few GHz up to
MMW frequencies.

2. IMPEDANCE-OPTIMIZED MICROSTRIP STRUCTURE

Figure 1 shows the proposed impedance-optimized microstrip transmission line in a 130 nm BiC-
MOS technology. In Figure 1, there is a signal line above a ground return line, like in a conventional
microstrip design. However, the ground return of the microstrip transmission line in Figure 1 is
different form a conventional microstrip because there are “windows” created in the middle of
the return path. In the “windows”, on the same metal layer, are capacitance “plates” that are
connected with metal-via posts to the signal line. These capacitance “plates” are located directly
above the silicon substrate. In the example shown, the signal line is 16µm wide and is routed in a
4µm thick aluminum signal line that is the top metal layer of a 130 nm BiCMOS technology and
the ground return line and capacitance “plates” are in the lowest metal layer which is a 0.32µm
thick copper layer that is 0.57µm above the silicon substrate. The presence of the “plates” above
the silicon substrate causes the signal line capacitance to be frequency dependent unlike the general
behavior of a conventional on-chip microstrip transmission line. The ground return is 40µm wide
and the “plates” are 10µm by 10µm squares with a repeating pitch of 50µm along the length of
the signal line, and the windows are 20µm by 20µm.

Figure 2 shows the general inductance and capacitance behavior versus frequency of both a
conventional and the proposed impedance-optimized microstrip transmission line. The inductance
of the signal line in both cases is generally identical and is depicted as the single inductance plot
versus frequency shown in Figure 2. However, the capacitance versus frequency behavior shown in
Figure 2 of the two cases differs significantly. In the conventional microstrip design, the capacitance
is roughly constant versus frequency. However, the proposed impedance-optimized microstrip ca-
pacitance shows the same frequency-dependent behavior as the signal inductance: a decrease with
increased frequency. Ignoring resistance, the characteristic impedance of a transmission line is equal
to the square root of the ratio of line inductance to line capacitance. So, in the conventional mi-
crostrip design, the characteristic impedance will decrease with frequency because the inductance
decreases with frequency while the capacitance remains constant. The characteristic impedance
of the proposed impedance-optimized microstrip design will remain more constant with frequency
because as it’s inductance decreases with frequency, the capacitance decreases as well, keeping the
ratio of inductance to capacitance roughly constant. The frequency-dependent capacitance of the
capacitance “plates” in Figure 1 can be determined using a field solver such as HFSS [7], however,
a good intuition for what to expect can be obtained from [5]. From [5], it is clear that at very low
frequencies, the silicon substrate acts as a grounded electrical conductor. So at low frequencies,
the capacitance of the “plates” is primarily the parallel-plate capacitance between the 10µm by
10µm “plate” and the top of the silicon substrate which is acting as a grounded conductor. At
high-frequencies, the silicon substrate acts more like a dielectric which eliminates the parallel-plate
capacitance to the top of the silicon and the capacitance of the “plates” is primarily from the
enclosing metal of the ground return path. The frequency that marks the transition of silicon from
behaving like a conductor to behaving like a dielectric is the relaxation frequency and is dependent
on the bulk conductivity of the silicon substrate. The relaxation frequency of the silicon substrate in
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Figure 2: General inductance and capacitance behavior of conventional and impedance-optimized on-chip
microstrip transmission lines.
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Figure 4: Simulated HFSS Zo results of both
conventional and impedance-optimized microstrip
transmission lines from 2 GHz to 30 GHz.

this 130 nm BiCMOS example is around 12GHz. At frequencies well below 12 GHz, the capacitance
of the “plates” is maximized and therefore the signal line capacitance of the proposed microstrip
design is also maximized. Likewise, above 12GHz, the line capacitance is minimized and remains
roughly constant with increasing frequency. HFSS was used to model the impedance-optimized
design shown in Figure 1. The size of the “windows”: 20µm by 20µm and “plates”: 10µm by
10µm was also determined using HFSS by trying several different dimensions to optimize the effect
of the frequency-dependent capacitance on Zo in order to achieve a more constant Zo.

The result of HFSS [7] simulations of the characteristic impedance of a conventional 50 Ω mi-
crostrip and the impedance-optimized 50Ω microstrip in the 130 nm BiCMOS technology are shown
in Figure 3 and Figure 4. Figure 3 shows the frequency range from 0.5 GHz to 60GHz while Figure
4 shows the frequency range from 2GHz to 30 GHz. Both of the microstrip designs were designed
to be 50 Ω in the MMW frequency ranges (f > 30GHz). At low frequencies in Figure 3, Zo of both
the conventional and Zo-optimized microstrips deviates significantly from 50Ω : 57.5 Ω and 54.5 Ω
at 0.5 GHz respectively. Around 60 GHz, the Zo of both transmission line designs approach 50 Ω.
Figure 4 shows the range from 2GHz to 30 GHz where it can be seen that the Zo of the conventional
and Zo-optimized microstrips is 53 Ω and 51 Ω at 2GHz and 50.5Ω and 50.1 Ω at 30GHz respec-
tively. Also, at 5GHz the impedances of the two designs are 51.9 Ω and 50.2Ω respectively. So, at
5GHz the percentage difference from the 50Ω target is 3.8% for the conventional microstrip and
0.4% for the Zo-optimized microstrip. The percentage differences do not seem too large in either
case. However, in many high-performance designs, microstrip lines are used extensively with many
different microstrips employed. So, the effects of impedance mismatches at the inputs and outputs
of all the different microstrips become significant. It is clear from Figure 4 that it is desirable to
use the impedance-optimized design. Also, because the Zo-optimized design is design rule checklist
(DRC) clean in the BiCMOS 130 nm technology, no additional expense is required in choosing the
Zo-optimized microstrip transmission line. The impedance change with frequency of a conventional
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microstrip is the result of the skin-effect inductance decrease in the signal line. In general, the
thicker the signal line, the greater the skin-effect inductance decrease. So, in technologies with
thick top-metals, it is advantageous to use the Zo-optimized microstrip.

3. CONCLUSIONS

An on-chip impedance-optimized microstrip transmission line was presented in this paper that
makes use of capacitance “plates” in a microstrip ground return line with “windows” opened to
expose the silicon substrate below. The proposed impedance-optimized microstrip is DRC clean
and requires no additional mask levels or process changes. HFSS simulations of a 50Ω Zo-optimized
microstrip and a 50Ω conventional microstrip show that the Zo-optimized microstrip Zo is more
constant from 2 GHz to 30 GHz giving it an advantage in multi-band and ultra-wide-band circuit
designs with many microstrips where Zo matching is critical at multiple frequencies.
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Abstract— A single molecule magnet (SMM) could be used as a qubit in quantum information
processing. In this work, we suggested a method for the measurement of the SMM state with a
microstrip resonator. In our method the frequency of the electron spin resonance adiabatically
approaches to the fundamental frequency of the microstrip resonator. The shift of the resonator
frequency is maximal near the crossing point. This shift depends on the initial state of the SMM
and can be used for the measurement of the initial state. We have used the classical approach
for description of the SMM dynamics and the interaction between the microstrip and SMM. We
have obtained an analytical expression for the resonator maximum frequency shift and performed
numerical analysis in the vicinity of the crossing point.

1. INTRODUCTION

In quantum information processing, single molecule magnets (SMM) can be used as qubits [2].
Measurement of the qubit state is fundamental to a successful quantum computer. A microstrip
resonator recently became an important tool in quantum information processing [3]. In this paper,
we suggest using a microstrip resonator as a method to measure the SMM spin state . We consider
the adiabatic spin dynamics assuming that, the SMM magnetic moment remains parallel or an-
tiparallel to the effective magnetic field. In this work, we use the classical equations of motion for
the SMM magnetic moment. The microstrip was described in an equivalent circuit model. Only
the rotating component of the transversal field on the SMM was taken into consideration and the
anisotropy field was ignored.

2. SMM-MICROSTRIP SYSTEM

A diagram of a microstrip resonator is shown in Fig. 1. The microstrip resonator can be represented
by an LC circuit. In terms of the physical shape of the microstrip resonator, the parameters, C
and L, can be approximated as:

C =
εwl

d
, L =

µold

w
(1)

where ε is the permittivity of the dielectric substrate, µo is the permeability of free space, w and l
are the width and the length of the microstrip, and d is the distance between the microstrip and
the metallic plate as shown in Fig. 1 [1].

We consider a SMM that is experiencing a permanent external magnetic field together with a
transversal magnetic field created by a microstrip. The dynamics of the SMM is governed by the
following equation

~̇m = −γ (~m× (B1 cos(ωt)x̂ + B1 sin(ωt)ŷ + Bextẑ) (2)

where ~m = mxx̂ + myŷ + mz ẑ is the magnetic moment of SMM, γ is the absolute value of the
electronic gyromagnetic ratio, B1 is the magnitude of the transversal rotating magnetic field of
frequency ω caused by the microstrip resonator and Bext is the magnitude of the external permanent
magnetic field, which points in the positive z-direction. (Only the resonant rotating component of
the transversal field is taken into consideration.) Letting m+ = mx + imy = ±moe

iωt, where mo

is the magnitude of the transversal magnetic moment, we describe the two stationary solutions in
the rotating system of coordinates, where

mo =
γB1m√

(γB1)2 + (γBext − ω)2
, (3)

The magnitude of the magnetic moment is m =
√

m2
o + m2

z. The two stationary solutions describe
the magnetic moment, parallel or antiparallel to the effective field in the rotating system.
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Figure 1: Microstrip resonator and magnetic moment, ~m, of the SMM at an instant when the magnetic
moment of the SMM points in the positive x-direction. l and w are the length and the width of the
microstrip, s is the distance between the substrate and the SMM.

3. EQUATION FOR RESONATOR FREQUENCY

We assume that the oscillating component of the magnetic moment, mx, generates an emf in the
equivalent circuit of the microstrip resonator

emf = −dΦ
dt

= −k′
dmx

dt
(4)

where k′ is a parameter determined by the geometry of the microstrip. Applying Kirchoff’s rules
to an LC circuit with the emf from Eq. (4) and taking its time derivative, we get

− I

C
− LÏ − k′m̈x = 0 (5)

In order to find the eigenfrequency of the resonator affected by the SMM, we put

I = Ioe
iωt, mx = κmoe

iωt (6)

The parameter, κ = ±1, respectively describes the magnetic moment parallel or antiparallel to the
effective field in the rotating system. In the zeroth approximation putting k′ = 0 we obtain the
resonator frequency, ω = ωo = 1/

√
LC.

Next, we obtain the frequency of the resonator-SMM system in the first approximation. The
transversal oscillating magnetic field at the SMM location is assumed to to be Bx = kI, where k
depends on the geometry of the microstrip. We take into consideration, only the resonant rotating
component of the transversal field with the magnitude B1 = 1

2kIo. From Eq. (5) and taking into
consideration Eq. (3), one obtains

Io

(
− 1

C
+ Lω2 +

κγkk′mω2

√
γ2k2I2

o + 4(γBext − ω)2

)
= 0 (7)

Letting A = γkk′m
L , D = γkIo, r = γBext

ωo
, and x = ω

ωo
, one gets

− 1 + x2 +
κAx2

√
D2 + 4ω2

o(r − x)2
= 0 (8)

We will use the following parameters for estimation: γ = 1.761 × 1011 s−1T−1, s = 252 nm
(we assume the distance between the SMM and the microstrip is 2 nm, and the thickness of the
microstrip is 250 nm), w = 0.4mm, m = 1.85 × 10−22 JT−1 (this corresponds to SMM, Mn12-
Acetate, with m = 20µb, i.e., S = 10), l = 1.5 mm, and d = 5 mm, ε = 13εo. With these
parameters, we have k = 1.57 × 10−3 TA−1, k′ = 3.02 × 103 Hm−2, L = 23.6 nH, C = 13.8 fF,
ωo/2π = 8.82GHz, D

Io
= 2.77× 108 s−1A−1 , and A = 6.57× 10−3 s−1.
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(a) (b)

Figure 2: The dependence of the relative frequency shift on γBext

ωo
for Io = 1 µA. (a) κ = 1 and (b) κ = −1.

(a) I  =10   Ao 
-4 (b) I  = 5  10   Ao 

-5+

(c) I  =   10   Ao 
-5+

Figure 3: Relative frequency shift for different current amplitudes and κ = −1. All other parameters are the
same as in Fig. 2. The function, ω = γBext, is represented by the dashed line.

At the crossing point, (x = 1), the relative frequency shift, |ε|, is maximum when D → 0 i.e.,
when the current approaches zero

|ε(Io → 0)| = 1
2

√
A

ωo
=

1
2

√
γkk′m
Lωo

(9)

With our parameters, the maximum relative frequency shift at the crossing point is approximately
1.72× 10−7.

The classical description of the microstrip is valid if the microstrip energy is much greater than
its energy quantum: 1

2LI2
o À ~ωo. Taking 1

2LI2
o/2 = 10~ωo, we obtain the lower bound for the

current amplitude: Io ≥ I ′o =
√

20~ωo/L. For our parameters, we have I ′o = 7.04 × 10−8 A. For
current amplitude, I ′o, the relative frequency shift is approximately the same as for Io → 0.
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4. HYSTERESIS BEHAVIOR OF THE MICROSTRIP FREQUENCY

With our parameters and current amplitude Io = 1µA, we numerically solved Eq. (8). The relative
frequency shift of the resonator as a function of the ratio γBext−ωo

ωo
is shown in Fig. 2. When κ = 1,

Eq. (8) has three real positive solutions in the region, −1.18×10−5 ≤ r−1 ≤ −3.45×10−7, and one
real positive solution outside this region. When κ = −1, Eq. (8) has three positive real solutions in
the region, 3.45×10−7 ≤ r−1 ≤ 1.18×10−5, and one real positive solution outside the region. One
can see that the maximum resonator frequency shift is not at the crossing point. The maximum
relative frequency shift, |ε|max, for our parameters is approximately 1.18×10−6 for κ = ±1. For the
minimum value of the “classical current amplitude”, Io = I ′o, we have approximately 1.69 × 10−4.
This value is the maximum frequency shift one can expect to observe.

We numerically determined that the hysteresis behavior disappears with current, Io, approxi-
mately greater than 10−4 A. Fig. 3 shows the relative frequency shift for different current amplitudes.

Our numerical computations show that when the current amplitude decreases, the relative fre-
quency shift |ε| monotonically increases. We numerically infer that the extremum (maximum for
κ = 1 and minimum for κ = −1) value of x in Eq. (8), occurs when x = r i.e., ω = γBext. With
this substitution, we obtain the exact expression for the resonator frequency:

xext =

√
D

D + κA
=

√
LIo

LIo + κk′m
(10)

Thus, the maximum frequency shift, |ε|max, is given by the expression

|ε|max =

∣∣∣∣∣

√
LI0

LI0 + κk′m
− 1

∣∣∣∣∣ (11)

For Io = 1µA, the maximum frequency shift for a 20µB SMM is estimated as |ε|max ≈ 1.18× 10−6

for κ = ±1.

(a) κ = 1 (b) κ = -1

Figure 4: Expected behavior of the resonator frequency for a decreasing magnetic field κ = ±1. The dashed
line corresponds to ω = γBext.

5. CONCLUSION

We have developed the theory of the SMM measurement with the microstrip resonator using a
classical description of the microstrip resonator and the SMM spin dynamics. We derived an
analytical expression for the maximum frequency shift of the resonator (Eq. (11)) and numerically
determined the behavior of the relative frequency shift, ω−ωo

ωo
, as a function of the ratio, γBext

ωo
. The

hysteresis behavior of the resonator frequency was demonstrated. The maximum possible relative
frequency shift for a 20µB SMM is estimated as |ε|max ≈ 1.69× 10−4.

Next, we propose two methods to use the resonator frequency shift to find the spin state of
the SMM. We consider only two initial states of the SMM, ones where the magnetic moment is
parallel or anti-parallel to the external magnetic field. The two states can be distinguished using
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the frequency shift of the microstrip resonator. Let the initial Larmor frequency, γBext, be much
greater than the frequency of the microstrip resontator, ωo. Then the Larmor frequency is slowly
(adiabatically) lowered. The frequency shift, ω−ωo, is negative if the magnetic moment was initially
parallel to the external magnetic field. Otherwise, the frequency shift will be positive. Thus, using
the sign of the resonator frequency shift one can distinguish these two states of the SMM: the
ground state, mz = m, and the upper state, mz = −m. Note that the spin state can be measured
non-destructively if we do not cross the point of frequency jump and adiabatically return to the
initial value of the magnetic field Bext.

Suppose that an experimental apparatus does not allow one to measure the sign of the frequency
shift, ω−ωo, but only its absolute value, |ω−ωo|. In this case, the spin state of the SMM can still
be deteremined. Assume that the external magnetic field adiabatically decreases from the values
γBext À ωo to the value B′ in Fig. 4(a) and Fig. 4(b). The frequency jump is avoided so that
the spin state can continue to change adiabatically. For current amplitude, Io = 1 µA, the relative
frequency shift, |(ω−ωo)/ωo|, is 7.13×10−8 when mz = m and 4.15×10−7 when mz = −m. Thus,
the relative frequency shift, |ε|, at Bext = B′ differs more than 5 times for the two initial states
of the magnetic moment. Afterwards, the external magnetic field is increased back to its initial
value. Therefore, a nondestructive measurement of the spin state of the SMM can be performed
regardless of the sign of the frequency shift.

If the spin state of the SMM need not to be preserved, the magnetic field can be further
decreased. If mz = m, then the frequency shift, |ω − ωo| reaches its maximum value, |ωa − ωo| in
Fig. 4(a). This maximum value will be observed at γBext < ωo. In the opposite case, mz = −m, the
maximum frequency shift for the decreasing field Bext is |ωg − ωo| in Fig. 4(b). It will be observed
at γBext > ωo. Thus, decreasing the external magnetic field, Bext, one can observe the frequency
shift whose sign, absolute value and position are different for the two SMM spin states. Despite
the fact that this method destructively measures the spin state of the SMM, the frequency shift,
|ε|, is permitted to reach its maximum possible value.
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Electromagnetic Sources and Observers in Motion III — Derivation
and Solution of the Electromagnetic Motional Wave Equation
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Abstract— The evidence for the existence of the propagation medium (ether) for the trans-
mission of electromagnetic (EM) waves (light), is considered in Paper I PIERS Xi’an. Einstein’s
relativity based on no propagation medium, and therefore not supported by the medium based
Lorentz transform (LT), is considered in Paper II PIERS Xi’an. These two papers have led to the
requirement of an EM motional wave equation, based entirely on the medium, in this Paper III.
It appears that those aspects of Einstein’s special relativity (SR), based on no medium, have
not been proven theoretically or confirmed experimentally. Researchers claiming to have verified
SR have usually verified the medium based Lorentzian (time and space compression) aspect of
SR, not the absence of the medium. Without a propagation medium, and having no ability to
distinguish between source and observer motion, it appears that SR cannot be a solution of the
medium based wave equation. It appears to be inconsistent; Einstein claims no medium, with all
the ambiguities and paradoxes that are implied. But uses a medium in his solution of the wave
equation, in his motional electrodynamics, which cannot be derived without a medium. There-
fore, SR appears to be an incomplete, ambiguous description of the EM propagation process. A
general solution for source and observer motion moving relative to the propagation medium, is
developed for the first time, removing ambiguities and predicting the complete causal radiation
process. The derivation uses the medium based Maxwell’s equations, and the kinematic effect is
included through the Lorentz contraction of space and time with motion relative to the medium.
The new visual theory, an extension of the LT, distinguishes between source and observer motion
and between stationary and constantly moving systems, which, without a medium, SR cannot
do. That part of SR based on the propagation medium seems correct, but those aspects based
on no medium, (concept of relativity and relative motion) appear false. Reinstating the medium
forbids material time travel, allowing causally only visual time travel to the past. This prevents
the absurdity that the future can be observed before it occurs.1

1. INTRODUCTION

Maxwell [1], Lorentz [2], and Poincaré [3] supported the propagation medium, and Einstein [4]
opposed it. For clarity, the medium is defined here as the means that transmits or propagates the
wave disturbances, described by its causal wave equation. By having an EM propagation medium
satisfying the wave equation, observations will have a well defined reference, be observable and
predict a consistent sequence of events (cause always precedes the effect). To effectively remove the
propagation medium, SR uses oblique time and space axes simulating simultaneity (symmetrical
propagation times upstream and down), which has not been observed. Thus the theories of Maxwell,
Lorentz, and Poincaré are medium based, satisfy the wave equation, have rectangular axes, are
causal and observable. Whereas, Einstein’s SR, assuming no medium, can not satisfy the wave
equation, have oblique axes, and are non causal and non observable. The medium based LT
predicts asymmetrical propagation times, (not symmetrical ones predicted by the ether-less SR),
which have been confirmed through Sagnac [5]. SR therefore does not appear to represent complete
reality.

The existence of the propagation medium [6] and the lack of credibility of Einstein’s relativity [7]
have been considered in Xi’an. To predict events, according to cause and effect, the classical wave
equation should be derived and solved with respect to its propagation medium. This is true for
vibrations in structures, sound propagation in air and EM waves in its propagation medium. The
only difference between the classical and EM wave equation is that time and space shrink through
motion according to the LT. But of course this does not affect its causality, providing the medium
is retained. Through the medium’s assumed absence, this derivation has not been attempted
previously. The medium based theory established here is in accord with the LT, it is extended for
both source and observer motion. It supports all the motional properties of the LT, plus important
new motional optics resulting from individual source and observer motion.

1Author’s email: selwyn.wright@ntlworld.com.
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2. EM WAVE EQUATION

The electrical medium properties are: permeability (equivalent electrical density) µ, dielectric
permittivity (electrical rigidity) ȩ, EM impedance to the passage of light z = µc and propagation
speed c = (µȩ)−1/2. To describe EM disturbances propagating relative to its medium, Maxwell’s [1]
four electromagnetic field equations are used, vis:

divD = ρ Gauss electrical (1a)
divB = 0 Gauss magnetic (1b)
curlE = −∂B/∂t Faraday inductive (1c)
curlH = ∂D/∂t + J Ampere-Maxwell (1d)

In the above equations, D = ȩE, where D is the electrical displacement and E is the electric field.
B = µH where B is the magnetic flux density and H is the magnetic field, ρ is the electric charge
density and J is the current density. In a vacuum, where there is no charge or current, ρ = 0,
J = 0, H ·D = 0, H ·B = 0, then the last two equations above reduce to:

H× E = −∂B/∂t, H×B = µȩ∂E/∂t, (2)

Here we have used the shorthand symbols div ≡ (H·) and curl ≡ (H×). If an electromagnetic source
singularity of charge strength Q(t) is introduced at the origin of the coordinate system, then one
has:

H× E = −∂B/∂t, H×B = µȩ∂E/∂t + Q(t) (3)
Again 1/µȩ = c2 corresponds to the propagating speed squared, relative to the propagation medium
and its electric field. Taking the curl of both sides of the first equation in (3) one has:

H×(H×E) = H×(−∂B/∂t) where H×(H×E) = H(H·E)−H2E = −H2E as H(H·E) = 0 (4)

Inserting the right hand side (RHS) of Equation (3), into Equation (4), gives:

− H2E = H× (−∂B/∂t) = −∂/∂t(H×B) = −c−2∂2E/∂t2 − ∂Q(t)/∂t, (5)

Thus the ‘stationary’ electromagnetic wave equation becomes:

H2E − c−2∂2E/∂t2 = ∂Q(t)/∂t, or ¤2E[t] = ∂Q[t]/∂t, where ¤2 = H2 − c−2∂2/∂t2 (6)

Generally, the outward solution for this second order differential equation is then:

E[τ ] = (4πR)−1∂Q[τ ]/∂t, where τ = t−R/c (7)

Thus, we now have to distinguish between t the familiar universal (observer) time and the observed
source event time τ . R is the disturbance propagation distance between the source emission and
the observer reception position in the medium. τ is sometimes called the retarded time because it
can be expressed in terms of time t and the propagation delay time R/c between the source and
observer, where c is the propagation speed of light. Q is the charge strength and the rate of change
of charge dQ/dt is the source strength.

3. EFFECT OF MOTION (CLASSICAL, GALILEAN)

A solution in general for classical sources and observers in motion relative to a propagation medium
is available, Wright [8]. According to this solution, one can assume the disturbance to be invariant
and time to change through motion. Equation (7), is then Galilean transformed as follows. Let the
source and observer move at velocity ‘s’ and ‘o’, respectively, relative to the propagating medium.
Let the source and observer time be represented by ts and to, respectively, and tp be the time in
the stationary propagating medium space xp. Following the format of Equation (6), the motional
wave equation can then be written as:

¤2
p(∆oE[tp]) = ∂(∆sQ[tp])/∂tp, ¤2

p = H2
p − c−2∂2/∂t2p (8)

where the local motion operator ∆o transforms, through observer motion, its local time as:

∆oE[tp] =
d→o
∫ δo(x− (otp − nd))Ho(x)Ho(d− x)E[tp]dx = E[to],

δo(β) = ∞ if β = 0, δo(β) = 0 if β 6= 0, Ho(γ) = 1 if γ > 0, Ho(γ) = 0 if γ < 0
(9)
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For those who are not mathematically inclined, the δ function defines motion of an impulse repre-
senting a point source moving across a window d, and the H functions confine motion within the
window. Performing the integration in Equation (9), the relationship between to and tp becomes:

to = ε−1
o tp, εo = (1−Mo), Mo = o/c (10)

Similarly for source motion:

∆sQ[tp] =
d→o
∫ δs(x− (stp − nd))Hs(x)Hs(d− x)Q[tp]dx = Q[ts],

ts = ε−1
s tp, εs = (1−Ms), Ms = s/c

(11)

Therefore, the motional transforms ∆o and ∆s describe individually point observers and sources
moving repeatedly across separate windows, in the propagating medium. On reaching the edge
of the window they reappear at the start. They have, therefore, associated with their motion a
frequency band or time spread. As the flight path d goes to zero for a constant velocity, n goes to
infinity. The frequency band becomes a single Doppler shifted frequency or single time shift. Thus
time is transformed from that of a stationary to a moving frame. These point moving (local motion)
transforms have the property of describing motion at a specific point in the medium exactly. The
dynamic motional operators εs and εo describe the effect of motion on source and observer time,
respectively. Thus the stationary EM wave Equation (6), can be extended for both source and
observer motion relative to the propagation medium, based on the local motion transforms, as:

¤2
pE[to] = ∂(Q[ts])/∂tp, ¤2

p = H2
p − c−2∂2/∂t2p (12)

Its solution, in the format of Equation (7), is then:

E[τo] = (4πR)−1∂Q[τs]/∂tp, τo = to −Rp/c (13)

τo is the observed source event time, which is a different scale than the source event time τs. The
relationships between these temporary instantaneous event times, from Equations (10) and (11),
now become:

εoτo = τp = εsτs, or τo = εsε
−1
o τs, (14)

For more general arbitrary motion the situation is illustrated in Figure 1 where:

εs = 1−Ms cosσs, εo = 1−Mo cosσo (15)

Here σs and σo are the angles made between the individual source and observer motion directions
and a line (propagation path) joining the emission and reception positions. Ri is the initial sep-
aration distance, Rp is the initial propagation distance and R∗ is the instantaneous propagation
distance, between the source and observer. to is the observer time which is equal to the propagation
time Rp/c, plus the observer event time τo. Ms = s/c and Mo = o/c, where M is used in honour
of Mach [9], it is preferred to β that is sometimes used.

4. KINEMATIC (LORENTZIAN) MOTION

We now include the permanent accumulative effect of Lorentz’s time and space contraction through
motion, relative to the medium. It should be emphasized that it’s not the medium that changes
through motion. It’s the material (the electronic structure of matter), in the moving system, that
compresses in space and time, i.e., any kind of system, made of atoms or molecules, including life
itself. The fundamental effect of Lorentz’s system transform, is to maintain the invariance of the
propagating speed in the moving observer frame co = xo/τo and the stationary propagation medium
cp = xp/τp. The theory is extended to include the moving source frame cs = xs/τs. To accomplish
this invariance, systems have to compress (time and space contract) in the moving frame, relative
to the stationary propagation medium, by the same ratio α, exactly, i.e.,

cs = xs/τs = αsxp/αsτp = xp/τp = cp = αoxp/αoτp = xo/τo = co (16)

where

τs = αsτp, τo = αoτp, xs = αsxp, xo = αoxp, αs = (1−M2
s )1/2, αo = (1−M2

o )1/2 (17)
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Giving the kinematic time and space relationships between the source and observer as:
τs/αs = τp = τo/αo xs/αs = xp = xo/αo (18)

The conventional Mach numbers for source (Ms) and observer (Mo) motion relative to the medium
are:

s = (xp/τp)s, Ms = s/c = (xp/τp)s/c, o = (xp/τp)o, Mo = o/c = (xp/τp)o/c (19)

And the hybrid (across frame) Mach numbers (M∗
s ) and (M∗

o ) between the stationary medium
space xp, and times τs and τo in the moving source and observer frames respectively, also can be
defined as:

M∗
s = (xp/τs)s/c = (xp/τp)s/cαs = Ms/αs, M∗

o = (xp/τo)o/c = (xp/τp)o/cαo = Mo/αo (20)

Although it is presumed that the speed of light cannot be exceeded, i.e., M < 1, within frames, it
appears that it can be exceeded across frames, M∗ > 1. The speed and distance capability is much
greater in the hybrid frame by α−1, where distance is measured in the stationary frame (real world
space) and the slower time in the moving astronaut frame. As M → 1, α → 0, and M∗ → ∞,
allowing huge distances to be achieved in space travel, in a shorter time in the moving frame,
without exceeding the speed of light in the stationary medium. Super-‘lightic’ speed across frames
M∗ = 1, occurs when M ≈ 0.7. Combining the dynamic (Galilean) and kinematic (Lorentzian)
motional effects, assuming the effects are multiplicative, in accordance with the Lorentz transform
(LT), one has from Equations (14) and (18), the final form of the motional event time transform
Kt (rate of change of observer time compared to the source time) as:

(εsτs)/αs = τp = (εoτo)/αo, or τo/τs = Kt = Kd ·Kk =
(
ε−1
o εs

)
d

(
αoα

−1
s

)
k

(21)

From Equations (13), (17) and (21) one has:

to = Ro/c + τo, Ro = αoRp, τo = ∫ [
εsα

−1
s ε−1

o αo

]
dτs (22)

5. ARBITRARY MOTION

Equation (22) gives the accumulative observer event time for given continuous arbitrary source and
observer flight paths through the universe. The dynamic directional time change, affected by εsε

−1
o ,

is caused through the wave dynamics (instantaneous Doppler) including the generation, transmis-
sion and reception of the EM waves. The kinematic omni-directional time change, determined by
α−1

s αo, is caused through the instantaneous Lorentzian time contraction at the moving systems.
The dynamic and kinematic time changes are indistinguishable during motion. However, the for-
mer ceases (is temporary), the latter remains (is permanent) after motion stops. The relationships
between event time scales τs, and τo, for arbitrary source and observer motion, are illustrated in
Figure 2. The vertical and horizontal axes represent time tp and space xp, in the propagation
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medium respectively. Corresponding event times τs and τo are connected by propagation light
paths. These paths represent light moving forward in time, from source to observer, going from left
to right in the direction of the arrows. The gradient of the light paths is 1/c (45◦ if xp is in light
years). If the source and observer were interchanged, the light paths would go from right to left and
have a negative gradient, giving an entirely different observed time history for the same flight paths.
This clearly distinguishes between source and observer motion, which Einstein’s relativity cannot
do. In these particular flight paths, the ts and to curves start at the same time but at a different
place. They end at a different time, but at the same place. Solving the motional wave equation with
respect to the propagation medium establishes causality, giving a definite direction of time, future
and past. Time can be quickened, slowed and reversed, according to the speed and direction of
the source and observer relative to the medium. Einstein’s SR without a medium, cannot satisfy
causality or distinguish between source and observer motion.

To actually participate in or change the source events as they happen, the observer must, of
course, come in physical contact (interact) with the source, at the source event time. By definition
this rules out any kind material or active participatory time travel. According to this new causal
theory, only visual time travel to the past is valid, defined to happen when the event time transform
Kt in Equation (21) is negative. This allows one to observe past events, but not to interfere with
them, because they have already happened. If the actual speed of light can be avoided or bypassed,
then perhaps one could observe an historic battle, or see one’s ancestors rising from their graves,
but not to interact or communicate with them. On the other hand, it is not possible (non causal)
to participate presently in future source events, materially or visually, because they have not yet
occurred. Although generally it is not considered possible to travel faster than the speed of light in
the medium, effective speeds greater than the speed of light appear possible across hybrid reference
frames. Here space is measured in the familiar universal propagation space, and time in the slower
astronaut’s time. In this way, vast distances can be achieved across the universe in a relatively
short time. This can be expressed by M∗ = M/α, If α is say 0.01, then the motion can potentially
be 100 times that of the speed of light. This indicates that distant galaxies, thought too far to
reach in a lifetime, can now be colonized within a reasonable practical time, without exceeding the
actual speed of light in the propagation medium. However, again this is not time travel, it is just
getting there quicker and ageing less. Applications of the new theory, demonstrating the use of
Figure 2, are given in [10].

6. CONCLUSION

A causal motional wave equation, for electromagnetic sources and observers in motion, with respect
to its propagation medium has been derived and solved. Whereas, those aspects of Einstein’s special
relativity based on no propagation medium are considered irrational (non causal).
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féromètre en rotation uniforme,” Comptes Rendus, Vol. 157, 708–710, 1913.

6. Wright, S. E., “Electromagnetic sources and observers in motion I — Evidence supporting
the EM propagation medium for the transmission of light,” PIERS Proceedings, 71–76, Xi’an,
China, March 22–26, 2010.

7. Wright, S. E., “Electromagnetic sources and observers in motion II — Einstein’s ether-less
relativity versus Lorentz’s medium based theory,” PIERS Proceedings, 77–81, Xi’an, China,
March 22–26, 2010.

8. Wright, S. E., “Sources and observers in motion I: Time variant analysis and implications to
aerodynamic sound,” Journal of Sound and Vibration, Vol. 108, No. 3, 361–378, 1986.

9. Mach, E., Mach’s Principle, Mach’s archive, Deutches Museum, Munich, 1887.
10. Wright, S. E., Problems with Einstein’s Relativity, Trafford Publishing, 2010.



1156 PIERS Proceedings, Cambridge, USA, July 5–8, 2010

Electromagnetic Sources and Observers in Motion IV — The
Nature of Gravity and Its Effect on the Propagation Medium

S. E. Wright
ECASS Technologies Ltd., Moor Lane Laboratory, Kirkburton, Huddersfield, HD8 0QS, UK

Abstract— Considerable data indicates that the propagation medium (ether) exists (Paper I
PIERS Xi’an). Also it appears that Einstein’s ether-less relativity is not supported by the medium
based Lorentz transform (Paper II PIERS Xi’an). Whereas, a third companion Paper III, at this
conference, establishes a motional wave equation for both source and observer motion relative to
the medium. This Paper IV investigates the effect of gravity, based on the medium’s existence.
Here it appears that source motion compresses source space and time, observer motion effectively
expands them, and gravity compresses the medium and systems within. The medium therefore
provides a link between Lorentz, accelerating frames and gravity, giving an optical explanation
of the Equivalence Principle. The nature of gravity is considered, where it recognisees that
finite structures of atoms and molecules can avoid singularities in their field equations. This
allows gravity to be considered as a residual difference electrical field from dissimilar charges
within these finite distributed atomic structures, linking large scales of gravity with the small
atomic scale. Distinction is made also between binding mass, (energy required in constructing
particle structures), and gravitational matter, (mass of complete atoms and molecules capable of
generating the residual difference electrical fields producing gravity). It appears the medium is
attracted locally by these gravitational fields, surrounding and moving with gravitational bodies.
The gravitational field pervading throughout the universe, from all matter, will then create a net
zero vector field, but a finite universal scalar field. This potential energy field appears to provide
the absolute reference for the medium at rest in space and create the inertia for mass in motion.

1. INTRODUCTION

The propagation medium is shown to exist [1], its presence justified theoretically in [2], and the
motional wave equation derived with respect to the medium in [3]. In this paper it is shown that
the medium provides the common basis between the Lorentz transform [4], accelerating systems
and gravity [5], providing an optical explanation of the Equivalence Principle. It also provides
evidence that gravity is the residual difference electrical field between dissimilar charges within
finite distributed atomic structures, providing the link between the electric field, large scales of
gravity and the small atomic scale.

2. LORENTZ TRANSFORM, ACCELERATING SYSTEMS AND GRAVITY

According to the Lorentz transform (LT), systems compress (systems contract and time slows)
moving relative to the medium, the medium remaining unchanged. This leads to the source com-
pressing (time slowing) through motion, but effectively expanding (source time quickening) through
observer motion (observer time actually slows, making the source time appear to quicken). This
is an important property of observer motion, which Einstein’s special relativity (SR) [6], cannot
recognise. In the absence of gravity, the system compression is based purely on motion with respect
to the medium, as summarized in Figure 1(a), considered in the companion Paper III and in further
detail in [7]. There is nothing distinctive regarding motion, whether it be constant or accelerative
motion. Time slowing and system compression is concerned with the system’s actual velocity at
any instant with respect to the medium, compared to the speed of light. Not relative motion between
systems, unable to detect constant motion, as considered by SR.

Whereas, gravity actually compresses the medium and everything within it, according to Schwar-
zschild (8), considered in some detail in Section 3. As a simple example, Figure 1(b) illustrates
the presence of a gravitational field ‘g’, compressing the medium in the direction of the field
(gravitational body). Here space contracts and time slows, bending a light ray perpendicular to
the field, to the left, in the direction of the field, as depicted in the figure. If now an observer frame
is accelerated by ‘a’ to the left, in the direction of the field, time slows and space compresses at
the observer. This makes the stationary medium appear to expand relatively, and its time quicken,
making the light ray appear to bend to the right (away from the direction of motion), in the moving
observer frame. When a = g (freely falling) the ray will be vertical. It is taken for granted in a



Progress In Electromagnetics Research Symposium Proceedings, Cambridge, USA, July 5–8, 2010 1157

g a

propagation

medium

s

o

down up

(a) (b)

Figure 1: (a) Individual source and observer motion. Individual source speed ‘s’ and observer speed ‘o’,
relative to the propagation medium locally compress time and space. Observed event times compress with
source motion and expand with observer motion. (b) The effect of gravity ‘g’ and observer acceleration ‘a’.
Gravity compresses medium, observer acceleration effectively expands medium. Light ray bends left towards
gravity ‘g’, and to the right in the moving frame, through acceleration ‘a’. Ray is vertical when a = g.

falling lift (elevator), that there will be no visual effect of motion, everything will appear to be
accelerating together.

However, to actually see individual items ‘floating’ in the moving frame there appears to be a
further condition. The ray bending by the Earth’s medium compression must be offset exactly by
the ray bending through observer expansion in the accelerating lift. This is the physical explanation
of the Equivalence Principle [9], based on an observer and a propagation medium. Einstein, not
recognising the existence of the propagation medium, or the special expansion properties of a
moving observer, cannot explain this phenomenon optically. The observed effect clearly depends on
distinguishing between source and observer motion relative to the medium, which special relativity
cannot do. It is not that gravity attracts light; it is the medium through which the light travels
that is compressed. If there was no medium there could be no gravitational medium compression or
accelerating observer frame expansion of the medium.

3. GRAVITATIONAL AND ACCELERATIVE TIME

Consider the source event time τsg, in a gravitational field, in the direction of the field, compared
to the general free field propagation time τp. Because of the equivalent compression effect through
motion, gravitational time can be expressed in a similar format used to calculate Lorentz’s system
time and space compression through motion, described in the companion paper III. For gravity,
the medium and imbedded systems compress in the direction of the field (medium contracts, time
slows), according to a gravitational compression operator δsg, thus for M ¿ 1:

τsg =δsgτp, xsg =δsgxp, δsg=(1−M ′
sg)

1/2≈(1−M ′
sg/2), ∆τsg =∆δsgτp =−(M ′

sg/2)τp =−Msgτp (1)

M ′
sg=2Gm/c2R=2gR/c2=2(gR/c)/c=2v/c=2Msg where g=Gm/R2, v=gt, t=R/c, Msg=v/c (2)

M ′
sg is equivalent to twice the effective Mach number (velocity over the speed of light, Msg = v/c),

its value was established by Schwarzschild, g is the acceleration due to gravity (at the surface of the
Earth g = 9.8m/s2). G is the gravitational constant 6.67 × 10−11 Nm2/kg2 (G/c2 = 7.4× 10−28),
m is the gravitational mass of the body and R is the radial distance from the body centre. The
event horizon R′ radius from the centre of a gravitational body or singularity (black hole), inside
of which light cannot escape, is then defined when M ′

sg = 1. From Equation (2):

R′ = 2Gm/c2 = M ′
sgR (3)

From Equations (1) and (2), the reduced time ageing (time slowing) through gravitational medium
compression, is given approximately by ∆τsg = ∆δsgτp where ∆δsg ≈ −Msg = −Gm/c2R. For
example in Figure 2 the gravity on the Sun’s surface of mass m = 2×1030 kg and radius R = 7×108 m
gives ∆δsg = −(G/c2)m/R = 7.4 × 10−28 × 2 × 1030/7 × 108 = 2.1 × 10−6 and for a 24 hour
period τp = 8.6 × 104 s, ∆τsg = −2.1 × 10−6 × 8.6 × 104 = −180 ms/day slowing compared to
free space. On the Earth’s surface, from its own gravity, m = 5.98 × 1024 kg, R = 6.37 × 106 m,
∆τsg = −0.06ms/day slowing. Also on the Earth’s surface a distance of R = 1.5× 1011 m from the
Sun, ∆τsg = −0.74ms/day.

A gravitational potential change −Msg across a small distance ∆R = R1 − R2 in the direction
of field (R1 > R2), from Equations (1) and (2) is given below. Light propagating a distance ∆R



1158 PIERS Proceedings, Cambridge, USA, July 5–8, 2010

Earth 

rotating 

-1  s/day 

Sun and Solar System 

moving through universe 

-40ms/day 

Earth orbiting 

-0.4ms/day 

Sun’s gravitational effect on Earth 

-0.74ms/day. Earth’s own gravity 

effect on surface -0.06 ms/day 

gravity on 

Sun’s surface  

-180ms/day

µ

Figure 2: Earth orbiting around the Sun illustrating time slowing through gravity and motion.

in the medium, against (+) (wavelength increase) or with the direction of the gravitational field
(-) (wavelength decrease), is stretched or compressed, its wavelength changing by ∆λ, giving red
shifted or blue shifted light respectively, thus:

∆τsg/τp = −∆Msg = − (
Gm/c2

)
(1/R2 − 1/R1) ≈ − (

Gm/c2
)
(R1 −R2)/R2 = −g∆R/c2 (4)

giving ∆λ/λ = ∆τsg/τp ≈ ±∆Msg ≈ ±g∆R/c2 (5)

For example, a vertical height rise of ∆R = 10 km above the Earth’s surface, against the direction
of the Earth’s field, ∆Msg = g∆R/c2 = 9.8×104/(3×108)2 = 1.1×10−12 and for a 24 hour period,
∆τsg = 1.1 × 10−12 × 8.6 × 104 = 95 × 10−9 s, i.e., a time difference (quickening) of 95 ns/day.
The effect of gravitational acceleration (compression of the medium) is dependent on how close an
effective velocity (acceleration through a given distance) is compared to the velocity of light, similar
to systems in motion in Paper III. For a system of acceleration ‘a’ moving a distance d, the time t
for a light wave to reach d is d/c. The velocity attained by the system in this time is v = at = ad/c.
The Mach number is then M = v/c = ad/c2. Thus gravity and accelerating systems are equivalent,
their time and space compression depend on an equivalent velocity relative to the medium. For
M ¿ 1, the time change for example an accelerating observer, through acceleration, in the format
of Equation (1), becomes:

∆τoa = ∆δoaτp, ∆δoa = −Moa, where Moa = ad/c2 (6)

Equation (6) is equivalent to Equation (4), where Moa = Msg, a = g, and d = ∆R. Thus the
effect of medium compression through gravity and expansion through observer acceleration, are
equivalent, but opposite effects. One can now obtain, in a simple potential addition, the total
time change ∆τT , though time slowing caused by constant source motion (Lorentz compression)
∆τsα, through time quickening caused by observer acceleration, (expansion) ∆τoα, and time slowing
through local gravity (compression) ∆τsg, thus:

∆τT ≈ ∆τsα −∆τoa + ∆τsg (7)

where for M ¿ 1

∆τsα = ∆αsατp, ∆αsα ≈ −M2
sα/2, Msα = s/c, (constant source motion) (8)

∆τoa = ∆δoaτp, ∆δoa ≈ −Moa, Moa = ad/c2 (observer acceleration) (9)

∆τsg = ∆δsgτp, ∆δsg ≈ −Msg, Msg = Gm/c2R = g∆R/c2 (gravity) (10)

In the absence of gravity g = o, time and space compression are given according to the first
and second terms respectively, on the right hand side in Equation (7). Equations (8) and (9)
can be interchanged depending on whether the source or observer is accelerating or moving at
constant velocity. It can be seen that acceleration is dependant on M , whereas constant motion
(LT) is dependent on M2, which is much weaker for M ¿ 1. The Equivalence Principle is given
by the last two terms in Equation (7). For ∆R = d and g = a (free fall), gravity is completely
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neutralized. Thus for objects to be observed as freely falling (floating), as mentioned earlier, there is
a further requirement. The light deflection on Earth through compression of the medium by gravity,
must be equalled through the kinematic expansion by observer motion. All three effects, gravity,
accelerating frames and the Lorentz transform (constant motion) are based on motion or equivalent
motion with respect to the propagation medium. In Figure 2, using Equation (8), illustrates the
time slowing for the Sun’s motion (M ≈ 1 × 10−3) through the universe. Here ∆τsα = ∆αsατp,
∆αsα ≈ −M2

sα/2 = −(1× 10−3)2/2 = −0.5× 10−6, and for a 24 hour period τp = 8.6× 104 s giving
∆τsα = −0.5× 10−6× 8.6× 104 s ≈ −40ms/day. The Earth’s orbital speed (M ≈ 1× 10−4) around
the Sun gives ∆τsα ≈ −0.4ms/day, and the Earth’s surface rotational velocity (M ≈ 1.5 × 10−6)
becomes ∆τsα ≈ −0.1µs/day. From crude simple addition the total time slowing on the Sun’s
surface compared to free space is ≈ −180 − 40 = −220ms/day and on the Earth’s surface time
slowing ≈ −40.0 − 0.40 − 0.74 − 0.06 ≈ −41.20ms/day. Without a medium none of these effects
could occur. Further examples of source and observer motion are given in [7].

4. THE NATURE OF GRAVITY

The fact that gravity has similarities to the electric field (intensity reduces according the inverse
square law with distance, and its effect is not instantaneous at a distance i.e., it is delayed according
to the light propagation retarded time — distance divided by the speed of light, one must suspect
that the two are connected. Trying to unite the large scales of gravity with the small scales of atoms
and molecules, using ‘point’ atomic models, causes singularities (infinities) in their field equations.
However, it appears that the singularities can be avoided, quite naturally, by replacing the compact
models with non-compact finite atomic structures, creating a link between the electric field, gravity
and the atomic structure. Rather than representing matter by hypothetical strings, which has been
one approach, perhaps a more physical and realistic description is to consider the actual finite
dimensions of these distributed atomic structures.

According to the Standard Model these structures are considered to contain 16 elementary
subatomic particles, 12 fermions which have mass, and 4 bosons which are force carriers, plus a
second set of antiparticle equivalents. In simple terms, the fermions have 6 varieties of quarks (up-
down, strong-charm and bottom-top), and 6 flavours of leptons (electron, muon, tau, and neutrino
versions of the electron, muon, tau). Fortunately, most of the matter in the universe is thought to
be comprised of just negatively charged electrons and two types of charged quarks, having fractional
values of charge q, an up quark ‘u’ (q = 2/3) and a down quark ‘d’ (q = −1/3). Regular atoms
have nuclei of positively charged protons (uud), q = 2/3 + 2/3 − 1/3 = 1 and neutrons (ddu),
q = −1/3 − 1/3 + 2/3 = 0. Equalled by negative electrons (−q) orbiting around the nucleus as
there are protons (+q) in the nucleus.

Generally, it appears that a distribution of positive and negative charges, will always produce
internally an attractive force between dissimilar charges, and externally a micro comb like (alternate
polarity), residual difference electric field. This field will tend to zero as the distribution size goes
to zero. But for a finite size atomic distribution, this field, although small, remains finite and is
capable of attracting similar, dissimilar charge distributions (gravity), explaining for the first time
how gravitational matter always attracts itself. Recognizing the finite distribution of real subatomic
particles, atoms and molecules; their opposite charges and dissimilar fields not quite coincident at
a point, produce a weak, steady, but finite atomic residual difference field (ARDF). Although there
could be weak residual fields from individual quarks, the main contributor to this field appears to
be the proton q = 1 and the electron q = −1.

This internal ARDF appears to cause the close attraction between atoms and molecules (mercury
beads and soap films pulling together), and a very weak external ARDF creating gravity at a distance.
The larger the atomic number (number of orbiting electrons), the larger the interaction between
atoms, the stronger the ARDF and the heavier the element tends to become. Equating the electric
field E, given by E = kqr′/r2 where k = 8.99 × 109 Nm2/C2 and the gravity field given by g =
Gmr′/r2 where G = 6.67 × 10−11 Nm2/kg2, and r′ is the unit vector along the distance radius r,
the ratio of gravitational matter m to charge q becomes m/q = k/G = 8.99× 109/6.67× 10−11 =
1.35×1020 kg/C. It can be seen that gravitational mass m is exceedingly less attractive than charge
q, i.e., vastly more m is required than q to create the same strength g = E, illustrating the weakness
of gravitational (residual electric) fields.



1160 PIERS Proceedings, Cambridge, USA, July 5–8, 2010

5. MASS, MATTER AND REFERENCE FIELD

As Einstein kept reminding us, all forms of energy (potential and kinetic) are equivalent to mass.
It appears that binding mass of subatomic particles, complete atoms and molecules results through
the energy required to construct these systems. For example, in the proton only 2% of its mass
is from its individual components, the other 98% is accountable through the strong binding force
(energy) of the gluons holding the proton together. Inertia appears to be the propagation medium’s
resistance to the change in motion (acceleration) of mass. Examples are accelerating electrons in
orbit around an atom, J. J. Thompson’s e/m experiment and ions moving in mass spectrometers.
Here gravity has no part, just the acceleration of mass (no g, or G involved). Therefore mass
does not have to have anything to do with gravity. Gravitational attraction seems to arise mainly
through finite distributions of dissimilar charges within gravitational matter (atoms and molecules).
However, even neutrons, which are nominally neutral for a ‘point’ structure, their arithmetic charge
being zero, should result in a very weak but finite residual field from individual quarks. Although
neutron stars are nominally neutral, to create their intense magnetic and gravitational fields, it
appears, under their huge compacting pressures, they assume some kind of charge reconstitution
of their quarks, resulting in charges, currents and fields.

Whatever the actual details of the atomic residual difference field (ARDF), it can be considered
to be finite from the almost limitless gravitational matter throughout the universe. It appears
same phase potential fields reduce according to the inverse of distance and dissimilar fields reduce
with the inverse square of their distance from gravitational sources. Whereas, the effect of known
and inferred gravitational matter from any point in the universe tends to increase at least as the
square of the distance, appearing to maintain the field strength. Only through symmetry, from all
directions in space, at any point, does the ARDF intensity tend to zero, whereas its potential energy
remains finite. Thus from the total gravitational matter in the universe, the ARDF should provide a
well defined universal gravitational reference field (UGRF), whose intensity becomes zero but retains
a uniform finite potential energy throughout space. This scalar field, at rest in space, appears to
contribute to the dark energy, provide the mass inertia and the reference for the propagation medium.
Unlike EM and gravity waves which are time varying, the UGRF, from steady charges throughout
the universe appears to be a steady continuous (non-quantised) diffuse field, making it difficult to
detect. This field in some respects, resembles the elusive Higgs field [10].

Newton [11] claimed that accelerative motion was with respect to absolute space. Mach [12]
claimed that it was with respect to the distant matter of the universe. They both appear to
be right. There will be local variations, but for most reference purposes, absolute space, the
propagation medium at rest in space and the universe are considered to be the same thing. In this
sense, it appears that Newton’s claim of absolute acceleration, can be confirmed, and extended to
all forms of motion, including constant motion with respect to the medium and its UGRF. This
enables absolute motion to be measured relative to free space and the medium. In summary, i) Light
is a varying E field from varying charges. ii) The ARDF is the residual steady difference E field
from basically proton and electron charges. iii) Gravity is generated from the ARDF from large
quantities of dissimilar charges in atoms and molecules. iv) The UGRF is the ARDF from the
total gravitational matter in the universe. v) The UGRF provides the reference (energized field)
for inertia and the propagation medium at rest in space. All these effects have a common basis i.e.,
they are all electrical, they all seem to depend on the electric charge. Without charge there could
be no electric field, light, ARDF (gravity) or UGRF (universal reference).

6. CONCLUSION

It appears that the propagation medium provides a common link between gravity, accelerating
frames and the LT, through an equivalent velocity. In the LT, time and space compress in systems
moving relative to the medium. Observer acceleration, with respect to the medium, effectively
expands the medium’s time and space. Whereas, acceleration through gravity compresses time and
space, in both the propagation medium and the systems within, offsetting the observer acceleration
effect. This explains the Equivalence Principle through observations relative to the propagation
medium. Taking into account the finite structure of atoms and molecules, rather than using point
models, removes the singularities in the field equations. Gravity then appears to be the residual
difference electric field from the dissimilar charges within these finite atomic structures, linking the
electric field, the large scales of gravity and the small atomic scale. Distinction is made between
binding mass (energy required to build atomic particles and structures) and gravitational matter
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(mass of complete atoms and molecules providing the residual difference field from dissimilar charges
within). The gravitational field, from the total matter in the universe, appears to generate a field
throughout the universe with zero net intensity but finite energy. This field which could be involved
in the dark energy problem, appears to provide the reference for the medium at rest in space and
the inertia for mass in accelerative motion.
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Matrix Converter Induction Motor Drive Employing Direct Torque
Control Method
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Abstract— The presented paper deals with the implementation of the Switching Table Based
Direct Torque Control (ST-DTC) in the matrix converter-fed induction motor drive. In order to
improve the control of the matrix converter input power factor, the use of the simplified Indirect
Space Vector Modulation (ISVM) was proposed. To verify the feasibility of the proposed solution,
experimental results were presented.

1. INTRODUCTION

The matrix converter belongs to direct AC/AC converters, i.e. converters that transform energy
from one AC power system into another one without an intermediate DC link with energy storage
elements. It enables achieving sinusoidal output current and voltage while maintaining sinusoidal
input current with adjustable input power factor. The absence of the energy storage elements
reduces the size of the converter, which makes it suitable for applications with limited installation
space, like in electric vehicles.

The power part of the matrix converter consists of a 3 × 3 matrix of bi-directional switches
(Fig. 1) which enables switching of 27 switching states (vectors): 3 synchronous rotating vectors,
3 inverse rotating vectors, 18 active (pulsating) vectors, and 3 zero vectors. The synchronous
vectors correspond to direct connection of the input and output terminals. Active vectors are
stationary with amplitude depending on the selected input line-to-line voltage. They can have one
of the six possible directions, mutually shifted by 60 (Fig. 2(a)). If permanently switched, one
such combination would produce a vector which pulsates between its maximum positive and its
maximum negative values. The input current vectors corresponding to these switching states are
shown in Fig. 2(b).

The ST-DTC or Takahashi DTC was proposed by Takahashi and Noguchi in 1986 [3]. The
block diagram of the ST-DTC controller is presented in Fig. 3. The estimated torque and flux
are compared with their reference values, and if they are out of their tolerance bands, an adequate
voltage vector is applied to the motor stator windings. The flux is controlled by a two-level hysteresis
controller and the torque is controlled by a three-level hysteresis controller. The outputs of these
controllers (cΨ and cT ), together with the current flux vector sector (kS-Ψ), are used in the Voltage
Vector Selection Table block to select the appropriate voltage vector from Table 1.
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Figure 1: Matrix converter.

2. DTC USING MATRIX CONVERTER

While the implementation of the Field Oriented Control (FOC) in the matrix converter-fed drives
is quite straightforward, in terms that it doesn’t differ much from the implementation with the
VSI [7], the implementation of the DTC requires modifications of the modulation algorithm.
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(a) (b)

Figure 2: (a) Overview of output voltage vectors and (b) input current vectors.

Figure 3: ST-DTC block diagram.

Table 1: Voltage vectors selection table.

kS-Ψ 1 2 3 4 5 6

cΨ = 0
cT = 1 u2 u3 u4 u5 u6 u1

cT = 0 u7 u0 u7 u0 u7 u0

cT = −1 u6 u1 u2 u3 u4 u5

cΨ = 1
cT = 1 u3 u4 u5 u6 u1 u2

cT = 0 u0 u7 u0 u7 u0 u7

cT = −1 u5 u6 u1 u2 u3 u4

A DTC scheme for the matrix converter-fed induction motor drive was first proposed in [1]
and [2]. It uses a capability of the matrix converter to generate 18 active voltage vectors (unlike 6
in the case of VSI) to control the average value of the input power factor in addition to the torque
and flux. The hysteresis torque and flux control works in the same way as in the ST-DTC for
VSI-fed induction motors (Fig. 3). Based on the torque and flux errors and the flux vector sector,
a suitable voltage vector is selected from Table 1. In the case of the VSI, this vector is generated
by switching one of the six active and two zero switching combinations. As seen in Fig. 2(a), for
every VSI vector, there are always three matrix converter switching combinations that can generate
a parallel vector with the same polarity. From these three switching combinations, the two that
will produce vectors with maximum modules are used by the DTC. From this analysis it can be
seen that for every vector selected by the basic DTC algorithm, there are two corresponding matrix
converter switching combinations. This redundancy is used to control the average value of sinϕin,
where ϕin is the displacement angle of the input current vector towards the input voltage vector.

The average value of sinϕin is controlled by an additional two-level hysteresis controller. The
average value of sinϕin is obtained by applying a low-pass filter to its instantaneous value. If
the average value of sinϕin is positive (csin ϕin

= +1), which means that the input current vector
is lagging the input voltage vector, the switching combination that will decrease sinϕin will be
applied. If the average value of sinϕin is negative (csin ϕin

= −1), which means that the input
current vector is leading the input voltage vector, the switching combination that will increase
sinϕin will be applied.
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3. IMPROVED DTC USING MATRIX CONVERTER

A problem with the DTC scheme for the matrix converter described in the previous section is a
relatively slow and indeterministic control of the displacement angle ϕin of the input current vector
towards the input voltage vector, especially at low speed, where torque increases sharply under the
influence of an active vector, but declines slowly when a zero vector is switched. Namely, under
the influence of an active vector, the torque often increases from its lower tolerance band limit to
the upper one within only one sampling period, but its decrease can take a few sampling periods,
which means that zero vectors are switched most of the time. Under these conditions, it is hard to
achieve a good control of ϕin, which is influenced only by the active vectors. The result is a high
harmonic content in the input current.

In this paper, an ST-DTC scheme using simplified ISVM was proposed. The ISVM is based on
the indirect representation of the matrix converter proposed in [4]. It treats the matrix converter
as a combination of an input virtual rectifier and an output virtual inverter stages, connected by a
virtual DC link (Fig. 4). The indirect matrix converter representation enables applying conventional
SVM techniques to the rectifying and inverting stages (Fig. 5) [5, 6]. The virtual rectifier stage
SVM generates the input current vector with selected phase displacement with respect to the input
voltage vector and at the same time generates the virtual DC link voltage. The virtual inverter
stage then uses this virtual DC link voltage to generate the output voltage vector. The operation
of the virtual rectifier and inverter stages is synchronized by applying a suitable switching pattern.

In the proposed scheme, the selection of the output voltage vector from Table 1 is done in the
same way as in the conventional ST-DTC for VSI-fed induction motors. This vector will then be
generated by the simplified ISVM. In the simplified ISVM, the virtual rectifier stage will insure
proper orientation of the input current vector and therefore will keep the reference power factor.
The inverter stage will switch the selected voltage vector over the entire sampling period. The
virtual rectifier stage duty cycles are calculated from Equation (1), where θS-I is the input current
vector angle within a sector and its value can be between 0 and π/3. The structure of the switching
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Figure 4: Matrix converter equivalent circuit for indirect modulation.
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Figure 5: (a) Inverter stage SVM and (b) rectifier stage SVM.
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Figure 7: Torque control [Nm] (reference torque
changes in the following sequence 0 → 17 → −17 →
0 Nm).
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Figure 8: (a) Speed control [rps]: load increase at 10 rps and (b) load increase at 20 rps.

pattern is illustrated in Fig. 6

dγ =
sin

(
π
3 − θS-I

)

sin
(

π
3 − θS-I

)
+ sin(θS-I)

dδ = 1− dγ (1)

4. EXPERIMENTAL RESULTS

The proposed scheme was first verified by numerical simulations [8] and then implemented on a
test bed consisting of a 12 kW matrix converter and a standard 3 kW, 4-pole, 50Hz cage induction
motor. The results of the practical implementation are presented in Fig. 7 and in Fig. 8.

5. CONCLUSIONS

An improved ST-DTC scheme for the matrix converter using the simplified ISVM was proposed
in this paper. The virtual rectifier stage SVM inherently insures proper input current vector
orientation and maintaining the reference power factor. The virtual inverter stage switches the
selected voltage vector in the same way as in the inverter-fed drives. The experimental results show
good torque and speed control.
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Some Consequences of the Non-constancy of the Speed of Light in
Vacuum for Different Galilean Reference Systems

Namik Yener
Technology Faculty, Umuttepe Campus, Kocaeli University, Izmit, Kocaeli 41380, Turkey

Abstract— Having established in previous articles that the principle of the constancy of speed
of light of Special Relativity Theory is false in general, we examine some consequences of the
non-constancy of speed of light in vacuum for different Galilean reference systems. We consider
the modified Lorentz transformation incorporating different speeds of light for different inertial
frames and which is a result of the non-constancy of speed of light in vacuum for different Galilean
reference systems, i.e., reference systems in uniform rectilinear motion with respect to each other.
Some consequences of this transform including the limit speed concept, transformation of lengths,
summation and transformation of velocities are considered. Results of the transformation of the
electromagnetic field are given. Also discussed are some consequences of the relativity of the
electromagnetic field, all under the modified Lorentz transformation. These include variance of
the electric charge, transformation of the potentials, transformation of the force.
Some of the highlights of these consequences are as follows. The transformation of lengths abide
by the same rule as in Special Relativity Theory, at least in form. Transformation of time intervals
and velocities now involve the speeds of light in vacuum for both inertial frames in distinction
from Special Relativity Theory. The invariance of charge no longer applies and charge measured
depends on the reference frame the measurement is made from. Force acting on a charge q in an
external electromagnetic field has the same form as in Special Relativity Theory, but now because
charge is no longer invariant, the force transformation also has to be modified accordingly.

1. INTRODUCTION

It has been established for various media with dissipation that the speed of light in vacuum for that
medium becomes dependent on the speed of the medium with respect to another when the two
media are in uniform rectilinear motion with respect to each other [1–5]. This entails requirement
of a modified Lorentz transformation which incorporates different speeds of light in vacuum for
different Galilean reference systems. This transformation is given in [1]. This paper presents some
consequences of this transformation. We start by the statement of the transformation.

x = α
(
x′ − c′rt′

)
(1a)

y = y′ (1b)
z = z′ (1c)

t = α

(
−r

c
x′ +

c′

c
t′
)

(1d)

x′ = α (x + crt) (2a)
y′ = y (2b)
z′ = z (2c)

t′ = α
( r

c′
x +

c

c′
t
)

(2d)

It should also be pointed out that this paper is exclusively based on [6]. The analysis given therein
for Special Relativity Theory [7] has been adapted here for the fact of the non-constancy of speed
of light in vacuum. Therefore the ideas of nearly all the proofs have been taken directly from this
reference.

2. SOME CONSEQUENCES OF THE MODIFIED LORENTZ TRANSFORMATION

2.1. The Limit Speed Concept
In order for formulas (1) and (2) to be meaningful v1 < c and −v2 < c′ must hold. This implies
that if system K ′ is receding from K with a speed v1 greater than c, observers in K can not observe
and evaluate the physical phenomena occurring in K ′. Similarly, observers in K ′ can not evaluate
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the phenomena in K if −v2 > c′. This means message transmission with a speed greater than
the speed of light in vacuum for the respective inertial frame is not possible. Since transmitting a
message is in one sense transmitting matter or energy, we can state that transmission of matter or
energy with speed greater than the speed of light in vacuum for the respective inertial frame is not
possible. On the other hand because r = −v1/c = v2/c′ holds, one has, v1

v2
= − c

c′ , which implies
that v1 > c′ and −v2 > c can be satisfied individually, but not simultaneously in general if v1 < c
and −v2 < c′ hold, which must under all conditions as discussed above.

2.2. Transformation of Lengths

In frame K ′, let the coordinates of the end points of a rod placed on the O′x′ axis be A′(x′1, 0, 0)
and B′(x′2, 0, 0) (we assume x′2 > x′1). Whatever t′ is, the l′ value which is defined by l′ = x′2− x′1,
equals the length of the stationary rod. Let us try to define the length of this rod as observed from
K in the following way. The l value which is defined by l = x2−x1, equals the length of the rod as
observed from K. This is called ‘the length of the rod in motion’, whereas l′ is called the ‘length at
rest’. Let us observe that x2−x1 = α[x′2−x′1−c′r(t′2−t′1)]. But t′2−t′1 = α[c/c′(t2−t1)+r/c′(x2−x1)]
where t1 and t2 are the times the observer measures x1 and x2. To measure l = x2−x1 accurately,
measure x1 and x2 simultaneously, so that t1 = t2. Thus t′2 − t′1 = α[r/c′(x2 − x1)], so that

l = x2 − x1 = α
[
x′2 − x′1 − αr2 (x2 − x1)

]
= α

(
l′ − αr2l

)

From which we have

l =
αl′

1 + r2α2
=

l′

α
. (3a)

This indicates that the rod appears shorter in the K frame than in K ′ where it is stationary, i.e.,
the motion has caused the rod to contract. Length contraction is independent of c and c′ as the
formula (3a) indicates. It depends only on r which is the same for both K and K ′. Therefore
length contractions are not different for observers in frames K and K ′ for lengths in K ′ and K
respectively.

We can easily verify that for every rod which is parallel to O′x′, a contraction as in (3a) is valid.
However contraction does not occur for rods parallel to O′y′ and O′z′. This leads to the following
result. Objects in motion contract in direction of motion. Because contraction is in one dimension
only, volumes of moving objects must contract as follows:

V ′ = αV (3b)

Here V ′ is the volume of object at rest, V is the apparent volume in motion.

2.3. Transformation of Time Intervals

Let us suppose two different events occur at instants t′1 and t′2 at a fixed point A′(x′, 0, 0) in system
K ′. When the first event takes place point A′ corresponds to a point A1(x1, 0, 0) of K, and in this
case the clock at A1 indicates a value of time such as t1. When the second event occurs, point A′
will correspond to a point A2(x2, 0, 0) and at this point the clock will indicate a value of time as
t2. The difference τ ′ = t′2− t′1 is the time difference between two events as measured in K between
the same events. If (1d) is written for t′1 and t′2 at point A′, and subtracted side by side,

τ = α

(
c′

c

)
τ ′ (4a)

will be found. This shows that the time interval between two events as measured in K is proportional
to the corresponding time interval in K ′, with proportionality constant of α( c′

c ).
Based on (4a) we can state that an event that occurs with frequency υ′ in system K ′ will be

observed as if occurring with a frequency υ in K such that

υ′ = α

(
c′

c

)
υ. (4b)

Since c, c′ > 0, if υ > 0, then υ′ > 0, because α > 0.
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2.4. Summation and Transformation of Velocities
We assumed the system K ′ moves in the Ox direction with a constant speed v1. If an object moving
in the O′x′ direction in K ′ has speed u′ as measured from K ′, what will the speed of this object be
according to measurements of observers in K? It must be stressed that we have to find the total
(or resultant) of two speeds measured from different Galilean systems. We can immediately state
that the result will be different from u′ + v1.

Let the position of a point A′ in motion in K ′ be given by the functions

x′ = f1

(
t′
)
, y′ = f2

(
t′
)
, z′ = f3

(
t′
)

(5a)

that are dependent on t′. Components of the ~u′ velocity vector of this point are as follows:

u′1 =
dx′

dt′
, u′2 =

dy′

dt′
, u′3 =

dz′

dt′
. (5b)

During the motion, the position of the point A ∈ K corresponding to A′, will be a function of
t. The functions x(t), y(t) and z(t) that determine this position, can be found by eliminating t′
between (5a) and (1). The velocity of the point A in system K is called the velocity of A′ observed
from K, or its ‘relative velocity’ with respect to K. The components u1 = dx

dt , u2 = dy
dt , u3 = dz

dt of
this velocity can be compared as follows using (1) and (5b):

u1 =
dx

dt
=

dx′ − c′rdt′
c′
c dt′ − r

cdx′
=

u′1 − v2
c′
c − r

cu
′
1

=
u′1 − v2

c′
c + v1

c2 u′1
(6a)

u2 =
dy

dt
=

dy′(
c′
c dt′ − r

cdx′
)
α

=
u′2(

c′
c − r

cu
′
1

)
α

(6b)

u3 =
dz

dt
=

dz′(
c′
c dt′ − r

cdx′
)
α

=
u′3(

c′
c − r

cu
′
1

)
α

(6c)

3. TRANSFORMATION OF THE ELECTROMAGNETIC FIELD

Transformation of the electromagnetic field as per the modified Lorentz transformation of [1] was
given in [1]. We repeat these results here again for completeness.

E′
x = Ex (7a)

H ′
x = Hx (7b)

E′
y = α(Ey + rcBz) (8a)

H ′
y = α (Hy − rcDz) (8b)

E′
z = α(Ez − rcBy) (9a)

H ′
z = α (Hz + rcDy) (9b)

D′
x =

c

c′
Dx (10a)

B′
x =

c

c′
Bx (10b)

D′
y = α

c

c′
(
Dy +

r

c
Hz

)
(11a)

B′
y = α

c

c′
(
By − r

c
Ez

)
(11b)

D′
z = α

c

c′
(
Dz − r

c
Hy

)
(12a)

B′
z = α

c

c′
(
Bz +

r

c
Ey

)
(12b)
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ρ′ = α
c

c′
(
ρ +

r

c
Jx

)
(13)

J ′x = α(Jx + rcρ) (14a)
J ′y = Jy (14b)

J ′z = Jz (14c)

In the above r =
√

α2−1
α , E and H stand for the electric and magnetic fields, D and B stand

for the displacement and magnetic flux densities and ρ and J are the volume charge and surface
current densities, with the subscripts on them representing the respective components in Cartesian
coordinates. These results were obtained using the standard approach as under the classical Lorentz
transformation and adhering to the principle of relativity.

4. SOME CONSEQUENCES OF THE RELATIVITY OF THE ELECTROMAGNETIC
FIELD

Knowledge of the relations between the expressions of a certain electromagnetic field in systems K
and K ′, will help reveal the relations between other quantities expressed in terms of these quantities.
Here below we shall touch upon some of these.
4.1. Variance of the Electric Charge
Consider an electrified object ϑ′ moving with velocity ~v1 with respect to frame K. Here ϑ′ takes the
place of the reference frame K ′ mentioned in above paragraphs. Assume the density of charge in
ϑ′ is independent of t′. As per the inverse of relation (13) the expression of this charge as observed
from K is ρ = α c′

c ρ′. In this case because of Section 2.2

dx dy dz = dx′ dy′ dz′/α

and one has ρ dx dy dz = α c′

c ρ′ dx′ dy′ dz′/α or ρ dx dy dz = c′

c ρ′ dx′ dy′ dz′. Integration of the left
side of this equality in ϑ gives Q, and of the right side in ϑ′ gives c′

c Q′. Here Q′ is the total charge
the object carries. Because the region ϑ has been obtained by means of the modified Lorentz
transformation, Q is the expression of the total charge carried by the object as observed from K
and because of the last equality, Q = c′

c Q′. This equation shows that electric charge does not have
the same value in all Galilean systems.
4.2. Transformation of the Potentials
Let the expressions of the potentials that an electromagnetic field derives from, be V (x, y, z, t),
~A(x, y, z, t) and V ′(x′, y′, z′, t′), ~A′(x′, y′, z′, t′) in K and K ′ respectively. Because of (7a),

∂V

∂x
+

∂A1

∂t
=

∂V ′

∂x′
+

∂A′1
∂t′

=
{

∂V ′

∂x

∂x

∂x′
+

∂A′1
∂x

∂x

∂t′

}
+

{
∂V ′

∂t

∂t

∂x′
+

∂A′1
∂t

∂t

∂t′

}

=
∂

∂x

{
V ′ − v2A

′
1√

1− r2

}
+

∂

∂t

{
(c′/c)A′1 + (v1/c2)V ′

√
1− r2

}

can be written and

V =
V ′ − v2A

′
1√

1− r2
(15)

A1 =
(c′/c) A′1 +

(
v1/c2

)
V ′

√
1− r2

(16a)

can be found. Similarly from (10b) we have:

∂A3

∂y
− ∂A2

∂z
=

c′

c

(
∂A′3
∂y′

− ∂A′2
∂z′

)
=

c′

c

(
∂A′3
∂y

− ∂A′2
∂z

)
,

or

A2 =
c′

c
A′2, (16b)

A3 =
c′

c
A′3. (16c)
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4.3. Transformation of the Force (Special Case)
Consider a point charge q which can freely move in an external electromagnetic field (see [8] for the
concept of ‘external electromagnetic field’). If the velocities of this charge in systems K and K ′
are denoted by ~u and ~u′, the expressions in K and K ′ of the force acting on it will be as follows,
as per the relativity principle and Section 4.1:

~F = q
(

~E + ~u× ~B
)

(17a)

~F ′ = βq
(

~E′ + ~u′ × ~B′
)

(17b)

Here β is a proportionality constant that is determined in Subsection 4.1. There we proved that
the factor β is equal to c/c′ for an arbitrary electrified object. It will equally apply for a point
charge as well.

If by considering (7a), (8a), and (9a) along with (10b), (11b), (12b), we can eliminate ~E, ~E′,
~B and ~B′ in (17), we shall obtain a relation between ~F and ~F ′. This relation, which shall depend
on ~u and ~u′, shall be a general relation that will transform expressions in K and K ′, of any force
field into each other. We shall not consider this general case here. We want to consider the special
relation that will transform ~F and ~F ′ into each other, when the speed of the charge in system K ′
is zero.

In this special case, ~u′ = 0, and by Section 2, ~u = ~v1 will hold. In this case, if the expression for
~E′, given by (7a), (8a) and (9a) is carried into (17b),

~F ′ = βq

[
α~E + (1− α)

(
~E · ~v1

) ~v1

v2
1

+ α~v1 × ~B

]
(17c)

will result. On the other hand noting that ~F · ~v1 = q ~E · ~v1 and that ~v1 × ~B = ~F
q − ~E, we obtain

~F ′ = β

[
α~F + (1− α)

(
~F · ~v1

) ~v1

v2
1

]
. (17d)

This is the transformation formula for the force acting on a point charge with zero speed in K ′. If
we scalar multiply both sides of (17d) by ~v1, we shall find

~F ′ · ~v1 = β ~F · ~v1. (17e)

Taking this into consideration, if we solve for ~F from (17d),

~F = 1/β

{
(1/α) ~F ′ + [1− (1/α)]

(
~F ′ · ~v1

) ~v1

v2
1

}
(17f)

shall be obtained. While (17d) and (17f) are used, it should be borne in mind that it is assumed that
in the system where ~F ′ is measured, the velocity of the point is zero at the instant of measurement.
On the other hand, as noted above β = c/c′ through out.
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New Approach to Modeling of Diffuse Reflection and Scattering for
Millimeter-wave Systems in Indoor Scenarios
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Abstract— A new approach to modeling diffuse reflection and scattering for millimeter-wave
band based on a fast and simple semi-deterministic principle is presented. The model is based
on the combination of pre-computed radiation patterns and a fast semi-deterministic algorithm.
The principle and function of this model are explained as well as tested in a common indoor
scenario represented by a room equipped with furniture. The results obtained through simulations
are compared with results received from a classical ray-based model and significant differences
are discussed in detail.

1. INTRODUCTION

Nowadays, users of modern mobile radio communication systems demand higher and higher data
rates for their applications. One possible way to achieve high network capacity is to use large
bandwidth and therefore to situate systems into millimeter-wave bands. For future applications,
the indoor high-speed systems working at frequencies around 60 GHz are supposed [1]. A differ-
ent approach needs to be utilized for electromagnetic wave propagation predictions in millimeter
bands [1, 2] when compared with lower frequencies (i.e., frequencies up to 10GHz occupied by
present personal wireless communication systems).

At the high frequencies, dimensions of common obstacles (e.g., furniture) in indoor scenarios are
comparable or even smaller than the wavelength and therefore the obstacles which are normally
neglected have to be taken into account [3]. High free space loss and strong attenuation caused by
walls usually limit the size of the area covered by a transmitter to a single room. On the other
hand, this feature helps to avoid interference among multiple transmitters deployed in a building.
The last significant feature of propagation within millimeter bands is that the surface roughness
has a substantial effect on the impinging wave. The roughness of common surfaces is not negligible
when compared with the wavelength of the impinging wave, i.e., the wave is scattered significantly
more than at lower frequencies. The main motivation for this work arose from the above mentioned
propagation issues connected with diffuse reflection and scattering phenomena.

2. SCENARIO

To demonstrate the functionality of our model, we chose a small office room (Figure 1) inside a
typical office building measuring 5 × 3 × 2.5m and featuring several types of obstacles such as
concrete walls, a floor, ceiling, wooden wardrobe, table and door. Table 1 shows the parameters of
the materials used during the simulations. Empirical parameters (transmission and reflection loss)
were used for standard ray launching simulations. The material constants were utilized in the new
model to compute scattering patterns as will be shown in the following section. People and other
minor obstacles were not considered in this scenario.

The wireless system in the scenario consists of two devices. The transmitting part is formed by a
transmitter and an antenna placed in the upper corner of the room (the red wheel in Figure 1). The
receiving part is represented by a laptop located on the table and equipped with a 60 GHz wireless
network card. The distance between the transmitter and receiver is 3.91m. Both transmitting and
receiving antennas are considered as omni-directional. The situation including spatial orientation
is depicted in Figure 1.

Table 1: Material constants used in simulations.
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Figure 1: Scenario used for modeling and spatial orientation.

3. MODELING

The modeling can be divided into two main parts. Firstly, we have modeled and simulated the above
mentioned scenario by means of the classical 3D ray launching model while using the empirical
parameters given in Table 1. The rays are launched from the transmitter until the requested
precision is reached. The model considers neither diffuse reflection nor diffuse scattering. If a
ray impinges upon an obstacle, the next direction of the ray is always determined on the basis
of geometrical optics. Diffraction phenomena are not considered in this case. This approach is
rapid, because there is no need to solve complex and very time consuming equations. On the other
hand, it can result in quite serious errors. This simulation was chosen in order to show possible
inaccuracies caused by neglecting roughness of the materials and to discuss advantages of the new
model.

In the second case, the same scenario was simulated using the new approach. We used a 3D
ray-based model (more information can be found in [4]) similar to the previous case but with a
significant difference in solving ray/obstacle interaction. The idea of the model is based on pre-
computed, or measured, scattering patterns (Figure 2(a)). The scattering pattern needs to be
computed or measured for each impact angle. It describes the relationship between an angle and
the intensity of the electric field or power. It is also important to mention that such a characteristic
(Figure 2(a)) cannot be used directly for ray-based models. The electric field intensity values
(or power in this case) are transformed into probability function (Figure 2(b)) which allows us
to solve ray/obstacle interaction as follows: When a ray impinges upon the obstacle surface, the
corresponding scattering pattern (Figure 2(b) shows the pattern for 40◦) is chosen and the next
direction of the impinging ray is determined on this basis. This method provides us with precise
results and extremely efficient computations.

(a) (b)

Figure 2: Scattering pattern, probability radiation pattern and corresponding distribution function. Impact
angle is 40◦, material is 5cm wide aerated concrete [6].
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As mentioned previously, the scattering patterns for each angle of arrival can be measured or
computed just once in advance (before starting the computations) using the complex equations
based on Gaussian beams [5] and therefore it is not necessary to solve complex equations when
a ray impacts an obstacle. Let us emphasize that Figure 2(a) depicts an example of a horizontal
cut of the scattering pattern (taken from [6] and approximated), but the model always considers
the general case — the three dimensional scattering patterns determined for each material from
Table 1.

4. SIMULATION RESULTS

Figure 3(a) depicts the impulse response prediction and Angle of Arrival (AoA) prediction for the
above mentioned case of a purely geometrical simulation. As can be seen, energy (represented by
rays) impacts the transmitter at a rate of 13 ns at first. There is an existing line of sight (LOS)
between the transmitter and the receiver and thus these rays travel the shortest distance between
the transmitter and the receiver with no obstacle impacting. The time of arrival of all rays is
proportional to the distance they travelled. All the other rays impacted in a time of more than
13 ns; they did not travel the shortest path, i.e., they interacted with one or more obstacles at least
once and therefore the distance they travelled was longer.

The impulse response prediction gives us invaluable information about the conditions in the
scenario. But information about propagation environment provided by impulse response is not
complete without an AoA prediction which gives us more precise information concerning the direc-
tion of incoming rays. The AoA prediction computed for the scenario (if we use simple geometrical
optics) can be observed in Figure 3(b). As can be seen, most of energy arrives from the direction
corresponding to an azimuth of 263◦ and an elevation of 116◦. It is obvious (according to Figure 1)
that these angles correspond to a direct connection line between the transmitter and the receiver.
We can find several other directions with significant contributions (reflections from table, wardrobe,
ceiling), but the rest of the contributions from other directions are negligible. We can conclude
that energy comes to the receiver from a relatively small number of other directions. These results
are given by the method of computation (simple geometrical optics).

On the other hand, if the new model is used, we obtain results which differ markedly from
the results obtained by the simple geometrical approach. Firstly, the impulse response curve (Fig-
ure 4(a)) seems to be more continuous. It is due to the scattering which is taken into account in
contrast to the previous case which was simply geometrical. Many new propagation paths emerge
due to diffuse scattering. Each of these paths represents a different distance which the ray needs to
travel on the way from the transmitter to the receiver. The path lengths in this case differ slightly
and this is why the arrival times of different rays are sometimes very similar. Figure 4(b) shows
the AoA characteristic. From the comparison of Figure 4(b) and Figure 3(b), it can be determined
that the largest amount of energy comes directly from the transmitter (again LOS). But the rest
of energy comes from many various directions in contrast to Figure 3(b). It is clear that the diffuse
scattering has a direct influence on resulted AoA.

(a) (b)

Figure 3: Impulse response and AoA prediction computed by classical model.
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(a) (b)

Figure 4: Impulse response and AoA prediction computed by the new model.

5. CONCLUSIONS

A new simulations model for diffuse scattering and reflection was presented. The model is based
on a semi-deterministic approach taking advantage of precise pre-computed data and their fast
usage during simulations. The model is able to provide both impulse response and angle of arrival
prediction while having a short computation time. Further it is able to take into account roughness
of the materials, which, as shown, needs to be taken into account. The advantage of this model is
that complex and time-consuming computations are performed just once (before the simulation is
started). The results obtained by means of the previously mentioned method are then used during
the simulation where a very fast semi-deterministic algorithm determines the subsequent directions
of impinging rays. Further it was shown that neglecting surface in the millimeter band can cause
serious inaccuracies. Therefore only models which are able to take into account can be used for
predicting in this frequency band.

ACKNOWLEDGMENT

This work has been supported by the Czech Ministry of Education, Youth and Sports within the
framework of the project OC09075 “Novel Emerging Wireless Systems” in the frame of COST
IC0803 and by the Czech Science Foundation under the doctoral project No. 102/08/H027.

REFERENCES

1. Smulders, P. F. M. and L. M. Correia, “Characterisation of propagation in 60 GHz radio
channels,” Electronics & Communication Engineering Journal, Vol. 9, 73–80, 1997.

2. Suiyan, G., J. Kivinen, Z. Xiongwen, and P. Vainikainen, “Millimeter-wave propagation chan-
nel characterization for short-range wireless communications,” IEEE Transactions on Vehicular
Technology, Vol. 58, 3–13, 2009.

3. Collonge, S., G. Zaharia, and G. El Zein, “Influence of the furniture on 60GHz radio propaga-
tion in a residential environment,” International Symposium on Signals, Circuits and Systems,
SCS, 413–416, Vol. 2, 2003.

4. Fluerasu, A. and C. Letrou, “Gaussian beam based simulations of indoor radio propagation
channels,” IEEE Antennas and Propagation Society International Symposium, Vol. 2, 102–105,
2003.

5. Piesiewicz, R., T. Kleine-Ostmann, N. Krumbholz, D. Mittleman, M. Koch, J. Schoebel, and
T. Kurner, “Short-range ultra-broadband terahertz communications: Concepts and perspec-
tives,” IEEE Antennas and Propagation Magazine, Vol. 49, 24–39, 2007.

6. Langen, B., G. Lober, and W. Herzig, “Reflection and transmission behaviour of building
materials at 60 GHz,” 5th IEEE International Symposium on Personal, Indoor and Mobile
Radio Communications, Wireless Networks — Catching the Mobile Future, Vol. 2, 505–509,
1994.



1176 PIERS Proceedings, Cambridge, USA, July 5–8, 2010

A Measurement System for Propagation Measurements at 300 GHz

S. Priebe1, 3, C. Jastrow2, 3, M. Jacob1, 3, T. Kleine-Ostmann2, 3,
T. Schrader2, 3, and T. Kürner1, 3

1Institut für Nachrichtentechnik, TU Braunschweig, Schleinitzstraße 22, 38106 Braunschweig, Germany
2Physikalisch-Technische Bundesanstalt, Bundesallee 100, 38116 Braunschweig, Germany

3Terahertz Communications Lab (TCL), Braunschweig, Germany

Abstract— We present a 300 GHz measurement system based on commercially available sub-
harmonic Schottky diode mixers and a vector network analyzer. Apart from a detailed description
of the measurement setup and a system characterization, this paper also shows first results of
ultra broadband channel measurements in typical indoor environments over short ranges.

1. INTRODUCTION

The ever increasing demand for higher data rates is accompanied by the quest for new spectrum.
It has become obvious that wireless data rates of several 10 Gbit/s will be required in a few years
from now [1]. While current standards for wireless data transfer at 60 GHz aim at data rates ex-
ceeding 5 Gbit/s [2], the available spectrum around this carrier frequency is still limited to 7–9 GHz
depending on varying national regulations [3]. Therefore, the shift to carrier frequencies of 300 GHz
and beyond is the most promising alternative for future wireless LANs as it will make currently
unregulated bandwidths of up to 47 GHz [4] accessible. The frequencies beyond 300GHz are called
Terahertz frequencies. In order to gain insight into basic propagation phenomena at THz frequen-
cies like reflection and absorption, THz time domain spectroscopy has been applied at the Terahertz
Communications Lab (TCL) to determine material parameters of typical building materials [5, 6].
Furthermore, a transmission system has been used to show the feasibility of wireless data communi-
cation at 300 GHz by presenting an analog video transmission in [7]. Nevertheless, the derivation of
complex channel models necessary for system simulations of future wireless communication systems
will require more comprehensive propagation measurements. For this purpose, a 300 GHz measure-
ment system has been set up at the TCL based on the components of the 300 GHz transmission
system.

The paper is structured as follows. Section 2 will focus on the metrological characterization of
the measurement system whereas Section 3 will introduce first channel measurements with regard
to a possible wireless interconnection of different electronic devices operated on a desktop. Several
channel transfer functions and the corresponding channel impulse responses will be shown for
different distances and different antenna misalignments to account for non-perfect device positioning
and orientation.

2. THE 300 GHZ MEASUREMENT SYSTEM

The transmission system introduced in [7] consists of autarkic transmitter (TX) and receiver (RX)
units both based on double sideband subharmonic Schottky diode mixers. At the TX, a signal with
a frequency f between 0 and 10 GHz is upconverted from the baseband to the passband at 300GHz
using a local oscillator signal of 16.66GHz, which is tripled twice and then fed into the mixer. To
overcome the high path loss at 300 GHz [4], 26 dBi horn antennas are used both at TX and RX.

R
X

T
X

Network analyzer

R&S ZVA40

(10 MHz – 10 GHz)

Dielectric resonator oscillator (16.66 GHz)

Channel 

H(f)

Gate 1 Gate 2

S21

x3x3 x3 x3

Figure 1: The 300 GHz measurement system setup.
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Instead of downconverting the received signal to an intermediate frequency of 5GHz as proposed
in [7] for data transmission, the RX module is also fed with the TX local oscillator signal in the
measurement setup, resulting in a homodyne signal conversion directly to the baseband. At the
same time, phase coherence between TX and RX as obligatory for vectorial network analysis is
achieved. On the basis of a Rohde & Schwarz ZVA 40 vector network analyzer (VNA, used from
10MHz to 10 GHz) connected to the baseband in-/output of the TX and RX, this configuration
allows channel measurements with a maximum bandwidth of 9.99GHz in the frequency range from
300.01GHz to 310GHz (Fig. 1) by recording the complex scattering parameter S21. However, a
detailed system characterization is required for absolute measurements. In addition, the homodyne
downconversion has to be investigated in detail due to different free space losses in the upper
sideband (300.01–310GHz) compared to the lower sideband (290–299.99 GHz) regarding the path
loss.

Assuming the mixing processes as ideal multiplications [8] and calculating the spectrum of a
complex downconverted sinusoidal test signal at the receiver output, one can derive the spectrum

S(f) =
P (f)
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· ej( 2πf
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)
+ j · sin

(
2πfLO
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)}]
(1)

where c corresponds to the lightspeed, ϕ0 is the phase response of the measurement system, fLO is
the local oscillator frequency (300GHz), d is the distance between TX and RX, fTest is the frequency
of the test signal (10 MHz to 10 GHz), P (f) includes the input power, the system transfer function
as well as the antenna gains and k(f) means

k(f) =
(

fLO − f

fLO + f

)2

. (2)

k(f) ranges from 1 for f = 0 GHz to 0.8751 for f = 10 GHz, thus resulting in a slight log linear
amplitude distortion between 0 dB at 300 GHz and 0.28 dB at 310 GHz whereas the phase remains
unchanged. Compared to the influence of the error in measurement due to non-perfect module
alignment, which can result in several dB additional attenuation as shown in Section 3, this inherent
error is almost negligible. Nevertheless, it can be easily corrected alongside with the amplitude and
phase response of the measurement system itself, which are shown in Fig. 2. Here and in the
following S21 given in dB always implicitly means the amplitude of the respective complex transfer
function. For the depicted reference measurements the waveguide outputs of both mixers were
connected directly, eliminating any channel influence.
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Figure 2: Amplitude and phase response of the 300GHz measurement system.
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Table 1: Measurement parameters.

Parameter Symbol Value

Measurement points N 801
Intermediate frequency filter bandwidth ∆fIF 10 kHz
Average noise floor PN −113.97 dBm
Noise standard deviation σ 6.74 dB
Power of test signal PV NA −5 dBm
Bandwidth B 9.99GHz
Start frequency fStart 10MHz
Stop frequency fStop 10GHz
Time domain resolution ∆t 0.1 ns
Smallest resolvable distance ∆l 3 cm
Maximum excess delay τm 80 ns
Maximum detectable path length lm 24 m

Due to the frequency dependence of the conversion losses, connection losses and impedance mis-
matches, a considerably increasing system loss can be observed with increasing frequency, ranging
from 20.2 dB at 10 MHz to 23.7 dB at 10 GHz. Regarding the phase, the system shows a nearly
perfect linear phase shift that corresponds to an electrical length of lel = 0.147m or to a delay of
t = 0.491 ns in time domain, respectively. The initial offset of 0.98π at f = 300.01GHz includes
both ϕ0 and the phase shift due to the phase term 2πfLO

c d reduced to the interval [−π; π] whereas
the negative linear slope only represents the phase term 2πf

c d of the test frequencies.
All measurements were taken using the parameters given in Table 1. With the aim of the highest

possible temporal resolution the maximum bandwidth of 9.99 GHz was chosen. As only short path
lengths were expected due to high path losses the number of sweep points was limited to 801,
allowing for a maximum detectable distance of 24m. Due to the input power restriction of the
TX Schottky mixer of −3 dBm [7], the output power PV NA of the VNA was chosen to −5 dBm,
still providing received powers well above the average noise floor of −114 dBm in all investigated
scenarios. In addition, each recorded complex transfer function was averaged over 10 successive
measurements to avoid any unspecific time dependent influence.

Apart from considering the system influence it has proven necessary to mount electromagnetic
absorber panels at the front of both the TX and RX module. Without absorbers, multiple reflections
between the two modules can be observed in the power delay profiles (PDP), each following the
direct path at a time corresponding to approximately twice the module distance. This behavior is
shown in an exemplary situation with best possible module alignment at a distance of 55 cm with
and without absorbers (Fig. 3). In addition, the electrical length of the system itself (14.7 cm, see
above) has to be taken into account, which in this case was not corrected for illustration. Without
absorbers the rays are reflected at different components on the modules each having different
spacing from the antenna, which leads to a pulse broadening over time. The paths are attenuated
increasingly with each reflection as their path length increases. Here five multipath components
cannot be neglected. In the frequency domain, the unwanted multipaths lead to deep fading dips
of up to 30 dB below the average signal level. This effect cannot be avoided even if absorber panels
are mounted. After several reflections at the stand, a ray reaches the RX antenna under a flat
incidence angle and hence is able to pass the absorber panel. As a consequence, the stand also
has to be shielded in certain situations to obtain correct channel transfer functions. Those cases
can be identified instantly using the time domain option of the VNA. Nevertheless, the aspect of
reflection between the two devices will also have to be considered when designing the enclosure of
future THz communication systems.

3. CHANNEL MEASUREMENTS

Possible scenarios of future 300GHz data transmission systems mainly include the high speed
wireless extension of local area networks or the interconnection of electronic devices on a desktop.
An example is fast data exchange with portable flash drives [4]. The latter case requires channel
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Figure 3: Transfer functions and power delay profiles with and without absorbers at a module distance of
55 cm.
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Figure 4: The short range channel measurement setup.

measurements with regard not only to distance but also to antenna misalignment as users cannot
be expected to place their devices perfectly. Especially when using highly directive antennas as
required to compensate the high path loss [9], even slight misalignments may lead to considerable
additional attenuation as shown in the following. Based on the measurement setup depicted in
Fig. 4, the antenna misalignment was simulated shifting the modules orthogonally to each other
(green arrow) while the module distance could be varied simultaneously (red arrow).

Typical distances of d = 20 cm and d = 40 cm with orthogonal displacements of l20 cm = 0 cm,
1 cm, 3 cm, 4 cm and l40 cm = 0 cm, 2 cm, 4 cm, 8 cm were chosen, respectively, each displacement
distance relating to the best possible alignment (Fig. 5). The transfer functions and power delay
profiles were corrected considering the system loss, the antenna gains and the distortion due to
the homodyne downconversion process. Despite the corrections, the measured S21 parameters for
l = 0 cm still differ from the theoretically expected free space loss of 68 dB for d = 20 cm and
74 dB for d = 40 cm, respectively. This behavior can be explained by an antenna mismatch not
included in the calibration measurements and a non-perfect module alignment even in the reference
position at l = 0 cm. As the absorber plates are to be considered as non-perfect, non-negligible
reflections between the modules induce a slight frequency dependence of the channel behavior.
A maximum amplitude fluctuation of 2.9 dB peak-to-peak over the whole bandwidth of 9.99 GHz
can be observed for d = 20 cm and l = 4 cm. Increasing the module distance from 20 cm to
40 cm does not alter the general channel characteristics apart from the additional free space loss of
approximately 6 dB. Comparing the transfer functions for different displacements, one can observe
a significantly increasing attenuation with an increasing misalignment which is a consequence of
the high antenna directivity. A displacement of 1 cm at d = 20 cm has almost no influence on the
channel whereas l = 4 cm leads to an additional attenuation of approximately 24 dB. At d = 40 cm
the same displacement only causes an increase in attenuation of about 6 dB. This aspect will have
to be included in the link budgets of future short-range THz communication systems by introducing
an application-specific link margin.

In addition, the RMS delay spread τRMS [10] has been calculated from the power delay profiles
(Table 2). For the purpose of noise suppression, only signal components with a power of no more
than 40 dB below the detected maximum have been considered. The computed values range from
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Figure 5: Channel transfer functions and power delay profiles for different distances and module misalign-
ments.

Table 2: RMS delay spread for the measured power delay profiles.

d = 20 cm d = 40 cm
l = 0 cm l = 1 cm l = 3 cm l = 4 cm l = 0 cm l = 2 cm l = 4 cm l = 8 cm

τRMS 0.13 ns 0.15 ns 0.14 ns 0.12 ns 0.18 ns 0.17 ns 0.2 ns 0.2 ns

0.13 ns (d = 20 cm, l = 4 cm) to 0.2 ns (d = 40 cm, l = 4 cm), being similar for all channels.
Basically, no correlation between the module displacement and the RMS delay spread can be
observed. The slight differences are rather explained by the varying amplitude of the unwanted
reflection between the modules. Regarding digital data transmission, such low delay spreads allow
symbol rates of several GSymbols/s without intersymbol interference, which become necessary if
aiming at data rates of more than 10 GBit/s. Besides the available bandwidth, the temporal channel
characteristics hence make the frequency band from 300 GHz upwards an ideal candidate for future
high speed wireless data communication systems.
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4. CONCLUSION

Using commercially available components of a 300 GHz transmission system, we have set up a
300GHz measurement system. The system capabilities have been investigated in detail. It has
become clear that absorber panels shielding the front of both transmitter and receiver will be
necessary to obtain correct measurement results. At the same time, the measurements taken
without absorber panels have served as proof that valid channel impulse responses can be derived
using the measurement system. Ultra broadband channel measurements at short distances and
with slight module displacements have been shown, relating to the use case of wirelessly connected
devices on a desktop. Nevertheless, further measurements in indoor environments will have to be
performed in order to derive a first empiric 300 GHz channel model.
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Abstract— This paper presents the results from site-specific simulations of route diversity
performance in case of High Altitude Platform system, terrestrial system and satellite system
during specific rain events. Based on the radar rainfall database, route diversity dependences
on altitude of transmitter were studied using the simulation tool. The main goal of the paper
is to adopt concept for HAP systems from investigations of both terrestrial point-to-multipoint
systems and satellite systems operating in millimeter frequency bands.

1. INTRODUCTION

The proper choice of the modeling approaches for electromagnetic wave propagation within the
millimeter wave band is crucial. This is particularly due to the high cost of millimeter wave
equipments associated with transmitting power. Considerably high attenuation can be caused
by interaction of transmitted waves with rain drops. There can be found several approaches to
enumeration and compensation of signal fades caused by rain [1, 2]. Investigations of millimeter
wave propagation aspects have been conducted out within the frame of European international
projects such as CRABS [3] and COST Action 280 [4] and COST Action 297 [5]. Nevertheless,
due to the variability of systems configurations, these models can be used only for investigation
of alone terrestrial, satellite or High Altitude Platforms (HAPs) links. Spatial distribution of rain
attenuation observed by users in the area 50 km×50 km from transmitter placed either at terrestrial
mast (10 m above ground) or at HAP (deployed on quasi-stationary unmanned vehicles/airships in
the stratosphere at the altitude of 20 km) or at LEO satellite (altitude of 320 km) is depicted in
Figure 1. These results clearly demonstrate, how particular systems are able to connect with users
behind a rain event.

One of the rain fade mitigating approaches used in millimeter waveband introduces a route
diversity [2] — i.e., two joint links to one HAP station from two different ground localities — during
a storm, when a rain cell moves across the service area, any outage of a terminal can be avoided when
it is able to connect to two different HAP stations. Nevertheless [2], involves only the parameters
given based on the measurements of Earth-space links within particular geographical localities.
The paper brings a comparative study of modeling approaches for propagation of millimeter waves
within rain events and their adaption to HAP systems. The rain database from the period of
2002–2005 was utilized including 250 km × 250 km rain scans from Czech meteoradars (rain rate
distributions with 1 km grid resolution and 1 minute time steps). Particular results of HAP system
simulations performed at the frequency of 48 GHz will be discussed. Two evaluation methods were
tested based on simulation results: the first following terrestrial approaches [6] and the second one
from the other side utilizing a satellite approach [2].

(a) (b) (c) (d)

Figure 1: (a) rain rate distribution in [mm/h] and corresponding rain attenuation in [dB] for coverage from
(b) terrestrial transmitter; (c) HAP; (d) satellite.
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2. SYSTEM PERFORMANCE COMPARISON

Analyze of dependences of rain spatial parameters on system performance for both terrestrial and
HAP systems was elaborately performed in [7] with the result — the rain spatial classification for
the evaluation of rain influences on terrestrial systems can be with particular corrections adapted
in the case of stratospheric systems. Let us now consider a dependence of transmitter altitude.
At first, performance of two joint links was analyzed for terrestrial, HAP and satellite systems.
Common transmitting frequency of 48GHz was assumed (the frequency allocated worldwide to
HAP systems [8]). Significant rain events recorded by meteoradars in the Czech Republic on 13th
of July 2002 was chosen from the rain database [9]. In Figure 2, an illustrative example from
performed analyses — diversity gain dependences on angular separations of route diversity links
(the main link length 20 km and the diversity link length 40 km) are depicted. As it can be seen,
utilization of route diverzity is very efficient in case of terrestrial systems. In case of HAP systems,
diverzity gain concept can be utilized for statistically shorter time a year (see example of results in
Figure 2(b)). Nevertheless, it was observed that the HAP system with a particular route diversity
scheme is able to efficiently combat the rain attenuation.

Contrary to terrestrial and HAP systems, links of satellite systems cross due to the high ele-
vations rainy layer only within near proximity of user (note the average rain height determined
for Europe is of 3.36 km [10]). This has impact on used route diversity scheme, where diversity
gains are substantially smaller (see Figure 2(c)). In next step, a diversity gain was determined
based on base station altitude. Example for approximately 5 hour rain event is shown in Figure 3.
There can be clearly demonstrated iterative approaches from terrestrial and satellite models to
HAP systems. From simulations of 3 year period (years 2002–2004), it was derived that terres-
trial models can be applied with very slight deviances in results for transmitter up to altitudes of
1–10 kilometers. For higher altitudes route diversity expressed by diversity gain becomes differen-
tiate (in most cases rapidly decreases) for more than 3 dB. This follows gradually with increasing
altitude. Surprisingly, it was observed HAP systems propagation dependences statistical behavior
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Figure 2: Example of time dependence of diverzity gain for (a) terrestrial system; (b) HAP system; (c)
satellite system.

 

Figure 3: Dependence of diversity gain on altitude.
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has higher correlation with terrestrial link statistics (correlation coefficient 0.85) than with satellite
link statistics (correlation coefficient 0.14).

3. CONCLUSIONS

Rain represents one of the main limitations of millimeter wave band systems regardless altitude
of transmitter. In the paper, a comparison of route diversity utilization for terrestrial, HAP and
satellite links was accomplished based on actual rainfall radar data. HAP link statistics proved to
be more related to terrestrial ones than to satellite statistics. Based on the results discussed in this
paper, detailed relationships on altitudes of transmitter will be subsequently derived.
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Abstract— A simple Fabry-Perot resonator based measurement system was utilized for mea-
surements of attenuation characteristics of stratospheric gases. Representative of very-short lived
gases — dibromomethane — as well as Carbonyl sulfide were measured in selected microwave
bands occupied by Satellite to ground or High Altitude Platform Systems.

1. INTRODUCTION

Observations and investigations of gas processes within the ozone layer and interaction of transmit-
ting electromagnetic waves in the stratosphere belong nowadays to main interests of human beings.
A Fabry-Perot interferometer provides an interesting tool enabling an enhancement of the sensitiv-
ity of the absorption as well as emission measurements in the region of microwave spectroscopy [1].
Measurement in the evacuated resonator allows setting particular molecular concentrations corre-
sponding to the height above ground and adjusting concentration correspondent to the atmosphere
layer. For monochromatic radiation, the Fabry-Perot interferometer can be tuned to a resonance
at which the constructive interference of the multiple-reflected electromagnetic waves enables to
accumulate the radiative energy.

The main advantage of the Fabry-Perot resonator comparing to the other laboratory measure-
ments is its relatively higher sensitivity to weak absorptions due to an apparent lengthening of
the optical path length by means of above mentioned multiple reflections. The effective optical
path length corresponding to the quality factors (according to [2]) of the bellow described evacu-
ated resonator equals 100 m. Therefore a precise measurement of gas attenuation can be reached.
The absorption spectra of particular very short-lived (VSL) gases substances from the ozone layer
were tested via the Fabry-Perot resonator. Their influences on particular millimeter wave systems,
whose links intersect the stratosphere (i.e., High Altitude Platforms, Mobile to Satellite Systems),
are detailed discussed in the paper.

2. MICRAWAVE SYSTEMS PASING STRATOSPHERE

Several millimeter wave links passing atmosphere can be temporarily influences by VSL gasses or
impermanent gas clouds/regions emerging from fires. It is true especially in case of links connecting
terrestrial and satellite segments, i.e., Mobile-Satellite Services (MSS) and Fixed-Satellite Services
(FSS). The Federal Communications Commission (FCC) has allocated [3] several millimeter bands
for these systems including, e.g., 27 GHz, 38GHz, and 71–76GHz, 81–86 GHz bands. Satellite links
connecting land stations at specified fixed points are also authorized when used in conjunction with
radionavigation-satellite service or Space Tracking and Surveillance System (STSS). Within other
systems whose links passes through variant ozone layer belong High Altitude Platforms (HAPs) [4].
These systems can provide very fast coverage of areas or substitute conventional terrestrial or
satellite systems from altitudes around 20 km. For HAP systems the frequency band 47/48GHz
was allocated worldwide.

Many papers introducing gaseous attenuation measurements can be found in the literature [5].
The attenuation introduced by atmospheric gases can either be described using an accurate physical
model, such as Liebe’s model [6] for frequencies ranging from 1 GHz up to 1THz, or it can be
approximated by probabilistic models such as the ITU-R P. 676 [7]. The ITU-R P.676 includes
two models for the calculation of gaseous attenuation — a complete line-by-line method which
sums the contributions from 44 oxygen lines and 30 water-vapor lines below 1000 GHz, and a
simplified algorithms based on a curve-fitting to the line-by-line calculation. Nevertheless, in the
real HAP or satellite scenario different situations can occur from the gas attenuation point of view.
Differences between the measured/observed and theoretically calculated (via, e.g., ITU-R P.676)
values of atmospheric gas attenuation can be caused by additional gas molecules in the measured
gas medium, which are not considered in ITU (the standard comprises oxygen and water-vapour
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lines only). Parameters of ozone layer are gradually changing due to the depletion by free radicals
like atomic nitric oxide, hydroxyl, nitrous oxide bromine etc.

3. EXAMPLE OF MEASUREMENT RESULTS

Several measurements of system performance and gas attenuation were performed with the Fabry-
Perot resonator in the Department of electromagnetic field CTU in Prague. The sensitivity of the
Fabry-Perot resonant cavity is the result of its very high quality factor. The absorption measure-
ment in this case comes to measurement and consequential evaluation of quality factor of the empty
and gas filled resonator. The main body of the used Fabry-Perot resonator is constructed from a
stainless steel. The equipment itself comprises from a tube-shaped cavity having length of 0.55m
and diameter of 0.17 m, from two positioned spherical mirrors, from a dielectric coupling foil placed
inside a cavity, and from specially designed input and output windows with dielectric lenses. The
mirrors have a 0.455 m radius of curvature and are made from bronze with a golden layer with
thickness of 5µm. One of the mirrors is fixed, while the other is movable with a reversible mo-
tor, which is suitably geared down in order to provide a fine, automated adjustment of the cavity
length with a 0.05µm step. The mirror spacing is tunable from 0.495 to 0.510m. More detailed
description of measurement technique can be found in previous work of authors [8, 9].

As the first measured gas Carbonyl sulfide (OCS), which emissions are observed for instance
during biomass burning or that is emitted from volcanoes, was chosen. Absorbance of OCS was
measured by Fabry-Perot resonator at 48GHz — the band allocated for HAP systems — at the
pressure of 15µ bar. From Figure 1, it can be clearly distinguished that partial regions of atmo-
sphere containing carbonyl sulfide can cause attenuation of transmitting electromagnetic waves up
to 5.3 dB/km. Nevertheless, it has to be emphasized that contrary to oxygen or water vapors only
fractions of links can be influenced as well as the measured gas is present in the atmosphere at
extremely low concentrations.

Figure 2 afterward depicts frequency dependence of attenuation coefficient of dibromomethane
(CH2Br2) measured at the pressure of 10µ bar. The frequency band of 71GHz has been chosen —
this band is according to the FCC [3] allocated for downlink of Mobile-Satellite Services and Fixed-
Satellite Services. These systems can sometimes have due to the cost of equipments very strict
power balance and therefore an additional attenuation can give rise to system failures. One can
note negative values of attenuation coefficient, which would be incorrectly physically represented as
gain in links; these ripples are caused by limitation of the measurement sensitivity. The measuring
system is nowadays able to correctly recognize gas attenuation peaks higher than 0.2 dB/km.
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Figure 1: Measured frequency dependence of atten-
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Figure 2: Measured frequency dependence of atten-
uation coefficient of dibromomethane.

4. CONCLUSIONS

Measurement system based on the Fabry-Perot resonator was presented. The resonator represents
a very effective tool to ensure homogeneity of the particular gas composition, the specific gas
distribution, and pressure. What more, very weak gas absorption peaks can be determined. First
results from measurement campaign focused on gases which can influence stratospheric or satellite



Progress In Electromagnetics Research Symposium Proceedings, Cambridge, USA, July 5–8, 2010 1187

links were presented in the paper.
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Transient Electromagnetic Field of an Electric Line Source above a
Plane Drude Model Plasmonic Half-space
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Abstract— The enhancement of the electromagnetic field at the surface of a Drude metal is
classified as the so called surface plasmon effect. This surface plasmon effect in a classical Drude
model has been investigated extensively in the frequency domain. However, to understand what is
actually happening to the electromagnetic field at the near vicinity of a Drude metal a thorough
analysis in the space-time domain is needed. Once the space-time domain counterpart of the
surface plasmon effect is found, one is able to describe and classify the physical phenomena that
are playing a role in the occurrence of this effect.

1. INTRODUCTION

The phenomenon of surface plasmon resonance of metallic structures has been known and theoret-
ically described for more than fifty years. Nowadays, the plasmonic nanostructures are used in a
variety of applications, such as molecular sensing and imaging devices, optical devices and meta-
materials. One of the materials in which plasmonic effects are encountered are metals that have a
frequency dependant conductivity described by the Drude model. Many researchers investigated
Drude model metals in the frequency domain in order to determine the optical behaviour of metals
within a certain frequency range. However, to understand what phenomena are at work when the
electromagnetic field interacts in the near vicinity with a Drude model metal, a thorough analysis in
the space-time domain is needed. Once the space-time domain counterpart of the surface plasmon
effect is identified, a description and classification of the physical phenomena that occur can be
given. These results can be of great importance in the field of time-domain terahertz spectroscopy.

The pulsed electromagnetic radiation from a line source above a plane plasmonic half-space,
modeled by a classical Drude model, is investigated. In order to obtain closed-form expressions
for the reflected electric field anywhere above the plasmonic half-space, the reflection factor RE

that corresponds to the Drude metal half-space is mathematically written in the form of a Laplace
transform integral, enabling the application of the Cagniard-de Hoop method. In the Cagniard-de
Hoop method the Laplace transform with respect to time is used, in which the Laplace parameter
s is kept real and positive in order to ensure causality in the space-time domain expressions for
the electromagnetic field. Attention is paid to investigate which parts of the Laplace transform
integral representation of RE give rise to the surface-plasmon effect by means of enhancement of
the reflected electromagnetic field at the near vicinity of the Drude metal interface. The derived
space-time domain expressions for the reflected electric field explicitly show the special time and
space dependence that exists in the reflection factor at the interface of the plasmonic half-space.
Consequently, leading to a better understanding of the physical effects, that occur at the interface
of classical Drude metals in the space-time domain.

Finally, a suitable source signature is proposed, which enables, without loss of generality, a
suitable determination of analytical closed-form inverse Laplace transforms of the distinct source
functions. Numerical results that support the conclusions made in this paper will be presented at
the Symposium.

2. DESCRIPTION OF THE CONFIGURATION

The reflected electromagnetic wavefield in the upper half-space of two homegeneous, isotropic,
semi-infinite media is investigated. To specify the position in the configuration, we employ the
coordinates {x1, x2, x3} with respect to a fixed, orthogonal, Cartesian reference frame with originO
and three mutually perpendicular base vectors {i1, i2, i3} of unit length each. In the indicated order
the three base vectors form right-handed coordinate system. In accordance with previous papers,
i3 points vertically upward towards the upper medium occupying the half-space 0 < x3 < ∞, which
consists of vacuum with permittivity ε0 and permeability µ0. The lower medium occupying the
half-space −∞ < x3 < 0, consists of metal whose properties can be described by a Drude model,
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with permittivity ε0 and a conductivity relaxation function defined by

J(x, t) =
η

µ0

∫ t

0
exp[−β(t− τ)]E(x, τ) dτ, (1)

in which η is defined by

η =
ω2

p

c2
, with ωp =

√
4πne2

me
, (2)

in which c = (ε0µ0)−1/2, ωp denotes the radial plasma frequency, n is the density of free electrons,
e the electron charge and me the effective electron mass. In Eq. (1) the parameter β is the
phenomenological relaxation constant.

3. METHOD OF SOLUTION

The electromagnetic field in the configuration is described in terms of the electric field E and the
magnetic field H. The action of the source is characterized by specifying the volume density of its
electric current JS , which is defined by

JS = j‖(t)δ(x1, x3 − hT ), (3)

where hT with hT > 0 denotes the vertical distance of the line source to the interface. In any domain
where the field quantities are continuously differentiable, they satisfy the following electromagnetic
field equations

∇×H = ε0∂tE + J + JS , (4)
∇×E = −µ0∂tH (5)

together with,

∇ · (ε0∂tE + J + JS) = 0, (6)
∇ · µ0∂tH = 0, (7)

in which J is defined by Eq. (1) in the plasmonic half-space and J = 0 elsewhere. In our analysis
we separate the total field into the incident field {Ei, Hi}, the reflected field {Er, Hr} and the
transmitted field {Et, Ht} according to

{E, H} =
{
Ei, Hi

}
+ {Er, Hr} , for x3 > 0, (8)

{E, H} =
{
Et, Ht

}
, for x3 < 0, (9)

where the incident field is the field that the source would generate if no boundary were present.
Across the interface of the two media, we have the continuity of the tangential components E1, E2,
H1 and H2 and we take into account the radiation condition, i.e., the fact that the incident field
travels away from the source, while the reflected and transmitted field travel away from the interface.
Next, we incorporate the two-dimensionality of the configuration. To this end, we decompose each
field vector into a component that is parallel to the line source (denoted by the subscript ‖) and a
component in the plane perpendicular to it (denoted by by the subscript ⊥). Taking into account
that ∇ = ∇⊥ and JS is parallel to the interface, we can rewrite Eqs. (4)–(7) in a form where only
an E-polarized field is generated for which E‖ 6= 0 and H‖ = 0.

Finally, we subject the field quantities to a Laplace transformation with respect to time according
to

Ê(x, s) =
∫ ∞

τ=0
E(x, τ) exp(−sτ) dτ, (10)

and a spatial Fourier transformation with respect to x1 according to

Ẽ(α, x3, s) =
∫ ∞

−∞
exp(sαx1)Ê(x, s) dx1, α ∈ I, (11)

together with the inverse transformation

Ê(x, s) = − s

2πi

∫ i∞

−i∞
exp(−sαx1)Ẽ(α, x3, s) dα, (12)

in which I denotes the imaginary axis.
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4. REFLECTED ELECTRIC FIELD REPRESENTATION

In this section, we determine the representation of the reflected electric field excited by the local-
ized line source defined in Eq. (3). Application of the transformations (10) and (11) and solving
Maxwell’s equation for the generated E-polarized incident electric field yields

Ẽi
‖ = −µ0ĵ‖(s)

2γ
exp(−sγ|x3 − hT |), (13)

in which
γ =

(
c−2 − α2

)1/2
, Re{γ} ≥ 0, with c = (ε0µ0)−1/2. (14)

Similarly we obtain for the reflected electric field Ẽr
‖,

Ẽr
‖ = REẼi

‖(α, 0, s) exp(−sγx3), with 0 < x3 < ∞, (15)

in which RE denotes the reflection factor which is given by

RE =
γ − γp

γ + γp
, with γp =

(
γ2 +

η

s(s + β)

)1/2

, Re{γp} ≥ 0. (16)

In Eq. (15), hT denotes the distance from the electric line source to the plasmonic interface and
x3 denotes the vertical position of the receiver above the interface. Next, we rewrite the reflection
factor RE in the form of a Laplace transform integral in order to allow the application of the
Cagniard-de Hoop technique [1]. First, we multiply both the numerator and the denominator of
Eq. (16) with γ − γp, resulting in

RE = −
[
2s(s + β)

η
γ2 + 1

]
+

2γ

γp

[
s(s + β)

η
γ2 + 1

]
. (17)

The expression γ/γ̄ can be recognized as a Laplace transform integral according to [2], formula
29.3.55, as

γ

γp
=

√
s(s + β)

[
1√

(s + β/2)2 + (η/γ2 − β2/4)

]

=
√

s(s + β)
∫ ∞

0
J0

(
κβ

2γ

√
4η/β2 − γ2

)
exp (−βκ/2) exp(−sκ) dκ, (18)

in which J0 denotes the Bessel function of order 0. Then, we can rewrite RE in Eq. (17) as

RE = −1 + s(s + β)W̃1(α) + s3/2(s + β)3/2

∫ ∞

0
W̃2(α, κ) exp(−sκ) dκ

+s1/2(s + β)1/2

∫ ∞

0
W̃3(α, κ) exp(−sκ) dκ, (19)

in which

W̃1(α) = −2γ2

η
, (20)

W̃2(α, κ) =
2γ2

η
J0

(
κβ

2γ

√
4η/β2 − γ2

)
exp(−βκ/2), (21)

and

W̃3(α, κ) = 2J0

(
κβ

2γ

√
4η/β2 − γ2

)
exp(−βκ/2). (22)

Now, we can rewrite the reflected electric field Êr
‖(x, s) in the form

Êr
‖(x, s) = Ŝ‖,0(s)ĝ0(x, s) + Ŝ‖,1(s)ĝ1(x, s) + Ŝ‖,2(s)ĝ2(x, s) + Ŝ‖,3(s)ĝ3(x, s). (23)
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In Eq. (23), the source functions Ŝ‖ are given by

Ŝ‖,0(s) = ĵ‖(s), (24)

Ŝ‖,1(s) = s(s + β)̂j‖(s), (25)

Ŝ‖,2(s) = s3/2(s + β)3/2ĵ‖(s), (26)

Ŝ‖,3(s) = s1/2(s + β)1/2ĵ‖(s), (27)

and the Green’s functions ĝ(x, s) are given by

ĝ0(x, s) = − µ0

2πi

∫ i∞

−i∞

1
2γ

exp{−s[αx1 + γ(x3 + hT )]} dα, (28)

ĝ1(x, s) =
µ0

2πi

∫ i∞

−i∞

W̃1

2γ
exp{−s[αx1 + γ(x3 + hT )]} dα, (29)

ĝ2,3(x, s) =
µ0

2πi

∫ i∞

−i∞

exp{−s[αx1 + γ(x3 + hT )]}
2γ

∫ ∞

κ=0
W̃2,3 exp(−sκ) dκ dα, (30)

respectively. It is noted that ĝ0(x, s) represents the total reflected Green’s function in case η →∞,
since ĝ1(x, s), ĝ2(x, s) and ĝ3(x, s) vanish. In the next section we will show that the integrals at the
right-hand side of Eqs. (28)–(30) can be transformed such that the space-time domain counterpart
of the reflected wavefield in Eq. (23) can be expressed as

Er
‖(x, t) = U(t−R/c)

∫ t

R/c
S‖,0(t− τ)g0(x, τ) + S‖,1(t− τ)g1(x, τ) + S‖,2(t− τ)g2(x, τ)

+S‖,3(t− τ)g3(x, τ)dτ, (31)

in which R = [x2
1 + (x3 + hT )2]1/2 denotes the distance from the image of the electric line source to

the point of observation and U denotes the Heaviside unit step function.

5. SPACE-TIME EXPRESSIONS

In order to obtain space-time domain expressions for the reflected electric field Er
‖(x, t) we apply

the Cagniard-de Hoop technique. In the inverse spatial Fourier transformation with variable of
integration α we introduce a parametrization along the variable τ , which is real and positive.
In view of subsequent deformation of the path of integration, we take Re(γ̄) ≥ 0 not only on
the imaginary α-axis but everywhere in the complex α-plane. This implies that branch cuts are
introduced along {α ∈ C|c−1 < |Re(α)| < ∞, Im(α) = 0}. Now the path of integration in the
complex α-plane is deformed into a Cagniard-de Hoop contour defined by

Re[αx1 + γ̄(x3 + hT )] = τ,

Im[αx1 + γ̄(x3 + hT )] = 0.
(32)

Let α = ᾱ(τ) denote the parametric representation of the solution of Eq. (32) in the upper half of
the complex α-plane, then the contour consists of ᾱ together with its complex conjugate ᾱ?. We
obtain

ᾱ(τ) =
x1τ

R2
+ i

x3 + hT

R2

[
τ2 − T 2

]1/2
, (33)

for T ≤ τ < ∞, with T = R/c and where the contour is a branch of a hyperbola. Along the contour
we further have

γ̄(ᾱ) =
(x3 + hT )τ

R2
− i

r

R2

[
τ2 − T 2

]1/2
. (34)

Taking into account the symmetry of the contour with respect to the real α-axis, we obtain

g0(x, t) = − µ0U(t−R/c)

2π [t2 − T 2]1/2
, (35)
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g1(x, t) =
µ0U(t−R/c)Re

{
W̄1(ᾱ(t))

}

2π [t2 − T 2]1/2
, (36)

g2,3(x, t) =
µ0U(t−R/c)

2π

∫ t

T

Re
{
W̄2,3(ᾱ(ζ), t− ζ)

}

[ζ2 − T 2]1/2
dζ. (37)

In Eqs. (36) and (37), W̄1 and W̄2,3 are obtained from Eqs. (20)–(22) by replacing γ with γ̄.

6. THE SOURCE SIGNATURE

In this section, we will present a source signature j‖(t) that is chosen such that the time domain
counterparts of Eqs. (24)–(27) can be found analytically. Since we are especially interested in
space-time domain phenomena that give rise to the existence of surface wave like effects in the
frequency domain, we can without loss of generality choose a suitable source signature that will
simplify our computational efforts. If we take ĵ‖(s) = s−3/2(s + β)−3/2 to be our source signature,
with [2], formula 29.3.50, we obtain the time domain counterpart

Ŝ0(s) = s−3/2(s + β)−3/2 L−1→ S0(t) = t exp(−βt/2)I1(βt/2)U(t), (38)

in which I1 denotes the modified Bessel function of the first kind and order 1. Then the source
functions S2(t) = δ(t) and S1(t), S3(t) are found to be

Ŝ1(s) = s−1/2(s + β)−1/2 L−1→ S1(t) = exp(−βt/2)I0(βt/2)U(t), (39)

Ŝ3(s) = s−1(s + β)−1 L−1→ S3(t) = β−1(1− exp(−βt))U(t), (40)

in which I0 denotes the modified Bessel function of the first kind and order 0.

7. CONCLUSION

Numerical results of the space-time domain reflected electric field above and at the near vicinity of
the interface will be presented at the Symposium. However, from the space-time expressions that
we have derived in Eqs. (35)–(37) we can at this stage draw some preliminary conclusions. Since it
is known that the enhancement of the electromagnetic field is mainly located close to the plasmonic
interface, we can conclude that the surface plasmon effect is strongly space and time dependant.
If we take a close look at the derived space-time expressions (35)–(37) to seek those parts that
are responsible for the electromagnetic field enhancements at the near vicinity of the plasmonic
half-space, we search for a connection between space and time that is only present in W̄2 and
W̄3. Consequently, g2,3(x, t) is the part of the space-time domain electric field that is responsible
for the surface plasmon effect. Now, from Eq. (34) we observe that in the case the source and
receiver locations are close to the plasmonic interface γ̄ becomes imaginary, which changes the
Bessel function J0 in Eqs. (21) and (22) into a modified Bessel function I0 with a real argument.
Hence, when the receiver location is moved away from the plasmonic interface the Cagniard contour
takes on the form of a branch of a hyperbola according to Eq. (33) and γ̄ becomes complex, see (34),
leading to a complex argument for the Bessel functions J0 in Eqs. (21) and (22). We can conclude
from this analysis that the enhancement of the electromagnetic field at the plasmonic interface is
mathematically described by the Bessel function J0 whose amplitude increases when the receiver
location is moved towards the interface. These conclusions are supported by the numerical results
that will be shown at the Symposium.
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Abstract— Parameters which maneuver chirality and optical activity properties in organic
metamaterials are investigated. Molecular optical rotation of a four-atom chain molecule and
optical rotation constant of artificial organic structures are proposed to regulate in order to
control chirality and optical activity. Artificial helix DNA is presented as a case study to monitor
optical activity effects in organic metamaterials. Circular polarization effect, electromagnetic
parameters and index of refraction are recorded. Once chirality and optical activity can be
controlled at molecular level, designed organic metamaterials can be used in electromagnetic
applications at high frequencies, up to x-rays regimes.

1. INTRODUCTION

Most natural macromolecules e.g., organic molecules, solid materials, as well as spin-polarized
gases are chiral and optically active in the optical frequency regime. Chirality and electromagnetic
parameters i.e., permittivity and permeability are the main factors controlling the refractive indices
of the materials and the rotations of the out-going waves. The chirality parameter, κ, is related
to optical rotary dispersion (ORD) and circular dichroism (CD), the two unique electromagnetic
properties of the media. ORD or optical activity creates the rotation of the polarization plane,
resulting from the splitting waves [1] propagating inside the media with different phase velocities;
whilst CD causes a change of polarization ellipticity, according to the differential absorption of the
left and right circularly polarized waves. Both CD and ORD are direct proportional to an optical
rotation angle, the specific angle through which plane-polarized light is rotated on passing through
an enantiomerically enriched solution. The optical angle can be used as a quantitative probe of
molecular chirality [2].

In this paper, we study parameters which influence the chirality and optical activity in organic
metamaterials. Rotation constant and dihedral angle are recommended to adjust in order to design
any desired chirality and optical activity. We also discuss how optical activity affects artificial helix
DNA, our case study. Circular polarization effect, electromagnetic (EM) parameter and index of
refraction are observed.

2. OPTICAL ROTATION VS. OPTICAL ACTIVITY

An organic compound is a large class of chemical compounds whose molecules contain carbon.
The relation between the optical activity and geometrical structure of organic compounds has
been analyzed [3, 4]. The molecular optical rotation of a four-atom chain, as shown in Figure 1,
depends on the dihedral angle sine formed with the two terminal atoms and sum of each of those
parameters [3]. It was proved that the sign and the magnitude of the molecular optical rotation
of a substance could be related to the structure, conformation and absolute configuration [4].
Optical rotation angle (ϕ) and ellipticity (θ) signify optical rotatory dispersion (ORD) and circular
dichroism (CD), correspondingly. Note that in chemistry, molar rotation and molar ellipticity, both
in unit of (deg cm2 dmol−1), are often used to represent ORD and CD. The Kramers-Kronig (KK)
relationship holds between ORD and CD, which are a real and imaginary part of complex optical
rotation (Φ) or complex optical angle, as shown in Equation (1).

Φ = ϕ + iθ (1)

Figure 1: X-C-C-Y , dihedral angle.
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ORD (ϕ) or optical activity is related to the optical rotatory parameter (β) as presented in Equa-
tion (2).

ϕ =
1
3
f2

(
n2 + 2

)
Nµ0β (2)

where f is the frequency (rad/s). (n2 + 2) is a very large number (in 108 range), obtained from
Ab initio calculation. N is an inverse volume unit (m−3) and µ0 is free space permeability. It can
be seen that β is a main variable to control ORD. A specific optical rotation [α]D, calculated from
molecular optical rotation of a substance [M ]D, is direct proportional to β. [M ]D, deg·cm2 ·dmol−1,
representing molecular optical rotation of a substance, can be calculated from Equation (3) [5],
where fi is the population of the conformer i. The dihedral angle αk is formed by four consecutive
atoms for each type of dihedral angle, as shown in Figure 1, while KXY is a rotation constant.

[M ]D =
∑

i

fi

∑

k

KXY sinαk (3)

Several parameters are linked to chirality and optical activity; however, there are only some which
can be manipulated in order to control both κ and ϕ effectively. Here, we recommend focusing on
the rotation constant (KXY ) and dihedral angle (αk). An example of an artificial organic structure
will be shown in the presentation.

3. CASE STUDY: ARTIFICIAL HELIX DNA

DNA or deoxyribonucleic acid belongs to the group of organic compounds known as nucleic acids. It
is formed in double helix shape. An example of DNA structure is shown in Figure 3(a). Three main
parts, i.e., sugar phosphate backbone, base and hydrogen bonds, form DNA structure; however,
in most artificial helix studies, only the backbone part is taken into consideration. Helix is known
as one of the most promising three-dimensional chiral media. Artificial single helical structure,
introduced as broadband circular polarizer, has been proposed [6]. Physical geometry, i.e., helix
pitch, helix radius, two-dimensional lattice constant, wire radius, number of helix pitch, and angle
of incidence of single helix was studied. It was found that the helix optical properties are controlled
by resonances of the individual helices as well as interaction effects [7].

In this session, we are investigating optical activity in artificial helix DNA, focusing on its circu-
lar polarization (CP) and electromagnetic responses. Helices are designed using DNA dimensions,

 

(b) 

 

(c) 

 

 

(a) (d) 

3.4 nm  

  2.5nm 

Figure 2: (a) DNA structure (double helix), (b) split ring resonator (SRR), (c) single helix and (d) double
helix with DNA dimension: 2.5 nm (diameter) × 3.4 nm (helix turn).
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Figure 3: (a) Split ring resonator (SRR) and (b) the comparison of scattering and material parameters from
LCP and RCP excitation.
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Figure 4: (a) Clockwise (right-handed) helix DNA and (b) the comparison of scattering and material param-
eters from LCP and RCP excitation. (c) Counter clockwise (left-handed) helix DNA and (d) the comparison
of scattering and material parameters from LCP and RCP excitation.

i.e., 2.5 nm (diameter) × 3.4 nm (helix turn), without considering the base and hydrogen bonds.
Left and right circular polarized waves are individually launched in the same direction as the DNA
(or helix) axis. Transmission properties, as well as EM material parameters, i.e., refractive index,
permittivity and permeability from each excitation are recorded. The helix is twisted in clockwise
(right handed or RH) and counter clockwise (left handed or LH) to generate the structure’s handed-
ness. The properties will be compared with those from a well known bi-anisotropic planar split ring
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resonator (SRR), shown in Figure 2(b). Single helix and double helix with DNA dimension: 2.5 nm
(diameter) × 3.4 nm (helix turn) are illustrated in Figures 2(c) and (d). CST Microwave Studio®
software is used to observe the transmission properties and to determine scattering parameters,
which afterward are used to extract EM material parameters.

Considering the normal excitation onto the SRR plane, this structure does not contain any
chirality or handedness; therefore, the scattering parameters, both transmission coefficient (S21)
and reflection coefficient (S11) of SRR from both LCP and RCP waves are identical. The simulation
results are presented in Figure 3(b). S21 from both eigenwaves generates a resonance at 41.47 PHz
(point A). The (-)n passband with low loss (4.52% shown at point F) begins around 73 PHz. This
structure produces high (-)µ (peaks at −37.78) at point D; while the highest (-)ε is at point E.

On the other hand, circular polarization effect, resulting from optical activity, is observed in
three-dimensional double helical structures, as shown in Figure 4. Opposite handedness structures
produce reverse transmission results, i.e., left-handed helical (counter clockwise) structure in Fig-
ure 4(c) shows a potential resonance at point A (−4.57 dB at 29.61PHz) and point B (−5.50 dB at
50.22PHz) when it is excited by LCP and RCP plane wave, respectively, and vice versa. Within
the resonance band, both LCP and RCP waves generate broad (-)n, from 20 PHz to 50 PHz, with
low loss (loss factor ∼ 0, point F). There is some difference between µ and ε from each excitation,
as illustrated, as point D and E. Note that LH helix with RCP excitation provides quite similar
polarization and EM properties to those of the RH helix with LCP excitation. The properties of
LH helix with LCP and RH helix with RCP are also nearly identical.

4. CONCLUSION

A dihedral angle of a four-atom chain molecule, main structure of organic compounds, and optical
rotation constant, discussed among other influenced parameters, are proposed to regulate to be
able to control chirality and optical activity of artificial organic structures. Polarization and elec-
tromagnetic properties, resulting from optical activity are investigated in artificial helix DNA. The
DNA based helices are shown to have well-built reverse circular polarization effect.
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