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Computational Parameters in Simulation of Microscope Images

Egon Marx and James Potzick
National Institute of Standards and Technology, Gaithersburg, MD 20899-8212, USA

Abstract— The simulation of microscope images computed from scattered fields determined
using integral equations depends on a number of parameters that are not related to the scatterer or
to the microscope but are choices made for the computation method. The effect of different choices
on the images and on the estimated line width are determined for two typical configurations.

1. INTRODUCTION

Lines on wafers or photomasks used by the semiconductor industry can be represented by two-
dimensional dielectric or conducting strips on a substrate, which is a simple scattering configuration.
Image simulation is required in the determination of the width of a feature from its image, especially
when this feature is smaller than the wavelength of the light used in the microscope. Simulated
optical images of such a strip and other similar cylindrical configurations are obtained from fields
computed above the substrate and the strips. This has been done both in the reflection and the
transmission modes. The latter involves a light source under a transparent layer of finite thickness.

The scattered fields are determined from unknown boundary functions that satisfy singular
integral equations [1]. They can be solved by a variety of methods and we have selected point
matching to do so. In this method, the segments representing interfaces shown in Fig. 1 are divided
into patches and the equations are satisfied at the center points. Fig. 1 also shows the coordinate
system. The effects of computational parameters such as the number of patches on the interfaces
and the number of plane waves representing the light illuminating the target are expressed in terms
of a quality of fit. In general, periodic functions require at least six or ten points per wavelength
of the light when used in numerical integrations. This is not required far away from the scatterer
where the boundary functions are negligibly small. These unknown functions diverge where the
regions have sharp corners, as has been extensively studied for dielectric and conducting wedges [2].
Corners have to be avoided but points may be chosen to accumulate near them. If one knew how
the unknown functions behave near edges one could incorporate this information in the integrals.
An approach using hypersingular integral equations [2] leads to constant functions near the edges,
but integrals are difficult to evaluate due to the rapid variation of the kernel near the singularity.

In this study, a reference image is computed choosing some parameters such as numbers of points
as large as permitted by the available computing resources (e.g., 40 Gb) and selecting other optimum
values. This image is compared to images using smaller parameters by determining a quality of
fit based on the distances between the curves, either for the same abscissa or perpendicular to the
curves. If the latter method is chosen, the plotting parameters should preferably be dimensionless.
Alternatively, one can express the discrepancy in the images in terms of the difference in the
apparent line width or space width [3]. Visual comparison of graphs can indicate rough differences
but is inadequate for high precision measurements.

When simulated images are compared to measured ones, the differences due to imperfections
of the instrument and simplifications of the feature characteristics are much larger than those
between simulations [4]. Effects differ for different materials, feature size, wavelength, focus height,
numerical apertures, and so on. A change in computational parameters may lead to savings in
computer run time, required memory, or both.
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2. BASIC EQUATIONS

The eight unknown jumps in the normal derivatives of E, and H., n;; and ngj, respectively, shown
in Fig. 1 are defined on the boundaries C;. One of the eight integral equations is [1]
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in a reflection problem, where the arguments on the right-hand side of the equation are mainly
normal or tangential derivatives of the homogeneous fields on the boundaries; the functionals G{n}

and N{¢}, evaluated at the field point 5 = xé, + yéy, are defined in terms of Hankel functions by
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where k| is the magnitude of the component of the wave vector in the xy-plane, 5_7 is the source
point at s, B = £ — ¢, R=|R|, R = R/R, and #/ = a(s'). We use 7 for a jump in the normal
derivative of a field and ¢ for a jump in a field. The functionals N’ and N” are the normal and
tangential derivatives of G. The system of equations is reduced to a set of linear algebraic equations
by the point-matching method or by the method of moments. The fields are obtained from
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for instance, where 5 is in V4 above the line, once the boundary functions are computed.
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Figure 1: Scattering by a strip on a substrate. Figure 2: Illumination pattern.

3. THE MICROSCOPE

We approximate the illumination in the microscope by a set of plane monochromatic waves with
different directions of incidence, as in Kohler illumination, here chosen to be symmetric about the
normal to the substrate. The illumination numerical aperture determines a circle in the back focal
plane of the lens system. This circle is subdivided into a number of strips of equal height and each
strip is subdivided into patches of more or less equal size, as shown in Fig. 2. The intensity of each
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plane wave is proportional to the size of the patch, and the intensities of the resulting scattered
plus reflected (for the reflection mode) or transmitted (for the transmission mode) fields are added.
The image is also determined by the collection numerical aperture and the magnification of the
lens.

4. COMPUTATIONAL PARAMETERS

In addition to the parameters defining the scatterer and the microscope, there are other parameters
that are related solely to the numerical computations. They are the number of strips into which
the circle in the back focal plane is divided, the number of patches on the largest strip, the number
of points on each segment of the interfaces in the cross section of the scatterer where the fields
are matched, the distance of closest approach to the corner at the end of each segment, the height
where the fields are calculated, and the number and distribution of points on this segment for the
Fourier transforms used to compute the image. If the field points are not equispaced and do not
number 2" for integer n, we cannot use the fast Fourier transform used here but we can use other
numerical Fourier transforms and save on points away from the scatterer.

We selectively reduce or otherwise change some of the parameters and obtain a degraded image.
We compute the quality of fit, that is, the difference between the two images, by a the square root of
the sum of the squares of the differences or the absolute value of the differences. The former method
gives more emphasis to the part of the image with a large slope. Still another method would add the
sum of the perpendicular distances between the images, which is more complicated to implement
and requires the same choice of dimension for abscissas and ordinates. The images are normalized
to the values far away from the scatterer, corresponding to the reflection or transmission of the
incident wave in the absence of the scatterer, which makes the intensity values dimensionless. The
abscissas would have to be made dimensionless by dividing them, for instance, by the wavelength or
by the line width. Since the line width and similar quantities are determined from the image near
the scatterer, we limit the evaluation of the quality of fit to a specified region about the scatterer.
We divide by the number of points, M, of the first image and define two of the possible quality of
fit metrics,
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where I; and I, are the intensities at point z. These definitions tend to emphasize the contributions
where the image has a large slope, especially with @)7,. This may be desirable if the purpose of the
computations is the determination of the line width represented by the distance between the part
of the image with a large slope. It is not necessary for the second image to be defined at the same
points as the first one. If it is not, it is necessary to interpolate the values of the image intensity of
the second image to match the abscissas for the reference image I, indicated by the bar over Is.
We quantify the errors that are caused by changing some of the computational parameters.
These values depend on the scatterers under consideration and the properties of the media. For
some configurations we determine the errors in the apparent line width obtained by decreasing the
values of the computational parameters to relate them to the quantity of interest in the simulation.

5. NUMERICAL EXPERIMENTS

We have chosen two configurations that are of interest to the semiconductor industry. One set is
composed of lines and spaces for a chrome layer on a quartz substrate 6350 um thick imaged in
the transmission mode illuminated with light of a wavelength equal to 0.365 wum, and the other of
lines and trenches on a Si substrate imaged in the reflection mode at 0.546 um. We have varied
the computational parameters one at a time deviating from the reference simulation. The images
have been all normalized to 1 far from the scatterer, where only the reflected or transmitted field
contributes. We also limit the evaluation of the quality of fit to a region in the vicinity of the
scatterer to avoid the contribution from numerical errors in the long tails of the images.

The variation in the number of strips in the illumination circle in the back focal plane was
chosen to be 30, 20, 10, and 6 strips and the same maximum number of patches in the widest
strip. The quality of fit for chrome on quartz lines and spaces of width 0.125 um, 0.25 pm, and
1 um are shown in Fig. 3. For the 1 pum line and space we also show the quality of fit for a point
distribution in geometric progression in which the distance of closest approach is 0.0001 um at the
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ends of each segment and increasing towards the middle. In the other simulations the points are
equispaced except for those in the regions outside the scatterer. The differences in the images
shown in Fig. 4 are mostly away from the scatterer. This seems to be the case for such images. As
this would suggest, the apparent line widths computed from the images [3] do not differ much from
the nominal input value. We have not found a correlation between the error in line width and the
quality of fit. We have obtained similar results for the Si line on a Si substrate, as shown in Fig. 5,
although the quality of fit increases monotonically with a decreasing number of strips, unlike some
of the lines in Fig. 3. We have varied the height at which the fields are first computed, which is
usually chosen to 5 um. We have found only small changes in the images for heights of 1 pm, 3 um,
and 10 pm. Getting too close to the line may be a problem because the influence of the induction
fields increases, while getting too far away increases the relative contribution of the reflected field.
Distorted images were obtained for values of 100 pum and 200 pum. The distribution of points in a
geometric progression can lead to problems when this procedure leaves an insufficient number of
points in the middle of a segment. It would be better to incorporate the behavior of the unknown
functions near an edge in one patch and distribute the others uniformly.

Image changes resulting from reducing the number of strips
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Figure 4: Cr line on quartz substrate (transmission). Figure 5: Si line on Si substrate (reflection).

6. CONCLUSIONS

There are computational parameters that can be reduced or otherwise changed without significantly
affecting the resulting image, such as the length of and the number of points in the segments
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representing the interface outside the scatterer. In the transmission mode, the number of points
placed on the underside of a thick quartz layer or making the layer infinite and hypothetically
placing the source in the substrate does not make much difference. Reducing all the numbers of
points to one half the reference values chosen initially does not significantly degrade the image.

The numerical experiments carried out to determine the best values of the computational pa-
rameters suggest that memory and time can be saved by choosing them appropriately. On the other
hand, the dependence of these values on the experimental setup and the samples being simulated
indicate that reaching general conclusions might be a very lengthy process. We do not obtain best
parameter values that are valid generally, but we might carry out these numerical experiments until
we can make an educated guess of the values chosen for the computational parameters.

We believe that the most profitable areas for further research and experimentation may be the
behavior of the unknown functions near sharp edge, the influence of the segments of the interface
away from the scatterer, and the type of Fourier transform used in the calculations.

REFERENCES

1. Marx, E., “Images of strips on and trenches in substrates,” Appl. Opt., Vol. 46, 5571-5587,
2007.

2. Marx, E., “Scattering of an arbitrary plane wave by a dielectric wedge: Integral equations and
fields near the edge,” Radio Sci., Vol. 42, RS6S09, doi:10.1029/2006RS003568, 2007.

3. Marx, E. and J. Potzick, “Simulation of optical microscope images for photomask feature
size measurements,” 2005 Digest of the IEEE Antennas and Propagation Society International
Symposium, 21162119, 2005.

4. Silver, R., R. Attota, M. Stocker, J. Jun, E. Marx, R. Larrabee, B. Russo, and M. Davidson,
“Comparison of measured optical image profiles of silicon lines with two different theoretical
models,” Metrology, Inspection, and Process Control for Microlithography X VI, Proceedings of
the SPIE, Vol. 4689, 409-429, 2002.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23-27, 2009 1335

E-polarized Diffraction Coefficients of a Composite Wedge
Composed of a Perfect Conductor and a Lossy Dielectric
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Abstract— The method of hidden rays is applied to the electromagnetic diffraction by com-
posite wedges composed of perfect conductor and lossy dielectric. The E-polarized diffraction
coeflicients are expressed as a finite series of the cotangent functions, of which the angular period
is adjusted to satisfy the edge condition at the wedge tip. The accuracy of the diffraction coeffi-
cients is assured by showing how closely the null-field condition is satisfied in the complementary
region.

1. INTRODUCTION

Ordinary ray-tracing provides the geometrical optics (GO) field. Keller suggested a generalization
of the Fermat principle on diffracted rays produced by an incident ray which hits edges, corners,
or vertices of boundary surfaces. But the geometrical theory of diffraction (GTD) could not be
implemented by employing only the ray-tracing data because the initial value of diffracted rays
should be determined from the exact diffraction coefficients of some canonical structures, e.g.,
perfectly conducting half-plane, wedge, and cone. Hence the applicability of the GTD scheme
was restricted due to the lack of rigorous diffraction coefficients of such canonical structures as
penetrable wedges and cones. Recently an approximate but analytical solution to the diffraction
by a composite wedge consisting of perfect conductor and lossless dielectric was constructed using
the hidden rays of diffraction (HRD) method [1]. The hidden rays obey the usual principle of
geometrical optics (GO) but do not exist in the physical region. These rays can be traced only
in the complementary region, in which the original media inside and outside of the wedge are
exchanged.

In this paper, the HRD method is applied to the E-polarized diffraction by composite wedges
composed of perfect conductor and lossy dielectric. The modified propagation constants for non-
uniform plane wave transmission through conducting media [2] are employed to account for the
multiple reflections inside the lossy dielectric. Then one may easily obtain both trajectories of
ordinary rays in the physical region and hidden rays in the complementary region. The one-to-one
correspondence between geometrical rays and diffraction coefficients provides the HRD diffraction
coefficients consisting of the cotangent functions. The angular period of the diffraction coefficients
is adjusted to satisfy the edge condition at the tip of the composite wedge. Both PO and HRD
diffraction coefficients are plotted here and compared each other.

2. THEORY

Figure 1 shows a wedge composed of a perfect conductor in S, and a lossy dielectric with complex
relative dielectric constant et = ¢, + ig; = &, + i0/wep in S4. Consider an E-polarized unit plane
wave u;(p, 0) in air region Sy incident on the wedge with an arbitrary angle 6;.

Then the z-component of the total electric field u(p, #) may be written into the dual integral
equations [1] as

-1 JC(OZ, ﬁ) -+ Jd(aa ﬁ) + Md(Oé, ﬁ) o u(pa 0)7 in SO
ui(p, 0) — F [ 2+ P2 } = { 0. o Sgo) N Séo) (1)
-1 [ Jala, B) + Ma(e, B) + Jo(a, B) | _ u(p, ), in Sy @)
a? + 32 — k2 1o, in S 4 54

where F~1 denotes the operator of two-dimensional inverse Fourier transform. In (1), Séo) and Sc(lo)

are the air-filled regions of S. and Sy, respectively. In (2), S((;d) and S(()d) denote the dielectric-filled
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Figure 1: Geometry of composite wedge consisting of perfect conductor and lossy dielectric illuminated by
FE-polarized plane wave.

regions of S. and Sy, respectively. The spectral functions J., Jy, My, and Jy are given by [1]

Je(a, B) = —/dp [lgeu( 96)] exp|—ip(acosf. + Bsinb.)] (3a)
0
Ja(a, B) = /dp {i%u(p, Hd)] exp|—ip(acosfy + Fsinby)] (3b)
My(a, B) = —i(asinfy — 5 cosby) /dpu p, 04) exp[—ip(acos Oy + Bsinby)] (3c)
0
e, )=~ [ o | Zuto. 0)| exvl-ipal. (34)
0

But there is no systematic way to solve the dual integral equations exactly. Hence the conven-
tional PO approximation is performed at first. The ordinary rays in the physical region are traced
using the usual principle of the geometrical optics (GO), as shown in Figure 2. Multiple reflections
inside the lossy dielectric can be accounted accurately by determining the modified propagation
constants for non-uniform plane wave transmission through the conducting media [2].
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Figure 2: Ordinary ray-tracing in the physical regions.
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After the ordinary ray-tracing is terminated in the physical region, the first hidden ray is gen-
erated by extending the last ordinary ray into its complementary region, as shown in Figure 3(a).
Figure 3(b) shows the multiple reflections in the complementary dielectric region.
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Figure 3: Hidden ray-tracing in the complementary regions.

The amplitudes of hidden rays are obtained routinely by the multiplication of the Fresnel’s
reflection coefficients. Then the HRD diffraction coefficients may be expressed by the finite series
of the cotangent functions, which correspond to not only the ordinary rays in the physical region
but also the hidden rays in the complementary region. It should be noted that the angular period
of the cotangent functions is adjusted to satisfy the edge condition at the tip of the composite
wedge.

3. RESULTS

According to the above procedure, one may easily construct the HRD diffraction coefficients in the
physical and complementary air regions, fl(e)(w) as

(e (w)+f1 (w+27r), in 0<w<b,
£ = (0w D), i si<w<o, (4)
fl(i)(w —27) + fl(cel) (w), in 0. <w< 2w

1 w — 9@76 w — 92‘,5
_21/7, I:COt (21/r> + RC cot ( 2VT >:| (53‘)
@p_ 1 w — ;.4 - — 051
1d (w) = _21/,, [cot <2V7‘> + Ry cot < )} E Kop, ¢ cot ( 2w, > (5b)

where M denotes the total number of internal reflections at the conducting boundary. And the
constant v, is the minimum positive real value satisfying the edge condition at the tip of the
composite wedge tip as

(er +ig;) tan <0d_9c> = tan <9d> . (6)
v + 1y Vr 411

The typical example in Figure 1 is carried out for 8; = 60°, 6. = 330°, 8; = 170°, ¢, = 1.01, and
g; = 0.1 ~ 100. The real parts of the PO and HRD diffraction coefficients are plotted in Figures 4(a)
and (b), respectively. In Figure 4, the dotted (¢; = 0) and broken (g; = c0) lines denote the exact

solutions to the perfectly conducting wedges with 6; = 0° and 60°, respectively. Séo) and S(go)
denote the complementary air regions, in which the original media in Sz and S, are replaced by air,
respectively. All of the PO curves in Figure 4(a) intersect two exact patterns and cannot become
zero on the conducting boundary. In contrast, the HRD diffraction coefficients in Figure 4(b)
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approach the corresponding exact diffraction coefficients monotonically as e; decreases to 0.1 or
increases to 100. According to the formulation of dual integral equations, the exact diffraction
coefficients should become zero in the complementary regions. Unlike the PO diffraction coefficients
in Figure 4(a), the HRD diffraction coefficients in Figure 4(b) satisfy the null-field condition in the

SC(IO) and Sgo) quite well.
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Figure 4: Real parts of the diffraction coefficients for §; = 60°, ., = 330°, 6, = 170°, ¢, = 1.01, and ¢; = 0.1
to 100 (dotted: exact for e, = 1 and &; = 0, broken: exact for ; = 00).

4. CONCLUSION

The FE-polarized diffraction coefficients of composite wedges composed of perfect conductor and
lossy dielectric are expressed in analytic form using the HRD method. Unlike to the conventional
PO solution, the HRD diffraction coefficients provide smooth transition between the exact solutions
in two limiting cases as ¢; increases from 0.1 to 100.

REFERENCES
1. Kim, S.-Y., “Hidden rays of diffraction,” IEEE Trans. Antennas Propagat., Vol. 55, No. 3,
892-906, Mar. 2007.
2. Radcliff, R. D. and C. A. Balanis, “Modified propagation constants for nonuniform plane wave

transmission through conducting media,” IEEE Trans. Geosci. Remote Sensing, Vol. 20, No. 3,
408-411, Jul. 1982.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23-27, 2009 1339

A Physical De-embedding Method for Silicon-based Device
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Abstract— In the recent years, de-embedding method of “open-short”, and “open-thru” with
dummy DUTs are mostly used for on-wafer devices. This paper shows a method, called L-2L,
with two metal lines or transmission lines. One is two times the length of the other one. Based
on the measurement data of two lines, PAD parasitics and scalable length model with certain
width are obtained by L2L. Furthermore, the tape-out DUT numbers for the de-embedding are
extremely minimized to 2. The applications for inductors by 65 nm Low-K Si-based process and
0.18 um FSG Si-based process, and for 0.13 pm transmission lines are also shown for benchmark
in this paper.

1. INTRODUCTION

The analysis of on-wafer device characteristics is very important for RF IC designer. In the recent
years, on-wafer de-embedding methods with “open-short” and “open-thru” with dummy DUTs are
the most used for handling the difficult fabrication on accurate 50 ohms load [1-3]. Both methods
can subtract parasitic resistance-inductance-capacitance (RLC) up to GHz level. Although they
are commonly used with certain confidence level, there is still a large amount of dummy test DUT's
needed to gain fairly accuracy for “open-short” [4] and TRL [5,6]. However, many de-embedding
approaches for inductors are published in recent years, such as TRL [7] and THRU model with
mutual inductance calculation [8].

In this paper, L-2L method is proposed with just two metal lines for dummy test DUTs, which
has been published for transmission lines study [9,10]. With physical scaling on metal line mea-
surement, L2L can improve the high frequency calibration for small devices without additional
parasitics. In this work, two metal lines that one is two times longer than the other are required.
Parasitic RLC of probing PAD and metal lines with physical scalable equations will be calculated
from L2L, separately. Finally, on wafer devices of 65 nm, 0.18 pm inductors and 0.13 um transmis-
sion lines are taken as benchmark.

2. THEORY AND MEASUREMENT RESULTS

2.1. Theory

The L2L de-embedding method theory is based on the two metal lines with same width on the same
wafer, which represents the same process condition. Fig. 1 shows the top-view of transmission line
tape-out. They can be decomposed into ABCD matrix components shown in the following formula
and figure.

[L] = [PAD] - [TLine] - [PAD] (1)
2L] = [PAD] - [TLine] - [TLine] - [PAD] 2)

‘ : : ‘ ‘ : : ‘
1 1 1 1
[PAD]' [TLine] '[PAD][PAD]' [TLine] [TLine] I [PAD]
) )

[LI=[PAD][TLine][PAD] [2L]=[PAD][TLine][TLine][PAD]

Figure 1: Two 0.18 pm Dummy metal lines for example of L2L.
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Based on Equations (1) and (2) shown above, we can conclude [PAD] and [Line| with the
following formula.

PAD] - [PAD] = (L)' [20]- (L] 3)

[TLine] = [PAD] ' [L] - [PAD]! (4)

In the Equations (3) and (4), [PAD] can be easily calculated, and its characteristics can show
the real parasitic capacitance of GSG PAD, according the same process variation on the same die.
Otherwise, ABCD matrix scaling method is already published [4], which can be applied in scaling
matrix of [TLine].

2.2. Measurement Results

Agilent 8510 and Agilent PNA are used for measuring from 0.2 GHz to 30 GHz and 0.2 GHz to
50 GHz, respectively. Cadence Microtech microwave GSG probes are used with LRM calibration
standard procedure and also with impedance standard substrate (ISS). The probes and cables
parasitics are subtracted right after the calibration procedure is finished.
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Figure 2: 0.18 um 1P6M metal lines DUTs with UTM, compared with 200 um and L2L calculated from
300 um/600 um measurement data, whereas 300 um and L2L calculated from 200 pm/100 pm measurement
data. (a), (b), and (c) is for inductance, resistance and capacitance plots, respectively. They are all mea-
surement data.

The measurement results are with Four different lengths of metal lines, and they are 100 wm,
200 wm, 300 pm, and 600 pm long. 100 um and 200 um is one set of L2L, as 300 wm and 600 pwm
are. Fig. 2 shows two sets of comparison results. Solid lines are for L2L calculation with GSG
PAD from the other set of L2L and symbols are exactly the value from the measurement. They
are all with GSG PAD. 300 um and 600 um metal lines are for the first setup of L2L scaling
method to perform 200 um transmission line with GSG PAD. The calculation of L2L is well-
matched 200 pm measurement itself. 100 pm and 200 wm are the other setup of L2L to extrapolate
the RLC result of 300 pm metal line with GSG PAD, which has excellent agreement with the actual
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300 um measurement data with PAD. Therefore, accurate results can be calculated by L-2L method
according to these consistence results.

The de-embedded results by “open-thru” and L2L can be found in Fig. 3 for one inductor
with only 60 um feed metal lines. “open-thru” is widely used for inductor de-embedding recently.
The difference between raw data and intrinsic DUT after L2L de-embedding method is around
47 ~50pH. This value is very consistence with Fig. 2(a), which shown 300 pm with 250 pH in
measurement. On the other hand, solid lines are for “open-thru” de-embedding results. There are
almost no difference between L2L and “open-thru” de-embedding within 20 GHz. But in much
higher frequency, the THRU model, that is used in “open-thru” method, will be suffered more
modeling quality issue and lose some accuracy on substrate resistance.
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Figure 3: 0.18 um 1P6M UTM inductor comparison of the single-ended L values between the raw
data without de-embedding and the data after L2L de-embedding. The width/spacing/turns/radius is
9pum/3 um/1.5/30 pm.
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Figure 4: 65 um 1P9M symmetric inductor with differential and single-ended L and Q plots, as D is for

differential and SE is for single-ended. These data are measured up to 50 GHz.

2.3. Validation

One symmetric inductor by 65 nm back-end Low-K Si-based process is shown in Fig. 4. The dimen-
sion of this small inductor is as follows: Width /spacing /turns /radius = 9 um/3 pm/2/15 um, with
306 um feed metal lines. [Ind] is the result of following ABCD matrixes after L2L de-embedding,

[Ind] = [TLine] ' [PAD] ! [Ind(raw)] - [PAD] " [TLine] " (5)
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Another inductor case with 460 um metal feed-lines, counted from each signal PAD, is de-
embedded by L2L. In Fig. 5, the comparison is quite well between L2L de-embedded data and
EM simulation result. In this paper, the process tech file of 3D EM simulator, Ansoft HFSS, was
exactly the same equivalent dioxide and substrate parameters from back-end layer configuration,
which dominates resonance frequency and Q value.

160 25 G G

120 F Q _' 20
S S
ap 11
li.D L E 1 - G M G
) (@)
30 N 186 G
- :

0.0 \\' d g i

8 @ 12 16 %

Li] 3
S o =y | PAD ||metal || CPW| o0

Frequency iGHzi
=—El_5IMLU.L.5E Ma3t.l.5E
TCEWTSMUGSE | Measo3E Half of TLine Mess -IPADImetallICPWIICPW]imetallfPAD]
EM_SIMU-O-D #8800 G

(b)

L (mH)
Lol
Jfactor

L=

Figure 5: 65nm 1P9M UTM symmetric inductors  Figure 6: CPW with its top-view (a) and its analysis
Q, L comparisons plot. D is for differential and SE  topology (b).

is for single-ended. Width/Spacing/Turns/Radius

= 15 um/3 pm/3/60 pm.

Figure 6(a) shows the layout of CPW. Three measurements of CPW DUTs are done for 500 pum,
1000 pm, and 2000 um. If the little discontinuity in black area is neglected in Fig. 6(b), close
data can also be found in Fig. 7. Solid line is the results calculated from L2L with 500 um and
1000 um CPW lines. It matches with actual measurement of 2000 wm long CPW in inductance
and resistance, and performs good benchmark for L2L. They are all compared within GSG PAD
structure.
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Figure 7: 0.13 pm CPW with L2L model calculated from 500 pm and 1000 pm CPW to compare with the
measurement data of CPW (2000 pm).

3. CONCLUSIONS

L-2L de-embedding method is well examined in this paper with good accuracy, applying up to
50 GHz. Extremely minimized DUT number, just two dummy DUTs, is required and consistence
results of inductors and transmission lines are shown. In addition, de-embedded inductors are well
matched with the simulation of 3D EM tool, including small inductors.
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Abstract— The thermal conductivities of Fe3Q4 and AlyO3 nanofluids with the viscous base
fluid composed by various fluids are investigated in this study. In order to change the viscosity of
mixed fluid, the volumetric fractions between two fluids in the mixed fluid are varied. Measured
values of thermal conductivity of nanofluids gradually approach the values predicted by Maxwell
equation with increasing the viscosity. Our measured results demonstrate that Brownian motion
of suspended magnetic particles could be an important factor that enhances the thermal conduc-
tivity of nanofluids, but it has little effect for suspended Al;O3 nanoparticles. It also indicates
that the conduction part of prediction model can be obtained from Maxwell prediction.

1. INTRODUCTION

Due the applications of suspended nanoparticles in a base fluid, the thermal properties of nanofluids
have been continually studied in the last decade. Various nanoparticles and base fluids are applied
to fabricate different kind of nanofluids. Former experimental data have shown that nanofluids have
higher thermal conductivity than that predicted by the conventional models like Maxwell model [1—-
11]. However, the conventional models did not consider the effects associated with Brownian motion.
This may cause the underestimation to the thermal conductivity of nanofluids. New models included
the effects associated with Brownian motion are hotly investigated in the recent years [11-23].

Some prior studies have indicated that the enhancement of thermal conductivity which directly
results from collisions between nanoparticles is not obvious, and the dominant factor of the en-
hancement in thermal conductivity is the convection-like behavior which indirectly results from
Brownian motion [12, 14, 16, 22].

Most new models divide the effective thermal conductivity, kg, into the conduction part,
k conduction, Which stands for the thermal conductivity due to differences of composition of nanoflu-
ids and convection part, Kconvection, Which stand for the thermal conductivity due to the effects
associated with Brownian motion.

keﬁ = Kconduction T Kconvection (1)

However, for the conduction part, some models are based on parallel path of conduction heat
transfer [22, 23] and other models are based on Maxwell prediction [13,20]. They do not provide a
consistent and convincing predict model for the conduction part of all nanofluids.

This study tries to clarify the model of conduction part on the enhancement of thermal con-
ductivity with nanoparticles in a base fluid at different values of viscositiy. According to the
Einstein-Stokes’s equation, the Brownian diffusion coefficient, Dp, is the function of temperature,
diameter of nanoparticle and viscosity of fluid:

kT
B 3 pdy,

(2)

where kp is Boltzmann constant, T" is temperature, p is viscosity of nanofluids, and d, is diameter
of nanoparticles. The Brownian diffusion coefficient will decrease with increasing the viscosity
of nanofluids, and the effect of Brownian motion or convectionlike behavior will be weakened.
Then the thermal conductivity of convection part should decrease and the thermal conductivity of
conduction part will be measured solely in the experiment.

2. EXPERIMENTAL SECTION

In this study, Al,O3 water-based nanofluid and Fe3O4 oil-based nanofluid are investigated. For the
Al,O3 water-based nanofluid, two kinds of viscous base fluids, the compound of water and EG and
the compound of EG and Glycerol, are used. The measured viscosities of water, EG and glycerol
are 1cP, 16.8cP and 937cP, respectively. Figure 1(a) shows the viscosity of the water-EG base
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fluid as a function of volume fraction of EG at 25°C. Figure 1(b) shows the viscosity of the EG-
glycerol base fluid as a function of volume fraction of glycerol at 25°C. The viscosities of both base
fluids grow exponentially when the volume fraction of EG or glycerol increases. AloO3 of average
diameter of 13nm is used as nanoparticles dispersed in water-EG or EG-glycerol base fluid. AlyO3
nanoparticles are purchased from the Yong-Zhen technomaterial CO., LTD.

For the FesO, oil-based nanolfuid, diesel oil and PDMS are used to form viscous base fluid.
The viscosity of diesel oil and PDMS are 4.188cP and 5500cP, respectively. Figure 1(c) shows the
viscosity of the base fluid as a function of volume fraction of PDMS at 25°C. The viscosity of the base
fluid grows exponentially when the volume fraction of PDMS increases. Fe3Oy4 of average diameter
of 10 nm used in this study is fabricated by co-precipitation method. The chemical reaction formula
is expressed as:

Fe*t 4+ 2Fe3t + 80H™ — FesOy + 4H50

The thermal conductivity of such nanofluids is measured by the thermal hot wire method at
25°C.

201 (a) water-EG base fluid 1000]  (b) EG-glycerol base fiuid s00] (¢) diesel 0il-PDMS base fiuid
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Figure 1: Measured values of viscosity of the mixed base fluid versus volume fraction of (a) EG (b) glycerol
(c) PDMS at 25°C.

3. RESULTS AND DISCUSSION

Figure 2 shows the thermal conductivity ratio of AloO3 nanofluid versus the viscosity of base fluid
with 2% volume fraction of AloO3 nanoparticles. The experimental results do not have regularities
in thermal conductivity. It may result from that the commercial nanoparticles are dry powder and
cannot be dispersed in the base fluid well. The aggregation causes the unstable thermal conductivity
ratio of nanofluid.
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Figure 2: Thermal conductivity ratio of AloO3 nanofluids versus viscosity of base fluid: (a) water-EG base
fluid, (b) EG-glycerol base fluid.

Figure 3 shows the effect of viscosity of base fluid on the thermal conductivity ratio, knano/kbs
and karazwet/kos, of nanofluids with 1% and 2% volume fraction of Fe3O4 nanoparticles. The pa-
rameters, Kpano and ks, denote the thermal conductivity of nanofluids and base fluid, respectively.
The predicted thermal conductivity of nanofluid, kpsqzwelr, is determined by the Maxwell equation,
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given by
- kp 4 2kyp + 2(kp — kyg)o
T Ty + 2y — (Bp — hop) o

where k, is thermal conductivity of nanoparticles, &y is thermal conductivity of base fluid, and ¢
is volume fraction of nanoparticles.

(3)

1.10- (a) & 2% Fe,0,(Measured) 1.04-
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Figure 3: Effect of viscosity of base fluid on thermal conductivity ratio of nanofluids: (a) knano/ksr, (b)
knano/kMamwell-

With the low viscous base fluid (4.188¢cP), the thermal conductivity ratio (knano/kr) of nanoflu-
ids is higher than that predicted by the Maxwell equation. The highest enhancement of thermal
conductivity is 8.75% at 2.24% volume fraction of Fe3O4 nanoparticles. And knano/knazwen are
1.007 and 1.021 at 1.12% and 2.24% volume fraction of Fe3O,4 nanoparticles, respectively. The ex-
perimental results indicate that Brownian motion and the convectionlike behavior are much active
and cause the observable enhancement of thermal conductivity in the low viscous base fluid.

With the high viscous base fluid (140.4cP), the thermal conductivity ratio (knano/kss) of nanoflu-
ids becomes the same as that predicted by the Maxwell equation. Measured values of knano/krrazwel
in the high viscous fluid are 1 at 1.12% and 2.24% volume fraction of Fe3O4 nanoparticles. At this
situation, high viscosity of nanofluids makes Brownian motion and the convectionlike behavior dis-
appear. The measured thermal conductivity of nanofluids only presents the conduction part which
Maxwell equation predicts.

The experimental results with the extra high viscous base fluid (648cP) are almost identical to
those in the high viscous base fluid (140.4cP).

4. CONCLUSIONS

For the AloO3 nanofluid, the unstable thermal conductivity may result from the aggregation. For
the FesO4 nanofluid, high viscosity of base fluid weakens Brownian motion of suspended nanoparti-
cles. Our experimental results with various viscosities of base fluids indicate that Brownian motion
of suspended nanoparticles is one of important factors to enhance the thermal conductivity of
nanofluids. In such a highly viscous fluid, Maxwell equation gives a good prediction on the thermal
conductivity of nanofluids without Brownian motion of suspended nanoparticles, and the conduc-
tion part of prediction model can be obtained from Maxwell prediction, i.e., kconduction = kMazwell-
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the Field Dependence of Resonance and After-effect Function of
Nano-particle Colloids
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Abstract— Measurement of the field and frequency dependent magnetic complex susceptibility,
X(w, H) = x'(w, H) —ix" (w, H), of nano-particle colloids, such as magnetic fluids, has proven to
be a reliable method for investigating a number of important properties of such fluids including
ferromagnetic resonance, relaxation mechanisms and other important parameters. Also, because
of the inverse Fourier transform relationship which exists between the after-effect function, b(t),
and x”(w), b(t) may be obtainedgnd used in determining a value of the precessional decay time,
T0-

Here, examples of results obtained from measurements obtained by means of the transmission
line technique in the MHz-GHz range, are presented.

1. INTRODUCTION

Magnetic fluids are stable colloidal systems consisting of single-domain magnetic particles covered
by a surfactant in order to prevent particle agglomeration and dispersed in a carrier liquid. The
particles have radii ranging from approximately 2-10nm and when in suspension their magnetic
properties can be described by the paramagnetic theory of Langevin. The particles are considered
to be in a state of uniform magnetization with a magnetic moment m = Myv, where M, denotes
the saturation magnetization and v is the magnetic volume of the particle.

There are three characteristic times which govern the behaviour of a particle and two of these are
associated with the relaxation of the particles magnetic moment, namely the Brownian relaxation
time (7p5) and the Néel relaxation time (7). The third is the decay time associated with precession
(10) of the magnetic moment. All three times can be determined by means of complex susceptibility
measurement, x(w) = x'(w) —ix”(w), as can the presence of ferromagnetic resonance which occurs
at a frequency frs. However the time of particular interest here is 7y, which can be determined
by means of the unique relationship which exists between the after-effect function, b(t), and the
imaginary susceptibility component y”(w).

Here it is demonstrated how b(t), frs and 7y are influence by the application of a polarizing
field, H.

2. COMPLEX SUSCEPTIBILITY

X(w), of an assembly of single domain particles can also be described in terms of its parallel, X| (w),
and perpendicular, x (w), components, with [1]

(x| (@) +2x1(w)) . (1)

W =

X(w) =

x11(0)
l-l—it,:JTH

X||(w), can be described by the Debye equation, with x| (w) = , where x(0) is the static

parallel susceptibility and 7| is the parallel relaxation time.

Over the frequency range considered here relaxation due to Brownian rotational diffusion of the
particles will, in general, be ignored and thus the 7; component, will be considered to be dominated
by the Néel relaxation mechanism with relaxation time 7.

The perpendicular or transverse susceptibility, x| (w), can have a resonant character, this effect
being indicated by a transition in the value of x/(w) from a +ve to a —ve quantity at an angular
frequency, Wres = 27 fres-

Under equilibrium conditions, the magnetic moment, m, and the anisotropy field, H4, of a
particle are parallel and any deviation of the magnetic moment from the easy axis direction results
in the precession of the magnetic moment about this axis. If the polar angle € is small, wyes, is
given by [1],

Wres = 2T fres = gYH A (2)
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Ha = 2K/M;, where K is the anisotropy constant in J/m?® and v is the gyromagnetic ratio. If
a radio frequency field is applied perpendicular to H 4, the motion of the magnetic moment has
a typical resonant character which is commonly described by means of the Landau and Lifshitz
equations, namely,
X (w) (1+ a?) wi + iawwy
x(0) (14 a?)w —w? + 2iawwy

3)

where « is a damping parameter v and the precessional decay time, 79 = (cwwg) ™.

The after-effect function, b(t), represents the decay of magnetization after the sudden removal
of an external polarizing magnetic field, and x(w) and b(t) are related by the expression [2],

b(t) = 2Re {Fl [X”(w)} } (4)

w

where F~! denotes the inverse Fourier transform.
Scaife [3] has shown that b(t) for the Landau and Lifshitz equations, has the form,

b(t) = b(0) exp <—t) cos wot (5)

70

oo o
If the area under b(t), [b(t)dt = B say, then it follows that, B = b(0) [ dt coswot exp(—t/70),
0 0

resulting in a normalised value of [4],

B _ (1/70) _ 70
b(O) (1/7’0)2 —|—w8 1 —|—ng3

(6)

from whence, by knowing B/b(0) and wy, 79 can be determined.

3. SUSCEPTIBILITY MEASUREMENT

Measurements reported here were made by means of the short-circuited, coaxial transmission line
technique [5,6] using a Hewlett Packard (HP) 50 coaxial line incorporating a co-axial cell, in
conjunction with an HP 8753C network analyser. To obtain polarised measurements the coaxial cell
containing the ferrofluid sample, terminated in a standard HP short circuit load, was placed between
the pole faces of an electromagnet, the axis of the cell being perpendicular to the biasing field. The
biasing field, H, was altered between 0 and 104 KAm~'. Automatic swept measurements of the
input impedance of the line containing the sample were measured and from these measurements
the complex components, x'(w) and x”(w) were determined.

4. RESULTS

Measurements are presented for a 330 Gauss fluid consisting of Mng 5Feg 5FesO4 particles suspended
in Isopar M. Measurements were performed over the range 100 MHz to 6 GHz and for 10 values of H.
The curves where then fitted [7] up to 10 GHz in order to facilitate a more accurate determination
of the inverse Fourier transform of y”(w).

Figure 1 shows a plot of the x/(w) and x”(w) components of the sample and from these plots it
can be seen that when H = 0, fres = 1.45GHz, and when H = 104 KAm™!, f,., rises to 5.7 GHz.
The x”(w) component has a high frequency loss peak that occurs at a frequency of fiax = 0.92 GHz
at H = 0. This shifts to 5.7 GHz at H = 104 KAm~!. Thus the value of fax approaches the value
of fres as resonance becomes the dominant process.

A plot of fres against H is shown in Fig. 2 and as wyes = 27 fres = 7(H + Ha), the value of Hz
is found from the intercept of Fig. 2 and determined as being equal to 37 KAm™!, corresponding
to a mean value of K, of 3.5 103 J/m3. Form the slope of Fig. 2. « is found to be 2.5 10°s'A~'m.

Figure 3 shows the x”(w) data which was transformed to obtain the b(t) profiles shown in Fig. 4
and one can observe how, over the polarizing field range, b(¢) changes from an exponential type
decay to an oscillatory one. This transition arises because with increasing H, the parallel relaxation
component diminishes its contribution to the overall susceptibility and b(¢) becomes similar to that
of the Landau Lifshitz form.
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Computing the area, B, under the b(t) curves and using the f,..s values, 79 as a function of H,

was determined by use of Eq. (6).

The results are shown plotted in Fig. 5. As can be observed

from Fig. 5, for the analysed sample, Eq. (6) has real solutions only for polarizing fields larger
than 60 KA /m. This is due to the fact that the approximation used in computing the solutions of
Eq. (6) (i-e., wo = 27 fres) is valid only for strong polarizing fields. One also notes that, Eq. (6) is
a quadratic equation and has two solutions, 71 and 79 The correct values of 79 can be chosen by
simply testing the values of 71 and 7o with the relation a = (Towo)*l, where « cannot be larger
that one. Performing this test for all solutions of 7 and 79, we determine that the correct solutions
of Eq. (6) are those of 71 (see Fig. 5) and at large values of H a mean value of 75 = 2.05 - 10710 s
is obtained.

In order to determine that the value of « for our sample is indeed less than 1, we have also
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determined « by an alternative method, which is described in Ref. [8]. Here it is shown that in the
region of strong polarizing fields,
o= \/1 - (fmax/fres)2

1+ (frnax/ fres)?

From Fig. 6, one can observe that in polarizing fields larger than 60 KA /m, the ratio fimax/ fres
tends to have a constant value of 0.98 and using this value in Eq. (7) results in & = 0.14. Thus
verifying the criteria that « of the sample should be less than 1.

(7)

5. CONCLUSIONS

Using the frequency and polarizing field dependencies of the complex magnetic susceptibility,

X(w, H) = x'(w, H) —ix"(w, H), and the corresponding after-effect functions, the determination

and subsequent observation of the behaviour of the resonant frequency, f,.s, and the precessional

decay time, 79, under the strong polarizing fields has been presented. The significance of the area,

B, under the after-effect functions has been highlighted and it has been shown that 79 can be
To

determined from the expression % = Trar 2 this method being based on the analysis of the

after effect function of a magnetic fluid at resonance.
The determined value of 75 = 2.05 - 107195 lies within the generally accepted range for 7.
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Abstract— In this attempt heat transfer behavior of one type of nanofluids in a disc geometry
has been investigated using computational fluid dynamics (CFD) technique. Effects of gravity
induced sedimentation and magnetic particle’s diameter on thermal treatment of the fluid have
been studied. In order to compare the effect of single phase approximation and mixture model
on prediction of nanofluid’ behavior, both methods were applied in simulations. It was obtained
that in the presence of gravity because of natural convection heat transfer will enhance. In
addition, gravity causes separation of phases and also sedimentation in the nanofluid. It was also
confirmed that at value of the ratio of thermal energy to dipole-dipole contact energy more than
unity, thermal forces are able to disrupt agglomerates.

1. INTRODUCTION

Nanofluids are produced by adding only a small amount of nanoparticles or nanotubes (up to 10%)
into the base fluid [1]. The presence of these small particles has been shown to increase the heat
transfer of the base fluid. As Keblinski et al. [2] explored there are different factors influencing the
heat transport capability of nanofluids such as: Brownian motion of nanoparticles; molecular-level
layering of the liquid at the nanoparticle surface; nature of heat transport in nanoparticles; and
the effects of nanoparticles clustering.

Due to the high surface energy of nanoparticles, it is easy for nanoparticles to coagulate and dif-
ficult to disperse in water. Therefore, controlling the coagulation of nanoparticles in the nanofluid
has become the primary issue for the initial research of nanofluid. It is also important to investigate
dispersion and stability of nanofluids in order to exploit their potential benefits and applications [3].
It has been established that the mean droplets coalescence time is proportional to droplet’s diam-
eter, i.e., t. ~ d" where n varies in the range of 0.6-3.15 [4]. The colloidal instability is one of the
biggest problems that make the commercial use of nanofluids difficult. Aggregated nanoparticles
cause sedimentation which lead to non homogenous dispersion of particles.

Sedimentation phenomena affect the distribution of the particle concentration in the flow. As a
result of the sedimentation of particles, a layer of the sedimented particles will form on the wall of
the channel. The form of this layer is nonsymmetrical in horizontal channels [5]. In the midst of a
sedimenting suspension, regions of particle density higher than average will constantly be formed
and destroyed [6].

Nano-ferrofluids are one type of nanofluids which are suspension of magnetic nanoparticles in
a carrier liquid such as water or kerosene [7]. In the presence of an external magnetic field, a
ferrofluid becomes magnetized as the particles align with the magnetic field [8]. So they have a
wide range of potential application in biomedicine and technology. In ferrofluids transfer of particles
in the presence of temperature gradients and magnetic fields [9], and also settling of particles and
their aggregates [10] lead to heterogeneity of the fluid. As stability of such fluids is an important
property that insures the investigator of a well-defined material suitable for fluid applications, the
main objective of this work was to study effect of gravitational sedimentation and aggregation on
heat transfer of a kerosene based ferrofluid using CFD technique. In addition application of both
single and two phase methods was studied.

2. MATHEMATICAL FORMULA AND NUMERICAL METHOD

In the literature two approaches, single phase model and mixture method, have been applied
to investigate the heat transfer characteristics of nanofluids. The first approach assumes that
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the continuum assumption is still valid for fluids with suspended nano size particles. The other
approach uses a two-phase model for description of both the fluid and the solid phases. In this

study effect of these two models have been compared with each other. For more details about
formula used in this study refer to [11, 12].

As Fig. 1 illustrates, a disc with a height and diameter of 3.5mm and 75 mm, respectively
was used in simulations. A grid independency check has been performed, and finally a grid with
6 x 10° tetrahedral elements, and 10° nodes was chosen for performing simulations. Simulations
were done using a commercial software, Fluent, and a user defined function (UDF) was added to
apply a uniform external magnetic field parallel to the temperature gradient. Constant temperature

boundary conditions were applied for both bottom and top of the disc, and sidewall was insulated.

TTop
e s e T
[\ 5 mm /__] I i
] B T  Thwom Trp ’:,,// 3.5mm
Z=0 e T B e
TBntmm

Figure 1: Schematic of the geometry used in this study.

The solver specifications for the discretization of the domain involve the presto for pressure and
second-order upwind for momentum and energy in both models. In addition first-order upwind
was used for volume fraction in mixture model. The under-relaxation factors, which are significant
parameters affecting the convergence of the numerical scheme, were set to 0.5 for the pressure, 0.7
for the momentum, and 0.5 for the volume fraction. Using mentioned values for the under-relaxation
factors a reasonable rate of convergence was achieved.

3. RESULTS AND DISCUSSION

A kerosene-based magnetic fluid with magnetization 48 kA /m, particle magnetic moment 2.5 x
1071 Am?, vacuum permeability 47 x 1077 H/m and thermal expansion coefficient 0.00086 1/K
was used in this study. Other properties are listed in Table 1.

Table 1: Properties of the studied ferrofluid (¢ and p denote continuous and dispersed phase, respectively).

Model
Single Mixture
Property Value Property (c) Value (c) Property (p) Value (p)
Thermal 0.22 W/mK Thermal 0.149 W/mK Thermal 1W/mK
conductivity conductivity conductivity
Dynamic 0.008 kg /ms Dynamic 0.0024 kg /ms Dynamic 0.03kg/ms
viscosity viscosity viscosity
Heat capacity Heat capacity Heat capacity
at constant 3259 J/kgK at constant 2090 J /kgK at constant 4000 J/kgK
pressure pressure pressure
Density 1250 kg/m? Density 1248 — 1.56 x T'kg/m® Density 5400 kg/m®

Magnetic Rayleigh number, Ra,,, is a good criterion to characterize convection. Ra,, is defined

as follow:

Ra,, =

HoBmMoaTiz Al
pvk

(1)

where uo, Bm, Mo, AT, I, AH, p, v, and k represents magnetic permeability in vacuum, pyromag-
netic coefficient, magnetization vector at initial condition, the temperature difference over the gap,
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a characteristic length equal to the gap width, the magnetic field difference over the gap, density,
kinematic viscosity, and thermal diffusivity, respectively.

Figure 2 represents effect of gravity on heat transfer of the ferrofluid using both single and two
phase methods. As this figure shows for both methods in the presence of gravity because of natural
convection the heat transfer will enhance. Simulations for the mixture model were performed at
particle diameter 10 nm and solid volume fraction 0.1. There are few experimental data to validate
the single phase approximation and two phase method. As the particle-liquid interaction and the
movement between the particle and liquids play important roles in affecting the convective heat
transfer performance of nanofluids, it seems that mixture method can better predict the behavior
of such fluids. But some researchers [13-15] deal with the nanofluids as single-phase fluid because
it is much simpler and computationally more efficient.

A
5 A
A
A
47 A
A A
3 m
=
z
A
2 m
1106 © 0 ]
0 T T
0 400 Ra, 800 1200
A Gravity, mixture model ® No gravity, mixture model

A Gravity, single phase model © No gravity, single phase model

Figure 2: Effect of gravity on Nusselt number using mixture and single phase methods.

In order to better illustrate the effect of gravity on heat transfer of the ferrofluid, temperature
contours in the presence and absence of gravity has been presented in Fig. 3. As this figure shows
in the presence of gravity, the system is more non-uniform and sedimentation can occur.

319
312
305
298

Figure 3: Temperature Contours at z = 0.00175m in the (a) presence and (b) absence of gravity.

Gravitation induces phase separation; therefore it causes particle sedimentation within the
nanofluid. In other words, there is an interaction between gravity-and suspension-driven sedi-
mentation. Sedimentation can damage the stability of the system, and then lead to oscillatory
convection. This phenomenon will stop as phase equilibrium is approached. For ferrofluids the
following ratio can describe the relative influence of gravity to magnetism [7];

Gravitational energy — Apgl

= 2
Magnetic energy woMH 2)
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if the above ratio is sufficiently smaller than 1, therefore the gravity is less of a threat to sedimen-
tation.

The presence of gravity sedimentation of particles causes the nanofluid to be more heterogeneous.
Fig. 4 shows separation of phases because of gravity using the mixture model at AT = 38K, and
H = 20kA/m. Not only the nanoparticles move around, but also significantly large bodies of fluid
around nanoparticles interact with each other, which leads to a strong micro convection.

Figure 4: Solid volume fraction of dispersed phase (magnetic particles) on a z-plane after 100s. (a) z =0
and (b) z =0.00175m. Red and blue colors refer to the maximum and minimum values.

In order to investigate the influence of aggregation on heat transfer, particle’s diameter 50 nm
and solid volume fraction 0.1 was used in simulations, and results compared with the case contained
particle’s diameter 10 nm. The ratio of thermal energy to dipole-dipole contact energy can govern
the stability of the system. To escape agglomeration, this ratio must be greater than unity [7], i.e.,

Thermal energy _ 12kgT -1 (3)

Dipole — dipole contact energy — pogM2V

where kp, and V represent Boltzmann’s constant and volume for a spherical particle, respectively.

As in our simulations the above ratio was greater than 1, the thermal agitation was able to
disrupt agglomerates, so the amount of heat transfer in both cases was the same. In the previous
work [16] it was shown that in the presence of magnetic field greater than 20kA/m particle’s
diameter can affect the heat transfer, because dipole-dipole contact energy is significant and the
above ratio is smaller than 1.

4. CONCLUSION

In this study the effect of gravity on heat transfer of kerosene based nano-ferrofluid has been investi-
gated using CFD tools. Significance of single phase and mixture models on prediction of nanofluid’s
behavior also was studied. Results show that gravity induces sedimentation and therefore causes
the system to be more unstable. It was obtained that for both mathematical models in the pres-
ence of gravity because of natural convection heat transfer will enhance. It was confirmed to escape
agglomeration; thermal energy to dipole-dipole contact energy ratio must be greater than unity.
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Abstract— The first semi-empirical tight-binding calculation of the electronic properties of
some quantum wells structures with Gaussian confining potential is presented. The obtained
results demonstrate that this methodology can be useful for realistic calculations of the electronic
structure in this kind of systems.

1. INTRODUCTION

The design of many semiconductor devices containing quantum wells structures is based on numer-
ical calculations of their electronic properties [1]. The electronic spectrum of these heterostructures
depends on the potential profile in the growth direction. A lot of confinement potentials have been
exploited in the applications. The Gaussian profile causes specific features in the electronic struc-
ture of quantum wells and superlattices which have been used in some opto-electronic devices [2-9].
Only simple one-dimensional models based on effective mass approximation have been applied for
these systems [2]. More realistic calculations can be done using the methodology of this work. We
take into account the real crystal and atomic structure of Gaussian shaped quantum wells, barriers
and superlattices based on GaAds and AlGaAs materials. The numerical calculations reveal the
specific features in the electronic spectrum of these systems.
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Figure 1: Concentration and potential profiles of Gaussian shaped quantum wells (GQWs) of different
widths. The total well width in MLs: 10; 30; 50; 100. (a) Relative Al concentration profiles z(z). (b)
Electron potential profiles Ec[z(z)]. (c) Hole potential profiles Ev[x(z)]. The zero of the energy is fixed at
the top of the AlAs valence band.
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2. MODEL AND METHOD

A single Gaussian quantum well (GQW) and barrier (GQB), as well as finite and infinite superlat-
tices consisting of GQW and GQB of different widths are considered. The sp3gs* spin dependent
semi-empirical tight-binding model taking into account nearest-neigbors is used and the surface
Green function matching method (SGFM) within the framework of the virtual crystal approxi-
mation is applied to treat these large and inhomogeneous planar heterostructures [10-12]. The
numerical calculations are fast and precise due to the application of two efficient algorithms for
inversion of large block tri-diagonal matrices [10,12]. The first algorithm [10] is exact and the
second [12] is iterative based on the decimation technique. We consider Alx(z)]Gall — z(2)]As
materials where the Al concentration x(z) depends on the growth coordinate z and the functional
dependence is of Gaussian type. Due to the linear dependence of the conduction and valence band
borders on the Al concentration z, the confinement potentials for electrons and holes obey Gaussian
profiles too [11] (See Fig. 1).
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Figure 2: Energies of the electronic confined states and the transitions between them in Gaussian shaped
quantum wells (GQWSs) of different widths. First (ground) state and two excited states are considered.
(a) Conduction band states C1, C2, C3. (b) Valence band states HH1, LH1; HH2, LH2; HH3, LH3. (c)
Transitions C1-HH1, C1-LH1; C2-HH2, C2-LH2; C3-HH3, C3-LH3. The zero of the energy is fixed at the
top of the AlAs valence band.
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Figure 3: Conduction mini-band electronic structure of infinite Gaussian shaped superlattices. The Al
concentration in Al(x)Ga(l — x)As is =0.35. (a) The superlattice period: 2Al(x)Ga(1 — x)As /10GQW/
2Al(x)Ga(1 — x)As.; (b) The superlattice period: Al(z)Ga(l — x)As /50GQW/ 2Al(x)Ga(l — x)As.; (¢)
The superlattice period: 2GaAs /10GQB/ Gads. (d) The superlattice period: 2GaAs /50GQB/ 2GaAs.
The zero of the energy is fixed at the top of the AlAs valence band.

3. RESULTS AND DISCUSSION

The energies of the confined electron and hole states and the energies of the main optical interband
transitions are shown in Fig. 2 for GQW of widths from 10 to 100 MLs.

The conduction mini-band formation of infinite superlattices with different periods is presented
in Fig. 3.
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Figure 4: Conduction mini-band electronic structure of finite Gaussian shaped superlattices. The Al concen-
tration in Al(x)Ga(l — z)As is ©=0.35. (a) 50 periods: 2Al(x)Ga(l — z)As /10GQW/ 2Al(x)Ga(l — z)As;
(b) 20 periods: 2Al(x)Ga(l—x)As /50GQW / 2Al(x)Ga(l—x)As; (c) 50 periods: 2GaAs /10GQB /2GaAs;
(d) 20 periods: 2GaAs /50GQB/ 2GaAs. The zero of the energy is fixed at the top of the AlAs valence
band.
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The dashed vertical lines show the energy positions of the conduction band edges for GaAs
(2.101eV) and AlGaAs (2.429¢€V).

The conduction mini-band formation of finite superlattices with different periods is presented in
Fig. 4. The dashed vertical lines show the energy positions of the conduction band edges for GaAs
(2.101eV) and AlGaAs (2.429eV). The finite number of periods causes the differences between
Fig. 4 and Fig. 3, but the main features of the superlattice mini-bands are similar.

The distances between the GQW (GQB) in the superlattices determine the degree of the energy
splitting of the interacting electronic levels. The mini-band widths and positions agree with the
electronic structure of the single GQW (GQB) and the general properties of the superlattices.
The parameters of the superlattice (period, number of periods, interwell distance) act as tuning
parameters in the design of Gaussian shaped superlattices. The intensive maxima and pseudogaps
observed in the electronic spectra agree with the results obtained in [1-3].

4. CONCLUSIONS

The methodology used in this work permits a realistic treatment of quantum wells structures with
Gaussian potential profile. The calculations conducted in the present study reproduce well the
known specific features of these heterostructures and show that this approach can be used for
theoretical band-gap engineering of systems with this kind of confining potential.
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Abstract— The total density of states in rectangular AlGaAs/GaAs quantum wells are cal-
culated numerically summing in the two-dimensional Brillouin zone. The quasi-two-dimensional
energy bands are observed for typical wells and the integrated spectral strengths are presented.
The conditions for the formation of quantum wells for all electron K-vectors are discussed.

1. INTRODUCTION

The applications of the quantum wells are based mainly on the optical transitions around the high
symmetry points in the two-dimensional Brillouin zone [1]. By this reason the electronic structure
of the quantum wells has been studied extensively only in these points [2]. But all macroscopic
properties of any condensed matter system depend on the integrated (total) density of states [3].
The experimental methods photoemission and inverse photoemission measure directly the total
density of states of the occupied and non-occupied electronic states respectively in atoms, molecules,
crystals and nanostructures [4]. There is few experimental and theoretical information about the
total density of states in quantum wells [1,2]. In the present work we have conducted numerical
calculations of this quantity in typical rectangular quantum wells. The method of the special points
was applied summing in 10, 36, 136, 528 and 2080 points of the two-dimensional Brillouin zone [5].
We have studied the specific properties of the electronic spectrum in these quasi-two-dimensional
systems within the framework of the semi-empirical tight-binding model and the Green function
formalism [6].

2. MODEL AND METHOD

The semi-empirical tight-binding model was applied within the framework of the Surface Green
Function Matching (SGFM) method [6]. Nearest neighbor interactions and sp3s* atomic base
including spin were taken into account. The (001) crystal growth direction was considered and the
integration over the two-dimensional Brillouin zone was made in 10, 36, 136, 528 and 2080 special
points. The bulk material Al(x)Ga(l — x)As was treated in the virtual crystal approximation
and the Al barrier concentration was x = 0.35. The well width has been varied between 10 and
50 monolayers. The small imaginary energy part was taken to be 0.01eV or 0.001 eV depending
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Figure 1: Total density of states for bulk Al(x)Ga(1 — z)As, GaAs and AlAs in the conduction band.
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on the special points number. To determine the confinement conditions we calculated the total
(integrated) density of states for the homogeneous bulk materials GaAs and AlGaAs. A quantum
well for all electron K-vectors appears with a barrier height of 150meV. (See Figs. 1(a), 1(b)).

We can see in the Fig. 1 that the AlGaAs conduction band starts at energy 150 meV higher than
the GaAs conduction band. This means that the electrons will be confined for all energies in the
energy interval between the band edges and for all K-vectors, if a finite GaAs slab is sandwiched
between AlGaAs barriers.

3. RESULTS AND DISCUSSION

In Fig. 2(a) the total density of states in the energy interval of the confinement is presented for a
quantum well of 15 monolayers.
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Figure 2: Integrated density of states and spatial distributions in the conduction band of rectangular
Al(z)Ga(l — x)As/GaAs, x = 0.35 quantum well of 15 monolayers. (a) Integrated (total) density of states.
(b) Integrated spectral strengths of the first sub-band. (c) Integrated spectral strengths of the second sub-
band. The zero of the energy is fixed at the top of the AlAs valence band in Gamma point.

The integration is conducted summing in 2080 special points of the Brillouin zone. There are
two sub-bands of the same height with step-like behavior. It indicates that for all K-points there
are no more than two bound states. The spatial distributions of the first and second sub-band are
shown in Figs. 2(b), (c¢). The spectral strengths are localized in the well region. The features in
Figs. 2(a), (b), (c) correspond to the basic properties of the rectangular quantum wells of infinite
barriers [2]. There are contributions from the bulk density of states and the curves in Fig. 2 are
not completely as in the ideal case. Fig. 3 presents similar results for the density of states in wells
of 11 and 21 monolayers when only one bound states exists for all K-points.

The zero of the energy is fixed at the top of the AlAs valence band in Gamma point.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23-27, 2009 1363

0.45-
0.30
0.40-
> 0.35+ > 0.25
- 0.30 e
g g 0.20 |
& 0.25- <
D020+ n 0.15-
° G
> 0.15- >
b = 0.104
c 0.104 »
2 g
0O 0.05- AQ 0.05-
0.00+
T T T T T T 0.00 T T T T T T
220 222 224 226 228 230 220 222 224 226 228 230
Energy, eV Energy, eV
(a) (b)

Figure 3: Total density of states for a single rectangular Al(x)Ga(l — 2)As/GaAs, x = 0.35 quantum well
integrating in 2080 special points over the 2DBZ. The well width is (a) 11 and (b) 21 monolayers and the
projection of the density of states is done in the middle of the well.

4. CONCLUSIONS

We have studied the problem of the electron confinement in rectangular quantum wells formed
from the INTEGRATED density of states of the bulk materials GaAs and AlGaAs. We have found
energetic intervals where the density of states has two-dimensional properties. The integrated
spectral strengths for these energies are localized in the well region.
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Abstract— This paper derives a novel principle how to design the fixture and the standard
kit from the physical structure of surface mounted device (SMD). The characteristic coefficients
of the standard are described. A perfect de-embedding algorithm is implemented. Then an
example of two port surface acoustic wave (SAW) filter scattering parameters (S-parameters)
measurement is used to show how to design the fixture and the calibration kit by applying the
de-embedding algorithm.

1. INTRODUCTION

Surface mounted technology is widely used in modern electronic and information industry, because
this technology can be met with the high frequency, high integration and low power. Accurate
S-parameters measurement of the surface mounted device (SMD) must be solved. To obtain the
accurate results, researcher uses the vector network analyzer (VNA) calibrated with the coaxial
calibration kit to measure the overall of the SMD and fixture, then compute the real and accuracy
measurement results of the SMD by applying the de-embedding algorithm. The fixture must have
well stability and repeatedly. The characteristic coefficients of the standard kit are known.

2. SURFACE MOUNTED DEVICE MEASUREMENT PRINCIPLE

2.1. General Description

It is easy to measure the S-parameters of the coaxial device using the VNA calibrated by the coaxial
calibration kit, and the measurement accuracy is quite high. However, this method is invalid to
the SMD. We use the calibrated VNA to measure the overall of the SMD and the corresponding
fixture, compute the real and accuracy measurement results of the SMD by applying de-embedding
algorithm. The measurement system of the SMD is shown in Figure 1.

Devic
Mea;;-:::’em " Planee'\* Mea:;:;“en! Coaxial Plane of Coazxial Plane of
: ; : : Network IAnalyzer | | NetwurkI Analyzer
: i sMD : I I I I
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Interface | | Interface o A | o bUT o | B i,
TEST FIXTURE : : : :

Figure 1: Schematic of measurement system of the Figure 2: Schematic of cascade of the test fixture
SMD. and DUT.

2.2. The S-parameters of SMID De-embedding Algorithm

In actual measurement procedure, we regard the test fixture as the two symmetry parts. The two
symmetry parts are defined the left (A) and right (B) fixture, the device under test (DUT) is
cascade between the two symmetry parts. The port of the fixture connecting the VNA is coaxial,
such as N type, 3.5 mm, 2.4 mm. The other port is corresponding with the DUT, such as stripline,
microstrip line, coplanar waveguide. Then the overall fixture and the DUT is cascade between the
two coaxial ports of the VNA. The cascade of the fixture and the DUT is shown in Figure 2.

The measurement result of the calibrated VNA is overall of the fixture A, DUT, and fixture B.
The measured result of this cascade is most easily calculated by using the cascade matrix definition
(transmission-parameters). The flow graph is shown in Figure 3.
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Figure 3: Flow graph of cascade of the test fixture and DUT.

Let [A], [T], [B] are cascade matrices of the S-parameters.

1 —A4  San —Ap  SBi1 1
Ty =TaTTp = T = ATB (1
M ATEB (Sa215B21) [ —Sa22 1 —Sp2e 1 (Sa215B21) )

where, Ay = Sa115422 — S4215412, Ap = SB11SB22 — SB21SB12, AM = S11MmS22M — S120521M -
T is the parameters of the device under test, T4 and T are the parameters of the fixture on
the input and output of the device under test. T is the overall measured result matrix.
There is another mathematical formulation for the cascade matrix. This T-parameter matrix
(T) can be partitioned into the four sub matrixes 11, T, T3, Ty.
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Using this approach the measured S-parameters formulation is a ‘bilinear matrix equation’. It
looks much the same as the one-port bilinear transformation described earlier. The equation can
be easily ‘inverted’ to solve for the actual S-parameters. And most important the relationship can
be input in linear form. The matrix equation for the two-port expand to yield 4 equations, with 4
measured S-parameters, 4 actual S-parameters, and 8 S-parameters of the fixture. Note that these
4 equations are linear with regards to the 8 S-parameters of the fixture, we get Equation (3).

TS+ Ty — SpyT3S — SyTy =0 (3)

Equation (3) can be rewritten as following,
Sa11 + Sp11Syp11Sase — Sp11Aa + Sp21Syupi2(kSpi1) = Sympn (4)
Sp12Svp11Sa22 — Sp12Aa + Sp22Svpi2(kSpi1) — Supizk =0 (5)
Sp11Smp21Sa22 + Sp21Smp22(kSpi1) — Sp21(kAR) = Svp2i (6)
Sp12SMp21Sa22 + k(Sp22) + Sp22Snp22(kSBi1) — Spa2(kAB) — Sypazk =0 (7)
The first step is the matched line (S711 = 0, S722 = 0) connection, The second step is matched
load (Spr11 = 0, Sar22 = 0), the last step is the same reflection coefficient termination connecting

the fixture. Then S4115420A45B115B220ABS 41258125 4215821 are 8 S-parameters of the fixture,
solving for the 8 S-parameters of the fixture A and B,
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All MM11 A22 [(SMSH — Syvri1) (Svmze — Syvrae) — S]2\4T12] Ss11
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Now solving for the 4 S-parameters of DUT using inverted equation T'=T ;1T Mly ! and solved
8 S-parameters,

DUT,, — Sp11(Sa115mp22 — Amp) + (Smpi1 — Sai1)AB DUTy, —S4215B215M D12

A ’ A ’
DUTyy — Sa22(SB22Smp11 — AMZ) + (Smp22 — SBQQ)AA’ DUTy, — —SAlgS]ZlgSMDgl7

Anp = Syup11Svp22—Svp12Svp21, A=Sp11(Svp22Aas—Sa22Amp)+(Sa22Svpi1—As)Ap.

2.3. The Structure and the Characteristic of the DUT

The DUT is the SBP040A surface acoustic wave (SAW) filter. The structure and characteristic are
show in Figure 4. The footprint 11 is input port and the footprint 5 is output port. The others
footprint are ground.
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Figure 4: Schematic of the structure and the characteristic of the SAW filter SBP040A.

2.4. Designed Fixture and the Standard

The port of the designed fixture is 3.5 mm coaxial, the other port is the ground-signal-ground
(GSG) transmission line structure. The gap of the ground electrode and the signal electrode is
equal to the DUTSs’. The whole structure of the fixture is shown in Figure 5.

The standard substrate is AlyO3 (¢, = 9.9) and its thickness is 1 mm. The impedance of all
designed standard is 50 €2, including thru standard, short standard, and load standard. The gold-
filled thickness is 0.007 mm. The structure of the standard kit is shown in Figures 5 and 6.
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Figure 5: Schematic of the structure of the fixture.  Figure 6: Schematic of the structure of the standard.
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2.5. Measurement Result of the SAW Filter

The measurement result of the DUT is according with specifications of the SAW filter. The mea-
surement system and the measurement result of the SAW filter is shown in Figure 7.

Figure 7: Schematic of measurement system and the measurement result.

3. CONCLUSIONS

We found the measurement system for the SAW filter, including VNA, designed fixture and the
standard kit. Then we use the designed the fixture and the standard kit corresponding with DUT,
and run the programme of the de-embedding algorithm implementing with C+4 and Matlab. At
last, we obtain the well measurement results.
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Abstract— With the development of the millimeter-wave system technology, system on chip
(SOC) and system on package (SOP) millimeter wave system become an important direction.
Low-temperature co-fired ceramics (LTCC) technology has been widely used in the design because
of its relatively high dielectric constant, the technics stability and the three-dimention (3D)
system on package in the millimeter-wave transceiver design.

In this paper, we describes a small Ka-band transceiver using LTCC technology and its application
in a small channel extension. All part of the millimeter-wave circuit are built on Ferro A6
tape in a standard multi-layer LTCC technology, and be hermetic encapsulated with tungsten
copper and kovar. This transceiver includes the internal components of a receiving channel
and a transimitting channel, which are switched by a MMIC switch chip, and share a fourth
subharmonic image rejection mixer which achieve the downconvert frequency image rejection
and upconvert sideband constrain at the same time. The circuit in this transceiver is high-
density integrated, system integration package (SOP) of the millimeter-wave MMIC chips and
other passive circuit. In this paper it is described in detail on the principle of transceiver, LTCC
waveguide-microstrip transition, the fourth subharmonic image rejection mixer, RF bandpass
filters, LO bandstop filter and other passive circuits and the hermetic packaging technology of
the small transceiver module.

Transceiver has the entire volume of 32 mm x 45 mm x 6 mm. Working in the 400 MHz bandwidth
in the receiver gain measured greater than 35dB, noise figure of less than 5 dB, image frequency
compression of greater than 30dB, output power greater than 21 dBm. The result provides a
good high-volume production consistency of circuit, low-cost, easy assembly, with a high value
of the LTCC encapsulated transceiver module.

1. INTRODUCTION

With the development of radar, communications systems the millimeter wave band circuits and
systems are becoming the inevitable trend. The requirement of the millimeter wave T /R module
becomes higher in many engineering applications, such as need for small-scale, high-reliable gas-
tight package, the production with high consistency, and so on. LTCC technology have a huge
advantage in these areas, we can achieve system on chip, system on package, integrate all kinds of
passive circuit in a small space, reach the goal of miniaturization, as well as a reduction of all types
of assembly and testing process to improve the reliability of the system and productive. In this
paper, on the Ferro’s FA6 substrate, a Ka-band millimeter-wave module of the hermetic package is
presented.

2. PRINCIPLE

Figure 1 shows the LTCC millimeter wave T/R module diagram. It includes receiving channel
and transmitting channel. The receiving channel includes LNA and amplifier, two amplifiers and
a power amplifier are in the transmitting channel. The two channels share a fourth sub-harmonic
image rejection mixer. Two SPDT MMIC are used to switch the two channels. The fourth sub-
harmonic image rejection mixer can realize the image rejection in downconvert and side band
constrain in upconvert.

2.1. Passive Circuits
2.1.1. Microstrip-to-wavequide Transition

With the advantage of high performance and small size, probe is widely used in the traditional
Microstrip-to-waveguide transition in the millimeter-wave circuits. However, LTCC ceramic sub-
strate is a fragile material, so we need to improve the traditional transition structure. And even-
tually we choosed the structure with no back-shot shown in Figure 2. It is not only to solve the
problem of assembling the fragile LTCC probe, but also realize the hermetic packaging of T/R
module. The simulation result of the probe is shown in Figure 3.
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Figure 3: Simulation result. Figure 4: Microstrip-to-stripline transition.

2.1.2. Microstrip-to-stripline Transition

Because of the high-frequency, space radiation, high integration density and high gain, in order to
improve the isolation of RF signal, we used a large number of stripline. But MMIC cirduits must be
bonded in the microstrip line, so we have to design the microstrip-to-stripline transition. Figure 4
shows the structure of microstrip-to-stripline transition, the simulation result is shown in Figure 5.

2.1.8. Fourth Subharmonic Image Rejection Mizer

In order to achieve the goal of small size of the transceiver, we choosed the one convertion project,
which has the directe advantage of cutting the L-band signal channel and a channel of LLO source of
L-band frequency synthesizer, so the fourth subharmonic image rejection mixer is necessary. The
advantage of fourth subharmonic image rejection mixer is below. Firstly the realization of image
rejection in the downconvert mode, secondly it can achieve sideband clutter constraining in the
upconvert mode. At the same time the fourth subharmonic mode can achieve the suppression of
the fourth harmonic and noise of LO source, and reduce the difficulty and cost of the frequency syn-
thesizer. Figure 6 shows the fourth subharmonic image rejection mixer diagram, a 1/4 wavelength
transmission line achieve the RF 90 degrees phase-shifted, lumped inductance and capacitance re-
alizes the IF 90 degrees phase-shifting. Figure 7 shows the simulation resultof the convertion and
image rejection of the fourth subharmonic image rejection mixer. Simulation convertion loss is less
than 10dB, image rejection more than 35 dB.
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Figure 7: Simulation result of mixer. Figure 8: 3D view of LTCC module.

2.2. LTCC Module Design

There are twelve layers in the substrate of LTCC circuit with a total thickness of 1.2 mm. Figure 7
shows the three-dimensional map of LTCC circuits, which has an area of 30 mm x 35 mm. RF goes
in the six layer, the top five layers are used as the top ground of the stripline, the bottom three
layers are used as the bottom ground of stripline line and the last four layer are used as DC line

Figure 9: Photograph of LTCC module. Figure 10: Photograph of transceiver.
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and controlling line. Figure 8 shows the 3D view of LTCC module. LTCC substrate is welded in
the W-Cu carrier and Kovar box wall around the substrate. These three materials have the similar
expansion coefficient, so that it can be packaged and worked in a wide temperature band. The
adapters are used to connect low-frequency signal and DC line using, and microwave adapters are
used to connect high frequency signal. Photograph of LTCC module is shown in Figure 9.

3. MEASUREMENT

Figure 10 shows the photograph of transceiver, including the frequency synthesizer module, DC-DC
power modules, LTCC millimeter-wave circuit module. The module control line and DC power line
are fabricated on the PCB. Frequency Synthesizer in LTCC module connected on a Microwave
substrate. The transceiver has the entire volume of 120 mm x 60 mm x 15 mm, which was measured
in the 400 MHz band at Ka band. Figure 11 shows the measurement of noise figure and gain
and image rejection, and the measurement of transmitting power is shown in Figure 12. The
measurement shows that the transceiver has the gain greater than 35dB, noise figure less than
5dB, image rejection greater than 30dB, transmitting power greater than 21 dBm.

50 3.5

23 |

10 AT TRy . » 5 L

0 TR SmesEsukdnee — Gain “ay L
— — Noise Figure 8 215 F — Transmitting Power

20 .... Image rejection 21t

frequency frequency

(dB)
(dBm)

Figure 11: Measured result of transceiver. Figure 12: Measured result of transceiver.

4. CONCLUSION

In this paper, a miniaturized millimeter-wave transceiver based on LTCC technology is presentated.
Modules with high-density integrated circuit realized the hermetic package, based on which the
transceiver is miniaturized, has the good solution of high-volume production, lower costs, etc, and
it has a high value in engineering applications.
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HFSS™ Modelling Anomalies with THz Metal-Pipe Rectangular
Waveguide Structures at Room Temperature
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Abstract— Air-filled metal-pipe rectangular waveguides (MPRWGs) represent one of the most
important forms of guided-wave structure for terahertz applications. Well-known commercial
electromagnetic modelling software packages currently employ over-simplified intrinsic frequency
dispersion models for the bulk conductivity of normal metals used in terahertz structures at room
temperature. This paper has compared various conductivity modelling strategies for normal
metals at room temperature and characterized rectangular waveguides and associated cavity
resonators between 0.9 and 12 THz. An expression for the geometrical factor of a rectangular
cavity resonator has been derived for the general case of a metal characterized with p, # 1 and
wt > 0. In addition, a method for determining the corresponding lossless frequency of oscillation
has been given for the first time for such models. Using these techniques, a quantitative analysis
for the application of different models used to describe the intrinsic frequency dispersion nature
of bulk conductivity at room temperature has been undertaken. When compared to the use of
the accurate relaxation-effect model, it has been found that HFSST™ (Versions 10 and 11) gives
a default error in the attenuation constant for MPRWGs of 108% at 12 THz and 41% errors in
both Q-factor and overall frequency detuning with a 7.3 THz cavity resonator. With the former,
measured transmission losses will be significantly lower than those predicted using the current
version of HFSS™ | which may lead to an underestimate of THz losses attributed to extrinsic
effects. With the latter error, in overall frequency detuning, the measured positions of return
loss zeros, within a multi-pole filter, will not be accurately predicted by the current version of
HFSS™. This paper has highlighted a significant source of errors with the electromagnetic
modeling of terahertz structures, operating at room temperatures, which can be rectified by
adopting the classical relaxation-effect model to describe the frequency dispersive behavior of
normal metals.

1. INTRODUCTION

The past decade has seen rapid developments in the exploitation of the lower terahertz frequency
band [1-5]. Applications include radiometric imaging and remote sensing; spectroscopy and radio
astronomy; as well as high-speed communications. Air-filled metal-pipe rectangular waveguides
(MPRWGs) represent one of the most important forms of guided-wave structure for applications at
(sub-)millimetre-wave frequencies. With the development of low-cost microfabrication technologies,
high tolerance structures are becoming more affordable [6, 7]. This is helping to open up the lower
terahertz frequency band to new, and possibly ubiquitous, applications in the not too distant future.

In addition to the advances being made for the manufacture of terahertz MPRWG structures [1-
5], AB MILLIMETRE claim that their 8 GHz to 1 THz vector network analyzer (MVNA-8-350) can
be pushed to perform measurements up to ca. 2THz [8]. However, some well-known commercial
electromagnetic modelling software packages currently employ over-simplified frequency dispersion
models for the conductivity of metals used to predict the performance of terahertz structures
at room temperature. For example, Ansoft’s High Frequency Structure Simulator (HFSS™) is
considered by some to represent a benchmark standard in electromagnetic modelling software,

even though it can give anomalous results under certain conditions (e.g., electrically thin-walled
MPRWGs [9)).

We investigate modelling anomalies found with HFSS™ for the simulation of terahertz air-filled
MPRWGs and associated cavity resonators. To this end, recommended standards for MPRWGs
have been adopted here for operation between 0.9 and 12 THz, based on ISO 497:1973 Preferred
Metric Sizes [10].

2. FREQUENCY DIPSERISON IN NORMAL METALS AT ROOM TEMPERATURE

For any normal metal at room temperature, the generic equations for intrinsic surface impedance
Z s, propagation constant s, skin depth ds and complex skin depth §. are given by:
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Zs = Rs + jXg = | 2P0 o JIERORE i 0 < 10" rad/s
o+ Jwe, o

_ : Jwiop . 1 1 _ : 1
Vs = as + jBs = TST =\ jwpopro and &g = R {5} = aig and J. = 52_]521 = ’TS

(1)

where Ry = R{Zs} is the surface resistance; X; = 3{Zs} is the surface reactance; j = /—1
is the complex operator; w = 2w f is the angular frequency; f is the frequency of the driving
electromagnetic field; u, is the permeability of free space; and pu, is the relative permeability; o
is the intrinsic bulk conductivity of the metal; e, = permittivity of free space; ag = R{vs} is the
attenuation constant; and Sg = ${vg} is the phase constant.

2.1. Intrinsic Frequency Dispersion Models for Normal Metals at Room Temperature

The “classical relaxation-effect model” (variables identified by the suffix R) is well understood and
recognized as an analytical model that accurately describes the frequency dispersive nature of
normal metals at room temperature [11,12]. With the classical relaxation-effect (or Drude) model,
intrinsic bulk conductivity is given by:

Oo

o oh =1 e Simple Relaxation-Effect Model 5
o Classical Skin-Effect Model (2)

— / /) %
where, o, is the intrinsic bulk conductivity at DC; and 7 is the phenomenological scattering relax-
ation time for the free electrons (i.e., mean time between collisions).

The “simple relaxation-effect model” (variables identified by the suffix R') takes only the real
part of the conductivity from the classical relaxation-effect model. This model tried to remove
the need for a complex conductivity, while still acknowledging that it has both a frequency and
temperature dependency.

The “classical skin-effect model” (variables identified by the suffix o) removes the frequency de-
pendency, while still keeping a temperature dependency. This model is traditionally used by RF,
microwave and even millimeter-wave engineers, by default. With both the simple relaxation-effect
and classical skin-effect models, equations for surface impedance, propagation constant and skin
depth are greatly simplified; albeit overly-simplified at terahertz frequencies. Commercial electro-
magnetic modelling packages, such as HFSS™ (Versions 10 and 11), assume the classical skin-effect
model by default, while giving the option to input frequency-dependent real values only for con-
ductivity [13]. Tt should be noted here that HFSS™ (Versions 10 and 11) allows complex values
for conductivity to be entered, but the imaginary term does not appear to be used in calculations.

The “effective relaxation-effect model” represents a logical way around the problem of not being
able to incorporate the imaginary part of conductivity. It can be shown that the effective intrinsic
bulk permittivity of the metal can be represented as:

Ecff = Eofreff = EolErep — JErep) = Oegp/jw = [0 + j(weo — 0”)] /jw (3)

where .5 is the effective relative intrinsic bulk permittivity of the metal (also know as the dielectric
function), and the effective dielectric constant of the metal E;neﬁ = R{erep} is given by:

Erep = 1 — 0" Jwe, (4)
Therefore, with the effective relaxation-effect model, only the real values of intrinsic bulk conductiv-
ity and effective relative permittivity are needed to represent the classical relaxation-effect model.
Unfortunately, it will be shown that with HFSS™ (Versions 10 and 11) this solution does not

appear to work either, as the real part of effective relative intrinsic bulk permittivity also appears
to be ignored for normal metals.

2.2. Surface Impedance and Skin Depth Calculations

Using (1)—(2), the surface impedance and skin depth can be easily defined and calculated for a
normal metal at room temperature:
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Classical relaxation-effect model: o(w) — or(w)
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where Rgp = Rso\/ 1+ (wT)? — wr is the surface resistance and Xgp = Rso\/ 1+ (w7)? +wr

is the surface reactance.
Simple relaxation-effect model: o(w) — op (w)

. 0]
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where Rgp' = Rgo\/1 + (wT)? is the surface resistance and Xgp = Rgp: is the surface reactance.
Classical skin-effect model: o(w) — o,
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ZSOERSO+]X50: O ollr :RSO(l—"_]);

Oo

1 1 2
R S S (7
aSo ooRso WholtrTo
1 1 1) 1)
5CO — — . — SO. — 50(1 7])
V50V jwiopros  (1+j) 2

where Rg, = ,/“5¢# is the surface resistance and Xg, = Ry, is the surface reactance.

For gold at room temperature, the electrical parameters may differ between published sources;
depend on the exact temperature and method of deposition [11,13,14]. The values adopted here
for bulk DC conductivity, relative permeability and relaxation time are o, = 4.517 x 107 S/m,
e = 0.99996 and T = 27.135f s, respectively. In order to be consistent, these values have been used
in all methods of modelling (i.e., in both calculations and HFSS™ simulations). Fig. 1 shows the
calculated values from 0.9 to 12 THz for gold at room temperature for surface resistance, surface
reactance, skin depth and the imaginary part of complex skin depth.

It can be seen from Fig. 1(a) that all three models give diverging values for surface resistance as
frequency increases. Indeed, contrary to normal expectations, the rise in value for the relaxation-
effect model is much less than with the other models; resulting in lower levels of predicted at-
tenuation and higher unloaded Q-factors with the relaxation-effect model for MPRWG structures.
From Fig. 1(b), it can be seen that surface reactance is very similar for both classical and simple
relaxation-effect models, and these have a much greater increase with frequency when compared to
the classical skin-effect model; resulting in higher levels of predicted frequency detuning error with
the classical skin-effect model for cavity resonators.

With reference to Fig. 1(c), both classical relaxation- and skin-effect models give similar reduc-
tions in skin depth dg(w) with frequency. However, with the simple relaxation-effect model, there
is a turning point at the relaxation frequency f, = 5.865 THz; above which the skin depth begins



Progress In Electromagnetics Research Symposium, Beijing, China, March 23-27, 2009 1375

° 25 T T T T T T T T T T 25 T T T T T T T T T
5 - - - Classical skin-effect R : g | [--- Classical skin-effect X,
s |l Simple relaxation-effect Rsx 3 || Simple relaxation-effect Xz
é 2,0 | —— Classical relaxation-effect Rz 74§ 20{ |—— Classical relaxation-effect X
E . [
£

© 15 1 O 15
] g
c
] 8
-?, w0 e g w i
o | T e g e
x et g |1 AT e
8 o5 L 8 o5
‘€ - €
= =]
(2] (7]

0.0 T 0.0

2 4 6 8 10 12 2 3 3 8 10 12
Frequency, THz Frequency, THz
(a) (b)
80 T T T T T € 45 T T T T T
" "~ Classical Skin-effect 3, S .1 - = - Classical skin-effect 5,

70 "\- ~~~~~ Simple Relaxation-effect Sg. | .§-40- O R Simple relaxation-effect 5. | |
£ o] ‘. —— Classical Relaxationeffect 5e| | & 35] ¢ —— Classical relaxation-effect 5g ||
c ; € .
£ 5 % %]

k- Q 25
[ =
o 4 g
£ g 20
X 304 Y 1
n S 15
t
) 3 i
§1(>
0 18 5
£ ]
0 T T T T T g 0 T T T T T
2 4 6 8 10 12 = 2 4 6 8 10 12
Frequency, THz Frequency, THz
© (d)

Figure 1: Calculated values for gold at room temperature: (a) surface resistance; (b) surface reactance; (c)
skin depth; and (d) imaginary part of complex skin depth.

to increase with frequency — contrary to conventional expectations. It will be seen in Section 4
that, for the general case of a metal with wr > 0, the unloaded Q-factor is inversely proportional
to the imaginary part of the complex skin depth 3{d.(w)}; this has been plotted in Fig. 1(d). It
can be seen that while the simple relaxation- and classical skin-effect models have frequency re-
sponses that scale those of skin depth, the classical relaxation-effect model has its imaginary part
of complex skin depth that decreases much more than with the other models. This will result in
higher levels of unloaded Q-factor and significant errors with the simple relaxation- and classical
skin-effect models for cavity resonators.

3. THZ METAL-PIPE RECTANGULAR WAVEGUIDE MODELLING

3.1. Proposed ISO 497:1973-based Standards for THz Frequencies

In Fig. 2, a uniform air-filled MPRWG is defined within the Cartesian coordinate system zyz.
Transmission is along the z direction, and over a distance d, with internal cross-sectional dimensions
a and b.

b=a/2I /Jv

z a=2A./2

v

Figure 2: Internal spatial variable definitions for a uniform air-filled MPRWG.
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The structure in Fig. 2 has the ideal (i.e., lossless) dominant-mode guided wavelength given by
the following textbook expression [15]:

R Q

Ag ideal =
TG )

where, ), is the free space wavelength; A\. = 2a is the ideal cut-off wavelength; a is the internal
width dimension of the MPRWG; f. = ¢/2a is the ideal cut-off frequency for the dominant TE;q
mode; and c is the speed of light in free space.

For many decades, MPRWGs have been standardized by different designations (e.g., IEC-R,
EIA-WR and WG). Currently, commercialization of such waveguides exists up to 500 GHz (i.e.,
WR-2.2) by Millitech® [15] and up to 1.157 THz (i.e., WR~0.51) by Virginia Diodes Inc. [16].
However, there are still no global standards for frequency bands at terahertz frequencies. Cross-
sectional dimension variations between well-established standards create serious problems, which
are exacerbated by inadequate mechanical tolerances, as frequencies approach the terahertz spec-
trum. In order to provide compatible (interchangeable) hardware at terahertz frequencies, the
width dimension can be generated using the ISO 497:1973 Preferred Metric Sizes standard [10]; as
recently proposed for operational frequencies between 0.9 and 2.9 THz [17,18]. The ISO 497:1973
standard is already adopted widely by industry for other applications, is infinitely extendable and
finer choices can accommodate smaller dimensions. Based on this standard, as shown in Table 1,
we have extended the four lower terahertz frequency bands [17,18] up to 12 THz.

Table 1: Proposed air-filled MPRWG and cavity resonator definitions and specifications.

ISO 497 Proposed Internal TEy Lower-Band | Mid-Band | Upper-Band Useful TE g1- 1node
Preferred | Frequency | Dimensions -1no de Frequency | Frequency | Frequency Frequency Ideal Cavity
Metric Band axhb Tdeal Factor Jo=1551; Factor Range Resonance

Size Designation {pun?y Cutoff Filfe {THZ) Julfe fi = fo Frequency
() Frequency (THz) -
ot iz =¥LAL
Je
; (THzZ (THz)

B £ JPL | Owr ) { )
20° 3 200 200100 0.75 1.20 1.162 193 0.90—1.45 0010
20° 4 160 16080 0.94 1.23 1452 102 1.15—1.80 1.148
20" | 2 125 125x62.5 1.20 1.21 1.860 192 1.45—2.30 1.470
20° 0 100 100~ 50 L50 1.20 2.325 193 1.80—2.90 1.637
40 | 35 -z TogEs 2.00 1.20 3.100 1.90 2. 40—4.00 2440
20 14 20 25 3.00 1.20 4.650 1.90 3.60—06.00 3.674
20 10 32 3216 4.68 1.20 7.260 1.90 5.62—8.90 5.732
20 8 ] 25x12.5 G6.00 1.20 9.300 1.90 7.20—12.00 7.348

3.2. Calculation of Attenuation Constant

The propagation constant for a lossy metal-pipe rectangular waveguide can be accurately calculated
using the variational method [19] for the TE,,, mode [7], as follows:

Lgmm\? 9 2b
U I 2 )
<kc a ) ‘ < i a)

_ _ Yo, 9)
ke = wer/HoltrEoEr — Wer/hofo = —  in free space
c

kog = w\/uo,ureogr (1 —jtand) — ko = w\/loEo = Y in free space
c

2Z
2 2 . s
=I5 -
Ymo d—J wuo/irb

s TG =kZ —koq

where ¢, is the dielectric constant and tan§ is the loss tangent for the dielectric filler.
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The attenuation constant for this guided-wave structure can be obtained directly from the real
part of the propagation constant, i.e., & = R{Vmo}. For the dominant TE;y mode, the following
expressions for attenuation constant can be calculated, based on the intrinsic frequency dispersion
models for normal metals at room temperature.

Classical relaxation-effect model

ag =R{vor}; mor = f{Zsr} (10a)
Simple relaxation-effect model

ar =R{vwor}; vor = f{Zsr'} (10Db)
Classical skin-effect model

Qo = §R{’YlOO}; Y100 = f {ZSO} (]—OC)

Using (10) with the simple Power Loss approximation method, as used in [6], for calculating
attenuation constant in terms of the real part of the surface impedance only, it is easy to calculate
the percentage error in attenuation constant for the simple relaxation-effect model F, ,, and classical
skin-effect model E,_, relative to the classical relaxation-effect model, as follows:

- 1 2
Eop = <O“RO‘R> -100% = DT 100%

OR \/ 1 + (WT)Q — WT (11)
B, = <O“OTRO‘R> -100% = [\/erm = 1] -100%

For simplicity, it will be assumed throughout that the MPRWGs will have a height dimension of
b = a/2. The attenuation constants and resulting errors have been plotted against frequency, and
are shown in Fig. 3. To a first degree of approximation, it can be seen that the error increases
linearly with frequency for the classical skin-effect model; with a 108% error at 12 THz. The error
obtained with the simple relaxation-effect model is 373% at 12 THz.
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Figure 3: Calculated attenuation constants for the dominant TE;o mode: (a) JPL bands; (b) our bands;
and (c) resulting errors in attenuation constants.

3.3. Electromagnetic Simulation of Attenuation Constant

HFSS™ is often used to design terahertz guided-wave structures [1-5]. Therefore, to test its suit-
ability at these frequencies, a number of simple, uniform THz air-filled MPRWGs were simulated.
The HFSS™ results are shown in Fig. 4(a), while the calculated values are superimposed, for
comparison, in Fig. 4(b). It can be clearly seen in Fig. 4 that all the relaxation-effect model values
entered into HFSS™ give identical results to the calculated simple relaxation-effect model, while
HFSS™ (by default) gives results that conform to the calculated classical skin-effect model. This
clearly shows that HFSS™ (Versions 10 and 11) cannot give accurate results and that very large
errors will result, corresponding to those given in Fig. 3(c).
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Figure 4: HFSS™ simulated attenuation constant for the dominant TE;q mode in the 100 um JPL band:
(a) HFSS™ only; and (b) HFSS™ and calculated values.

4. THZ CAVITY RESONATOR MODELLING

4.1. Derivation of Basic Equations

With reference to Fig. 2, the internal dimensions of a cavity resonator are a, b and d. The corre-
sponding textbook expression for the resonant frequencies for the TE,,,; modes in an ideal (i.e.,

lossless) cavity is give by:
c mm\ 2 nm 2 Im\?
o= (2 — — 12
fmnl,zdeal 271’\/( o ) +< b ) +<d> ( )

For simplicity, it will be assumed throughout that the cavity will have spatial dimensions of b = a/2
and d = v2a. Moreover, only the dominant TE19; mode will be considered:

- 101 ideat = V15f. = \/g (E) = (13)

a) 2w

In HFSS™ | the eigenmode solver determines the complex resonant frequency of a structure @, [20]:

@Ewl+jw//:w\/1_<1>2+j%

? ¢ 2Qu (WO) 2Qu (wo) (14)
- Wo

Wo = o] = \/(w))* + (wp)* and  Qu(wo) =

With a non-zero surface reactance, the equivalent surface inductance effectively reduces the loss-
less frequency of oscillation w, from the ideal case w; by a small perturbation, Aw; = (w, — wy).
Moreover, with most applications, the unloaded Q-factor @, (w,) is large enough so that the cor-
responding frequency detuning caused by ohmic losses (e.g., surface resistance) is negligible, such
that w] = w,. It has been shown by Slater [20] that, to the first order of small quantities:

- LWy - 3¢
Do = Wo +]72Qu o) where wj = W\/; (a) (15)
- . wr
when 0p —00: wo—wy and Quwy) mo0: A, = (wo—wj)+j—— (16
I vl(wr) ( I) 200 (00) (16)

Now, the cavity perturbation formula can be used to relate the change in complex resonant fre-
quency to the corresponding change in surface impedance, as follows [20]:

AZg = —joT - Ad, (17)
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It can be shown that, for the general case, the geometrical factor I' is given by:

B abd (a* + d?) B 3a
L {2[2b (a3+d3)+ad(a2+d2)]} B <2(¢5+10)> -

But, when 0, — 00  Zg(wr) =0 AZg= Zg(w,):
1 2 (wr —w
-’-ZS (Wo) _ w1F< 44 ( 1 o))
Qu

(wo) wr
where  Rg (w,) = Q(:Ef)o) and  Xg (w,) = 2T (w5 — wo) (19)

We have found that for the general case of a metal with p, # 1 and w7t > 0, in order to achieve a
self-consistent solution, the unloaded Q-factor can be expressed as follows:

() wr 2 (a2 + d?)
Qu (wo) - m <W0> { [2[) (a3 + d3) +ad (CL2 T d2)] }

_ 1 <w]> 3v2a
;LLTS {6c(wo)} Wo 4 (5\/5 + 1)
1

vs(wo)

Now, the frequency of oscillation w! is defined in (14). The overall frequency detuning, which
takes both perturbation and frequency detuning due to ohmic losses into account, is given by
Aw! = (w), — wr). The corresponding errors in overall frequency detuning, relative to the classical
relaxation-effect model, are given by:

/ /
Aw, — Aw/p
A,

where  .(w,) = 0% (wo) — GO0 (wo) = (20)

/ /
Wo — WoR

/
(.{)OR — Wwr

E, = x 100%

x 100% = ‘

where  Aw)p = (wogr —wr) and Aw), — Awp, = (W), —wr) or Aw,p = (whp —wr) (21)

At the frequency of oscillation:

. A 1 wr\ (32
5 Qu (wo) = Rs(wp) — mrS{0e (w))} (%) (4(5\/54‘1))

1
where  d.(w)) = 0L (w)) — jON (W) = ——— 22
() = 0l = 3004) = (22)
The corresponding errors in unloaded Q-factor, relative to the classical relaxation-effect model, are
given by:
Qu(ws) — Qur(wyg) ’ <RSR(w' R)>
Ey = 2 2 x 100% = || —=——22= ) — 1| x 100%
¢ Qur(Wp) T\ Rs(w) )

where  Qu(w.) — Quo(w),) or Qur(whr) and Rg(w)) — Rso(w),) or Rspr/(whp) (23)
4.2. Derivation of Lossless Frequency of Oscillation

In order to determine the level of unloaded Q-factor and overall frequency detuning, both at the
frequency of oscillation, it is first necessary to determine the lossless frequency of oscillation and
then the unloaded Q-factor at this frequency, so that the frequency of oscillation can be found
using (14). To this end, by equalizing equations for surface reactance, the lossless frequency of
oscillation can be found by solving the roots of the characteristic equation given for each of the
intrinsic frequency dispersion model.

The classical relaxation-effect model: w, — wyr

Xsn(wor) = Rso(wor)y/ VI T @orT)2 + worT = 2T (wf — wor)
\/woR (\/ 1 + (woRr)Q + woRT)

—~K=0 where K= 8“"‘70-(2( Sa )) (24)

(CU[ - woR) My \/5 + 10
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For the simple relaxation-effect model: w, — wyp/

Xsr (wor') = Rso(wor )V 1+ (wor'T)? = 2T (wf — worr)
. Vwor (1+ (Wor'7)?)

—K=0 25
(wr — worr) (25)
For the classical skin-effect model: w, — we,
Xso(weo) = %‘ZMT = 2I" (w1 — Woo)
wOO
L —K =0
(Ld[ - Woo)
= (W \/ W 2_w? wh W= 2 26
Woo = (W +wr) =/ (W +wr)” —wj where = 5K? (26)

4.3. Calculation and Electromagnetic Simulation of Unloaded Q-factor and Frequency Detun-
mg

The calculated and HFSS™ simulated values for unloaded Q-factor and overall frequency detuning
are plotted in Fig. 5(a), for rectangular waveguide cavity resonators operating in the dominant
TE 191 mode. It can be seen that the results from HFSS™ correspond exactly to those calculated
using the classical skin-effect model. As previously explained in Section 2.2, the classical relaxation-
effect model will predict higher unloaded Q-factor and overall frequency detuning, when compared
to the other models.

The resulting errors in unloaded Q-factor and overall frequency detuning, relative to the classical
relaxation-effect model, show an almost identical frequency response for both with the classical skin-
effect model. Here, a 41% error is calculated for a 7.3 THz cavity resonator. This level of error in
overall frequency detuning can have a dramatic impact on the positions of return loss zeros, within
a multi-pole filter. A much lower error is found in the overall frequency detuning with the simple
relaxation-effect model; with a worst-case value of 12% for a 3.7 THz cavity resonator. However, a
63% error in the unloaded Q-factor has been calculated with the simple relaxation-effect model for
a 7.3 THz cavity resonator.
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Eo 650 —A— Simple relaxation-effect 704 | —A— Simple relaxation-effect —40 I'_‘I1
- 200 —m— Classical relaxation-effect -n 32um =
=600 u a —435 -°‘
S 60 -
S 550 2 RN 5

5 3 g S E
w 07 < § i S0 2
450 o © o q25 €
. @ w ©
S w0 o 40 s >
2 a0 g (<] 751 / H20 &
= 350 5 £
] Q@ 301 100u o
< 300 o s 125y .EV — q15 2
<] = 74 5
o 250 ,,:F w 204 160 pm /‘7‘/ \ 10 g
© i
-g 200 200 }l’ﬂ;/ 2 @
o 10 A 2
< 150 45 3
=)

100 0 G T T T T T T T 0
1 2 3 4 5 6 7
Frequency, THz Frequency, THz
(@) (b)

Figure 5: (a) Unloaded Q-factor and overall frequency detuning for TEjo; cavity mode, at the resonant
frequencies; and (b) resulting errors in Q factors and frequency detuning.

5. CONCLUSIONS

This paper has compared various conductivity modelling strategies for normal metals at room
temperature and characterized rectangular waveguides and associated cavity resonators between
0.9 and 12 THz. It has been found that the current versions of HFSS™ (Versions 10 and 11) cannot



Progress In Electromagnetics Research Symposium, Beijing, China, March 23-27, 2009 1381

accurately predict the performance of structures operating at terahertz frequencies. For example,
with simple uniform MPRWGs, measured transmission losses can be significantly lower, which may
lead to an underestimate of THz losses attributed to extrinsic effects; such as poor mechanical
tolerances and surface roughness. Also, from the errors found in the frequency detuning of simple
rectangular cavity resonators, the measured positions of return loss zeros, within a multi-pole filter,
will not be accurately predicted.

It should be noted that while this paper has focused on the current version of HFSS™ the
same problem can be found with other commercial electromagnetic modelling software packages
that use the overly-simplified classical skin-effect model by default. This paper has highlighted a
significant source of errors with the electromagnetic modeling of terahertz structures, operating
at room temperatures, which can be rectified by adopting the classical relaxation-effect model to
describe the frequency dispersive behavior of normal metals.
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High-speed I/0 Buffer Modeling for Signal-integrity-based Design of
VLSI Interconnects
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Abstract— Digital I/O buffers play an important role for the signal integrity (SI) simulation
and timing analysis of high-speed VLSI interconnect networks, which often require the consider-
ation of electromagnetic (EM) effects. In this paper, we give an overview of the recent advances
in efficient macromodeling of nonlinear digital I/O buffers, including equivalent-circuit-based
and neural-network-based approaches. The detailed equivalent circuit models are accurate but
computationally slow. On the other hand, the simplified equivalent circuit models are fast but
only provide limited accuracy. The neural-network-based models are good alternatives to those
equivalent-circuit-based models, maintaining a good overall performance in terms of accuracy and
speed. We demonstrate the neural-network-based approaches through an example of modeling a
commercial high-speed integrated circuit (IC) device and its application to the SI simulation of
high-speed interconnect networks.

1. INTRODUCTION

With the ever-increasing speed and complexity in today’s high-speed VLSI system, electromagnetic
(EM) effects have to be taken into account to achieve first-pass success of the design. In such a
case, minimizing signal integrity (SI) effects such as signal delays, crosstalks, and ground-bounce
noises has become a necessary yet challenging task [1]. Efficient and accurate representation of the
SI effects is a key step towards ensuring the reliable signal propagations in the high-speed signal
path, including transmission lines and nonlinear digital I/O buffers. The nonlinear I/O buffer, i.e.,
nonlinear drivers and receivers, are complex nonlinear circuits that are used to drive and load the
interconnect structures. Digital I/O buffers play an important role for the SI simulation and timing
analysis of large-scale digital system. Recently, behavioral modeling of nonlinear I/O buffers has
become an important topic [2-8]. Behavioral models are simplified representations of the essential
nonlinear behaviors of the detailed transistor-level descriptions of the buffer. When used in the
system level SI analysis, these behavioral models can lead to faster CPU time and less memory
consumption, compared to the detailed transistor-level models.

In this paper, we provide an overview of the approaches for modeling nonlinear I/O buffers.
Firstly, the equivalent-circuit-based modeling approaches will be introduced. A widely used ap-
proach in this category is the I/O buffer information specification (IBIS) method, which is supported
by many commercial computer-aided design (CAD) tools. However, because it mainly captures the
static behavior of the buffer, the model accuracy may be limited when the buffer exhibits strong
dynamic effects. The second type of methods to be reviewed is based on the use of artificial neural
networks (ANN). We will review several recent approaches to ANN-based modeling of nonlinear
buffers, which make use of different forms of neural network structures, such as radio basis function
(RBF) neural networks [3-5], recurrent neural network [6] and state-space dynamic neural networks
(SSDNN) [7,8]. A numerical example is included to demonstrate the accuracy and robustness of
the ANN-based approaches for nonlinear buffer modeling. Compared to the IBIS model, the ANN-
based model is shown to produce more accurate results when the model is simulated together with
different transmission lines.

2. EQUIVALENT-CIRCUIT-BASED MODEL

High-speed 1/O buffers can be most accurately represented by SPICE transistor-level models [9],
which are often directly extracted from the detailed circuit design of the buffer. The detailed
transistor-level model can accurately account for the second-order effects (e.g., ground bounce
noises) and is suitable for small-scale simulations of interconnects with a few buffers. However,
because transistor-level models contain detailed process and design information, they tend to be
slow and are not well suited for the simulation of the complex board consisting of a large number
of nets and drivers. Another drawback of the transistor-level model is that it reveals the sensitive
information of the design and manufacturing process. Due to this reason, it is often not easy to
obtain the transistor-level models from the manufactures.
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To improve model efficiency, simplified equivalent-circuit-based approach has been introduced to
I/0O buffer modeling. The most widely applied model of this type is the IBIS model [2], which was
originally developed in late 1990s by the semiconductor industry to provide input-output behavioral
information of integrated circuits (IC), without having to revealing the proprietary process and
design information. IBIS model adopts a standard parsed file format, i.e., a table-based format,
to store only the essential behavioral information about input-output characteristics of ICs. Due
to this standard format, IBIS model file does not contain any confidential information about the
original circuit to be modeled. Another advantage is that the IBIS model tends to run much faster
than the detailed transistor-level model since it is a behavioral-level representation of the original
device. Furthermore, this standard is widely supported by most electrical design automation (EDA)
vendors and semiconductor manufacturers, leading to a large set of model libraries of commercial
devices.

IBIS models can be generated either by measurement, which requires well-controlled measure-
ment devices, or through multiple SPICE simulations to obtain the necessary voltage/current (V/I)
tables and voltage transition tables [2]. Once all the necessary V/I data and other parameters are
obtained, one can create the IBIS ASCII file using the file format defined in the IBIS standard.
Next, the model file is checked by using the “Golden Parser” to detect any possible syntax errors.
If the model passes this check, the model is then incorporated into an EDA tool and validated for
accuracy by using the measured or simulated data from the actual device. If the model has good
correlation with the actual device, the model is ready to be used for the system-level SI simulations.

3. ANN-BASED MODEL

In recent years, ANN-based techniques have emerged as an attractive alternative to the equivalent-
circuit-based approach, such as IBIS model. ANNs are information-processing systems that are
inspired by the abilities of the human brains to learn from observation and generalize by abstrac-
tion [10]. ANNs can be trained by an optimization process called training to learn the input-output
behaviors of the nonlinear I/O buffer. The trained ANN models can then be used in SI-based anal-
ysis and design for quick and accurate estimation of the performance of the high-speed digital
systems.

In [3], a parametric model based on the theory from input-output system identifications has
been introduced. This method is a useful complement of the conventional IBIS models, taking
into account more physical effects of the I/O drivers and maintaining higher-level of accuracy and
efficiency. In this method, the nonlinear relationship between the currents and voltages of the
driver output port is represented by a piece-wise linear formulation composed of two submodels
that describe the port nonlinear behavior of the driver when the drive inputs are at HIGH and
LOW logic states, respectively. Each submodel is represented by a weighted sum of Gaussian RBF
functions. The vector of inputs to the RBF functions is called the repressor vector that collects the
port voltage and current at the past several time instants and the port voltage at the present time.
Each Gaussian basis function is defined by its position in the regressor space (centers) and by its
spreading in terms of a scale parameter. The internal weight parameters of the RBF functions, i.e.,
centers and scale parameters, are estimated by standard methods such that the mode responses can
fit those of the reference model for the original circuit under consideration. In the overall piece-wise
model, two time- varying weight coefficients that act as the switches for submodels are utilized to
combine the submodel responses depending on the transitions of the logic state at the input port.
The overall model can be generated from the input-output transient waveforms at the device ports
following a systematic procedure. A detailed description of the modeling estimation process can
be found in [3]. This technique has been used for parametric modeling of single-ended CMOS
buffers [3] as well as the low voltage differential signaling buffers [4]. An extended formulation of
this approach for modeling the effects of device temperatures and non-ideal power supplies can be
found in [5].

As a related technique to the piece-wise formulation with RBF functions, recurrent neural
networks (RNN) are exploited in [6], for modeling the highly nonlinear driver circuits. RNNs are
a generic type of discrete-time neural network that can be used to effectively model the nonlinear
patterns with memory or feedback. In this case, the nonlinear submodels in the piece-wise linear
formulation are represented by RNN functions which contains 3-layer multilayer perceptron (MLP)
neural networks [10]. The training of the RNN is carried out by using back propagation through
time (BPTT) algorithm to estimate the internal weight parameters of the RNN. By taking into
account the feedback effects of RNN outputs during training, the BPTT algorithm can lead to more
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robust RNN models for representing the highly nonlinear buffer behavior. In [6], it is demonstrated
that the RNN model maintains the similar accuracy as the detailed transistor-level model, but
being 6-7 times faster in terms of computational time.

Recently, a direct neural-network-based technique for modeling nonlinear transient input-output
behavior is presented [7,8]. This technique combines the state-space concept and the continuous
RNN format to establish a generalization time-domain formulation, called SSDNN. Let u € ®RM
be the input signals of a nonlinear circuit, e.g., input voltages and currents, and y € RX be the
output signals of a nonlinear circuit, e.g., output voltages and currents where M and K are the
numbers of circuit inputs and outputs respectively. The SSDNN format can be described as

(1)

y(t) = Cw(t)
where x = [z1, ..., x N]T € RN represents the internal state variables and N denotes the dimension
of the state-space, or order of the model. The gann = [gaNN_1, - - -5 gANNfN]T represents a feed-

forward Multilayer Perceptron (MLP) neural network [10], which has M + N input neurons and N
output neurons, with weight parameters w and a constant scaling parameter 7. C = [¢;;] € REXN
is the output matrix, which maps the state space into the output space. The SSDNN model
can accurately represent the behavior of a nonlinear circuit, such as a nonlinear I/O driver, only
after the model has properly learned from the training data about the original circuit through an
optimization process called training. The training data for SSDNN are in the form of transient
waveforms, which are generated from the detailed nonlinear circuit. Let L denote total number of
transient waveforms used for training. Let u/(t) and y}(t) represent ith input and output transient
waveforms sampled in the time-interval [0, 71]. Let y*(t) represent the SSDNN prediction of the ith
input waveform w/(t). The goal of training process is to adjust parameters in w and C' such that
the objective function (dynamic training error) is minimized. Efficient training (optimization) of
the model requires the sensitivity information of the model to be computed accurately and quickly.
To facilitate fast sensitivity computation, the concept of the adjoint dynamic neural network [11]
is expanded to cover the case of SSDNN. Specifically, an adjoint SSDNN system is formulated as

dgann’

o &+ C"(y —ya) (2)

T=T—T

where & € RV is the vector of the adjoint state variables and initial condition of system is given
by &(T7) = 0.
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Figure 1: Sample comparisons of the output voltage responses using detailed transistor-level model (-), IBIS
model (--), and the SSDNN model (o) for example D. The comparisons shown here are the cases for (a)
T, =1.25ns and d = 1.25¢m, and (b) 7, = 1.75ns and d = 2.75cm. Good agreement is achieved between
the responses of the SSDNN models and those of detailed transistor-level models even though such test
waveforms are never used in training.
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4. NUMERICAL EXAMPLE

In this example, we present an example for the transient modeling of a commercial IC package using
SSDNN techniques [8]. For this IC buffer, both the detailed transistor-level model and the IBIS
model are available, where the former model is slow and accurate, and the latter model is faster
but less accurate. In this example, the SSDNN model is used to represent the nonlinear dynamic
behavior between the input pin and output pin of the IC package. The training waveforms are
obtained from HSPICE simulations by varying the rise time of the input pulse 7, [0.5ns-2.0ns,
step 0.5ns] and the length of the transmission line load d [1 cm—3 cm, step 0.5 cm]. After training,
the SSDNN model accuracy is confirmed by an independent set of test waveforms that are never
applied during the training. Subsequently, the trained SSDNN model is used in commercial software
HSPICE to perform the transient simulation of the buffer for SI analysis. Figure 1 shows the
comparison of the voltages at the output pin using three types of models, i.e., detailed transistor-
level model, IBIS model and the SSDNN model. It is demonstrated that the SSDNN model provide
more accurate results than the IBIS model for predicting the SI effects of the high-speed interconnect
with nonlinear buffer terminations.
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Abstract— The near field applications of synthetic aperture interferometric radiometer (SAIR)
are receiving great interest in the recent years. Because the traditional far field Fourier imaging
theory can not stand any longer in near field condition, developing the associate imaging theory
will be an important objective of SAIR technique. This work is devoted to explore an effective
near field imaging method for SAIR systems with traditional far field plane antenna array. The
discrete numerical inversion method with focus plane approximation is developed. The Tikhonov
regularization method is introduced to deal with the ill condition and measurement errors.

1. INTRODUCTION

Synthetic aperture interferometic radiometer (SAIR) is a promising technique for passive remote
sensing. It can achieve high resolution without the problem of deploying large scanning antenna
for traditional real aperture radiometer. Several airborne SAIR systems have been developed.
ESTAR [1], 2D-STAR [2] and HUT-2D [3] are the representative ones. Space borne application
projects of SAIR system such as ESA’s SMOS/MIRAS [4] and NASA’s GeoSTAR [5] are also
being implemented. All these applications of aircraft and spacecraft instruments are operated in
far field of the antenna array. With the development and maturity of integrate digital correlator
technology, there has been growing interest in applying SAIR in short range imaging applications
such as security detection of concealed weapons or other contrabands, all weather reconnaissance
and surveillance, and ground penetrating imaging for landmine detection or archeology. As a cost-
effective technique, SAIR will be widely used in near field applications. The associate near field
imaging theory also should be well explored. Developing near field imaging technique is also helpful
for SAIR system on-ground calibration and characterization inside range limited anechoic chamber
or at open air experimental field.

2. BASIC THEORY OF NEAR FIELD INTERFEROMETRY

SAIR is a passive interferometry technique to measure the objects’ natural radiation, which is
composed by a set of correlation interferometer pairs. The electromagnetic signals received by each
pair are cross correlated to get the so-called visibility function. In condition of far field measurement,

, the viewing scene is far away from the antenna array, the curvature of the incoming wave
fronts can be neglected, so the incoming wave performs as plane wave (see Figure 1(a)). The
cross correlation results of the antenna pairs with different antenna pair spacing (baselines) can be
expressed as

Tp(l,m) Lm)Ey (I,m .
Vij (u, v) / / . Pl M) B ) | jantustosm) i (1)

\/QQ T

X,y Z)

Figure 1: Geometry sketch of the far field (a) and near field (b) interferometric measurement.



1388 PIERS Proceedings, Beijing, China, March 23-27, 2009

where €; and Q; are the solid angles of the antennae, Tg (I, m) is the brightness temperature (with
unit of Kelvin), F}, is the normalized antenna voltage pattern; (u;j,vi;) = (z; — xj,y; — y;)/\ is
the antennae separation measured in wavelengths; (I,m) is the direction cosines of the incidence
angle. Thus the far field visibilities are exactly correspond to the samples of the spatial frequency
of the incoming brightness temperature. Then the original brightness temperature image can be
reconstructed by inverse Fourier transform.

For near field applications, the typical distance from targets to antenna array is limited in a
short range. Comparing to the antenna array size, the viewing distance is not large enough to
neglect the incident wave front curvature (see Figure 1(b)). A general separation criterion between
the near field and field for SAIR system is [6]

D2
syn
Rfar—ﬁeld > 20 Ay (2)

where D,,, is the synthetic aperture size, which approximately is twice as large as the largest
baseline. When the targets are in the near field range of the synthetic aperture, the far field
paraxial approximation that adopted in Equation (1) will not stand, and the relationship between
the cross correlations and incident brightness temperature will not be Fourier transform anymore.
The exact visibilities for near field can be expressed as

* 2
VNF // Tp(0 i(0, )F 1 )e—jk’(ﬁ—ﬁ') A0} (3)
VO "t

where, 7; and r; are the distances from the two associate antenna elements to the image pixel. The
distances are changing with the image pixel location and antenna baselines, so theoretically it is
impossible to analytically inverse Equation (3) like what the inverse Fourier transform applied for
far field case. other appropriate techniques should be developed to deal with the near field imaging
problem.

Now some solutions have been proposed for SAIR near field imaging problem. It can be classified
into two types. One is based on hardware transformation as what described in [6] and [7]. It
physically rearranges the antenna elements from planar array to circular or spherical array. The
other one is based on software modification, as proposed in [8] and [9], that still keep the traditional
planar array but theoretically add a correction phase term on the measured near field visibility to
get the equivalent far field visibility. Both the two kind approaches can directly use traditional
Fourier inversion algorithm, but have obvious disadvantages in practical case. The spherical array
only fit for still scene with targets fixed on a given place, while the corrected Fourier method only
fit for point source. It still remains large errors in off-boresight areas for complex extended source
especially large 3D targets.

A,

P (X,h)

Figure 2: Geometry sketch of the near field interferometric measurement by one antenna pair.

3. NEAR FIELD DISTORTION

The distortion relationship between the far field and near field visibility should be well explored,
that will be helpful for investigating the near field imaging mechanism. For the radiation source in
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near field, the incident angles are different according to different antenna baselines. Take 1D linear
array for example, the array center ‘O’ is defined as the coordinates’ origin to scale the incident
brightness distribution. Figure 2 shows out the geometry sketch of a baseline pair receiving the
radiation wave from a random point source. The distance from antenna A; to point source P is

$1 = /(w1 — ) + 82 = \[[(e1 — ) — (2 — 2)]? + B2
2(xy — ') (z —a)

:\/(:U—x’)2—2($1—x’)(fc—x’)+R’2:R\/l— 72 (4)

where (2/, —d) is the arc center between the two antenna elements (the arc radius is R'). The same
result can be drawn for So. Then after taking the second-order Taylor approximation, these two
distances can be expressed as

B (31— a) (@ =) (@1—a" (@)
Si=R|1 o2 2RA + o1 (5)
(g —2') (x — ') (w3 — ) (z—a')?
Sy=R|[1—- o2 SRA + o9 (6)
Noticing |x1 — 2’| = |x2 —2'|, the even order terms of Equations (5) and (6) can be eliminated when
calculating the wave path difference
e/
AS:Sl—ng(xg—xl)(xR:E)—i—(al—aQ)%u-sinOl (7)
where u is the baseline length. Considering the relations formula
dsin 01 x!
in(fy —01) = ——, tanfy =tanf+ — 8
Sln(2 1) h/cosﬁg’ an by an +h ( )

after neglecting the amplitude errors due to the free space propagation, the near field visibility can

be defined as
w/2

B o Fr(0) _sin(0 + )
VW—%EMM@&mme(:}M 9)
—7/2

where

/ I\ 2 2
@%cos29-32—00530-sin9~<32> , C:\/<1+Z> cos2(0 + ) + sin?(0 + ¢) (10)

Comparing to far field visibility, Equation (9) has two more parameters ¢ and ¢, which can be
deemed as the distortion factors of near field visibilities. These factors are determined by the
antenna position and viewing distance. They can not be simply compensated by far field to near
field transformation.

4. NUMERICAL INVERSION METHOD

We are intent to develop a more effective SAIR near field imaging technique for traditional planar
antenna array. Taking into account the finite resolution of the reconstruction image, the original
extended radiation source can be represented as a collection of independent point sources. The
visibility integral can be discretized into a linear system of matrix equations

Virx1 = Darxn - Tnxi (11)

where Vj is the M measured near field visibilities. The elements of the column vector T represent
the samples of the original brightness function. D is the coefficient matrix, defined by Equation (12),
which characterizes the system configuration and objects spatial distribution.

Fip (6n) F5,, (0n) [ : As(m, n)]
D = L exp | —jk2mr————=| A6 12
’ VEm Qo Pl 0 (12
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In order to minimize the discretization error in Equation (11), the discretization interval Af should
be small. As a general criterion it should be N > 3M.

The problem in date processing is to reconstruct the unknown T by means of the observation
Var. But as a critical step,precisely getting every elements of the coefficient matrim D is a diffi-
cult work because the exact target’s spatial distribution must be known to calculate the As. As
mentioned in [9] focusing the near field visibilities to the pixel at bore-sight could only produces
a smooth defocusing error for the pixels off-boresight. Following this idea and extending it in the
numerical inversion, we adopt a new method that focuses the near field visibilities on a plane where
the targets are equivalently located. Essentially this also means to approximate the objects’ spatial
distribution by a plane. Combined with the known antenna position, the matrix D will be easily
computed.

Straightforward computing solution 7" from Equation (11) is usually unpractical due to the
error in the left hand side V' and the ill condition of matrix D. Regularization methods can be
used to suppress the amplified error components in V. The Tikhonov regularization has a wide
application [11], which is defined as

min (| DT =V [} +A || LT [3) (13)

where L is a regularization operator chosen to obtain a solution with desirable properties, such as
the standard operator L = I (the identity matrix) for a small norm. Thus Equation (13) can also
be expressed as

(D*D+ XI)T = D*V (14)

The regularization parameter A is a positive scalar parameter that viewed as a posteriori turning
parameter. L-curve can be used to compute the optimal A at the L-shaped corner.

5. NUMERICAL SIMULATIONS

Numerical simulations are performed to demonstrate the algorithm feasibility. An 8-elements X
band one dimensional SAIR system, shown in Figure 3, is used to simulate the near field measure-
ment, where Au = 0.735A (A = 3.2cm). In point source imaging simulation, the point source is
placed in the near field with the distance of 2m to the antenna array. The reconstruction results
by different methods are shown in Figure 4(a). It shows out that direct applying far field (FF)
Fourier method in the near field case will produce heavy distortions that the main-lobe is shifted
and decreased while the side-lobe is disorderly increased. The near field (NF) numerical reconstruc-
tion has a good coincidence with the ideal point response. The imaging simulations of an extended
line source are also implemented. This extended source has different brightness temperature and
range distance in different parts. The equivalent focus plane is set 2m away from the antenna
array. The near field Fourier method with bore-sight focus correction used in [9] is also applied.
The reconstruction results are shown in Figure 4(b), it indicates that the plane focus based near
field numerical method has the best performance. It performs close to the ideal far field imaging
results with reasonable Gibb’s wrinkles.
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Figure 3: Arrangement of the SAIR array.
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Figure 4: Simulations of point source. Figure 5: Simulations of extended source

6. CONCLUSIONS

The near field imaging problem of SAIR is analyzed and mathematically modeled in this paper.
A new imaging method for SAIR near field application is developed. It essentially bases on focus
plane approximation and numerical inversion. This method can be applied to planar array, so the
traditional far field SAIR system can be directly implemented in near field applications with only
taking some theoretically modification in the imaging algorithm. Note that, in order to overcome
the ill condition of the near field problem, the Tikhonov regularization technique has been employed.
Numerical simulations demonstrate the advantage and feasibility of this method.
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Abstract— The MERIS data will provide us time-serial parameters, with which we can get the
information that describe the growth process of winter wheat, so inputted these information into
a biomass model with the real time meteorological data, and then we could get the biomass of
winter wheat. For calculating the yield of winter wheat, the harvest index (HI) must be estimated.
There were very rarely people to estimated HI of crop with the remote sensing data. Based on
the own character of winter wheat, we found that the correlation between HI and the ratio of
NDVI,,. (the average value of NDVI form emergence to anthesis) and NDVI,.; (the average
value of NDVI from anthesis to maturity) is quite well. Therefore, with the NDVI calculated
from remote sensing data, we can estimate the HI of winter wheat for every pixel. Finally, we
can use the follow expression to calculate the yield of winter wheat, YIELD = BIOMASS x HI,
and HI = {(NDVI). With this method to estimate the yield of winter wheat, the temporal and
spacial information of MERIS data has been used adequately. And the precision of the yield of
winter wheat estimated with this method is better than that with a fixed HI. Because of the
advantage and objectivity of the remote sensing data, this method is very useful and adequate
for estimating the yield of winter wheat in daily operation.

1. INTRODUCTION

It is very important to estimate crop yield accurately, and now a lot of studies have been carried
out, but most of them were statistical and experiential, which only crop yield value could usually
be obtained, and seldom got the spatial distribution information of crop yield [2,4]. With the
remote sensing data, it is timely and external to get plenty of information of the grand, so it is
preponderant to estimate crop yield promptly [5]. Nowadays, it is popular topics in remote sensing
applications to estimate crop yield at regional or global scale.

Remote sensing is a powerful and efficient tool for estimating crop yield at regional or global scale.
A lot of methods using remote sensing data, such as AVHRR, MODIS [1], have been developed for
estimating crop yield. And this paper is going to improve the methods with the MERIS data.

2. STUDY AREA AND DATA DESCRIPTION

2.1. Study Area

Because of its key position in food security, winter wheat yield estimated has global importance.
China is the biggest wheat producing countries in the world, and its wheat production accounts for
nearly 20% of that of the whole world. Shandong province is one of the biggest wheat producing
provinces in China, the wheat production of Shandong province accounts for 20% of China’s total
winter wheat production. Yucheng city locates at west of Shandong province, and it is an agriculture
city, most people there rely on crop production. Due the above reasons, around Yucheng city, there
has been chosen as the monitoring area of the study.

According to the traditional tillage practice, there is the intensive dual-cropping system based
on winter wheat and autumn crops, such as maize, soybean and sorghum et al. Different from the
variety of crops in autumn, winter wheat is the dominant summer crop in the area, and it is sown
in early October, harvested in early or mid June next year.

Annual precipitation in the area is about 600 mm, and it is concentrated between July and
September during the summer monsoon, which is more than 50%. As the limited and variable
precipitation, the winter wheat must be irrigated to guarantee the productivity in spring.

2.2. RS Data

The RS data used in the study is MERIS (MEdium Resolution Imaging Specrometer Instrument).
MERIS is one of the sensors on ENVIronmental SATellite (ENVISAT) which was launched by the
European Space Agency (ESA) on March 2002. Although MERIS was primarily dedicated to ocean
color, its bands configuration broadened its application to vegetation monitoring [6].

The MERIS data can provide time-serial terrestrial parameters at s several-day frequency, with
which we can monitor the whole growing process of winter wheat.
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The normalized different vegetation index (NDVI) derived from red band and near infrared
band is a directly remote sensing indicator, and it was calculated using red and near infrared (NIR)
reflectance as follows

NDVI = (NIR — RED)/(NIR + RED) (1)

where RED and NIR is canopy reflectance at red and near infrared, respectively. As for MERIS,
band 13 (855-875nm) and band 8 (677.5-685 nm) are assigned as near infrared and red bands.

In the frame of the Dragon 2 Program, MERIS data was collected since February to July 2008
covering Shandong province. After these data was pre-processed, NDVI was computed form each
scene of MERIS data.

2.3. Basic Data

The most important basic data in the study is the 1:100,000 land-use/cover digital data and land
use map, which was derived from Landsat Thematic Mapper (TM) images. And the land use/cover
digital data was used to identify arable fields.

2.4. Observation Data

One 5Km x 5Km experimental area are selected in Yucheng (116 34 09E-30 49 52N, Shandong
province), and there are 25 observing points (in 5 300 m x 300 m plots) distributed in the experimen-
tal area. In every key phenophases of winter wheat such as heading, flowering and harvesting date,
the key crop parameters including leaf area index (LAI), height, dry weights etal. are observed
and recorded. And these data was used not only to calibrate the model, but also to validate the
estimating result.

3. METHODS

3.1. Estimation of above Ground Biomass

The total above ground biomass of winter wheat accumulated over the growing season was calcu-
lated as
BIOMASSaGE = > . | &FAPAR,PAR; (2)
1=

where ¢; is the radiation use efficiency (RUE, gMJ~!), which is variable on the basis of winter wheat
developmental stage, and PAR; is the total incident photosynthetically active radiation (MJ) at
day ¢, which is a fraction (0.48 in this study) of incoming solar radiation; FAPAR the fraction of
absorbed PAR, which could be estimated form the simpleratio (SR) or NDVI by linear functions.
Here FAPAR was calculated as a linear function of SR [9]:

SR — SRuin) (FAPARax — FAPARyin )
SRmax - SRmin
where SR = NIR/RED, and SRy, and SRyax correspond to the second and 98th percentile of

SR for the entire cropland regions, and FAPAR iy and FAPAR .« are defined as 0.01 and 0.95,
respectively. SRyin and SRyax are computed in every 10 days.

FPAR = (

+ FAPARpmin (3)

3.2. Estimation of Harvest Index

In the paper, NDVI during the grain filling stage was hypothesized to be indirectly related to the
yield of winter wheat accumulation. Therefore, the distribution of the above ground biomass can
be simulated with the available winter wheat NDVTI values to modify the final harvest index.

The harvest index (HI) of winter wheat was estimated as

NDVI
HI = Hlpax — Hlrange (1 Vp‘“)

~ NDVIpe @

where Hly,ax is the optimal value of HI (here chosen equal to 0.5), Hl ange is the possible range of
HI (here chosen equal to 0.2), NDVI,,. is the average value of NDVI form emergence to anthesis,
and NDVI,,.: is the average value of NDVI from anthesis to maturity.

3.3. Estimation of Winter Wheat Yield
Using the computed BIOMASSgp and HI, winter wheat yield (WY) was simply estimated as

WY = BIOMASSaqp * HI (5)
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4. RESULTS

There are the estimated results of winter wheat around Yucheng city, Shandong province in 2008
in Fig. 1.

BiomassAGB map of winter wheat HI map of winter wheat Yield map of winter wheat
around Yucheng in 2008 around Yucheng in 2008 around Yucheng in 2008

] | REUEE
[ 200 - 300
]300 - 00
— [ 400 - 5oo

> Bl 50 s
K\_/ Unit: kg/mu

Unit: none

Figure 1: Biomass, HI, yield map of winter wheat around Yucheng in 2008.

In this area, the total above ground biomass of winter wheat is generally higher in the southwest
than that in the northeast. Compared with the above ground biomass around Huimin county, that
around Yucheng city was about 8~10ton/ha higher. As for the HI of winter wheat, it is generally
0.1 higher in the southwest than that in the northeast.

The final yield of winter wheat is much more accurate than that by using a fixed HI (r = 0.75
with HI map versus r» = 0.6 with HI = 0.45).

5. CONCLUSION

We have developed a method for estimating the yield of winter wheat in the Plain of China from
time series MERIS data. There are four steps to estimate the yield of winter wheat: 1) pre-
processing of time series MERIS data; 2) estimation of the total above ground biomass of winter
wheat; 3) estimation of HI of winter wheat; 4) estimation of yield of winter wheat.

The advancement of this method to estimate yield of winter wheat with remote sensing data is
the estimated HI map, the result was more accurate and external compared with a fixed HI. And
with this method, we can utilize the remote sensing data much better in the spatial and temporal
dimensions. This method must have potential in application to other grain crops, such as corn,
rice et al.

It was proved that the MERIS data also has an immense potential in time series monitoring of
crops. The application of the yield of winter wheat estimating in the other region and other grain
crop yield estimating with MERIS data are going to be addressed in our future study.
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Abstract— The electromagnetic waves originating in lighting discharges at frequencies in the
VLF band are reflected by the ground as well as by the conducting layer of the ionosphere and
thus they are guided efficiently around the earth. As in this earth-ionosphere waveguide sferics
propagate with low loss, they can be detected even at long distances from their source locations.
Our observations in a tropical country India, over three decades, on VLF propagation reveal
some interesting phenomena under realistic conditions. The variations of the overall intensity of
radio atmospheric signal at the time of sunrise and sunset as well as by the so called cosmic ray
layer formation after sunrise have been critically examined besides investigations on geomagnetic
effects producing long period fading in sferics level. The effects of land and sea thunderstorms
in the sferics level occurring over this area have also been taken into consideration. As the
wave propagates over greater distances, the excitation and attenuation vary significantly with
the parameters of the waveguide, such as reflection height, anisotropy etc. which change over
time and also over the typically long VLF propagation path.

1. INTRODUCTION

Lighting, an electric discharge occurring in the atmosphere of the earth, has a total length of
tens of kilometers and there are about 100 discharges at each second throughout the globe. The
electromagnetic radiation radiated during lighting discharges may be received by sensitive receivers
as sferics. Such radiation is produced by the acceleration of electric particles and may provide
information about the associated atmospheric noise. The radiation in the form of pulse when
split up shows a wide range of frequencies. Long distance propagation of such electromagnetic
waves is controlled largely by an invisible layer of charged particle, known as ionosphere. The
electromagnetic waves at frequencies in the VLF band are reflected by the ground as well as by the
conducting layer of the ionosphere and thus they are guided efficiently around the earth [1]. As in
this earth-ionosphere wave guide sferics propagate with low loss, they can be detected even at long
distances from their source locations. Knowledge of the nature of VLF sferics propagation in the
tropics is of special interest for a number of reasons. One important reason is that fifty percent
of the surface of the globe lies between locations 30°N and 30°S and over a third of the world’s
population inhabits tropical lands.

2. SELECTION OF FREQUENCY BAND

The pressing need for the long-range navigational aids and worldwide frequency standard initiated
interest in investigating characteristics of VLF propagation. The VLF sferics, which impose a
fundamental limitation on the efficiency of a VLF radio communication system reveal a spectral
distribution of power [2] with a peak at about 10 KHz. Studies of the sferics variation from its
regular behavior can have importance in two ways: (i) it provides information about the nature
and intensity of the noise energy at the observation site and thereby the nature of the electrical
activity in the clouds, (ii) it helps in the design of radio communication systems appropriate for
use at a particular frequency. Lack of data on VLF sferics in the eastern India prompted us to
make an elaborate study of its propagating characteristics in the earth-ionosphere wave guide so
as to meet the needs of communication service.

3. OBSERVATIONS

With a view to investigating the characteristics of VLF sferics, we examined our round-the-clock
records obtained in Calcutta (now renamed as Kolkata) (Lat., 22°34'N; Long., 88°24’'E) going
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back to 1976 and then at Kalyani (Lat., 22°58'N; Long., 88°28'E), 40 Km away from Kolkata. The
graphical locations of both Kolkata and Kalyani are very close to the Bay of Bengal (Fig. 1), where
clouds initially developed during the monsoon (June to September) and post monsoon months
(October to February) and, in fact, the sferics originating in these local clouds at such times have a
dominant role over other widely distributed weak sources as confirmed by radar observations. On
the contrary, during the pre monsoon months (March to May), the cumulus clouds formed initially
in the Asansol (Lat., 23°40’N; Long., 87°01'E) and Hazaribag (Lat., 23°58 N; Long., 85°26'E) area
when approaching towards Kolkata converted to a full fledge cumulonimbus clouds, thus producing
vigorous sferics activity in its path of journey towards our observing stations. The activity of both
monsoon/post monsoon clouds as well as that of pre monsoon thunderclouds becomes maximum
at afternoon hours of the day while the effect of sea thunderstorms is maximum at pre midnight
hours. The sferics level in the sunrise and sunset hours of the day are mainly controlled by the long
distance sferics sources because of the poor local cloud activity at these hours. It is the purpose of
the paper to focus the variations of the overall intensity of radio atmospheric signal at the time of
sunrise and sunset as well as the effect in the noise level by the so called cosmic ray layer formation
after sunrise. Long-period fading in sferics during severe meteorological disturbances and associated
solar geophysical phenomena are reported in this paper. The effects of land and sea thunderstorms
in the sferics level showing characteristic differences with the fading pattern have also been pointed
out. The receivers used for the collection of VLF sferics data were constructed to have a large
dynamic range with a view to handling a fairly wide range of field intensities owing to the activity
of thunderclouds in the neighboring regions. The receivers have an overall bandwidth of 1 KHz
with charging and discharging time constants 3s and 25s respectively.
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Figure 1: Sketch showing the locations of Kolkata, Kalyani, Hazaribag, Asansol and Bay of Bengal.

4. ANALYSES AND RESULTS

A photograph of typical record of sferics at three harmonically related frequencies 10, 20 and
30KHz as recorded over Kolkata is shown in Fig. 2, which exhibits all the regular variations [3],
viz., sunrise effect (A), first minimum (B), recovery effect (C), morning minimum (D), afternoon
maximum (E), late afternoon minimum (F) and night maximum (G). In the early morning and
late afternoon hours remarkable changes occur in the ionospheric layers. Our studies exhibit a
stepped-falls during sunrise of which the first two steps observed before ground sunrise is relatively
weak while the last one called the main stepped-fall observed around ground sunrise is prominent.
During sunset hours, the onset times of the main step are before the local ground sunset but for the
second and third steps, the onset times are after that. Typical records of sferics showing three steps,
two steps and one step fall of the sunrise effect are presented in Fig. 3. The geometry of the problem
can be explained using Fig. 4 where we have shown an east-west section through the station and
the center of the earth. For any position of the receiver R, there exist sferic sources towards east
and west from which radio waves can be received by transmission. As absorption takes place over
the sunlit part of the ray path, before sunrise the sources present on the eastern side are ineffective
but those on the western side are received by the multi hop paths. It appears that the steps in the
sunrise fall are produced by the successive elimination of the effective western sources through the
switching off of the 3-hop, 2-hop and 1-hop rays. The sloping fall second and first hop rays. The
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Figure 2: Photograph of the typical records of the inte-  Figure 3: Typical records of sferics showing
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recovery effect (as marked by C in Fig. 2) in the field intensity of sferics during a particular step
represents continually increasing D-layer absorption of waves on there downward path through the
newly formed part of D-layer after the last reflection at the E-layer. If this conjecture is true, the
horizontal extent of D-region would be increased successively for the third, exhibits a significant
seasonal change in the amplitude. Also the time difference between occurrences of the peak value
of this effect (taken as Cpeqr) and the initial level of the start of the sunrise fall (A), i.e., (Cpeqi-A)
when plotted for different months (Fig. 5) shows a significant variation. In the same figure we have
also superposed the mean duration of the recovery effect. It is seen that the curve is almost a mirror
image of the former one, with a minimum value during the cloudy monsoon season and a maximum
during the clear months. The recovery effect appears to be due to a transient improvement of
propagation from nearer sources for which the reflection from E-region is still effective. The D-
region, at present, is believed to consist of two layers. The ionization of the lower of the two layers,
the so-called ‘C-layer’ remains constant throughout the day. It appears, therefore, that in daytime
and at short distances where the ‘C-layer’ is penetrable; the ionization only above the ‘C-layer’
contributes towards the variation of field intensity of VLF sferics [4]. Our sferics records during
torrential rainfall caused by violent monsoon and post monsoon depressions, exhibit distinct long
period fadings both at day and night hours. The deep depression of 8th November 1995 (Fig. 6)
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and associated character figure show that the magnetic character figure (C,) values from 4th to
8th November were as high as 0.6, 1.0, 1.1, 0.5 and 0.3 respectively. The long period fadings as
noticed at 27 KHz sferics at such times over Kalyani are believed to originate from the energetic
solar particles and plasma which, in some way, initiate and stimulate the lower atmosphere [6].
The effect of land and sea thunderstorms in the sferics level, however, exhibit an entirely different
characteristics like gradual rise, sudden enhancement and steady recovery of the level corresponding
to developing, mature and dissipating stages of thunderstorms.

Figure 6: Long period fading at 27 KHz sferics during deep depression.

5. CONCLUSIONS

Summarizing our analyses of sferics data it may be pointed out that as the wave propagates over
great distances, the excitation and attenuation significantly vary with the parameters of the wave
guide like reflection height, anisotropy, prevalent atmospheric conditions etc. The results further
suggest that the west bound wave modes have a higher level of “quasiness” than east bound modes.
The variation in the reflection height of the ionosphere are responsible for converting energy from
one waveguide mode to another waveguide mode which appears to be more dominant when the
path of propagation crosses the day-night or night-day terminators [7].
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Abstract— Search for extraterrestrial intelligence is indeed a great challenge to astronomers
since its method of communication, direction of propagation as well as spectral pattern are all
unknown beforehand. Due to all of these various limitations, the problem have become complex
and thus the science has become a ‘hard science’. As galactic societies would be transitory, an
obvious solution is an interstellar communication network, or type of library mostly consisting
of automated systems to store the cumulative knowledge of vanished civilizations and thereby to
communicate the knowledge through the galaxy. This is called ‘interstellar internet’, where the
different automated systems act as network servers. Intercepting such signals is highly difficult
and extremely complex. The paper reviews the modern techniques and instruments for cosmic
search. Theories and hypothesis developed for investigating life in the universe including some
exciting findings have been critically examined. Finally mythology and exotheology about the
universe have been pointed out focusing the future role of where is everyone.

1. INTRODUCTION

There are an estimated 10?2 stars in the universe but only the Sun is known to have a planet, the

Earth, which harbors life. Naturally, the question that appears is that are we unique and alone with
a cosmic curiosity or are there other abodes of life. An answer would be of profound significance
and is becoming an increasingly important phase of radio astronomy. The question that arises first
in mind is where should we search; whose immediate answer is as the Sun is a yellow G-type star
so in the absence of other information it would be reasonable to begin searches of sunlike stars
like F, G and K-type stars [1]. But the most important question is concerned with the selection of
wavelength when searching is to be attempted from radio astronomical point of view. Some initial
efforts and the consequent limitations put a burning question to the radio astronomers “are there
some wavelengths that would be better for gathering information than the usual one we using at
present?”

2. SELECTION OF WAVELENGTH

For a suitable selection of wavelength, we have to consider what kind of signal one might expect
from a distant civilization. If any such civilization transmits a signal intentionally, it will most
likely be narrow-band as that signal is supposed to travel a long path for a given power. Besides
the consideration of band, there should be a preference of wavelengths that would be better. The
wavelength for which natural radiation from the galaxy is lowest and for which waves will move with
least absorption may be apparently taken as the most appropriate one. When these two points get
priority, wavelengths between a few millimeters and 30 centimeters would appear to be the most
ideal one.

3. SKY NOISE DIAGRAM AND THE APPROACH

Figure 1 exhibits a sky noise diagram, showing plot of sky noise temperature against wavelength.
The variation of noise due to earth’s atmosphere, the galactic noise and the photon noise are also
shown in the diagram. The hydrogen line and the water line are indicated in the figure, in addition
to both Earth window and Cosmic window [2]. It is evident from the figure that the hydrogen (H)
line is at 21 cm while the hydroxyl radical (OH) line is at 18 cm. When hydrogen and hydroxyl
radical are combined it makes water (H2O) whose wavelength obviously lies between 18 cm and
21cm. This window may be taken as the first water hole which can be exploited by galactic
civilizations as well as by our own civilization to make radiolink with each other. Over and above,
it seems highly interesting to predict from Fig. 1 that there is a 2mm line of start of the water
molecule which extends up to 14 mm line and this might be regarded as bracketing a second “water
hole”.
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Figure 1: Sky noise diagram illustrating that the two sky noise windows, referred to as the “water holes”,
are most appropriate for interstellar communications.

4. THE RADIO COMMUNICATION LINK

Let a radio transmitter installed at earth’s surface radiates a power P; isotropically over a trans-
mitter bandwidth B; (Fig. 2).

Receiver
ransmitter
2 Distance, d

Received power
Transmitted ’

Crrnr Effective aperture, A,

Effective aperture, A

Figure 2: Radio communication link between transmitter to receiver and back.

The distance of the radio communication link can be derived from,

PtAetAer
d= 1
\/ kTsys (S/N) A2B, L

where, k& = Boltzmann constant, T, = system temperature, S/N = signal-to-noise ratio and
A = wave length.

Equation (1) indicates that smaller the receiver bandwidth B,, the larger is the range d. Under
marginal conditions, the communication thus favors the use of small bandwidth. From some critical
considerations, Drake and Helou [3] suggested that due to time broadening by multiple scattering
of the interstellar medium, a minimum usable bandwidth is 0.1 Hz approximately.

5. EARLY SEARCHES

The first attempt to search extra terrestrial life was made by Drake [4] in 1960 with a radio telescope
of antenna diameter 26 m at N.R.A.O., Green Bank. It was a ‘targeted search’ for two stars, Tau
Ceti and Epsilon Eridani, at the hydrogen line corresponding to 1.4 GHz with a single tunable
channel of 100 Hz bandwidth. Dixon [5] conducted a long search over 10 years with 110 m radio
telescope at Ohio State University. Almost at the same time Horowitz and Forster [6] at Harvard
University made an ultra-narrow band multi-channel search with 26 m radio telescope. Both these
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searches were near the hydrogen line and those were all sky search instead of targeted search. A
summary of all these three early attempts are presented in Table 1.

Table 1: Summary of early attempts of interstellar communication.

Type of search Location Scientist Year | Antenna Diameter
Targeted search | N.R.A.O., Green Bank Frank Drake 1960 26 m
All sky search | Ohio State University Robert Dixon 1985 110m
All sky search Harvard University Paul Horowitz & J. Forster | 1985 26 m

6. PRESENT APPROACH

If we consider a hypothetical interstellar communication link to an extraterrestrial civilization which
transmits 10° W with a 110 m dish, then the effective apertures of the antennas,

At = Aer = 0.57 (Diameter of the dish)? = 0.57 (110)? = 4450 m?
Taking, S/N =1, k = 1.38 x 1072 JK !, T},s = 10K and B, = 0.1 Hz,

we get using Eq. (1),

127.9 x 1016
d= — (2)

For the selection of frequency, we choose the first and second water holes with a view to consider
a more realistic situation. The wavelengths, distances of the radio link and the corresponding
frequencies for the two holes are given in Table 2.

Table 2: Water holes and the corresponding frequencies.

Feature Wavelength | Distance of radio link (in m); using Eq. (2) | Frequency (in GHz)
First water-hole 18 cm 710 x 1016 1.67
25 cm 609 x 1016 1.43
Second water-hole 2mm 63950 x 1016 150.00
14 mm 9136 x 10'6 21.43

It appears from the table that the two water holes have their frequencies 1.43 to 1.67 GHz and
21.43 to 150 GHz respectively. In the calculation of d, we have assumed that the receiving antenna
on the earth has a dish of identical diameter and the aperture efficiency of both the antennas is
50% with the system temperature at the earth station as 10K with a bandwidth of 0.1 Hz. If we
put 1Ly = 10 m, then the corresponding distances become 710 Ly, 609 Ly, 63950 Ly and 9136 Ly
respectively. If a uniform star density of 0.01 per Ly? is accepted, for simplicity of calculation, then
determining the volume for different radius and the associated directivity of the antennas (which
may be considered the same as the number of objects an antenna can resolve), the number of stars
in the antenna beam at any time regardless of the antenna pointing direction can be calculated.
The numbers of stars for different wavelengths are presented in the Table 3.

Table 3: The number of stars for different radius and the associated wavelengths.

Wavelength, A (in m) | Radius (in Ly) | Number of stars = Volume/Directivity

0.18 710 8
0.21 609 7
0.002 63950 734

0.014 9136 10486
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The table indicates that instead of pointing the antenna at known stars (known as targeted
search), an all sky search would be more appropriate. In our approach, the transmitter power,
antenna size, system temperature etc are all typical and considered on the basis of our present
ground-based technology. We suggest searches giving emphasis to the wavelengths for both the
water-holes for detecting and identifying any signal and also subsequently for its successful inter-
pretation.

With so much uncertainty for handling various parameters as to what signal characteristics to
expect, search-strategy planning becomes a very complex one. Philosophy, science, literature and
religion all contain strong statements of belief about the possibility of intelligent lifeforms on other
planets. In fact, it is a profoundly interesting question as it raises issues about the origins of life
as well as our place in the physical and spiritual universe [7]. At the same time, it has inspired a
new discipline named as exotheology whose purpose is to examine the theological and mythological
issues as they pertain to extraterrestrial intelligence. Its existence is still largely hypothetical and
the range of speculative forms of extraterrestrial life is considered from sapient beings to life at the
scale of bacteria. The hypothesis regarding the origin of extraterrestrial life is mainly based on two
aspects. One proposes that its emergence occurred quite independently at different places in the
universe. The second hypothesis suggests that life emerges in one location and then spreads between
habitable planets. Any study for the search of extraterrestrial life in the present scenario, including
the development of a new technique, as suggested in this report, may therefore be considered as
highly significant.
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Abstract— In this paper, waveforms of collided digital signal bits are analyzed by superposition
of step responses of a distributed constant circuit for a transmission line. Our analysis indicates
narrow voltage spike on the leading edge of bit pulses in collided waveforms. The width and
peak of the spike calculated by our analysis were matched with those of experiments. Since
the spike might cause signal collision detection failure and cause deterioration of communication
performance, our analysis is effective to estimate the allowable maximum length and/or bit rate
of a transmission line for control communication network.

1. INTRODUCTION

UART-CSMA/CD (Universal Asynchronous Receiver Transmitter-Carrier Sense Multiple Access
with Collision Detection) is a type of communication protocol for building facility control net-
works [1]. This protocol is based on detection of signal collision that is simultaneous transmission
from more than two network nodes. However, in the case of an extremely long transmission line,
collision detection becomes difficult because collided signal waveforms include severe distortion due
to propagation delay and line terminal reflection. This distortion of waveform might cause collision
detection failure resulting in deterioration of communication performance.

So far, many research works on analysis and simulation for signal waveform distortion on the
long transmission line have been carried out [2-5]. However, analytical methods for calculating
waveforms of signal collision on the distributed constant transmission line have not been published.
Although the collided waveforms are easily obtained using circuit simulation tools, analytical meth-
ods are still valuable to understand the mechanism of distortion in collided waveforms on the long
transmission line.

In this paper, waveforms of collided digital bits are analyzed with superposition of step responses
of a distributed constant circuit for transmission line. The waveforms calculated by our analysis
have been compared with those of experiments. Our analysis has predicted a narrow spike on each
leading edge of bit pulses of collided waveforms. In sever cases of combination of transmission
length and bit width, collision detection failure might occur. We have investigated the relationship
between communication throughput and collision detection failure rate.
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Figure 1: Signal propagation on the transmission line.

2. SIGNAL COLLISION OF UART-CSMA/CD

In a typical control network system for building facilities, there are hundreds of controllers, which
are called nodes from a view point of network. The total line length often reaches almost 1000 m
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throughout the building. Since control networks have to be installed in the most inexpensive way,
any network terminators are not installed. It is well known that impedance mismatching at the
terminals adversely affects on signal waveform in the case of a significantly long line.

Figure 1 shows UART-CSMA/CD signal propagation on the transmission line using time and
distance axes. In the case of CSMA /CD, each node can start sending a signal at arbitrary timing. If
more than two nodes happen to start sending at the exactly same timing, a signal collision occurs.
At the moment when sending nodes detect the collision, the nodes immediately stop sending,
wait for a random period, and restart sending the previous signal again. In the case of UART-
CSMA /CD, the collision detection is carried out by comparing the logical sending signal and the
actual receiving signal from the line. Therefore, in the case of a long transmission line, it is difficult
to distinguish the collision because actual waveforms are also distorted in the case of non-collision
sending.

Figure 2 shows our model of signal collision on the transmission line. This is a case that Nodel
and Node2 located at the both terminals (z = 0 and 2 =[), and they start sending a series of two
bits with opposite logical levels of “HL” and “LH”. Here, “H” and “L” mean logical high and low

levels, respectively. At the location of Nodel (z = 0), the signal vg)L(O, t) sent by Nodel and the

signal ’U(LZ;I(O,t) propagated from the Node2 coexist. In the case of a long line, propagation time

can not be neglected. Even if Node2 simultaneously starts sending the signal ’U(ngl(l,t), receiving
signal vf}{ (0,t) by Nodel at x = 0 will be shifted on the time axis by propagation time.
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Figure 2: Signal collision of opposite logical bits propagating on the transmission line.

Here, an important point is that each of UE)L(O,ZL/) and v(ngI(O,t) is distorted by the terminal
reflections. Consequently, the waveform of the collision is not a simple superposition of logical
levels with the propagation delay, but it becomes a complicated aggregation of distorted waveforms.
Therefore, analysis of distortion elements is important to investigate affection of the line length
and termination impedance for practical system design of a control network.

3. SIGNAL WAVEFORM ANALYSIS

3.1. Analysis Model
In order to calculate the superposition of terminal reflections on the transmission line, a Laplace
transformation method for transient analysis of a distributed constant circuit is used. For a step

response of signal voltage on a lossless transmission line, voltage vgr(x,t) at the position x and
time t is given by the following equation [4, 6],

vsr(x,t) = [E120/(Z1 + Zo){u[t — z/w] + Tault — (2Tow — x/w)] + TiToult — (2Tow + z/w)]
+F1F22u[t — (4TOW — ac/w)] + F%FQQU[t — (4TOW + x/w)] + .. .}, (1)

where wu[t] is a unit step function, F is signal source voltage, Zg = (Lo/Cp)'/? is characteristic
impedance, Lo and Cy are characteristic inductance and capacitance of unit length, Z; is source
impedance, Z, is load impedance, Tow = l/w = l(LOC’o)l/2 is one way trip time, [ and w are
line length and propagation velocity, I'1 = (Z1 — Zy)/(Z1 + Zy) is source reflective coefficient, and
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Iy = (Zy — Zo)/(Z2 + Zy) is load reflective coefficient. Both Z; and Z; are assumed to be pure
resistance.

The sending voltage ’US)L(O,t) for a signal “HL” transmitted by Nodel located at x = 0 is
defined using the step response Equation (1) as follows,

v$).(0,8) = vsr(0,t) + vsr (0, — Tp) = vsr(0,2) — vsr(0, tyult — T), (2)

where the bar in the above equation means the complementary logical bit “L”. Similarly, voltage

U(LQI){ (0,t) received by Nodel for the signal “LH” sent by the Node2 located at x = [ is also defined
as follows. @

ULH(O,t) = UST(l,t) + UST(l,t - Tb) = —UST(l,t> + UST(l,t)U[t — Tb] (3)

Here, in the case of signal collision, both nodes are in the signal transmission mode. Therefore,
defining as £ = Ey = Ey, Z = Zy = Zy, I' = T'; = Ty, the step responses vgr(0,t) and vgr(l,t)
become the following equation.

vs7(0,)=[EZo/(Z + Zo)|{u[t] + Tult — 2 Tow] + T?ult — 2Tow] + ...}, (4)
vsr (L) =[EZy/(Z + Zo){ult — | /w]+Tu[t— (2 Tow —1/w)]|+Tuft— (2 Tow + /w)]+...}. (5)

Therefore, a collided waveform expression of signal “HL” from Nodel and signal “LH” form
Node2 at the location of Nodel, i.e., x = 0, is given by superposition of the step responses using
the Equations (2)-(5) as the following.

ve(0,) = 037, (0,8) + 0(0,8) = {vsr(0,8) — vsr(l, ) H{1 + ult — Ty)} (6)

Thus, we have obtained an analytical expression of signal voltage waveform of collided bit series of
opposite logical levels of “HL” and “LH” as superposition of step responses.

3.2. Numerical Calculation and Experiment

We have calculated collided signal waveforms using typical parameters for an actual UART-CSMA /
CD control network system. The parameters were assumed as follows. The bit rate was R, =
9.6 kbps, i.e., the bit pulse width was T = 104 us. The transmission line length was [ = 100 m or
500 m. The signal source voltage £ = 3.0V and impedance Z = 28 () were assumed for parameters
of a typical RS-485 driver/receiver IC. The type of the cable was assumed to be a polyvinyl
chloride (PVC) twisted cable with 2mm? (AWG14) wires. The values of cable parameters were
measured as Ly = 0.59mH/km and Cy = 0.12 uF /km resulting in the characteristic line impedance
Zy = (Lo/Cy)*/? = 70Q/km.

Figure 3 shows an example of numerical calculation of collided signal waveform vc(0,¢) using
our analytical Equations (2), (3), and (6) with the above-mentioned parameters. The original

waveforms of sending and receiving signals, ’US)L (0,t) and U(L2I){ (0,t), are also superimposed on the
same figure. The distortions due to the terminal reflections appear at the leading edge of each
bit pulse. In this example, the large portion of each bit was stable at the “H” or “L” voltage
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Figure 3: Sending, receiving, and superposition signal waveforms at Nodel.
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level. Consequently, voltage level in the almost all portion of the collided waveform became “H” +
“L” = 0V. However, a voltage spike appeared at the leading edge of each bit pulse of the collided
waveform.

We have confirmed the above-mentioned results of our analysis by comparing with those of
experiments. Figs. 4 and 5 show the results of waveforms calculated using our equations and those
observed by an oscilloscope. Fig. 4 is a case of line length of [ = 100m. As predicted by our
analysis, the similar spikes appeared in the results of experiment observation. The peak voltage
of the spikes was 1.9V for the calculation and 2.4V for the observation, respectively. Fig. 5 is a
case of the line length of 500m. The peak voltages were 4.3V for the analysis, and 4.0V for the
observation, respectively. Although there were small differences in the peak values, overall shapes
of the collided waveforms calculated using our analytical equations have matched with those of

experiments. Thus, our analytical method of calculating collided signal waveforms on the long
transmission line has been verified.
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Figure 4: Collision signal waveform (Sort line).
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Figure 5: Collision signal waveform (Long line).

4. COMMUNICATION PERFORMANCE

Theoretical average throughput S(o) of the UART-CSMA /CD protocol is given by the following

expression for an offered load of o, where ¢ is the number of signal-sending-trials per discrete time
unit 7 for each node [1, 7],

M
Z VIV PS(Z) T
S(o) =0

ém /(1= 6) + Ty + P(i) - T+ [1 - Pu(i)] -7}
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Here, M is the total number of nodes, m; is the probability that the number of nodes with a signal
is i, Ps(7) is the probability that only one node starts sending at a discrete time slot, T is the signal
packet length in the unit of discrete time 7, 1/(1 — ¢;) is the average idle time before sending, and
T} is the length of the constant spacing time after sending. Here, v is the sending duration time
in the case of successful collision detection, and ~y is smaller than the packet length T" because the
node stops sending at the detection moment.

However, in the case of collision detection failure, the duration time becomes the full packet
length T because the nodes do not stop sending. If the rate of collision detection failure is Pg, the
average sending duration time becomes (1 — Pp) - v+ Pp - T instead of . Therefore, the average
throughput S’(o) for Pp is given by the following equation.

M
Z mi - Ps(i) - T
S/(O') =0

- . ®
im-{l/(l CG) ATy 4 Pui) T4 [1— P@)] - [(1— Pp) -~ + Pr-T))

Since (1 — Pg) -y + Pg - T is larger than v, S’(c) becomes smaller than S(o). In other words,
the throughput reduces along with collision detection failure rate Pp.

Figure 6 shows throughput curves calculated by the Equation (8) with 0%, 50%, and 100%
of Pr. The horizontal axis of the figure is the normalized offered load of the entire network
G = (o/7) - M - T}, where T, is the signal packet length in the unit of second. The vertical axis is
the normalized throughput, i.e., the number of non-collided transmissions per packet length time.
As shown in Fig. 6, the throughput S(G) deteriorates along with Pr for range of G greater than
about 0.7. At the maximum load of G = 2 in this case, S(G) has reduced from S(2) = 0.68 for
Pr = 0% to S'(2) = 043 for Pp = 100% by approximately 40% down. Thus, performance of
UART-CSMA /CD control network is significantly affected by collision detection failure.

There is a possibility of collision detection failure due to the spikes in signal waveforms. It might
be necessary to eliminate the spikes depending the scale of spike and bit width. One of the possible
means for elimination of the spike is implementing a noise filter in the receiving circuit of a node
as shown in Fig. 7. The filter will be based on low pass filter circuit that eliminates high-frequency
components of the spike but passes low-frequency components of basic shape of original bit pulse.
For designing this filter circuit parameters, our analytical method will contribute to case studies in
the system design process.
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Figure 6: Influence of collision detection failure rate =~ Figure 7: Filtering spike noise in receiving circuit of
on throughput of UART-CSMA/CD. UART-CSMA/CD node.

5. CONCLUSION

In this research, we have proposed an analytical method of calculating collided signal waveforms on
the long transmission line. Our analysis has successfully predicts existence of the spike voltage in
collided waveforms. These spikes might cause collision detection failure in the UART-CSMA /CD
communication protocol. This will cause deterioration of throughput of the CSMA/CD protocol.
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The prediction of waveform of collided signal waveforms before actual system installation is im-
portant for avoiding the throughput deterioration. Our analytical method is effective to estimate
the allowable combination of the line length, terminal impedance mismatching and bit rate of the
transmission line.
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Recognition of Wavelength-multiplexed Labels with Acoustooptic
Waveguide Circuit for Hierarchical Photonic Routing

Nobuo Goto! and Yasumitsu Miyazaki?

!The University of Tokushima, Japan
2Aichi University of Technology, Japan

Abstract— High-speed optical processing for packet routing can overcome bottleneck in large-
capacity photonic networks. We have studied on collinear acousto-optic (AO) switches and
applications to optical label recognition. Since parallel combination of collinear AO switches
can handle wavelength-division-multiplexed (WDM) optical pulses, recognition for optical labels
encoded in spectral and time domains can be realized. In this report, we discuss recognition of
layer-structure labels for hierarchical routing control. By employing WDM time-series labels in-
cluding identifying bits, the labels corresponding to each layer can be recognized. The recognition
characteristics are confirmed by computer simulation.

1. INTRODUCTION

Broadband photonic network has been extensively studied to realize high-speed and low-power con-
sumption routing system. In optical label routing network, label processing at routers can be faster
by using optical signal processing. Various types of optical label recognition and swapping systems
have been reported [1,2]. Hierarchical networking has also been studied for effective routing [3,4].

We have investigated acousto-optic (AO) devices [5] and their applications to label process-
ing circuit [6,7]. In particular, we have reported circuits for optical labels encoded in time and
spectral domains to use effectively the unique nature of collinear AO devices, that is, optical mul-
tiple wavelengths can be independently processed by frequency multiplexed surface acoustic waves
(SAWSs).

In this report, we consider a label recognition circuit with a new label structure for hierarchical
routing. The principle of the proposed waveguide circuit is discussed with computer simulations.

2. HIERARCHICAL NETWORK AND ROUTING

Figure 1(a) shows a two-layer network as an example of hierarchical networks. By employing layer-
structure labels, routing processing can be simpler and faster. We consider a code m for M-layer
routing network as represented by

Ccr..=(C, Clyy ooy O (1)

code

where, C}% represents a code in the ith layer. A label router for M = 2 is shown in Fig. 1(b).
The extracted label is processed to find whether the 1st-layer label C7} is matched with the label

C’El of the local network. If these labels are matched, the 2nd-layer label is examined to find its
destination output port. If the 1st labels are not matched, this packet is forwarded to a border
router by cutting through this router.

3. LABEL STRUCTURE AND RECOGNITION CIRCUIT

A proposed label structure is shown in Fig. 2(a). The routing code in each layer consists of Ny
pulses with the interval of At,. Each pulse has Ny WDM components which are different among
layers. The ith-layer code consists of A;j, (j = 1, ..., Ny). In advance of the routing code, M
identifying (ID) pulses having interval of N;At, are placed. The whole label can be written as

Clzlbel = (Cidv C[n,llv Clrfl% cees CFM)a (2)
where, the ID pulse train is written as
Cia = (cia,1, 0, ..., 0, ¢ig2, 0, ..., 0, cignr, 0, ..., 0) (3)

with each ID pulse
Cidn=(1,0,...,0" n=1,..., M. (4)
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The WDM pulse train for routing codes is written for M = 3 as

m  __ (.m .m
Ccode_(cl y Gy -

T . Layer1 ~

B m m m
€1,1,161,2,1€1,3,1
m m m
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'7C?Nt): 0
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€21,162216233,1
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€31,2222C232 0 . (5)
m m m
€2.1,3€2,2,3C2.3.3
Cg,ll,ﬁ%,lcg?:s,l
m m m
0 €3,1,2€3,2,2C3 3,2

m m m
€3,1,3€3,2,3C3,3,3

Recognition [~~777"777777777 )
of 7, [oIZ b E
Recognition
of C1t [~ FF HE L portd
— Port 2 Local
s Port N}network

CZ', Z Cfl (cut through to border router)

—— Optical [F-F} Flip-Flop

----~ Electrical

(b)

Figure 1: (a) Hierarchical routing network and (b) optical router.

An integrated-optic processor consisting of parallel AO switches and delay lines is shown in
Fig. 2(b). The incident label is divided into Ny + 1 pulse trains. The partial labels or the whole
label to be matched in this device are represented by frequency-multiplexed SAWs. The label pulse
trains are wavelength-selectively switched and the outputs are balanced detected with photodiodes
(PDs). The electric output signals are electrically multiplied. The M matched output pulses
correspond to label matching of each layer codes. Since the SAWs representing a code to be
recognized do not need to be changed during recognition, the slow switching speed of AO devices
does not restrict the processing speed for label recognition.
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Figure 2: (a) Structure of the hierarchical routing label and (b) label recognition AO processor.
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4. PRINCIPLE OF CODE RECOGNITION

We consider the electric field of the incident optical pulse train representing code m as given by

M M N; Ny
E™(t) = Eo Y, ciangin0(t—to) expljwr (t=to)|[+Eo D> > e’y igin0(t—t1) expljwn,i(t—t1)], (6)
n=1 n=1[=1 i=1

where, gin0(t) denotes the pulse envelope of a single pulse, w; is the angular frequency of wavelength
Ai, and o and t; are defined by

to=(m—1)N;Aty, t1=[(M+n—1)N; +1— 1]At,,. (7)

An incident pulse train into the I’th AO switch after passing the divider and a delay waveguide
is written as )

El'(t) = ———=E"™(t — (N; — ') At). 8
F() = S B (= (N = 1)At) (5)
When a code to be recognized is code k, the SAW strain in the I’th AO switch is written as
M N,
Sit,2) =Y > ek 50 cos(Qnit — Kniz), (9)
n=1i=1

where, sg is strain components related to AO switching, €, ; and K, ; are the angular frequency
and the propagation constant of the SAWs. The switched optical signal has the output

M
K _ ko k ,
Enio(t) = NI {; CidnC1 17 19out,0(t — t3) €xp[j(wn,1 — Q1) (t — t3)]

M N, N
+ Z Z Z ek 1 iGout,o(t — t2) explf(wn,i — Qi) (t — tz)]}7 (10)

n=1 =1 i=1
where, t5 and t3 are defined by
to =T1 + (Nt — l/)Atp + lsz(TL, i)/C, t3 = (TLNt — l,)Atp, (11)

where, ¢ is the optical velocity, N(n,) is the effective index for the guided wave at wavelength
An,i = 27¢/wni, Gouto(t) is the envelope of the switched pulse, and lsy is the AO interaction
length. A common phase term that changes through propagation along the waveguides is omitted
for simplicity. The optical field exitting from the unswitched port is given by

M
k Ey _ .
Epinn(t) = ——= {Z Cid,nclf,l/,1gout,o(t —t3) explj(wn,1 — Q1) (t — t3)]
n=1

X
VN, +1

+eidncl 1 19out0(t = t3)expljwn,1 (t — t3)]

M N, N»
+ZZZ|:CZl,l,iEI:L,l’,igOUt,O(t_t2> +Cnm,z,icﬁ,l/,iggzi§,o(t—tl) exp[jWn,i —Qn,i)(t—t2)]} (12)

n=1[]=11=1
where, giui o(t) denotes the residual component due to imcompleteness of switching, and Eﬁ,l’,z’ =
k
1 - Cn,lr i

When we assume the AO switching to be ideal as given by

Jout,0 = Gin,0s  Jout,o = 0, (13)

the electric differential current from the PDs is written as

& To Eo\? 2 )2 2
IV (t) ~ N+ 1 {[(Cid,nﬁ,zgl) - (Cidmcl,l',1> ]9m,o(75—753)
M N, N

2 2
ESS (ki) (ki) ] ot - >} (1)

n=1 (=1 =1
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By multiplying output currents from N; AO switches with the electrical multiplier, we obtain

N, N, N: M N; Ny
k() =TT () = (22 — (e L DGR ot —ta). (15
( )_ H ' ( )_ N, + 1 H Z ZZ nlz nl’ i (cn,l,icn,l’,i) gin,O( 2)' ( )

I'=1 I'=1n=11=1 =1

To evaluate correlation in each-layer code, ID bit pulses are used. The pulse train passed through
only the delay waveguide, which is the lowest waveguide in the AO processor, is converted to electric
current with the PD as

7 ) M M N, N,
0 —
Lo ip(t) = ]E0\2| En, ipl? = Nﬂ{nz_; zdngzn() ‘*‘;;; nlz

XGino(t —t1 — [(M + 2)Ny — 1]At, — lsw N1 /c)} . (16)

Here, we assume to = t4 and N(n,i) = Ny resulting in [ = ', and ¢, is rewritten as
to = (M + n)Nt -1+ lszl/C. (17)

By multiplying the current from the AO switches and the current for identifying pulse train, we
obtain

»k 3
Ly (8) = I™M(8) x Ighy p (1)

1 Ne+1 (M Ny Ni
~k
= (Nt + 1> { Z chldn |: Cn,1,iC nlz)2 - (le,icn,l,i)2i| g?n,O

n=1[=1 i=1

(t— (M +n)N;— 1 +ZSWN1/C)}. (18)

5. COMPUTER SIMULATION OF CODE RECOGNITION

In the previous analysis, the ideal switching characteristics given by Eq. (13) were assumed. In
this section, we evaluate the code recognition taking the swiching response of AO switches into
consideration. When the bit rate of the optical pulses becomes higher, broader frequency spectrum
is accompanied in the optical signal. The filtering characteristics of the AO switches affect the
switching response for high bit-rate pulses.

We assume that the incident pulse train consists of 9 pulses (M = 3, Ny = 3) with bandwidth
of 160 GHz, pulse period of 12 ps and pulse width of 5.9 ps. Labels in each layer consist of WDM
pulses of Ny = 3. We also assume the interaction length of the AO switches to be gy = 16 mm.

We consider OOK orthogonal codes as each WDM pulse. For N = 3, we employ

1 0 1
ci:{al,ag,ag}:{[0],[1], 1]} (19)
1 1 0

Optical code
a,a,a, a,a,a; a,a,a;

50 100

Time (pS)

Figure 3: Wavelength components of electric fields of optical incident pulse train for C™ =
(a'la a, a, a, az, az, ai, az, a’3)'
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As an example of optical incident code m, we consider C™ = (a1, a1, a1, a1, az, as, ai, as, as).
Fig. 3 shows the wavelength components of the label consisting of the code m and ID pulses at
wavelength Aq 1.

When the AO processor is set to recognize code k of C* = (a1, a1, a1, az, as, az, a1, az, as)
with SAWSs, the output appears at the first and the third ID pulses as shown in Fig. 4(a). The
second layer code is unmatched in this case. If all the three layer codes are matched, three pulses
are obtaind.

Next, we consider code matching for a single layer code. To recongnize the second layer code,
the AO processor is assumed to be set for C¥ = (= — — a1, az, a3 — — —). The output current
has a positive pulse at the second ID pulse and negative pulses at other ID pulses as shown in
Fig. 4(b).

When the second layer code is unmatched by setting the AO processor with C*F = (- —
— ag, az, ay — — —), the output current is obtained as shown in Fig. 4(c).

1.5

Optical code
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K [ SAW code
3 T T otaass - - -

0 50 100 150 200 250 300 0 50 100 150 200 250 300 0 50 100 150 200 250 300
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Figure 4: Output current from multiplier for SAWs representing (a) CF =
(a1, @1, a1, @z, as, as, a1, as, a3), (b) C* = (- — —aj,az,a3 — — —), and (c) C*
(7 — —agz, az, Az — — 7).

6. CONCLUSION

We discussed optical label matching using an integrated-optic device and an electrical multiplier.
By introducing WDM address bits and ID bits, partial label matching is performed. We will further
investigate the layer-structure routing.

REFERENCES

1. Blumenthal, D. J.; B. E. Olsson, G. Rossi, T. E. Dimmick, L. Rau, M. Masanovic, O. Lavrova,
R. Doshi, O. Jerphagnon, J. E. Bowers, V. Kaman, L. A. Coldren, and J. Barton, “All-optical
label swapping networks and technologies,” J. Lightwave Technol., Vol. 18, No. 12, 2058-2075,
2000.

2. Kitayama, K., N. Wada, and H. Sotobayashi, “Architectural considerations for photonic 1P
router based upon optical code correlation,” J. Lightwave Technol., Vol. 18, No. 12, 18341844,
2000.

3. Seddighian, P., S. Ayotte, J. B. Rosas-Fernandez, J. Penon, L. A. Rusch, and S. LaRochelle,
“Label stacking in photonic packet-switched networks with spectral amplitude code labels,” J.
Lightwave Technol., Vol. 25, No. 2, 463-471, Feb. 2007.

4. Yamanaka, N., K. Shiomoto, and E. Oki, GMPLS Technologies — Broadband Backbone Net-
works and Systems, CRC Press, Boca Raton, 2006.

5. Kondo, T., Y. Miyazaki, and Y. Akao, “Optical tunable switched directional couplers consisting
of two thin-film waveguides using surface acoustic waves,” Jpn. J. Appl. Phys., Vol. 17, No. 7,
1231-1243, 1978.

6. Goto, N. and Y. Miyazaki, “Recognition of wavelength-division-multiplexed time-series optical
coded labels using collinear acoustooptic devices without time gating for photonic routing,”
Jpn. J. Appl. Phys., Vol. 46, No. 7B, 46024607, 2007.

7. Goto, N. and Y. Miyazaki, “Recognition characteristics of layered code for optical time-series
wavelength-division-multiplexed labels using collinear acoustooptic switch arrays,” Jpn. J.

Appl. Phys., Vol. 47, No. 5, 39743979, May 2008.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23-27, 2009 1415

Design and Development of A FMCW Ground Based Imaging
Radar System

Y. K. Chan, C. Y. Ang, V. C. Koo, and C. S. Gan
Multimedia University, Malaysia

Abstract— This paper describes the design and development of a ground based Frequency
Modulated Continuous Wave (FMCW) radar system in Multimedia Univeristy (MMU), Malaysia.
In this project, a ground-based fully polarometric, C-band, high bandwidth linear FM-CW and
real time imaging radar system is to be designed and constructed. The system should have the
capability to measure the complex scattering matrices of distributed targets using FMCW system
and obtained fully polarimetric signals which can be used to provide more accurate identification
and classification of the geophysical media.

The purposed system hardware consists of four major sections: an antenna system, a radio
frequency (RF) subsystem, an intermediate frequency (IF) electronic, and a data acquisition
unit (DAU). The RF section is constructed in-house from several RF components, which include
voltage-controlled oscillator, high power amplifier, directional coupler, RF switches, band-pass
filter, isolators, and mixers. In RF section, the received signal is mixed with a portion of the
transmitted signal to produce low frequency IF signals. The IF signals are pre-processed in IF
section, before they are digitised in DAU. A mobile personnel computer with analog to digital
converter card is used to store the measurement data and process the data on real time basics.

In paper, the high level design will be discussed and detail design parameters will be presented. It
followed by radar electronics design, which outlined the detail in radar transmitter and receiver.

1. INTRODUCTION

When an earth terrain is illuminated by an electromagnetic wave, the characteristics of the scattered
wave are found to be related to the physical properties of the terrain. The wave received by a radar,
commonly known as the backscattered signal, is therefore the information carrier from which the
dielectric and geometrical properties of the terrain may be retrieved. In recent years, polarimetric
technique has proven to be a promising tool for geophysical remote sensing [1-5]. Fully polarimetric
radar signals carry additional phase information of the backscatterer and thereby provide more
accurate identification and classification of terrain types.

A device which measures the full polarisation response of the scattered wave is called a polarime-
ter. Polarimetric radar systems differ from conventional radar system in that they are capable of
measuring the complete scattering matrix of the remotely sensed media. The complete scattering
matrix consists of four vector (amplitude and phase) quantities that may be determined from four
different polarization combinations of the transmitting and receiving antennas. Typically, horizon-
tally and vertically polarized antennas are employed to achieve the necessary polarisation diversity.
However, any two orthogonally polarised antennas could be used [6]. By having the knowledge of
the complete scattering matrix, it is possible to calculate the backscattered signal for any given
combination of the transmitting and receiving antennas. This process is called the polarisation
synthesis, which is an important technique used in terrain classification [1, 3].

Radar polarimetry deals with full polarimetric information of scattered waves from a target.
It has been attracting attention in many application areas such as observation of the earth [1,2],
surveillance system for disaster, and highly advanced radar sensing. Therefore a polarimetric
FMCW radar system is purposed to realize classification of various targets.

2. DESIGN CONSIDERATION

The primary goal of this project is to design and development of a ground based high bandwidth
linear FMCW, fully polarometric and real time imaging radar system. High-level system design
and subsystem level requirements have been carefully considered. High-level design consideration
include:

2.1. Operating Frequency and Polarization

For remote sensing applications, frequency range from 1G to 30G Hz is normally used. In the
1 GHz to 10 GHz range, the transmissivity through air approaches 100%. Thus, a radar operating
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in this frequency range is always able to image the earth’s surface independent of the cloud cover
or precipitation. Our system is designed to operate at C-band (5.3 GHz or 0.057 cm wavelength),
which is within the allowable spectrum defined by International Telecommunication Union (ITU)
for Earth Exploration Satellite System (EESS) [7].

Full polarization is chosen because a fully polarimetric radar signals carry additional phase
information of the backscatterer and thereby provide more accurate identification and classification
of target.

2.2. Modulation and Measurement Range

In radar remote sensing, there are two widely used configurations, i.e pulse and FM-CW radar. The
FM-CW configuration is employed due to its simplicity in design and construction. In addition, by
using the FM-CW arrangement, it is possible to obtain large independent samples within a single
illumination footprint — which is the key to improve the precision of the measurement. This radar
system will be used for near range measurement which range from 20 m to 100 m.

2.3. Operation Platform and Antenna

A simple ground based radar system is to be designed in this project. Thus a simple mobile unit
utilized a trolley will be employed in the field measurement. Typical radar system antenna has
the gain of 17dB to 28 dB. Four 25dBi gain horn antenna with single polarization will be used in
this system design for ease of implementation and increasing isolation between the transmitting
antenna and receiving antenna; and between two cross polarization.

2.4. Signal Processor

There are many polarimetric systems that utilise vector network-analyser as the signal conditioner
and processor. With the advancement in computer technology, however, computer-based systems
are getting popular in recent years. A typical example is the C/X-band system developed by
Gogineni et al. [8], which is an inexpensive polarimetric scatterometer. Another interesting design
is the C/X-band helicopter-borne scatterometer [9] that uses a digital signal processor, together
with a microcomputer for real-time signal processing. In our project, a personal computer (PC) is
used as the signal processor and storage device. Compared to the network analyser based system,
the PC-based system is more flexible in handling various sources of data.

2.5. Dynamic Range of Backscattering Coefficient ¢°

The radar system sensitivity is determined based on the various categories of earth terrain to
be mapped such as man made target, ocean, sea-ice, forest, natural vegetation and agriculture,
geological targets, mountain, land and sea boundary. From the open literatures, the typical value
of ¢° falls in the range of +20dB to —40dB [10, 11]. For vegetation the typical value of o° vary
from +0dB to —20dB. In our system, a dynamic range of 50 dB is targeted from +20dB to —30dB
in order to facilitate the measurement of various types of target.

The design considerations are summarised in Table 1:

Table 1: Design considerations.

System Parameter | Design Considerations

System configuration | FM-CW

Operating frequency | C-band

Quantities measured | Magnitude and phase of the received signal in full polarisation capability

0° dynamic range Adequate dynamic range for targets of interest > 50dB

Signal Processor PC-based system

Operating platform Ground base (using trolley)

3. DESIGN PARAMETER

This C-band radar system is proposed to operate at 5.3 GHz. The FMCW waveform with band-
width of 400 MHz is selected in our design.

Since the radar system is planned to operate within the range of 20m to 100 m, and assuming
a signal to noise ratio of 10dB is sufficient for detection of various target, for the lowest value
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of backscattering coefficient, 0, = —30dB and the system losses is assume as 6 dB, the minimum
average power required to be transmitted will be 0.023 watt. Therefore a high power amplifier that
has a 1-dB compression level larger than +20dBm can be employed.

The Nyquist Criterion states that in order to construct a band-limited signal from its samples,
the signal must be sampled at least twice the highest frequency. In practice, the signal is over-
sampled at a rate higher than the Nyquist by 25% in order to account for non-ideal filter behaviour.
From the minimum and maximum operation range, the beat signal from both range will be 6.4 KHz
and 32 KHz respectively. Therefore in our design, sampling rate of 100 KHz is chosen. The data
rate for single ADC channel (assuming 12 bits per sample for greater dynamic range) will be 1.2
Mbits/second. Therefore the total data rate can be calculated by multiplying the data rate for
single channel with the number of receive channels which is equal to 150 kbyte/second. Design
Parameters of the FMCW Polarimetric radar system is listed in Table 2.

Table 2: Design parameters of the polarimetric radar system.

System Parameter Selected Value
System configuration FM-CW

Operating Frequency 5.3 GHz (C-band)
Transmit power, P, 20dBm

Measurement range 20 to 100m
o°dynamic range +20dB to —30dB
Received power, P, —41dBm to —107 dBm
IF bandwidth 100 KHz

Minimum signal-to-noise ratio | 10dB

4. PROPOSED RADAR SYSTEM

The proposed block diagram of the fully polarometric, C-band, high bandwidth linear FM-CW
imaging radar system is shown in Fig. 1. The system is based on a superheterodyne design.
It consists of antenna system (2 horn antennas with vertical polarization, 2 horn antennas with
horizontal polarization), a radar electronics subsystem and a data acquisition system.

The microwave source is generated from a voltage control oscillator (VCO). VCO is used to
generate the required FM-CW signal. Portion of the signal from VCO is couple to the down-
converter mixer to act as the reference signal for return echo. The major portion of VCO output is
routed to a solid-state high power amplifier with 20dB gain. The amplified signal is then radiated

SPDT

Switch {_____i
| |
> .o——,—<H |
VCo % 8 O——}—< !
Vi
10dB i :
MM | |
I I
' I

|
SPDT : :
LO Switch | :

|
e LNA#——Q/O_ | <HI
V) !
RF %Y O_+<V :

|
[ I

Q ! Antenna
D
IF. > Acqu?st?tion system
Sectio Unit

Figure 1: Proposed block diagram of C-band radar system.
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through the antenna via a SPDT switch. The SPDT switch will determine the polarization of the
transmitted signal. Thus a timing control is needed to ensure the full polarimetric signal is being
received. The transmitted waveform is centered at 5.3 GHz with 400 MHz bandwidth.

The first stage of the receiver is a low noise amplifier (LNA) and followed by a band-pass filter.
The down-converter mixer is used to convert the received signal to an intermediate frequency (IF).
The signal from the mixer will be routed to IF section which consists of IF filter and amplifier.
This radar system is proposed to employ a PC-based digital signal processing system for data
acquisition. It consists of a high-speed 12-bits 100 KHz analogue-to-digital converter (ADC). The
ADC is capable of converting the down-converted radar echoes into digital signals and stores them
into high-density digital disk for future processing.

5. CONCLUSION

The conceptual design of a FMCW, fully polarometric imaging radar system system has been
presented. This radar system can be used as a tool for monitoring and classification of simple target.
This low cost system can be achieved by using simple RF subsystem, commercial component for
chirp generation, PC based data acquisition and processing system.
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Design and Development of a Low Cost Chirp Generator for
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Abstract— An airborne C-band Synthetic Aperture Radar (SAR) has been designed and de-
veloped over the past few years as a key geometric data source for environmental monitoring
by the Centre for Applied Electromagnetic of Multimedia University (MMU), Malaysia. Several
modifications and enhancement are underway on top of the successful construction of the cur-
rent SAR prototype. The highlight of this continuation work is the hardware implementation
of the airborne SAR, specifically on the modifications of the existing SAR sensor microwave
transceiver, such as the design and development of one high-speed dual-channel chirp generator
using a digital approach. The digital approach is selected over an equivalent analogue solution for
its stability, repeatability and flexibility following breakthrough and advancement in the world
of digital electronics. This paper focuses on the design and development issues concerning the
chirp generator.

1. INTRODUCTION

Synthetic Aperture Radar (SAR) is fast becoming a favourite among researches in the field of remote
sensing ever since the nineties, overriding real aperture Side-Looking Airborne Radar (SLAR) as
the sole imaging radar on a textbook case while attracting worldwide participation in the research
and development of itself. The advantages of SAR have been detailed in many books and journals,
which record the concrete proof and support behind the blossoming of SAR systems not only
nationwide as in Malaysia but worldwide. Among them includes fine resolution achievable that
made headline when the technique first came to light, often credited to Carl Wiley of Goodyear
Aerospace in 1951 [1]. The onset of SAR has since significantly done away with many limitations
revolving SLAR [2], like offering much longer apertures to improve the along-track resolution. Also,
it permits round the clock operation as it is capable of providing its own illumination and therefore
not dependent on light from the sun. Besides, being an active system, it can work under any
weather conditions as clouds, fog and precipitation have no remarkable effect on microwaves. All
these merits of SAR can be collectively phrased into one sentence that reads “SAR is an all-weather
imaging tool that achieves fine along-track resolution by taking the advantage of radar motion to
synthesize a large antenna aperture”.

Nearly forty years since the emergence of SAR, Multimedia University, Malaysia has also stepped
into this research field, developing theoretical modelling and image processing techniques on SAR,
images. In the meantime, a radar system of C-band with single polarization and linear FM has been
designed and developed to serve as a test-bed for demonstrating SAR technology and acquiring data
for the development of radar processing techniques and applications [3-5]. The current transmitter
consists of an exciter, a high power amplifier (HPA), a STALO, a modulation circuitry, a chirp
mode gate and some RF accessories such as RF cables and isolators; whereas the receiver consists
of radio frequency (RF) section, intermediate frequency (IF) section, and data acquisition unit
(DAU).

One breakthrough in technology made up the primary motivation of this research work, which is
to take a digital approach towards designing and developing the exciter of SAR. The idea of taking
the digital approach is rooted in the belief that, as for most contemporary radar systems designs,
digital electronics offer better stability, repeatability, and flexibility over an equivalent analogue
upshot. This revolution in radar designs has over the decades justified the common perception of
many radar designers about radar system, that unlike early radar systems that consisted entirely
of analogue circuits, digital techniques can now be employed too for optimization purpose [6].

2. DESIGN AND SYSTEM IMPLEMENTATION

2.1. SAR Design Consideration

Having surveyed the state-of-the-art in both SAR transmitter and digital chirp generator, it is
determined that RF electronics is favoured while RAM/ROM based method is taken. RF electronics
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method is chosen over all other methods because it is deemed the most practical yet most economical
approach. On the other hand, RAM/ROM based method by comparison outshines all others in
that it offers high bandwidth and linear ramps yet puts no threat to the coherency of SAR system.

2.2. Chirp Simulations

Typically, to construct a chirp generator there are two aspects involved, namely, software simulation
and hardware implementation. For software simulation, an original source code is written on
MATLAB to generate chirp signal prior to the actual implementation of hardware. Data is then
obtained from the simulation and converted from the numerical data in decimal into machine code
readable by the components using an assembler. Variation of the chirp rate and the data format,
which is the bit of DAC, allows for viewing of chirp signals by simulation before decision is made
as to which set of data to be used. After software simulation, direct hardware implementation is
headed.

In ramp sweep, the output sine wave frequency is increased from a start frequency to a stop
frequency. This produces a linear frequency versus time plot. Its accuracy, sweep time, and
frequency resolution of the source are usually specified. The chirp generation can be described as
a Cosine function with quadratic time sample multiply with the number of sample generated by
the DAC. By interchanging between the Cosine and Sine function, depending on the application
for dual channels operation, with In-Phase and Quadrature (IQ) Sampling being the driving force
behind the dual-channel design. Table 1 lists down the specifications for running simulation of
chirp signal on MATLAB.

Table 1: The specifications for running simulation of chirp signal on MATLAB.

Parameters Values
Start Frequency, fs 0Hz
Stop Frequency, fi 40 MHz
Start Time, t, 0s
Stop Time, t; 20 ps
Bandwidth, B 40 MHz
Chirp Pulse Duration, 7p 20 ps
Chirp Rate, K (K=B/7p) 2 x 1012
Data format of DAC, m 8-bit
Number of Time Samples, nt 1000
Interval between Time Samples | 2 x 108
Functions Sine
Cosine

2.3. Hardware Construction

The chirp generator is built on the concept of Direct Digital Synthesis (DDS), first introduced
by Barry and Fenwick in year 1965, which sparked the reports of a variety of digital generation
methods in the literature with varying degree of success. Figure 1 shows the construction of the
chirp generator. It consists of a microcontroller, a counter, a crystal oscillator, 2 UV-PROMs, and
2 DACs.

2.4. Output Chirp Analysis

Since the output chirp signal appears differently in the time domain and in the frequency domain,
both results are presented. An Analogue-to-Digital Card (ADC) is used to digitise the analogue
chirp signals into digital data for viewing and processing of the chirp signals. Figure 2 shows
the In-Phase and Quadrature chirp signals of 40 MHz bandwidth (20 MHz on the left and right
each) captured by the ADC. They are all together 1000 number of time samples and with each
number constituting 20 ns, a concept illustrated by uniform time sampling, the obtained chirp pulse
duration is 20 us. It is observed that as the frequency of the chirp signal increases towards its left
and right, the amplitude of the chirp signal reduces slightly. Since this phenomenon does not occur
on the oscilloscope, its occurrence on the analysis in this part can be explained by the insufficient
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Figure 1: Basic hardware construction of a high-speed chirp generator.
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Figure 2: The captured In-Phase and Quadrature chirp signals with 40 MHz bandwidth.
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Figure 3: The captured In-Phase and Quadrature chirp signals with 20 MHz bandwidth.

sampling rate and the limited bandwidth of the ADC. The ADC has 50 MHz of bandwidth and its
sampling rate is 100 MS/s (max) for single channel and 50 MS/s (max) for dual channels. Because
dual-channel is used concurrently for I and @ channels, the sampling rate is limited to 50 MS/s

only. In Figure 3, when the bandwidth is reduced to 20 MHz (10 MHz on the left and right each),
this phenomenon disappears.
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Figure 4 is obtained by modulating the In-Phase and Quadrature chirp signals together on
MATLAB. A straight vertical line at the centre is seen in Figure 4 as a result of negative number
elimination. On Matlab simulation, when chirp signal spreads from —128 to 128, no such vertical
line appears but when it is pushed up by 128 that give 0 to 256, the vertical line appears on
its spectrum. For software modulation, a resultant total bandwidth of 40 MHz is presented as one
contiguous spectrum after applying fftshift on MATLAB. For hardware modulation of the In-Phase
and Quadrature chirp signals, an I/Q modulator is required.

Spectrum of the Cormplex Chirp
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20 B
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Figure 4: The spectrum of the complex chirp signal features a total bandwidth of 40 MHz.

3. CONCLUSION

This paper incorporates the simulation, development, and measurement of the output chirp signals
of a newly constructed digital chirp generator, the name of which has been personalized from a
common term “exciter” to the chirp generator. The primary function of the chirp generator is to
generate a coded pulse waveform from a crystal oscillator that allows the input of reference signal
from continuous tone STALO output. The pre-stored waveform approach taken to develop the
chirp generator is proven at the end of the research to give maximum performance for short pulses.
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Electromagnetic Scattering Theory of Car Body Imaging Using
Scanning Millimeter Wave Radar
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Abstract— Technical subjects of automatic driving system and safety transport system are very
important problems. Automatic driving and cruising systems using microwave and millimeter
radars in the cars are sensor systems for measurements of distances among driving cars, and
recognition of road environments. Millimeter wave radar of short wavelengths using short pulses of
millimeter wave carriers yields precise distance measurement for distance control system between
driving automobiles, and auto-breaking system. Image information is given by reflected waves by
scanning millimeter beam waves, like optical vision information. Comparing with optical waves,
millimeter waves have less attenuation characteristics due to rains, mist, fog, and snows, and can
give fairly good size resolution. Shape image recognition systems of car bodies with scattered
and reflected waves in scanning millimeter radars, are very useful for ITS. Temporal and spatial
characteristics of electromagnetic scattering and reflection by driving car bodies are studied
by beam spectral function method. Fundamental characteristics and application of scanning
millimeter wave radars of synthetic aperture type and multi-wavelengths for image recognition
of car body are shown.

1. INTRODUCTION

In the ITS, Advanced Information Transport Systems, technical and social subjects of automatic
driving system, and safety transport and traffic system are very important problems. Automatic
driving and cruising systems using microwave and millimeter radars in the cars are sensor systems
for measurements of distances among driving cars, detection of obstacles, and intelligent recognition
of road environments [1-3]. Millimeter wave radar of short wavelengths and high frequency using
short pulses of millimeter wave carriers yield precise distance measurement and image processing.
ITS applications of millimeter wave radar are distance control system between driving automobiles,
and auto-breaking system. Distance measurement using short pulse millimeter carriers are derived
by time differences between transmitted pulse and received pulse, and image information are given
by reflected waves by scanning millimeter beam waves, like optical vision information. Comparing
with optical waves, millimeter waves have less attenuation characteristics due to rains, mist, fog,
and snows, and can give millimeter size resolution. Shape image recognition systems of car bodies
receiving scattered and reflected waves in scanning millimeter radars, are very useful for ITS.
Temporal and spatial characteristics of electromagnetic scattering and reflection by driving car
bodies are studied. Fundamental characteristics and application of scanning millimeter wave radars
of synthetic aperture type and multi-wavelengths for image recognition of car body are shown.
Radiating millimeter beam packets from scanning millimeter radars and reflected beam packets
of temporal Gaussian pulse form and spatial Gaussian beam form are expressed as Fourier com-
ponents for time coordinates and as spectral functions expanded by Hermite-Gaussian functions
for space coordinates [4]. Incident, reflected and scattered fields are studied using beam mode
expansions derived by Hermite-Gaussian spectral functions. Boundary conditions of car bodies
are applied to derive reflected and scattered field for spectral components. Car body imaging is
analyzed by the Synthetic Aperture Radar Method. Correlation functions by transmitted and re-
ceived fields yield image processing information for transverse image patterns at each driving time.
Velocities of cars are given by frequency variations of received fields. Scanning millimeter wave
radar in the front of car radiating short Gaussian pulse and forward Gaussian beam can construct
spatial image at each time analyzing reflected and scattered waves by other cars and objects on
the road. Based on this fundamental theory, safety driving systems may be constructed [5-10].

2. BODY SHAPE RECOGNITION BY SCANNING MILLIMETER WAVE RADAR

Fundamental Architectures of automobile driving millimeter wave radars are shown in Figs. 1 and
2. Distances among cars are given by pulse time difference measurement of transmitting millimeter
wave pulse and receiving pulse. Driving situation of two automobiles A and B, and the millimeter
wave radar system for collision protection are shown in Fig. 3.
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3. REFLECTION AND SCATTERING BY MILLIMETER WAVE PULSES

Beam waves with beam center (—zg,—yo) of millimeter wave pulses are radiated from scanning
millimeter wave antenna at position z = —zy as shown in Figs. 5 and 6. Body surfaces of forward

car at time ¢ are given by z = f(z,y) + z(t) of position center z;.
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Figure 5: Reflection and scattering of millimeter
wave pulse beam.
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Figure 6: Incident beam and car body.
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Incident pulses as shown in Fig. 7 are
E®(r,t V (r,w)e’ dw 1
5 [ ) (1)
where temporal function V() and spectral function V(w) are

V(t) = e~ (7)giwot — ;/v(w)ejwtdw, V(w) = \/;ﬁe—(wzow)z (2)
™

when plane waves are incident, E®)(r,w) = Ege 7%, and using Gy = wo/c
EO(r,t) = Egeiwot=ibozg=(3)*(t=2)%5 (3)

and when the fundamental beam mode with y polarization is incident, in case of two dimensional

space,
~ /. . 1 222
E(Z) = Fni —jB(etz0) =~ 2(1 ]c) 4
e T R W

(z420) 2

where ¢ = a“.

Car surface z = f(x) with body center = = 0 sepates the region of free Space I and region of car
Body II as shown in Figs. 6 and 8(a). Material constants of Regions I and II are €1, p1, 01 and e,

W, oa. Incident wave, reflected wave and transmitted wave are EZ, r, and E;. In the Region I,
ED = E + ET, and in the Region II, EUD = Et

1 oo . - SN s i A A
En(rjat) - 27(/ E”(rjaw)ejwdw7 E,(r,,w) :/ E, (B )e 3Benn =3/ B Bmzdﬂtn (5)
—o0

—00

Wave numbers 3, are §; = 8, = 1 = w\/ep1, Bt = P2 = w/espe, and €} = ¢; — jo;/w. By, are

4
Bii, Bir and By. If By, are small, we can use approximation of /32 — 32, = By, — lﬁ fn — %%,
En(ﬁm) can be expanded as series of Hermite-Gaussian functions
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Figure 7: Pulse characteristics of incident beam.
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and coefficients a,,,, are
o

anmg /En(ﬁtn)¢m(ﬂtn)7—ndﬂtn (8)

When incident beam wave is beam wave with the polarization of y-direction, using incident
coordinates (z;, z;), incident beam waves are

o
Eiy :/ Eyi(By)e9Puwi—iV/ BBzt zei) g,

. 0o (jwer + 1) (-j\/ﬁf _ﬂf.) . s
H. = / Ei(By) - Y =iBumi=iy/Bi =B (2420 3, (9)
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Transmitted waves are obtained as Eq. (9), using transmission coordinates (x¢, z;). Reflected waves

are using zg, = 20;

o0 o0
E,, —/ B (Byp)e Pt tiN BB (c=2er) g, - By, _/ By (By)e IBumtiv B=0i(z=20) 43, (10)
—0o0 —0o0

Boundary conditions on car body surface z = f(x) are

n x (E(l) - E(2)> =0, nx (H<1) - H(2>) =0 (11)

Here, EY) = E; + E, and E® = E,, n; = wg";'_f/ J . the following reflected and transmitted waves
are obtained

2 a2 2 _ 22 .
ET(@):m\/kl Bi 772\/]‘32 y Bi( 5t
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)
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In case of rectangular target on car body as

0 (Jz|>W/2
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and defining ¢(©) = |E;(z,0)|, we obtained asymptotically

Br(ﬁt)z/ eﬂFj\/kf—ﬁ?f(z)e—jﬁtr@(O)(x)dxj Bt(ﬁt)Z/ e—j\/ké—ﬁff(w)e—jﬁtwgp(O)(x)dx (14)

—00

From Eq. (12), back scattered and reflected waves are obtained. Pulse responses due to back
scattering by car body are derived by Eq. (12).
When incident fundamental beam expressed in Eq. (4) is reflected by car body surface of convex
creature with the radius R at z = 0, reflected beam is
E(™) — Eoiye+jﬂ(z+z()—zr) 1 : efﬁ (15)

V]-_]Cr

_ 2(z—z) 2 _ _ R _ R
where ¢, = 3 G Zr = 5707 and a, = 57 TR0

Received pulse responses are, when reflection coefficient of car body is R

EQ(r, 1) = EoRelwot=iPo(tz0=2) o= 5a® o= ()= 0% (16)

where ¢(x, 29, zr, R) is given by ray path of incident beam and reflected beam.

Body shape recognition is performed by image processing of received signals given by multiple
scanning radar beams, as shown in Figs. 8(b) and (c), where I, and I(x,y,z) are image charac-
teristics given by azimuth compression Cra(x,t).
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Figure 8: Scanning millimeter wave radar and synthetic aperture processing.

4. SUMMARIES

In the ITS, automatic driving systems using millimeter wave scanning radar are very useful. Par-
ticularly, body shape detection and recognition systems are extremely important. Body shape
detection systems by using scanning millimeter wave radar are discussed by electromagnetic field
theory with spectral functions of Gaussian functions. Pulse responses of very short millimeter
waves are shown for reflected and scattered beam waves by automobile body. Synthetic aperture
radar system can be performed based on this fundamental theory for body shape detection in I'TS
systems.
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Abstract— In recent years, RFID systems have received much attention in security, logistics
and medical fields. However, most of these systems are used at in-door and the RF tags are
passive tags that are controlled by reader. We consider to use active RFID system of very
weak UHF electromagnetic waves at out-door. In this paper, we describe the characteristics of
electromagnetic wave propagation by RF tags using FDTD method. In transmit and receive
points of the weak electromagnetic wave, receive characteristics are influenced by the established
environment. We consider the road models as this environment. RF tags are carried by the
human on the road, and the readers are installed on the electric pole and connected to the cable
network. As out-door models, we consider road models of three types, the straight road, the
T-type road and the cross road and numerical results of maximum receiving intensity of the
electric fields in these models are shown.

1. INTRODUCTION

The reader of active RFID system receives periodic weak electromagnetic wave pulses of UHF carrier
band from multiple tags and recognizes multiple tags. We considered to build human identification
system for elementary school students by active RFID using UHF band as shown in Fig. 1. The
active RFID is able to transmit the electromagnetic wave tens of meters far from the transmitter.
Therefore, the area where the reader can recognize the presence of tags is wider than the area
of passive RFID. In transmitting and receiving points of the weak electromagnetic wave, receive
characteristics are influenced by the established environment. We consider the road models as this
environment. RF tags are carried by the human on the road, and the readers are installed on the
electric pole and connected to the cable network. Therefore, understanding of out-door propagation
characteristics of RFID is necessary to develop high performance antenna of reader. In this paper,
FDTD method is applied to show the propagation characteristics of RFID tags. The radiation field
generated at tag locations on the road, where the reader can receive weak intensity of electric fields
from active RFID are investigated [1-4].

PC Parents

Offer Information (mw/

Establish Networks

K

Mobile
Reader Teminals

;

taga [

ta[g1] Recognized [ ] veee || tagn
tag2  regionof Tags tag4 tagn-1

Tag Informat ion

Figure 1: Components of RFID system.
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2. ANALYSIS OF RF PROPAGATION IN RFID SYSTEM

Electromagnetic fields of RF propagation in RFID system of many radiation sources of RF tags
can be studied by Maxwell’s equations and boundary conditions. For RFID system, we consider
electromagnetic waves radiated at m current sources of positions ry; and radiation time at t;.

V x E(r, £) = 8H§; ) (1)
V x H(r, t) = 5% +) JIi(r, t) (2)

s=1

where, position vector is r = xi + yj, and J, are source currents corresponding to RF tags of each
user at r = r;. The source currents of Equation (2) are represented by the following equations for
spatial and temporal functions.

Js(r,t) = J(r —rs, t —ts) = J(r —rs) fo(t — ts) (3)
J(r—rs) = Jpd(r —ry) (4)
fo(t —ts) = cos2m fes(t — ts)us(t) (5)

Signal of each tag in RFID is FSK signal with currier frequency f.s. The signal wave fy(t) for
source current of Equation (3) and wave packet pulse of (5) is represented in Fig. 2, where f, is the
carrier frequency and u(t) is pulse function us(t) =1 (or 0) tg <t < tgp1, 0 (or 1) t < tg, t > tsi1.

il

l

i
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|
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L
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Figure 2: Transmiting pulse from tag.

3. NUMERICAL ANALYSIS OF PROPAGATION BY FDTD METHOD

In this paper, propagation characteristics are investigated by numerical computation method of
FDTD. Electromagnetic fields of RFID system for complicated environment as urban status con-
taining many houses, trees and cars on the roads, can not be easily studied by analytical methods.

\ y V
NJ Nj NJ
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L Ce Be A L, Ce Be Ae L,
X X »X
(o] o W] o W]
w .Ts WZ :
L2 oT oT
N; N; N;
(a) Straight road model (b) T-type road model (¢) Cross road model

Figure 3: Analysis models for FDTD method.
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The analysis models for several types of roads are shown in Figs. 3(a)—(c). These models consist of
the straight road (a), the T-type road (b) and the cross road (c). The parameters of the straight
road are length L and width W, and the parameters of the T-type and cross roads are horizontal
length Ly and width W7 and vertical length Lo and width Ws. In Fig. 3, the points A, B and
C indicate the positions of receiving reader antennas and the point T indicates the position of
one tag. N; and NN; are the number of divisions in z and y direction. The walls of the road are
considered to be perfect conducting plane or concrete.

The FDTD method is formulated by discretization of Maxwell’s equations, if we define space
coordinates and time parameters as © = iAs, y = jAs, t = nAt in Equations (1) and (2), as
follows, for electric and magnetic fields E, H and current sources of tags Js.

1 1 _1 1
H?”(Lj+§)::H;Q(Lj+§>—Chﬂ@UJ+4)—E?@JH (6)
n 1 . ]_ . 'I’L*l . ]- . - - > A
Hy " (HQJ) = Hy (“ﬁ,ﬂ) +CL{EZ (i +1,5) - B (i.5)} @)

m 1
E;Z (la]) = CQE?_I(ivj) - 032‘]:_5 (i57js)
s=1

_1 1 _1 1 _1 1 _1 1
-|-C4{H; Q(i,j-i-i)—H:? 2<z',j—§)—H;L 2(i+§,j)+H; 2(7J-|—§,]')}(8)

where,
o A o L= Ato(i,g) /2 (i)
YT Asp(ig) 27 1+ Ato(i,)/2¢ (ir))
o At/e (i, 5) O = At/Ase (1,7)
ST 1+ Ato (i) /22 (i, ) T 1+ Ato (i,9) /22 (6, )

1,7 indicate the position in x-y plane, and n is number of time steps. As = Ax = Ay is space
increment, and At is time increment. For stability of the FD-TD solution, As and At should satisfy
the condition, At < As/v/2c. c is the propagation velocity of light in the free space. o(4,7) and
e(4,j) are conductivity and dielectric constant of air space and road wall at the coordinate (¢, j),
respectively.

Js is equivalence source and corresponds to a transmitting antenna of tag. (is, js) is the position
coordinates of tag source current that represent by T in Fig. 3. Temporal signal wave is assumed
to be fo(t) = cos2mfes (t > 0).

For examples of Active RFID systems, Low Power Radio and Weak Radio waves are considered.
Numerical parameters for FDTD analysis are shown in Tables 1 and 2, respectively. Recognized
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Figure 4: Maximum received intensity of constant state (case of straight road). Position of tag: x = 414 [m],
y = —2.8[m)], concrete wall (¢ = 6.0). (a) Case of low power radio, exchanged power level 1 [mW] — 0 [dBm].
(b) Case of weak radio, exchanged power level 50 [ nW] — —43 [dBm].
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level of reader is —100dB/m in Low Power Radio wave and —90dB/m in Weak Radio wave.
Numerical results of the maximum received intensity in these models are shown in Figs. 4-7.

Table 1: Numerical parameters for case of low power radio waves.

Numbers of discrete N; x N; | 1001 x 1001 | Horizontal road width W3 7 [m]
Space increment d 0.035 [m] Vertical road width Wa 7 [m]
Time increment d; 0.08 [ns] Horizontal road length L 35 [m)]
Carrier frequency f. 426 [MHz] Vertical road length Lo 17.5 [m)]
Radiation times ¢, 240 [ns] Position of Tag T +14 [m], —2.8 [m]

Table 2: Numerical parameters for case of weak radio waves.

Numbers of discrete N; x N; | 1001 x 1001 | Horizontal road width W 10 [m]
Space increment d 0.05 [m] Vertical road width W> 10 [m]
Time increment dy 0.1 [ns] Horizontal road length L1 50 [m]
Carrier frequency fe. 300 [MHz] Vertical road length Lo 25 [m]
Radiation times ¢, 300 [ns] Position of Tag T +20 [m], —4 [m]
30
prys
Rx level[dBm] Rx level[dBm]
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Figure 5: Maximum received intensity of constant state (case of T-type road). Position of tag: x = +14 [m],
y = —2.8[m)], concrete wall (¢ = 6.0). (a) Case of low power radio, exchanged power level 1 [mW] — 0[dBm].

(b) Case of weak radio, exchanged power level 50 [nW] — —43 [dBm].
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Figure 6: Maximum received intensity of constant state (case of T-type road). Position of tag: = —2.8 [m],
y = —14 [m], concrete wall (¢ = 6.0). (a) Case of low power radio, exchanged power level 1 [mW] — 0 [dBm].

(b) Case of weak radio, exchanged power level 50 [nW] — —43 [dBm].
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Figure 7: Maximum received intensity of constant state (case of cross road). Position of tag: = +14 [m],
y = —2.8 [m)], concrete wall (¢ = 6.0). (a) Case of low power radio, exchanged power level 1 [mW] — 0 [dBm].
(b) Case of weak radio, exchanged power level 50 [nW] — —43 [dBm].

In case of straight road, line-of-site communication is provided and strong received intensity
is observed at almost all area as shown in Fig. 4. It seems easy for the reader to communicate
with tags in the straight road. In case of T-type road, two cases of different position of tags are
simulated. In Fig. 5, the position of tag is horizontal road in Fig. 5, and vertical road in Fig. 6.
The area where the received intensity becomes weak is observed behind walls. In case of cross road
model, weak received intensity is observed in vertical road when the tag is placed at horizontal
road. These results show basic foundation for the design of RFID systems.

4. CONCLUSIONS

For the optimum design of RFID system, we analyzed the characteristics of electromagnetic wave
propagation in out-door active RFID system consisting of multiple tags and reader using FDTD
method. In this paper, we formulated FDTD method for electromagnetic fields radiated from source
current of RFID Tag. We study computer simulation using the above FDTD formulation, and make
clear the characteristics of propagation. As a next step, we perform field experiments using actual
tags and compact reader in out-door and compare numerical results with the experimental results.
These results yield basic foundation for the design of RFID system, and system design of resolving
collision problems for multiple pulses.

REFERENCES

1. Rodriguez, G., Y. Miyazaki, and N. Goto, “Matrix-based FDTD parallel algorithm for big
areas and its applications to high-speed wireless communications,” IEEE Trans. Antennas and
Propagation, Vol. 54, No. 3, 785-796, 2006.

2. Masuda, T. and Y. Miyazaki, “Scattering characteristics of electromagnetic environment by
construction on the ground,” Trans. IEE Japan, Vol. 118-C, No. 1, 112-117, 1998.

3. Taki, K. and Y. Miyazaki, “Input impedances and current distributions for meander line anten-
nas with planar coupled parasitic meander element,” PIERS Proceedings, 1700-1703, Beijing,
China, March 26-30, 2007.

4. Masuda, T., Y. Miyazaki, and Y. Kashiwagi, “Analysis of electromagnetic wave propagation in
out-door active RFID system using FD-TD method,” PIERS Online, Vol. 3, No. 6, 937-939,
2007.



1434 PIERS Proceedings, Beijing, China, March 23-27, 2009

The Effect of Shorting Post on Axe-shaped Circular Antenna
Miniaturization

Jingxian Liu', Salman Naeem Khan?, and Sailing He!3
!Centre for Optical and Electromagnetic Research
Zhejiang University, Zijingang Campus, Hangzhou 310058, China
2Department of Physics, COMSATS Institute of Information Technology
Defense Road, Off Raiwind Road, Lahore, Pakistan
3Division of Electromagnetic Engineering, School of Electrical Engineering
Royal Institute of Technology, S-100 44 Stockholm, Sweden

Abstract— An edge shorted axe-shaped circular antenna is studied for miniaturization. The
effect of the location and number of shorting post on the resonance frequency, impedance match
and radiation pattern are studied. By inserting a shorting post near the edge of circular axe-
shaped patch, the antenna size (resonates at 1.36 GHz) is reduced about 72% compared to the
antenna without shorting post (resonates at 2.58 GHz) and 91% compared to the conventional
circular antenna (resonates at 4.6 GHz). The effects of the distance between feeding point and
shorting post, the number of shorting posts and the post radius are analyzed. The results show
that by putting a shorting post near the edge of the axe-shaped circular patch, the resonant
frequency is lower than a post near the center. Meanwhile, the feed should be excited near the
shorting post for better impedance match. The effect of increasing the number of shorting post
is also studied. If the number of shorting posts is increased to 3, the resonant frequency shifts
to 1.48 GHz, which is higher than that with only one shorting post. However, the design offers
stable return loss and broadside radiation pattern.

1. INTRODUCTION

Microstrip patch antennas are well known for their compactness and low profile. Nowadays, the
rapid development of wireless communication has aroused extensive studies on the miniaturization
of patch antennas. Various methods are used to reduce the antenna size such as increasing the
height of substrate, etching U or E-shaped slots on the patch [1, 2], employing stacked structure [3]
and recently metamaterials [4]. Among these methods, cutting patch shape and inserting shorting
posts are two most commonly ways for their simplicity in fabrication. In our previous study, two
circular arcs were cut from the circular antenna to reduce the patch size [5]. Furthermore, one
shorting post is inserted to realize dual band application [6].

This paper presents an advanced design on the axe-shaped circular antenna by inserting shorting
posts for low frequency design. Parametric analyses of single and multiple posts are presented and
compared with measured results.

2. DESIGN CONSIDERATION AND EXPERIMENTAL RESULTS

The antenna scheme is shown in Fig. 1. The shorting post and feed point are along Y axis with their
coordinate Y, = —7.8 mm, Yy = —6.5mm. The radius of circular patch (Rp) is fixed to be 8.42mm
with arc radius R, = 4mm. The patch is built on FR4 material with relative permittivity of 4.4
and height of 1.6 mm (~ 0.007)\g, where )¢ represents the wavelength of antenna at 1.36 GHz). The
ground size is 24 mm X 24 mm for a total size minimization.

2.1. Single Post Antenna

The simulated and measured results of single post antenna are presented in Fig. 2. The sim-
ulation is obtained using HFSS10 with simulated resonance at 1.36 GHz. The antenna size is
1 — (1.36/2.58)% = 72% smaller than axe shaped antenna and 1 — (1.36/4.6)> = 91% of the con-
ventional circular antenna, where 2.58 GHz and 4.6 GHz are the resonant frequency of axe shaped
antenna and conventional antenna with the same Ry and R, respectively.

The measured resonance is 1.46 GHz, The shift of resonance and impedance may be caused
by the induced parasitic current on the outer conductor of the coaxial line because the feed is
positioned near the edge of patch.

The radius of shorting post Ry, is demonstrated in Fig. 3. With Ry, increases from 0.22 mm
to 0.52mm, the resonant frequency of antenna increases from 1.32 GHz to 1.42 GHz. When fixing
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(a) Single post (b) Three posts

Figure 1: Scheme of post shorted axe-shaped antenna.
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Figure 2: Return loss of single post axe-shaped antenna.

Y; = —6.5mm, moving the post (Y},) from —7.8mm to 0.2mm, the resonance is also shifting
upwards, as shown in Fig. 4. In other words, the antenna size can be reduced by smaller post
radius and larger |Y}|. The best impedance match is achieved by setting the feed close to the post.
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2.2. Three Posts Antenna

For comparison, an axe-shaped antenna with three shorted posts is proposed in Fig. 1(b). The
radius of each post is 0.1 mm, which is 1/3 of that of single post antenna. The space between
adjacent posts is 1.5 mm. Other parameters are the same as that of single post antenna discussed
above.

The simulated and measured return losses are shown in Fig. 5. The simulated antenna resonates
at 1.48 GHz. The measured and simulated results match well with each other. The measured result
seems more immune to circumstance than the single shorted antenna.
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Figure 5: Return loss of axe-shaped antenna by three shorting post.

Figure 6 shows the measured radiation pattern of two discussed antennas. The experiment is
carried out on flat roof of a building to resemble the free space. The slight slope of the radiation
pattern is caused by the asymmetric position of feed. The multipath lobes and concaves might due
to the undesired reflection of open environment. The three posts antenna shows better broadside
property than the single post antenna in both F plane and H plane.

—x»—E plane —=—H plane
0 0 —=—H plane 0= 0 —x»—E plane

-30 -30

(a) Single post (b) Three posts

Figure 6: Radiation pattern of edge shorted axe-shaped antenna.

3. CONCLUSIONS

The idea of using shorting post on axe-shaped circular antenna to design compact patch antenna
is successfully demonstrated. The resonant frequency is reduced to 52% with substrate thickness
of 0.007\g at the center frequency. The frequency gets lower with smaller post radius. Good
impedance match is achieved by shortening the distance between feed and shorting post. By
using three shorting posts instead of one single post, the measured return loss seems more stable.
Meanwhile, the antenna with three posts shows better broadside properties than single post antenna
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in their radiation pattern, which can be an alternative choice for special requirements on radiation
pattern.
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Abstract— This paper introduces an Ultra Wideband microstrip Slot Antenna conformed to
craving for the band of IEEE802.15.3a UWB (3.1 GHz ~ 10.6 GHz) communication. In this
paper, the design for enhancing impedance bandwidth of wideband microstrip slotting antenna
with a finite ground plane is proposed and studied. With this design, a matching impedance
bandwidth (SWR < 2) about of more than 146% was achieved; as a result, the bandwidth can
be located at the wireless communications from 2.3 GHz to 12 GHz. The variations of gain are
changing from 0.2 to 6.98 dBi. In addition, the design has been a planar profile and it can easily
be integrated in small mobile units; besides, it also can be in the laptops or various remote-sensing
devices etc..

1. INTRODUCTION

In the communication systems, to develop small size, lightweight, low profile, broad bandwidth, and
proper polarization are fundamental demands in the antenna design for the miniaturization of the
communication equipment. Microstrip antennas have many desirable features, such as low profile,
lightweight, and are usually fabricated by a photolithographic etching process or a mechanical
milling process of these kinds antennas, making the construction relatively easy and inexpensive.
These features make microstrip antennas are one of the most widely used types of antennas in
the microwave frequency range, and they are often useful for many applications in the satellite
communication and mobile communication systems. However, the major drawback of these kinds
of antennas inherently has limited impedance bandwidth (VSWR? 2), if the narrow bandwidth
of the microstrip antenna can be widened, then it can serve as a dual antenna for second- and
third-generations of mobile communications systems. Therefore, developing broadband techniques
to enhance the bandwidths of the microstrip antennas is very important.

Recently, most of the research on microstrip antennas focused on methods to increase their
bandwidth. Slot antennas exhibit wider bandwidth, lower dispersion and lower radiation loss than
microstrip antennas, and when feeding by a coplanar waveguide they also provide an easy means of
the parallel and series connection of active and passive elements that are required for improving the
impedance matching and gain [1]. The U-slot antenna, which achieves a relatively broad bandwidth
without a parasitic patch, has been reported [2]. A lot of slot antennas for enhancing impedance
bandwidth have been investigated [3-5].

A broader bandwidth, obtained using an improved feeding method, has also been reported [6].
It is very important to choose a suitable feeding circuit since it controls the antenna performance in
terms of bandwidth. A bandwidth of 10 GHz ultra wide bands square planar metal-plate monopole
antennas has been proposed propos ing in a 3D geometric configuration [7]. However, this 3D
geometry designs needs more space, which is not suitable for mobile terminals, where the space is
very limited.

The recent allocation of the 3.1-10.6 GHz frequency spectrums by the Federal Communications
Commission (FCC) for Ultra Wideband (UWB) radio applications has had presented challenges for
the antenna designers. For many UWB wireless communications, the successful transmission and
reception of UWB pulses, sufficient impedance matching, the characteristics of the antenna with
omni directional radiation pattern, high radiation efficiency, and easy manufacturing are required.

In this paper, a novel design of microstrip slot antenna with a finite ground plane for the desired
band of IEEE802.15.3a UWB (3.1 GHz ~ 10.6 GHz) is studied. This design of the proposed antenna
is different from that of the other slot antennas with a tuning stub to enhance impedance band-
width [8-12], and successfully implemented and the simulated results show reasonable agreement
with the measured results. From experimental results, the proposed antenna shows that geome-
tries can a significant increase in the impedance bandwidth obviously and, with respect to 10-dB
impedance, the widest band obtained was 95%. Radiation patterns and gains are also examined.
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2. DESIGN AND REALIZATION

The configuration of the ultra wideband microstrip slot patch antenna is shown in Fig. 1. The
antenna has compact dimensions of 30.5 x 35.3 mm?, which consists of wide-slot ground plane with
the same four small corners, fork-like U-type radiating element, a 50 O microstrip feed line, a small
parasitical ground plane and a finite ground plane. Where the fork-like U-type radiating element
and the 50 O microstrip feed line is coplanar with place in the back of the wide-slot ground plane,
and printed on the substrate FR4 of thickness 1.6 mm and relative permittivity 4.4.
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T Sy / v ~

LaD'¢

Small parasitical ground plane

Feed line

U-type radiator
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(a) Wide-slot ground plane (b) Cross section

Figure 1: Configurations of the ultra wideband microstrip slot antenna with a small parasitical ground plane.

The internal and external wide-slot ground plane has dimensions of L; (L’ 2) wide, Wy (W’ 2)
long, respectively. The dimension of the small corner is Xa by Yb. The fork-like U-type radiating
element is divided into three parts., These dimensions are ¢1 by wi, fo by we, and f3 by ws,
respectively. The small parasitical ground plane finite ground plane has dimensions of x wide y
long, and the thickness of d, that is suspended at A mm under the fork-like U-type radiating element,
and connected to the 50 ohms SMA connector. By properly adjusting the dimensions of the small
parasitical ground plane finite ground plane, the radiator element, and the spacing h of between
the small parasitical finite ground planes relative to the radiating element, a better impedance
matching can be achieved. The design optimized parameters of all the components are listed in the
Table 1. A photograph of the fabricated rectangular patch antenna is shown in Fig. 2.

Table 1: The relative parameters of the proposed antenna (Unit: mm).

c=09, d=10, e =104, f=1.1
3 x 4.12
Lo =23.9, Wy = 30.5

U-type radiating element

2 Rectangular microstrip feed line

3 Wide-slot ground plane
L, =353, W7 =428
4 small parasitical ground plane x =16, y = 8, thickness = 0.35
5 SMA connector 50 ohm
6 small corner a=25 b=32
FR4 Dielectric substrate er1 = 4.4, tand = 0.022
RO Dielectric substrate ero = 3.38, tand = 0.0025

3. MEASUREMENTS AND DISCUSSION

The design was also analyzed using Zeland Software’s IE3D simulation package. According to
the above-mentioned design optimized parameters of all the components are listed in the Table 1,
the performance of impedance bandwidth is improved for y is between 8 mm ~ 9mm. Using an
HP8720D vector network analyzer, the return loss curves of both simulated and measured with
the finite ground plane proposed antenna is obtained at 2 ~ 12 GHz, as depicted in Fig. 3. The
comparison between the measurements and software predictions are very close. The difference
between the two graphs is also due to the fact that the proposed antenna was built on a finite
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Figure 2: Configuration top view of the wideband  Figure 3: Measured and simulated return loss for
slot antenna with a small parasitical ground plane. the proposed antenna.

finite ground plane (102mm x 76.2mm) and the parasitical ground plane, while the computations
assume an infinite ground plane. For the 10dB return loss, the measured maximum impedance
bandwidth of the proposed antenna is from 2.3 GHz to 12 GHz, corresponding to an impedance
bandwidth of 136.6 percent centered at on 7.1 GHz. Here, the impact of the finite finite ground
plane is more pronounced. Therefore, the proposed antenna has good impedance bandwidth for
the band of IEEES02.15.3a.

The radiation patterns of the proposed antennas with a finite ground plane are measured. Fig. 4
plot the measured radiation E-plane patterns patterned at on 3.1 GHz for the proposed antenna.
From the measured test results, the finite ground plane does not dominate the radiation power
patterns. Fig. 5 shows the measured gain versus the frequency. Within the operating frequency
band, the gain of the proposed antenna is 0.04 dBi to 6.98 dBi for the antenna with finite ground
plane.
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Figure 4: The experimental E-plane patterns of pro-  Figure 5: Measured and simulated gains versus fre-

posed antenna. quency.
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4. CONCLUSIONS

A new ultra-wideband antenna has been proposed for UWB applications. This The proposed
antenna is uses employing a fork-like U-type radiating element structure with a finite ground
plane and wide-slot ground plane for bandwidth enhancement. The simulated results conducted
by the Zeland Software’s IE3D simulation package show reasonable agreement with the measured
results. The obtained results show an impedance bandwidth of more than 137% covering the whole
IEEES02.15.3a defined UWB frequency band. Acceptable radiation characteristics at on the 3.1,
5.1, and 10.6 GHz, and the measureding antenna gain is 0.04 dBi to 6.98 dBi cover the 2 ~ 12 GHz
operation frequency ranges that makes this class of antennas a good candidate for a variety of the
communication applications. Except for the enhancement of impedance bandwidth, the effects of
the ground plane to the power patterns and peak gain value are small.
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Abstract— The Application of parabolic shaped ridge waveguide is presented for excitation
of a centreline longitudinal shunt slot antenna. The proposed method is realized by adding
parabolic shaped to the ridge of the single ridge waveguide. The parabolic shaped ridge is placed
exactly under the longitudinal slot and the slot is placed along centreline of the waveguide. It
is shown that for a typical slot, the slot normalized conductance can be increased by increasing
the parabolic shaped depth. The simulation results show that the proposed structure can be
considered as a proper candidate for replacing the conventional longitudinal shunt slot.

1. INTRODUCTION

Longitudinal shunt slot antenna has been frequently used due to its pure linear polarization. How-
ever, despite its advantages, the conventional longitudinal slot antenna has several shortcomings.
Its basic drawback is the appearance of second-order beams off the principal planes which are
usually called butterfly lobes [1,2]. These second-order beams decrease the antenna efficiency and
increase the susceptibility of the radar to jamming. Therefore, it is desirable to eliminate these
second-order beams.

The second-order beams are associated with the alternating offset of successive slots which is
essential in order to avoid the grating lobe appearance. Several methods have been proposed in the
literature to suppress the second-order beams [2-5].

Another disadvantage of this antenna is its long width. The width of the conventional longitudi-
nal waveguide slot antenna is about 0.7g at the design frequency. Therefore, for some applications
which are required large scanning angle in F-plane, the conventional slotted waveguide antenna is
not a good candidate. This shortcoming has been overcome by utilizing ridge waveguide fed slot
antenna [6].

Application of parabolic shaped ridge waveguide fed slot arrays is presented. The proposed
structure is realized by adding the parabolic shaped to the ridge of the single ridge waveguide.
The parabolic shaped ridge is placed exactly under the slot. It can be shown that the radiation
characteristic of the slot can be varied by changing both slot length and parabolic shaped depth.
Applying the proposed method not only eliminate the required offset but also has the advantage
of ridge waveguide in reducing the required waveguide width. The following sections introduce
the geometry of the proposed structure and discuss more about the radiation characteristics of the
proposed slot antenna.

2. PROPOSED STRUCTURE

Figure 1 shows the proposed structure which is considered to be a proper candidate for replacing
the conventional waveguide longitudinal slot antenna. As the figure shows, a longitudinal narrow
slot is cut in the upper broad wall of a ridge waveguide. The slot is placed exactly along the
centreline of the waveguide. Parabolic shaped is applied to some part of the ridge which is placed
under the longitudinal slot.

The electromagnetic field of the dominant mode and further the current at the upper wall of
rectangular waveguide is deviated from the center line due to the parabolic shaped ridge. Therefore,
some current interrupt the slot and the displacement current in the slot is formed. The displacement
current and its equivalent magnetic current sheet justify the radiation to the outer space.

Figure 2 shows the proposed and conventional slots. As indicated by the figure, the conventional
waveguide has a wider width in comparison with the width of the ridge waveguide in the proposed
slot. That is due to the effect of the ridge on the characteristics of the ridge waveguide.

The proposed parabolic shaped ridge has middle symmetry and the width of the parabolic
shaped ridge is equal to the width of the initial ridge. The ridge height has also some effect on the
propagation characteristic of the ridge waveguide and the radiation characteristics of the slot. But
in this paper, only a constant value of the ridge height is taken into account. As the height of the
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ridge increased the radiated power is also increased, while the power handling capability and phase
velocity of the dominant mode are decreased.

Ridge Wavegide

Figure 1: Proposed structure for excitation of the Figure 2: Top views of the proposed and conven-
centred longitudinal slot. tional slot antenna.

3. SIMULATION RESULTS

In order to investigate the characteristics of the proposed structure, the proposed slot antenna with
various parabolic shaped depths has been simulated using HFSS. The dimensions of the proposed
slot antenna are shown in Table 1. The simulation of the antenna has been done for slot length
equal to 45 mm and parabolic shaped depths equal to 6, 8, 12 and 17 mm.

Table 1: Dimensions of the proposed antenna.

Inner waveguide width:  50.4mm

Inner waveguide height: 31 mm

Wall thickness: 2 mm
Ridge height: 22 mm
Ridge width: 3mm
Slot width: 3mm

For comparative reasons, a conventional longitudinal slot with the same specification is also
simulated. The slot offsets are selected to be equal to the parabolic shaped depths, i.e., X =6, 8,
12 and 17 mm. The various dimensions of the conventional longitudinal slot are shown in Table 2.

Table 2: Dimensions of the proposed antenna.

Inner waveguide width:  72.14 mm
Inner waveguide height: 34 mm
Wall thickness: 2 mm
Slot width: 3mm

The normalized conductance and susceptance variation of the conventional and proposed slot
versus slot offsets and parabolic shaped depths are shown in Figs. 3 to 6. It is indicated form the
figures that the shift of the resonance frequency versus slot offsets in the conventional slot is larger
than the shift of the resonance frequency in the proposed slot, while the variation of the magnitudes
and the shapes of the normalized conductances are comparable.
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For better comparison, the radiation pattern of the proposed and conventional slot in E- and
H-plane are shown in Figs. 7 and 8, respectively.

It is confirmed from the figures that the radiation pattern of the proposed slot has better
symmetry in comparison to the conventional slot, while the front to back ratio of the proposed slot
is reduced. That is, due to the reduction of the ground plane width of the slot (The width of the
waveguide).

The simulation results show the effectiveness of the proposed slot and its ability for replacing
the conventional longitudinal slot.

4. CONCLUSIONS

A modified configuration has been proposed for replacing conventional longitudinal slot. The slot
was cut exactly along the centerline of a typical single ridge waveguide. The parabolic shaped
was added to the ridge part of the ridge waveguide just under the slot position. The density of
electromagnetic field was deviated from the centerline by the parabolic shaped part of the ridge
waveguide as some surface current was interrupted by the slot and the radiation occurs. Comparison
of the simulated parameters of the conventional and proposed topology indicates the efficacy of the
proposed structure and its capability for replacing the conventional longitudinal slot.
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Abstract— Mutual coupling between adjacent elements is a critical issue for the design of
antenna arrays. In this way, it is important to know the influence that each type of coupling
mechanism represents in the total mutual coupling. With this objective for a quasi-Yagi antenna
array, four prototypes with special details were built and tested. Surface waves and free space
coupling were analyzed aiming at proposing a better optimization procedure for the structure.
Concluding, FDTD simulation results for the currents distribution on the surface of the array
are presented.

1. INTRODUCTION

Modern wireless communication systems demand antennas with small dimensions, reasonable gain
over a wide band, and offering the possibility of multi-band operation.

Satisfying all these requirements, the quasi-Yagi antenna is a serious candidate for this kind of
application. It was introduced as a class of antennas, which presents better characteristics than
many others [1]. These characteristics include both, the compactness of resonant-type antennas
and the broadband behavior of a travelling-wave radiator.

These attributes strongly suggest the application of quasi-Yagi elements in antenna arrays.
A simple quasi-Yagi element operating alone in free space presents a wideband, high efficiency,
moderate gain, among other characteristics [2]. Its radiation pattern shows an excellent stability
over the entire operational frequency band.

These characteristics together denote it as an ideal element for applications in systems for which
directional beams and reconfigurable radiation patterns are needed. All these favorable conditions
show that quasi-Yagi antennas have great potential for applications on phased arrays, switched
systems, and, consequently, for adaptive systems.

Using a variety of processing algorithms, usually managed by a DSP, an adaptive antenna array
can adjust and update its radiation pattern to enhance the desired signal, eliminate or reduce
interference, and collect correlated multipath signal [3].

The radiation pattern can be configured according to the environment in real time, if control
algorithms as MUSIC (Multiple Signal Classification) or ESPRIT (Estimation of Signal Parameters
via Rotational Invariance Techniques) are used.

The adaptive array is also necessary for capacity and range improvement [4], due to the need of
finding users in a cell and directing the main beam to it. In this way, the same channel can be used
more than a time in the same cell. Polarization diversity can be used to differentiate two very close
users in a cell. Space diversity is fundamental to avoid signal fading due to the multipath, caused
by reflections of the signal, mainly when the signal bandwidth is small compared to the coherence
channel bandwidth.

During a planar antenna array design, it become necessary to analyze the mutual coupling effects
between adjacent elements [5], thus determining the way each type of coupling influences the total
mutual coupling.

This work is organized in five sections. Following this brief introduction, Section 2 presents the
quasi-Yagi antenna and the assumptions made for building the array under investigation. Section 3
discusses experimental results of the mutual coupling mechanism analysis applied to two adjacent
antennas. In Section 4, a FDTD simulation of the currents that are functions of the mutual coupling
is presented. Finally, Section 5 presents the conclusions of the proposed analysis.
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2. QUASI-YAGI ANTENNA ARRAY

The antenna array prototype was fabricated using FR4 with ¢, = 4.4 and 1.6 mm thickness. This
material was chosen for the substrate due to its good electrical characteristics, easy acquisition,
and low cost. The prototype was designed to operate at the ISM band 2.4-2.5 GHz (WLAN
applications). A schematic of the quasi-Yagi antenna is shown in Fig. 1, where its main elements
can be seen: the feeding line, MS-to-CPS balun, CPS line, reflector, driver, and director. A half
wavelength delay line introduced in one of the arms of the balun is required to obtain the odd mode
coupling [6].

The design and optimization of this antenna is reported in [7] with bandwidth results of 44%
and 41%, for FDTD simulation and measurement, respectively. These results illustrate that the
quasi-Yagi antenna has a bandwidth like a horn antenna, although having only a fraction of its
weight and size.

\
\
\
\ Sy,
\
‘ { I‘dir {
‘ Wair jE\ | Director
} | Ldri Sdir |

\ 1
| Wi j:\ | Driver
\
} Scps
} Sref
| CPS
| chs )
_— + HFPp——t———————— — — -
| Ground Plane W, L

b4 cml L
| (Backside) ;} 2
\ W
b2
\ Wiy j Wis
\
\ S —
\ L, Lp1
\
\ aWe
) _
W

Figure 1: Schematic of the quasi-Yagi antenna.

The antenna final dimensions, after an interactive optimization process, are (unit: millimeters):
Wi = Wapi = Waip = 2.86, Wy = 1.27, Weps = 1.35, Wiy = 5.40, Wia = Wi = Wiy = 2.70,
Lgyi = 6243, Ly, = 30.00, Ly = 26.75, Ly = 25.40, L¢yyy = 5.35, Ly = 13.55, Sy = 7.80,
Sref = 29.50, Seps = 1.35, and S}, = 24.00.

The antenna array with two elements was exhaustively simulated, changing the distance between
the adjacent elements aiming at reaching an optimal performance. This parameter is critical for
its influence in the mutual coupling and the level of secondary lobes [8]. Small spaces between the
elements generate strong mutual coupling degenerating the array overall performance, while great
spaces favor the appearance of secondary lobes in the radiation pattern [4].

A distance of \y/2 is considered ideal for adjacent elements in antenna arrays, as demonstrated
in a previous work, for a patch array [9], as well as, for a PIFA (Planar Inverted F Antenna)
array [10]. In this work, the \o/2 distance was adopted between the extremities of the adjacent
drivers.

3. ANALYSIS OF THE MUTUAL COUPLING MECHANISM: A PRACTICAL
METHODOLOGY

With the objective of finding which mechanisms contribute to the mutual coupling between adjacent
quasi- Yagi elements, aiming at better optimization of array structures, several tests were conducted.
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These tests used arrays of two identical antennas placed in line, side by side. As a measuring
reference for the mutual coupling, So1 was used.
The possible coupling mechanisms are:

e Coupling by superficial waves excited by the feeding lines of the adjacent elements;
e Coupling by superficial waves excited directly by the antennas;
e Coupling through free space.

Four prototypes were made for the experiments, each one with two antennas. The first prototype
is a conventional array, without any modification in the structure.

The second prototype, designed for analyzing the coupling of superficial waves excited by the
feeding lines, has a cut in the ground plane between the elements, in order to suppress the waves.
The ideal opening length was experimentally found to be 15 mm.

The third prototype was designed to test the mutual coupling due to superficial waves excited
directly by the antennas. The coupling was eliminated by making a cut of 15 mm in the substrate
between the adjacent antennas up to the height of the truncated ground plane.

Finally, the last prototype was designed to test both effects together and has openings in the
ground plane and in the substrate, as shown in Fig. 2. The mutual coupling effects were observed
using a ZVRE network analyzer from Rhode & Schwarz, producing the results in Fig. 3.

M
15mm

Figure 2: Array under test with both cuts, on ground plane and into the substrate between the antennas.
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Figure 3: Measured mutual coupling of the arrays.

Analyzing these results at the operation band, only small differences between the measurements
of the prototypes are observed. The first and the third prototype have an unchanged ground plane,
and the difference between them is the cut on the substrate up to the truncated ground plane that
the third prototype has. The behavior of the first and the third prototypes is the same during the
whole operation band. This means that the superficial waves excited directly by the antennas do
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not significantly influence the mutual coupling of the array. The analysis of the second and fourth
prototype shows that they exhibit the same behavior, as expected, presenting only small differences
when compared to the first and the third prototype.

Therefore, the conclusion is that mutual coupling happens mainly through the free space. The
superficial waves coming directly from the antennas do not have any significant interference on the
array, and the superficial waves coming from the feeding lines only result on a slight perturbation
of the mutual coupling level.

In this way, no changes in the elements structure are necessary for the design of a quasi-Yagi
antenna array, only their correct positioning and appropriate feeding lines are required.

4. CURRENTS ON THE SURFACE OF A QUASI-YAGI ANTENNA ARRAY

In order to determine the surface currents on the array numerically, an FDTD code was used. The
QFDTDY0 code by Realize Inc. was chosen, since it allows easy access to the surface currents for
post-processing and analysis. The size of the FDTD grid in the H plane is approximately the same
as in the F plane. The relatively large thickness of the substrate allows a significant amount of
current to flow on the substrate as surface waves, increasing the mutual coupling. The steady-state
current profile is shown in Fig. 4 for an array with two quasi-Yagi elements. This picture illustrates
the surface currents due to two elements of the array, where each element is excited with currents
with the same amplitude and phase.

0dB
5
-10
15
20
25
30

-35

40
Figure 4: Current density distribution of the array.

The expected out-of-phase field distribution in both the coupled microstrip and the CPS feeding
line is clearly seen. It is also interesting to observe that the director dipole is fairly strong excited,
and in opposite phase to the drive dipole. While these results are more qualitatively rather than
quantitative, they do provide additional insights into the electromagnetic phenomenon of the mutual
coupling of the adjacent antennas in the array.

5. CONCLUSIONS

This work presented an experimental analysis of the mutual coupling mechanism on a quasi-Yagi
antenna array. No change in the elements structure design is necessary for building an array
prototype, but only the correct positioning of the elements and feeding is required. In addition,
FDTD simulation results of the current distribution on the array surface FDTD were presented to
complete the mutual coupling analysis.
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Abstract— Resonant characteristics of microstrip antennas with superconducting films is pre-
sented. The analysis is based on a full electromagnetic wave model with London’s equations
and the two-fluid model. It is shown that the full-wave analysis presented here gives numerical
results which are in excellent agreement with the measured data available in the literature. Re-
sults showing the effect of the temperature on the resonant frequency and half-power bandwidth
of superconducting microstrip antenna are given. Variations of the resonant frequency with the
high T, superconducting film thickness are also presented.

1. INTRODUCTION

Superconducting passive microwave devices such as antennas, filters, transmission lines, and phase
shifters have shown significant superiority over corresponding devices fabricated with normal con-
ductors such as gold, silver, or copper due to the advantages of superconductors [1]. Advantages of
using high T, superconducting materials at high frequencies include [2]: 1) very small losses, which
means reduction of attenuation and noise level; 2) very small dispersion up to frequencies of several
tens of GHz; 3) smaller devises due to the lower losses, which leads to larger integration density;
and 4) the propagation time can be greatly reduced because of the smaller size and the shorter
interconnects.

In the literature, the studies concerning the resonance characteristics of microstrip antennas
using perfectly conducting patches are abundant. However, few works have been done for the
case of microstrip antennas using superconducting patches. The determination of the resonant
frequencies of superconducting microstrip patch antennas was initially carried out by means of the
magnetic wall cavity model [3]. Later on, these resonant frequencies were obtained by using the
rigorous full-wave analysis [4]. To validate the theoretical analysis, the authors in [4] have compared
their numerical results with the experimental data of Richard etal. [3]. This comparison has not
been done in a convenient way for two reasons: the variation of the permittivity of the lanthanum
aluminate substrate with the variation of the temperature, as indicated by the experiment of
Richard etal. [3], has not been take into account by Silva etal. [4] and the effect of varying the
temperature on the resonant frequency is insignificant.

In this paper, we present a theoretical and numerical analysis of the resonant frequencies of high
T, superconducting rectangular microstrip antennas which yields excellent agreement with the mea-
sured data of Richard etal. [3]. To include the effect of the superconductivity of the microstrip
patch in the full-wave analysis, a surface complex impedance is considered. This impedance is de-
termined by using London’s equation and the two-fluid model of Gorter and Casimir [2]. Numerical
results for the effect of the temperature on the resonant frequency and half-power bandwidth of
superconducting microstrip antenna are given. Finally, the influence of the thickness of the high
T, superconducting film on the resonant frequency is also presented.

2. THEORY

The problem to be solved is illustrated in Figure 1. We have a rectangular superconducting patch
of thickness e printed on a dielectric layer. The dielectric layer of thickness d is characterized
by the free-space permeability po and the permittivity epe, (g¢ is the free-space permittivity and
the relative permittivity €, can be complex to account for dielectric loss). The superconducting
patch is characterized by a critical temperature T, a zero-temperature penetration depth \g, and
a normal state conductivity o,. Following a mathematical reasoning similar to that shown in [5,
Equations (2)—(14)] for obtaining a relation among the surface electric field at the plane of the
superconducting patch and the surface current on the patch in the spectral domain given by

%)-18 %] [4]
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where Quz, Quy, Qyz, and @y, are the components of the spectral dyadic Green’s function. They
are given in [5, Equation (14)]. The surface electric fields at the plane of the superconducting patch
can be written as a superposition of an electric field in the patch and another out of the patch, this
yields B . )
(BB o)
E,=E, + E)
The electric field in the superconducting patch is given by

Ei=2Z,J,
i 3)

{ E, =ZsJ,
where Z; is the surface impedance of the superconducting patch. When the thickness of the super-
conducting patch is less than three times the penetration depth A at a temperature T'= 0K ()\),

the surface impedance can be approximated as in [4, Equation (28)]. Substituting Equations (2)
and (3) in Equation (1) yields

E:g — Qxa: - Zs Qxy . Ji:c (4)
E;j Qyw ny - Zs Jy
The transverse electric fields out of the patch can be expressed via the inverse Fourier transform
as follows:

o Y - - . .
E° = yes /_OO /_OO [(Qm — Zg) s + Qnyy} exp (ikzx + ikyy) dk,dk, (5a)

1 oo oo - . : :
B=qm | /_ ) [Qmem + (Qyy — Zs)Jy} exp (ikya + ikyy) dkgdk, (5b)

Enforcement of the boundary condition requiring the transverse electric fields of (5a) and (5b)
to vanish on the area of the superconductor patch, yields the sought integral equations

+oo +o00 B ~

/ / [(sz — Zs) Jp + meJy} exp (ikgx + ikyy) dkgdky = 0, (z,y) € patch  (6a)
+o0 +oo N ~

/ / [QWJJE + (Qyy — Zs) Jy} exp (ikgx + ikyy) dkgdky, = 0, (z,y) € patch  (6b)

Now, the Galerkin moment method can be easily applied to Equations (6a) and (6b) to obtain
the resonant frequencies and the bandwidths of the resonant modes of the high 7T, superconducting
microstrip antenna shown in Figure 1.

y
X
b
High T, /v
a
Superconductor
patch
_::::;::;::::::::¥ e
Dielectric substrate
d

0 Er,lo
2_0

Figure 1: Geometry of a high T, superconducting microstrip antenna.
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3. NUMERICAL RESULTS AND DISCUSSION

Numerical results are obtained for the parameters used in the experiment of Richard etal. [3]. A
rectangular patch with a thickness 350 nm, a resonant length 935 um and a width of 1630 pm is
printed on a lanthanum aluminate substrate of thickness 254 um. The patch is fabricated using
a YBCO superconducting thin film with a transition temperature T, = 89 K, a zero-temperature
penetration depth A9 = 140nm, and a normal state conductivity ¢,, = 10S/m. The lanthanum
aluminate substrate was chosen in the experiment of Richard etal. [3] despite its high permittiv-
ity because it allows the growth of high-quality (low surface resistance) YBCO superconducting
films [3]. Unlike the theoretical analysis of Silva et al. [4], the variation of the permittivity of the
lanthanum aluminate substrate with the variation of the temperature, as indicated by the experi-
ment of Richard et al. [3], is taken into account in the present paper. Figure 2(a) shows the resonant
frequency versus the operating temperature. The measured results reported in [3] are also included
in this figure for comparison purpose. Excellent agreement between theory and experiment is ob-
served. From the results of Figure 2(a), it can be observed that increasing the temperature will
decrease the resonant frequency. This decrease is significant for temperatures near the transition
temperature. In Figure 2(b), we study the influence of the temperature on the bandwidth of the su-
perconducting antenna. It is observed that the effect of varying the temperature on the bandwidth
is significant only for temperatures near the critical temperature. The behavior of the bandwidth
shown in Figure 2(b) is different from that given in [4, Figure 3], but it is in accordance with the
measured one illustrated in [3, Figure 12].

The influence of the thickness of the high T, superconducting film on the operating frequency is
investigated in Figure 3. The superconducting film characteristics are: A9 = 140nm, o,, = 10°S/m,
and T, = 89 K. For the microstrip antenna, the following parameters are used: a = 1630 pm,
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Figure 2: Resonant frequency and bandwidth of a high T, superconducting antenna versus temperature.
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Figure 3: Resonant frequency versus the thickness of the superconducting film.
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b=935um, d = 254 um, and &, = 23.81. The operating temperature is T' = 50 K. It is observed
that when the thickness of superconducting film grows, the resonant frequency increases. Note
that the effect of the thickness of the superconducting film is more pronounced for small values
of e (e < Ag). When e exceeds )y, increasing the superconducting film thickness will increase
slowly the resonant frequency. Extreme care should be taken when designing an antenna with
thin superconducting film; since small uncertainty when the patch is fabricated can result in an
important shift of the resonant frequency.

4. CONCLUSIONS

This paper has presented a rigorous full-wave analysis of microstrip antennas with superconducting
films. To include the effect of the superconductivity of the microstrip patch in the full-wave analysis,
a surface complex impedance has been considered. This impedance has been determined using
London’s equation and the two fluid model. Our numerical results for the resonant frequency are
in excellent agreement with the experimental data available in the literature. Numerical results
for the effect of the temperature on the resonant frequency and half-power bandwidth have been
presented. Variations of the resonant frequency versus the thickness of the superconducting film
have been also presented.
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Abstract— In this paper, we present a systematic design methodology for enhancing the direc-
tivity of microstrip patch antennas (MPAs), by using it as an exciter of a Fabry-Perot (FP) [6]
resonant cavity. The design procedure involves three steps: (i) determing the resonance fre-
quency of the empty cavity, with the MPA removed, when operating in the receive mode; (ii)
designing the patch antenna to operate at the same frequency in the presence of the superstrates;
(iii) finally, we operate the composite system in the transmit mode to investigate its aperture
distribution that provides us a clue for enhancing the directivity. We show that the directivity
can be enhanced by more than 8dB, over that of the MPA without the superstrate, by using
either planar or curved superstrates as covers for the MPA.

1. INTRODUCTION

Resonator antennas based on Fabry-Perot (FP) cavities are low-profile directive radiators that
are suitable for high-gain applications. In recent years the design of highly directive cavity-type
antennas has attracted many researchers in the field of antenna technology [1,2,7]. In a previous
work, Shen and Vandenbosch [3] have used the electric field distribution on top surface above a
superstrate to determine its shape and size that minimize its edge diffraction. However, neither
the issue of directivity variation with frequency is considered in the above work, nor is the phase
variation in the aperture, which obviously controls the directivity, is investigated. Although the
literature on FP resonators is quite extensive (see e.g., [4]), most of the prior works deal with
large structures, whose lateral dimensions are large in terms of the wavelengths at the operating
frequency of the antenna. To the best of our knowledge, there is only one paper that deals with
reduced-size FP antennas unilizing Bragg-type dielectric mirrors [5].

In this paper, we consider the problem of enhancing the directivity of a microstrip patch antenna
covered by a dielectric superstrate (DS), whose size is 2y x 2Ag. We begin by studying the receive-
mode characteristics of the FP resonator, and determine the vertical dimension of the cavity,
comprising of the ground plane, the substrate and the superstrate, such that the E-field is maximum
at the desired frequency. Next, we compare the directivity of the MPA with and without the DS,
and show that the directivity of the MPA /DS composite can be enhanced by more than 7dB at the
design frequency of 6 GHz. Following this, we study the magnitude and phase distributions of the
E-field at 6 GHz in the observation plane located about 0.5\g above the DS. Finally, we investigate
the possibility of using curved superstrates to render the phase distribution more uniform at 6 GHz
than it is for the planar case, and show that the directivity can be further enhanced by about 1.5 dB
over that of the planar DS design.

2. RECEIVE MODE

Since our operating frequency, at which we wish to achieve the maximum directivity is 6 GHz, we
choose the height of the FP cavity to be around 0.5\ at that frequency. The geometry for the
receive-mode operation is illustrated in Fig. 1, and the cavity parameters are listed in Table 1. We
set the location of the observation point at the center of the cavity, and monitor the normalized
E-field magnitude, which is shown in Fig. 2. We found that the cavity resonates at 6 GHz, at which
frequency the maximum of the spatial distribution of the E-field reaches a maximum inside the
cavity as a function of frequency. The simulations have shown that the frequency at which maximum
directivity of the antenna/superstrate composite is realized when operating in the transmit mode
inside the cavity coincides with the frequency at which the field attains a maximum in the receive
mode. This knowledge is helpful in providing us an important design guideline for this type of
antenna/superstrate composite.
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Table 1: Parameters of receive mode structure (fy = 6 GHz).

Superstrate (.0 = 10.2, ho = 4.8 mm, 2)\y X 2)\g)

Air gap, h = 25mm
Observation point (in the center of the cavity, hs = 0.5h)

Substrate (e,1 = 4.4, hy = 2.5mm, 2X\g X 2)¢)

Ground plane (PEC, 2)¢ x 2)\g)

Ao: the lambda of free space at 6 GHz

Plane wave: Ex polarization

AEEEEER ‘

| superstrate €, |

observa.tion point air gap, h

| Ny substrate €.,
ground plane

(a) Side view (b) Simulation model

Figure 1: Structure of receive mode.
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Figure 3: Side view of MPA with plane DS. Figure 4: Top view of patch.
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3. DIRECTIVITY ENHANCEMENT USING A PLANAR AND CURVED DIELECTRIC
SUPERSTRATE (DS)

The MPA covered by a planar DS structure is shown in Fig. 3, and the top view of the patch, which
operates at 6 GHz, is shown in Fig. 4. The parameters of this MPA /DS composite are presented
in Table 2. We use GEMS, which is 3D high performance parallel EM simulation software [8], to
simulate this structure. The variation of the directivity as well as of S1; with frequency is shown
in Figs. 5(a) and (b), respectively. In Fig. 5(a), we compare the performance of the MPA with and
without the DS. The results show that directivity of patch with a planar DS can reach 13.92dB at
6 GHz, which is 7dB above that of the MPA without a superstrate. The E-field distributions at
6 GHz on a plane, which is 0.5)\g above the DS, are shown in Fig. 6. We observe that neither the
magnitude nor the phase distribution on this plane is very uniform. Next, to improve the phase
behavior and to realize a more uniform distribution, we replace the planar DS with a curved one
whose height h is 26 mm (see Fig. 7), while leaving the other parameters unchanged. The curved
superstrate includes a thin planar dielectric layer at the bottom, whose thickness is 1 mm. Its upper
surface is spherical, whose radius h, is 5.6\g, and the height of the arch h. is 0.09)\y. The schematic

—— Without superstrate
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| | |
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44 5 6 7 8 9
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(a) Directivity comparison (b) Si; of MPA with superstrate
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Figure 5: Simulation result with/without plane DS.
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Figure 6: E-field distribution of the plane 0.5\¢ above plane DS at 6 GHz.
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Figure 7: Side view of MPA with curve DS.
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diagram of MPA with the curved superstrate is shown in Fig. 7. The relative permittivity of both

PIERS Proceedings, Beijing, China, March 23-27, 2009

the thin dielectric layer as well as that of the spherical cap is 10.2.

The magnitude and phase distributions along the lines (1) and (2) are shown in Figs. 8 and 9,
respectively, and the location of the observation plane is shown in Fig. 10. We observe that the
phase distribution is more uniform for the curved superstrate than it is for its planar counterpart,
though the same cannot be said for the magnitude distribution. We note, however, that we realize

Table 2: Parameters of MPA with plane DS (fy = 6 GHz).

Superstrate (.0 = 10.2, ho = 4.8 mm, 2)\y X 2)\g)

Air gap, h =25m
Patch: L =9.7mm, W = 14mm

Coax feeds at x = 0.25L + 0.03)\g, y =0, z=h
Substrate (e,1 = 4.4, hy = 2.5 mm, 2Xg X 2)g)

Ground plane (PEC, 2X¢ X 2)¢)

Ao: the lambda of free space at 6 GHz
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a higher directivity using a curved superstrate, as may be seen from Fig. 11. This leads us to
conclude that the phase characteristic of the aperture distribution has a more dominant effect on
the directivity than the amplitude behavior in this case.

T T
**”1‘*”"1”” == with planar DS |
=== with curved DS |

Frequency (GHz)

Figure 10: Position illustration of observation plane Figure 11: Directivity vary with frequency.
and structure. (1): line alone x in the center of

observation plane. (2): line alone y in the center of

observation plane.

4. CONCLUSIONS

In this paper, microstrip patch antennas with planar and curved dielectric superstrates have been
studied. The main impetus for studying this antenna structure with a dielectric superstrate was
the desire to realize increased directivity without using complex structures such as DNG or EBG
materials for the superstrate. The directivity characteristics of the composite structure have been
investigated by using GEMS, which has been found to be a useful tool for designing antennas of
this type. Finally, it was found that both the directivity level as well as the bandwidth could be
further enhanced by using superstrates with curved upper surfaces, rather than a planar one.
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Abstract— In this paper, GTD, GO and PO is employed in calculating the back scattering
field of Unmanned Air Vehicle (UAV) in the 1 GHz. The calculated result is compared by FEKO
analysis program result. When target’s electric size is two times greater than its wavelength,
higher order diffraction field is ignored. The first order diffracted field will be sufficient to
calculate the target’s RCS.

1. INTRODUCTION

The problem of calculating the RCS of a complex target can be reduced, in many cases, to a set of
problems involving calculation of the RCS of relatively simple shapes, with which various parts of
the target are approximated, and then results are vectorially summed for the solution [3].

Asymptotic high frequency techniques (GTD/UTD, PO/PTD) remain essential for the solution
of scattering problems involving large objects of arbitrary shapes like airplanes, helicopters, missiles,
tanks and ships, at radar frequencies. But at present their implementation on a computer is rapidly
changing due to the used modellings. Especially, the shapes to which high frequency techniques
are applied are of growing complexity and the need for general computer codes which manage
automatically the geometrical modeling and ray searching is more and more pronounced [1].

Analytic determination of scattering from complex targets such as an aircraft is extremely
difficult, if not impossible. Some computer codes capable of providing numerical solutions are
available [5-8]. On the other hand depending on the directions of incidence and observation, high
frequency radar returns from a complex target may be thought of as composed of contributions
from a number of scattering centers [2]. A complex target can be assumed to consist of a number
of simple shapes whose scattering properties are known and based on this assumption a number of
models have been developed to determine the RCS of complex targets.

In this paper, GTD, GO and PO are employed in calculating the back scattering field of un-
manned air vehicle (UAV) for 1 GHz. Afterwards the calculated result is compared by FEKO
analysis program result.

2. ANALYSIS AND CALCULATION

Figure 1 shows the outline geometry of UAV model for the modeling purpose. In order to decompose
into basic geometrical shapes. This geometry can be assumed to consist of structures like in Fig. 2.
It is made up of metal material. Incidence and receiving are all plane waves of horizontal and
vertical polarizations.

The following steps describe the procedure to determine the RCS of complex structures such as
satellites, aircraft and missile [2].

1. The complex shape is divided into a number of segment simple shapes. Geometrically simple
shapes are now chosen in order to approximate the component shapes.

2. The RCS is calculated for each of simple shape.

3. RCS’s of individual segments are combined to obtain the RCS of the complete shape.

2.1. Analysis

The GTD backscattering RCS of the UAV is determined by using analytical expressions. As shown
in Fig. 1, body of UAV consists of two cone frustum and cylinder and wings and tails of UAV
consist of plane.

The expressions for RCS at angles 0 =0, (7/2—a1), 7/2, (7/2—a2), 1,0< 0 < 01,02 <O <
are obtained by the PO expressions. For angles other than these, RCS is obtained by the GTD/UTD
and superposition of contributions from individual scattering centers determined by the range of
aspect angles of interest. The contribution to the scattered field by each scattering center is obtained
by multiplying the incident field at position of the scattering center by the diffraction coefficient
and the associated phase contributions.
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Figure 1: Geometry of UAV model. Figure 2: Modeling of UAV body with basic geomet-
rical shapes.

Commonly diffraction field can be described as
EY(7) = E(Q) - D(¢, ¢') - A(r) - e I*7 (1)

where 7 is radius vector from diffraction point to field point, A(7") is attenuation coefficient and D
is dyadic diffraction coefficient.

P
7 (pe+7)
l:i_w (3)

Pc Pe a - sin® Bo

Q

A(F) (2)

All formulas above are built in ray-based coordinates. Dyadic diffraction coefficient can be
described in ray based coordinates as

D(6, &5 Bo) = —BoBoDs — ¢ dD, (4)

where Dg and Dj, are scalar diffraction coefficient of soft and hard boundary condition. The
diffraction coefficients are given by

Ds (@, n) = M [(cos% — 1>_1 F (cos T 2£) _1] (5)

ny/ 2mwko

where n is the 3/2 — o, 2/, the phase of diffracted ray, referred to a reference plane ¢ is given by
F2korsin 8 + 2kgl cos 6.

2.2. Synthetically Processing Data

For n scattering sources, RCS produced by the combination of them is

2

g =

(6)

n
§ :\/ae]QkRm
m=1

where o, is the RCS of every scattering source; R, is the distance from the m scattering center
to the radar. Considering the relations among phases, the method of relative phase is used to plus
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every scattering field.

6=0
o(0) = wk3r] (™)
0<f <6

1 o071 Sin 2 3
o(6) = mr} |2l "
0L <0< an
Os,p = 4w |Ds,h (% +0, nl) p(T1)1/2 exp(—iy1) (9)

+Dgp (5 —0,m1) p(=r1) 2 exp(itn) + Dy p(6, n2)p(rs)/? exp(itha)|”

RCS value in the other angle values is calculated alike.

2.3. Numerical Result

Basic dimensions of the sample Unmanned Air Vehicle (UAV) are given below. UAV body length
is 8m, UAV wingspan is 16 m and wing thickness is 11 cm. As shown in Fig. 2, back vertical tail
is located with 45°. Back tail width is 0.7m, length is 2.8 m and thickness is 8cm. Operating
frequency is 1 GHz. RCS value is examined for hard and soft polarization. As shown in Fig. 1, the
analysis of UAV’s RCS using FEKO progamme takes approximately 4 hours.

Figure 3: RCS value of UAV for soft polarization. Figure 4: RCS value of UAV for hard polarization.

Figure 5: 3D sketch of RCS value UAV for hard  Figure 6: 3D sketch of RCS value UAV for soft po-
polarization with FEKO program. larization with FEKO program.

Back scattering field of unmanned air vehicle (UAV) is obtained with GTD and PO. The cal-
culated result is compared by FEKO analysis program result.
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PO method is used in FEKO program. Because of this, the shadow and diffraction effects have
not been taken into account. This is the reason of the difference between the calculated result and
the FEKO result. The result of calculation and result of FEKO are showed in Fig. 3 and Fig. 4.
Since the base of FEKO program depends on moment method, its performance is not satisfactory
for real platform analysis [4].

Figure 5 and Fig. 6 show 3D graph of UAV RCS value obtained with FEKO.

3. CONCLUSIONS

In this paper, the calculated result is compared with the results of FEKO for 1 GHz due to hard
and soft polarization. But according to the results of calculation, when the electric dimension of
the objects are greater than double wavelength, the influence of the second diffraction field and
higher can be ignored. It is proved that the high-frequency calculation method can be applied with
reasonable effort and the results efficient in the performance for radar cross section calculations of
air vehicles.
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Abstract— Topographic phase is a key parameter in the Random Volume over Ground for-
est model. Its estimation error influences the estimation accuracy of other forest parameters.
Therefore, the error analysis and error control in topographic is necessary to obtain the accurate
forest parameters. This paper analyzes the main error sources in topographic phase and pro-
vides a method to estimate the possible error range. To examine the proposed method, the error
analysis is applied on the results of ESAR L band forest data.

1. INTRODUCTION

The estimation of biophysical parameters of forest from polarmetric and interferometric SAR data
has been demonstrated recently [1]. The inversion is based on Random Volume over Ground
(RVoG) model, which relates forest biophysical parameters with the observables. This model has
been widely applied to the deciduous forest, conifer forest and rain forest [2]. Based the model,
many techniques are proposed to inverse forest height and underlying ground height from the
POLinSAR coherences [3].

Up to now, forest height error due to bad estimation of the topographic phase has been ana-
lyzed [4]. However, the estimation error of topographic phase has not been discussed. Since its
errors would be passed to the results of other forest parameters, it is necessary to analyze and
control the error.

This paper analyzes and estimates the estimation error according to the geometrical character-
istics of coherence distribution. In the RVoG model, the topographic phase can be estimated from
the intersections of the straight line, fitted by certain group of coherence samples, and the unit
circle. According to the realistic coherence distribution, the factors leading to the estimation errors
in topographic phase are analyzed. Using the geometrical characteristics of coherence distribution,
this paper presents a method to estimate the possible estimation error. Experiments are applied
to examine the effectiveness of the proposed error analysis.

This paper describes the RVoG model and its topographic phase inversion in Section 2. Three
stages to analyze errors in topographic phase are presented in Section 3. The method to estimate
possible error range in each stage is proposed, too. To examine the error analysis method, exper-
iments are applied to the Traunstein forest data acquired by the L-band ESAR system. As the
results in Section 4 shown, the proposed analysis method is effective. Finally, the applicability of
the proposed method is drawn in Section 5.

2. RvVOG MODEL AND TOPOGRAPHIC PHASE

RVoG model is a layered physical model for the forest. It assumes the forest as a homogeneous layer
of randomly oriented scatterers covering on the ground. As shown in Figure 1(a), the thickness of
the layer or the forest height is h, and the scattering amplitude per unit volume scatterers is m,,.
The ground locates on the altitude zy and its scattering amplitude is denoted as mqg. When SNR
decorrelation and temporal decorrelation are negligible, the interferometric coherence in the forest
can be expressed as:

—»HQ — ) ~ —
5 (@) w7 ow _ it IV +m (_(:u) )
V(GAT16) (G T220) 1+m (J)

where superscript H represents the conjugate and transposition operation. Vector & is related to
the polarization states. Matrix T11, T92 and €219 are the outer products of the POLinSAR data:

Qo= (Fi'R2) . Ti=(FTk ), To = (Kf'Fs)
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where
. 1 FlHH + gu/v] . 1 FzHH + ng )
k1 = —= |Stgg — Sivv| and ko = — |Segn — Sovv 2
V2 2518V V2 282mVv

In (1), Symbol ¢y is the interferometric phase indicating the height of the ground. It is called to-
pographic phase in this paper. 7y represents the complex coherence for the layer. It is closely related
to the forest height and forest extinction coefficient o. m denotes the effective ground-to-volume
amplitude ratio and it depends on the polarization state &. Therefore, underlying topography can
be estimated from the RVoG model [3].

The coherence in (1) can be rewritten as:

5 (@) = €% [L(@) (1 - 4v) +3v] where L (&)= & (3)
L(&) is the ratio and falls in [0, 1). Figure 1(b) shows the distribution of complex coherences.
They form a solid blue segment of the red dash straight line. Moreover, the complex topographic
phase e/% is one intersection of the red line with the unit circle. Thus, the straight line and
topographic phase can be estimated from any set of coherence samples, such as complex coherence
in HH, HV or VV polarization state. In realistic, however, the coherence distribution in forest
does not accord to a straight line strictly. To obtain the accurate topographic phase, many inverse
techniques proposed to choose the reliable coherences sample. The coherences given by coherence
optimization are widely used because they have the possible highest correlation [3].

Im(7)*

- /™
e

H A ' | i »
-1 -08 -06-04-02 0 02 04 06 08 1 Re[7)

(a) Layered model (b) Coherence distribution

Figure 1: Schematic description for RVoG model.

3. ERROR ANALYSIS OF TOPOGRAPHIC PHASE

In real forest, the canopy scatterers are partly oriented and the volume scattering varies with the
polarization states. The forest observations do not satisfy the assumption of RVoG model. The
coherences in forest do not distribute along the straight line but disperse in a region. The shape
of coherence region may be an ellipse or a triangle. The choices of coherence samples influence the
estimation for the straight lines and topographic phase. Therefore, the error in topographic phase
is analyzed based on geometrical parameter of the coherence region.

This paper analyzes topographic phase estimation 450 given by the optimum coherences. The
whole analysis can be divided into three stages. Stage 1 analyzes the error when the coherence
distribution has preferred orientation. Stage 2 gives the fine error analysis when the coherence
distribution satisfies RVoG model. Stage 3 analyzes the error caused by SNR decorrealtion when
the estimate suffers from much less volume decorrelation.

3.1. Error Analysis in Stage 1

The coherence region is defined as the area within which all possible complex coherences disperse [5].
To describe its shape, a parameter named narrowness ratio is introduced. It is defined as the
distance ratio:

Na = max {33 — |, (51 —F2) (33 — 1) = — (51 — 32)" (33 — H4) .73 C R, 74 C R} )
max {|¥1 — J2|,%1 C R,52 C R}

where symbol R consists of the coherence on the border of coherence region. The red ring in Figure 2
forms the R and they are estimated as [5] did. The denominator in (6) is the length of longest
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axis in the coherence region. It is shown as the long solid line in Figure 2. The numerator is the
maximum length of the axis orthogonal to the longest axis. The narrowness ratio falls in the range
[0,1). The smaller the narrowness ratio is, the closer RVoG model is to the forest observations.
The less possible estimation error occurs in topographic phase. Hence, 1 — Na can be regarded as
the error risk indicator.

When the narrowness ratio is lower than 0.5, coherence region has obvious preferable direction
and the estimation error can be analyzed according to RVoG model. According to the model, the
line segment related to the topographic phase gives the possible largest distance. Hence, the longest
axis gives the expected topographic phase ¢g shown as brown circle in Figure 2. Considering the
reliability of RVoG model, the possible error in ¢20 can be estimated from:

1 L
%= 1" Na ’arg <€]¢Oewo)‘ (5)
Symbol arg() is to calculate the argument. When the RVoG model does not fit to the data, the
estimation error ¢y — ¢¢ is amplified to large possible error. In this situation, no further error
analysis can be done according to the RVoG model. When RVoG model is reliable, the possible
error estimated in Stage 1 is very close to ¢g — ¢g and detailed analysis in Stage 2 can be applied.

3.2. Error Analysis in Stage 2

Besides the shape of the coherence region, the RVoG model can be examined according to the
interferometric phase. Deduced from (1), the interferometric phase changes monotonically. The
preferred segment of the coherence region gives the maximum phase difference. The coherence
samples with the maximum phase gradient can be used to estimate the expected topographic phase
90' It is shown as the blue circle in Figure 3.

Since ?0 and ¢¢ are estimations given by the RVoG model, their differences serves as a goodness
indicator for the model and the expected ones. The small difference between gbO and ¢g indicates

the expected topographic phase is reliable. Stage 2 analyzes the possible error when the phase
difference between @0 and ¢q is less than 0.3 rad. In this situation, the deviation of estimated
topographic phase from the expected ones can be taken as the estimation error:

arg (ejﬂgoe*jﬂgo) ‘ ’ ‘arg <€j¢306—]90> } (6)

When the phase difference is over the threshold 0.3 rad, it is hard to identify whether ?0 or ¢g is
the reliable. Maybe both @0 and ¢g suffer from the estimation errors. That is why the fine error
can not be estimated.

$e2 = max {

3.3. Error Analysis in Stage 3

In RVoG model, the errors caused by the SNR decorrelation are neglected. However, the SNR
decorrelation would dominate the phase error when the volume decorrelation effects are decreased.
It is to say the phase difference between ¢0 and ¢g need to be less than 0.1 rad. The Stage 3 is to
analyze the estimation error caused by the SNR decorrelation.

Taking the SNR decorrelation ygng into account, the forest coherence can be expressed as:

(@) = ysnr - €9 [L (@) (1 = Fv) + v (7)

Figure 4 shows the effects of ygngr on the coherence distribution. The observed segment marked
by the brown solid line shrinks from the real green solid line. Therefore, the expect topographic
pahse ¢q is deviated from the real topographic phase ¢y. To get the phase information ¢g, the
SNR decorrelation ygng should be estimated. When ~gngr is known, the observed line segment
can be shifted to the real segment. The intersection of real segment and the unit circle is the real
topographic phase. Deduced from the coherence sample with the optimum coherence:

[3(@1og)I <1
=

[F10pt] = |YeNR] -+ |7 (P1opt [VsNR| = [F10pt] (8)

To estimate the maximum possible estimation error, the largest effect caused by vsnr = |Y1opt
is analyzed. The endpoints 41 and 7o of the longest axis in the observed coherence region are



Progress In Electromagnetics Research Symposium, Beijing, China, March 23-27, 2009 1467

shifted to 41 /ysnr and 42 /ysnr respectively. The possible topographic phase qzﬁo, farthest from gﬁo,
is obtained. The possible estimation error, accounting for ysNg, can be calculated from:

oz = ‘arg (ejéso eﬁa%)

(9)

I Image
A,SFBE,Qi_m _ng?jY)

P

Figure 2: Analysis in Stage 1. Figure 3: Analysis in Stage 2. Figure 4: Analysis in Stage 3.

4. EXPERIMENTS AND RESULTS

The proposed method is applied on the experimental results to demonstrate its effectiveness. The
data were acquired by L band ESAR system in 2003 and they covered Traunstein Forest sites
in Germany. The topographic phase estimations ¢g given by the three optimum coherences are
analyzed. Using the X band InSAR DEM results of the bare ground near the forest (10-pixel
distance), the reference topographic phase ¢ in the forest can be calculated. Compared with the

deviation ]arg(ej‘z’oe_jd’oﬂ, the estimation error given by the three stages is assessed:

1. Calculate R and Na. If Na < 0.5, the coarse error can be estimated from (5) and go to Stage
2; or else, begin the analysis for the next result.

2. Calculate phase difference between 90 and ¢g. If the phase difference is less than 0.3 rad, the

error can be replaced with the error defined in (6) and step in Stage 3; or else, go back to
Stage 1 to analyze next result.

3. If the phase difference is less than 0.1 rad, the error can be replaced with the result of (9); or
else, go back to Stage 1 and analyze the next result.

Figures 5-7 compare the error estimations and the measured error in three stages respectively.
From the distribution of the red samples, most error estimation in Stages 1 and 2 are larger than
the measured ones. They can provide the coarse range of the estimation error. The estimated error
in stage three gives more fine estimations because more percentages of estimated errors are close
to the measured ones. It is potent to analyze the accuracy of topography estimations.

Compartions of Estimated Errars {x Stage 1 with Measured Errers Comparisons of Estimated Errors in Stage 2 with Measured Errors Comparisans of Estimated Ervors in Stage 3 wirh Measured Errors
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Figure 5: Analysis in Stage 1. Figure 6: Analysis in Stage 2. Figure 7: Analysis in Stage 3.
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5. CONCLUSIONS

This paper analyzes the error in topographic phase estimated from RVoG model. According the
goodness of RVoG model, the possible error can be estimated in three different stages. The latter
stage can gives finer error estimation than that given in the front stage, but applicability of the
latter one is not as good as the front one.
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Abstract— In this paper, a rigorous study of the transverse operator method (TOM) formula-
tion is presented by an inhomogeneous rectangular structure of ferrite with transverse anisotropy
which will be followed by the application of the Galerkin method.

Our study is essentially focused on the determination of the propagation constant in a ferrite
image line magnetized longitudinally by a static magnetic field. The transverse operator method
has been applied to a generalized multidielectric waveguide structure. Our results were obtained
for the dielectric image line and compared with others approaches and good agreement with well
kow analysis was obtained.

1. INTRODUCTION

The formulation based on the study of the transverse components of the electric and magnetic fields
has been applied to dielectric waveguide problem by K. Ogusu [1]. The TOM was developed and
applied to a number of multidielectric waveguides [2, 3].

In this paper, the formulation of TOM will be presented for the ferrite image line. Our results
are in good agreement with those previously published [4]. The transverse operator which is another
formulation of the Maxwell equations is here used to define the rectangular waveguide characteristics
charged of ferrites. This method consists on eliminating the longitudinal components and resolving
the propagation equation by developing the transverse fields in series of modes of a closed structure
(empty metal guide).

The elimination of the longitudinal fields in the Maxwell equations lets appear an operator L
named the transverse operator. The resolution of the propagation equation by the Galerkin method
leads to an eigenvalues equations.

2. THEORY

At the microwaves frequencies, the ferrites are characterized by a tensorial permeability which rep-
resents their induced anisotropy under a magnetic field. The permeability of the ferrite magnetised
longitudinally is described by the Polder tensor:

— po —jk O
= o - |:Mtt Mtz:| =g |JK 7 0| = [0 * Frf s (]_)
2zt F-71 0 0 Ly

where p, k and p,, are real quantities. For a partial magnetization of the ferrite, Green [5] and
Schlomann [6] give the empirical expressions of p, k and p,,. When the magnetization is equal to
zero, k£ = 0 and u = p,, = 1. The ferrite becomes then an isotropic dielectric.

In this paper, we will study, using the transverse operator method, the propagation in the ferrite
image guide represented by the Fig. 1. An eigenvalues equation can be obtained.

In the ferrite medium, the Maxwell equations are expressed as follows

rot E = —jwpopi, - H (2)
rot H = jwege, - E (3)

By considering the propagation in the Oz direction and by eliminating the longitudinal components
of the electromagnetic field, we obtain the following expression [2, 3]

fft(I)(x7 y) = jnaz‘I’(% y) (4)
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Ly is the transverse operator defined by

koer — 1/koOy [1/pr-0; | 0
P = a ()
With
9 0 7o 0 —J
+ [ . —_ yl. —_ . — .
at - [ 8,7; 8.2]7 at |:_8J;:| ) n |:770 0:| ) 1o |:] 0 :| )
k() = WA/EQM05 b= [Et Hé]t; Hl = ij -H (6)

® denotes the transverse field vector, ko and zg = +/po/€o are respectively the propagation constant
and the characteristic impedance of free-space. 9; is the transverse curl operator with 9;" its adjoint
operator.

By using the transverse anisotropy, we obtain a new formulation with two transversal magnetic
components or two transversal electric components. For the first case, we have [2]

L'H{(x, y) = k2 H{(z, y) (7)
with: 1 1
L' = kSarﬁtt - antg—aj%& - HOﬁttnoat_atJr (8)
T Tz

We describe the discontinuity of the permittivity and the permeability in the guide by the Heaviside
function U and the Dirac impulsion §.

A

(I):gl,/ul

0

Figure 1: Cross-section of ferrite image guide.

The expression of ¢, and p,, in different mediums can be written as follows:

e =14 (g2—1)-U(X) U(Y) 9)
Hrz = 1+ (MTZQ - 1) : U(X) : U(Y) (10)
where:

UX)=U(x—a1) —U(x — az) (11)
UY)=U(y) —U(y—btr) (12)
0(X) = 0, U(X) (13)
I(Y) =o,U(Y) (14)

OrEp gro— 1
-, 2€r2+1 0(X)-U(Y) (15)

ax< ! ): g b2 =1 sy oy (16)
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The decomposition of the field ﬁt’ on a complete basis (trigonometric functions) permits to obtain
a system with eigenvalues which can be written as follows:

G-H =k H (17)

G is a (2N x 2N) matrix with N = m-n: number of modes; m and n are natural integers, verifying:
(m, n) # (0,0). The eigenvalues and the eigenvectors of H' are respectively the propagation
constants k., and the development coefficients of the guide field.

3. RESULTAT DE SIMULATION AND DISCUSSION

The structure of the Fig. 1 that we have studied is a rectangular guide formed by the air and a
ferrite medium, named image guide. The parameters of this guide are given by the Table 1.

Table 1: Guide parameters of Fig. 1.

ai/by | as/ar | €1 | er2
1 3 1 13.1

We obtain the following dispersion curve (Fig. 2). B = (sz/TIZU)Q

propagation constant and V = 2a1kg+/e,2 is the normalized frequency.

represents the normalized

. Our results with the TOM
------  Resultsof Colin G. Wells[4]
ok 1 Results of J. E. Goell [4]

Figure 2: Normalized propagation constant of ferrite image line compared with Reference [4]; (Hy =
0KA/m).

In Fig. 2, our results are compared to those obtained by a mode-matching technique [4]. Good
agreement can be observed for the normalized phase constant. The proposed method gives bet-
ter numerical convergence than those approaches (The convergence stability of the propagation
constant is obtained when reaching the value N = 5 modes) because of the appropriate choice of
eigenfunctions. Other ferrite waveguides with arbitrary cross-sections can be studied using this
procedure with no modifications.

The main advantage of the TOM is that the number of eigenmodes used in the analysis does
not depend on the multidielectric structure because only one complete basis, that of the associated
stratified dielectric waveguide, is used. This will not be the same with other methods such as mode
matching techniques, finite difference and finite element methods.

4. CONCLUSION

In this paper, we have extended the transverse operator method to the case of ferrites. Our design of
the permittivity and permeability discontinuities and our choice of the basic trigonometric functions
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give better results of the propagation constant compared with other methods in the literature.
Moreover, the convergence of the proposed method is very fast.
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A Localization Scheme Using Bi-directional Metrics Joint
Estimation

C. K. Seow, S. Y. Tan, and S. W. Chen
Nanyang Technological University, Singapore

Abstract— This paper presents a novel localization scheme that leverages on the joint estima-
tion of the Angle of Arrival (AOA) and the Time of Arrival (TOA) at the mobile and reference
devices. A two-step least squares (LS) location estimator that utilizes the TOA and AOA infor-
mation at both the reference and mobile devices is developed. Numerical simulation results in
a typical environment demonstrate that the proposed joint localization scheme which uses only
one Line of Sight (LOS) reference device, provide much better location accuracy compared to the
conventional unidirectional TOA and TOA/AOA localization schemes, which use disjoint metric
estimation and three reference devices.

1. INTRODUCTION

Usually, the performance of the conventional localization schemes [1, 2] will degrade when the chan-
nel environment consists of a multipath-rich medium with numerous scattering objects (scatterers).
One or more reference devices (RDs) may not be in the LOS range of the mobile device (M D), thus
rendering the geometrical relationship derived for LOS localization erroneous. Various Non Line
of Sight (NLOS) mitigation techniques have emerged [1,3] to overcome this problem. However,
these NLOS mitigation techniques will only perform satisfactorily if the number of LOS RDs is
greater than the number of NLOS RDs, which may not be feasible in multipath environments.
Furthermore, the measured NLOS AOA may be mistaken as LOS AOA for scheme [2] that obtains
TOA and AOA measurement separately.

In this paper, we propose a novel localization scheme to overcome above limitations. The
AOA and TOA are estimated jointly at both the RD and M D (referred to as bi-directional metrics
estimation). This can be done as both ends are equipped with antenna arrays for carrying out AOA
estimation [4,5]. The advantages of using bi-directional estimation for localization are twofold.
Firstly, we can devise a NLOS path rejection mechanism to infer whether each measured path
is LOS or NLOS. The underlying mechanism is the LOS angle relationship that exists between
each RD and M D pair. Secondly, bi-directional estimation allows an enhancement technique for
readjusting and improving the accuracy of the AOA measurement values at both the RD and M D
to be designed. Through these readjustments, the accuracy of identifying the M D’s location is
improved.

With bi-directional measurement information coupled with the NLOS path detection and AOA
adjustment techniques, our proposed localization algorithm that uses only one LOS RD generally
performs better than conventional unidirectional localization scheme with three RDs.

2. CONCEPT AND FORMULATION

As depicted in left plane of Fig. 1, RD; with known coordinates (z;, y;) has a measured AOA «;
and TOA t;, while M D with unknown coordinates (z, y) has a measured AOA (3; and TOA ;. It
should be noted that M D does not know the position of RD;. Therefore, RD;- in Fig. 1 depicts the
assumed but incorrect position of RD; due to the values of 7; and 3; measured at M D. Similarly,
M D' denotes the assumed but incorrect position of M D due to the inaccuracy of the TOA and
AOA (t; and o) measurements at RD;.

We infer that a measured path between RD; and M D is an LOS path if the following devised
geometrical relationship is satisfied

|aj — G| < 180° £ 05 (1)

where 0; = max (30% , 305].). Oq,;, 0g, are the standard deviations of the AOA measurement noise
at the RD; and M D respectively. Measured path with an angle difference greater than o; will be
assumed as a NLOS path and rejected. Next, we devise the two step joint LS localization scheme.
The measured angle and time parameters at RD; and M D can be formulated as

lj=ctj=1]+n, ri=cry=1r]+n, o;j=aj+n., B =70+ng (2)
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Figure 1: (Left) Localization in a 2D plane with one reference device. (Right) Geometrical relationship
between the devices.

where j = 1---N with IV being the number of LOS RDs and c as the speed of propagation. [7
and of(r$ and 37) represent the noise free TOA (in terms of distance) and AOA at the RD;(M D)
respectively. n; , n,, and ng,, ng, are the TOA and AOA Gaussian measurement noises at RD; and
M D respectively. For TOA in (2), it can be expressed as devices’ coordinates using the relationship

12 =10 = \/(x — xj)Q + (y — yj)2 and derived as

l]2~ — Kj = =2z — 2y;y + R+ 2ljn;, + ni, ?”]2- — Kj = —2zj7 — 2y;y + R+ 2rin,, + n%j (3)

where K; = .TJ2 + yj2- and R = z? 4+ y?. For the AOA «; in (2), it can be expressed as

o = tan"! (Z/_y]> = z;sina; — yjcosa; = xsinaj — ycosq; (4)
T — Ty
To have non-singular matrices, ; is formulated using a different approach as shown in right
plane of Fig. 1. The chord of the circle (represented by the line RD; and RD;) can be used to
derive the relationship between the devices as follows:

2
(SC; - Jij)z-i- (y; — y;-)2 = (27“;-)8111 n?) ,

2= a—r9cos (B —7), o =y—rosin(6;—7) (5)
(5) can be rearranged and expressed as
K+ 7"3?2 — 27 (x5 cos B + yjsin Bj) ~ 2 (z; — r§cos B;) & + 2 (y; — rfsinfB;) y — R+ r?2n%j (6)

assuming for a 30, confidence interval with og, < 20°, sin (n%) R~ n%

The accuracy of a; and 3; in (4) and (6) can be further improved by the straight-line angle
relationship in the LOS path as shown in left plane of Fig. 2. This is an advantage which cannot
be realized in unidirectional estimation. In Fig. 2, oz; and ﬁ; have the following relationships with
a; and [3;

a; = oy, 5;- = 360° — 3; (7)
In ideal conditions with no noise perturbation, the following relationship will always hold
o+ 3 = af + 87 =180° (8)

as «; and ; are equal to o] and [ respectively. With measurement noise, (8) becomes an

inequality. However, the equality relationship can be reestablished through the following proposed
criteria:

o=l OIS0, o) == eifus B = el ©
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Figure 2: (Left) Geometrical relationship between the angle of arrival for a LOS path. (Right) Geometrical

layout for the experiment in Nanyang Technological University, EEE S1, level B3 (S1-B3).

where o/ and 3] are the new AOAs at the RDs and M D respectively after the adjustment. e; is
defined as the noise angle difference for RD; and f,,, fg, are the error weighting factors given as

Oa,

Oa, +0p,’ To; =

03;
Oa; +0p;

Ja, (10)

With unknown MD coordinate Z, = [x,y, R]", the new AOAs are put into (4), (6) and al-
together with (3), the joint localization matrices can be formulated as h G.Z, + Y, with

_ T T 1T T 1T
h = [hd1>"' hy by, 7h«9N] )
Ga: [GdI)Gd17"' 7GdN7GdN7GO¢17Gﬂ1>"' 7GO¢N7GI[3N]T)
T T
hdj = [l]2 — Kj,TJz — KJ] ’Gdj = [—21’]', —Qyj, 1] s
G, = [sinoz?, — cos a?,O]T,hgj = [:cj sina? — y; cOS a?,Kj + r;ﬁ — 27‘;’ (asj cosﬁ}’ +y; sinﬁj‘»’)]T,

T

Ggj = [2(zj —rfcos57),2 (y; —r9sin39),—1]" 94 = 2Bn; + Cny + Dn3 + Eny + Fn; + Gng

B —diag { .19, 50y (1= ) M (1= f) 05 (1= ) Mor (1= f) 2 }

C = diag{0,0,--+,0,0, fa, A1, 2f5, 771, - fax AN, 2fp, TR IN Y

D = diag {O, 0,--+,0,0, fa,k1ng, (2f517“fv1 +7‘i’2) ngllax, o fan KNGO, (Qngr?VvN—l—rf\?)ngfx}

E = diag {0,0,---,0,0, f2 A1, 23 r{71, - fa A, 205,y

F =diag {0,0,---,0,0, (f2, = fay) 61,2 (f5, — f5,) rS01, - (f3, = fan) 6+ 2 (F3, = fax) TRUN}

G = diag{1,1,---,1,1,0,0---0,0},

Aj = cos a;? (2° — xj) +sin a? W —vyj),v = cosﬂj’? (yj —vy°) — sinﬁj‘-’ (xj — %)

Kkj =sinaj (2% — z;) — cosaj (y° — y;) ,vj = cos #7 (xj — 2°) +sin 37 (y; —y°) j=1---N

Ny =[N, Ny, Ny Mg s My > M3y 5 --naN,nﬁN]T,ng =1[0,0,---,0,0,n8,,nqa,, " -n[gN,naN]T

n3 = [0,0,--- ,O,O,nal,ngl,--'naN,ngN]T,

ny = [0,0, -0, O,niln,gl,n%ﬁnal, . -niNngN,n%NnaN]

ns = [0,0,---,0,0,nq,n8,, N, ng,, - -‘naNnBN,naNngN]T,nﬁ = [ni,n%l, . ‘-nlzN,n%N,O,U"O,O]T
ng* and ngljax are defined as the upper bound of the AOA errors for ny, and ng, respectively and

are equated to 304, and 30g, respectively in the experiment. Similarly as in [1], ng is neglected.
As the odd order moment of a Gaussian random variable is null (moment of n4), the above joint
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estimator will be an unbiased estimator. The first-step LS solution will be given as

Zo = (GIW'G,) ' GIW 'h, W= E [1h)] (11)

To solve for Z, in (11), we need the matrices ¥, h and G, which require the unknown actual
distances 17, 77 and angles af, ﬂj‘-’ for j = 1---N. Therefore, we first use the measured values [;,

rj, aj, Bj instead of the actual values, and set ¥ = I yx4n to estimate an initial solution. The
corresponding matrices ¥, h and G, are recalculated with the new estimated [;, r; using this initial
solution. «j, §; in the above matrices are also readjusted using (9). A better estimate of Z, is
obtained by using the new matrices ¥, h and G,. The process can be repeated until the solution
converges. Our simulations show that one iteration is sufficient for obtaining a good estimation

of Za. The second-step LS approach for obtaining the M D coordinate Z = |z, y]T will be similar
to [1] where Z = £,/Zp and
(Za]; 1
[Za}g ) Gp = 0
1

(Za)
B, = diag {z°,4%,0.5}, cov(Za) = (GgT\I’AGg)_I

, Up =4Bpcov (Z,) Bp,
P P a) Bp (12)

=)

Tg—1 1 ~T -
Zp = (G, 'Gp)  Gl¥ 'hp, hy, =

Similarly, (z°,y°) and G¢ can be replaced by the (z,y) in Z, and G, respectively during
estimation. This process is carried out once to render an accurate result.

3. RESULTS AND DISCUSSIONS

Figure 2 (right plane) depicts the environment at Nanyang Technological University, School of
Electrical and Electronic Engineering (EEE), block S1, level B3 [6] that is used to evaluate the
performance of our proposed localization scheme with the conventional localization schemes [1,2].
Three reference devices were located at RD; (25m, 9m), RD2 (18 m, 4m), RD3 (3m, 14m).
For simplicity, the first dominant path is extracted from each RD. The paths’ parameters (TOA
and AOA) are obtained through the ray tracing methodology [6,7] and subject to Gaussian ran-
dom variable noise with zeros mean. 10,000 M D locations which are uniformly distributed in
the environment are simulated to obtain the Average Location Error (ALE) performance compar-
ison between our proposed localization scheme and the conventional TOA, TOA/AOA (modified
from TDOA/AOA scheme to TOA/AOA scheme for stricter comparison as TOA/AOA scheme has
better performance than TDOA/AOA scheme) localization schemes with three RDs [1,2]. The
conventional TOA localization scheme [1] has its own mitigation technique while the conventional
TOA/AOA localization scheme [2] is coupled with the mitigation technique in [3]. The location

Average Location Error (ALE)

Average Location Error (ALE)
25 : : : : : T T . . 30 : : : : :
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Figure 3: (Left) Average Location Error (ALE) when the distance standard deviation o4 = 2m, the AOA
standard deviation o, = 5°, 10° and og varies. (Right) Average Location Error (ALE) when the AOA
standard deviation o, = og = 5°, 10° and o4 varies.
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RMS error o, \/E {(CC — :L“O)2 +(y — y0)2 is computed based on 10,000 independent runs. ng'®

max

and ng** were set to 30q, and 3o, respectively.

Figure 3 (left plane) illustrates the various schemes’ ALE performance as og of our proposed
joint LS scheme is varied. The standard deviations for the distance and the angle (04 and o,) are
chosen to be the typical values of 2m and (5°, 10°) respectively. Our proposed joint LS scheme
using one LOS RD outperforms the conventional schemes for all variations in 03. As o escalates,
the proposed joint LS scheme’s ALE does not escalate substantively, because of the bi-directional
angle relationship (9). Fig. 3 (right plane) depicts ALE performance as o4 escalates while both
0o = 0g = 5°, 10°. As shown, the proposed joint LS scheme using one LOS RD outperforms the
conventional scheme. It is worth noting that our proposed localization scheme is not sensitive to
changes in fq,, f3, due to changes in 04, 03. This reflects the robustness of the AOA adjustment
technique.

4. CONCLUSIONS

A novel approach for source localization using bi-directional joint estimation of TOA/AOA and
only one LOS reference device has been proposed. The joint LS implementation coupled with
AOA adjustment and NLOS path rejection techniques have been devised. The new approach is
compared to two conventional localization schemes, the unidirectional TOA scheme and the disjoint
unidirectional TOA/AOA scheme, in a typical environment. The ALE simulation results indicate
that the joint LS, which uses only one LOS reference device, outperforms the conventional schemes
for all cases of error variations with a much higher margin.
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Propagation of Ultra Wideband Signals in Automotive Environment

Ching-Ping Wang and Wen-Jiao Liao
National Taiwan University of Science and Technology, Taiwan

Abstract— This work investigates the propagation of the ultra wideband signal in automo-
tive environment, especially the car underhood. Measurements as well as simulations using
high frequency numerical electromagnetic tool are performed to examine the interaction between
broadband signals and obstacles in the propagation environment. The measurement setup con-
tains two broadband antennas. A large metal plane and a box with conducting surfaces are put
in the environment in various configurations. Transmission magnitudes and phases are recorded
with a network analyzer by sweeping from 2 to 6 GHz. By applying the Fourier transform, the
frequency spectrum is converted into time domain to examine the propagation characteristics
of the environment. With adjustments in the propagation environment setup, the location of
primary scatters can be identified.

1. INTRODUCTION

UWRB technology is a transmission scheme that spreads information over a large frequency band.
It has many merits such as high data rate, low power consumption, low cost, high security, and
anti-interference. For the past few years, its primary application target is aimed to high speed
transmission in Wireless Personal Area Networks (WPAN), which facilitates the multimedia trans-
mission need for video or audio contents. In practice, it can substitute connecting cables within
10 meters [1, 2].

This research is motivated by the need of wireless in-car communication. New electronic devices
such as the tire pressure monitoring and collision avoidance radar were devised and implemented
on cars. Due to the variation in sensor locations, the wiring issue may impose a critical problem
for such an after market product [3]. Since the automotive environment is rich in scattering and
reflection, quality of conventional narrow band communication can be sensitive to transmitter and
receiver positions. Therefore, we are interested in evaluating the propagation characteristics of a
broadband signal in a complicated environment to study its impact on impulse signals.

Behaviors of broadband signal propagation were constantly investigated. For example, the
effect of laptop computer shielding on UWB signal propagation in an indoor environment has been
studied in [2]. Measurements of UWB signal attenuation in car environment is conducted in [3].
Ultra wideband signal propagation in desktop environments is investigated in [4]. In this work,
we conducted both simulations and measurements that emulating broadband signal propagation
in an underhood environment. Instead of directly measuring an impulse signal, we utilized a
network analyzer to sequentially record the So; transmission in a broad frequency range form 2
to 6 GHz. The recorded frequency spectrum is then converted into the time domain via Fourier
transform, which synthesizes an impulse signal of extremely short period to reveal the propagation
environment characteristics. By adjusting the propagation setup, we can identify the locations of
primary scatters and analyze the transmission behavior under different scattering environments.

2. BROADBAND ANTENNA DESIGN AND PERFORMANCE EVALUATION

In order to transmit broadband signals, antennas that comply with the UWB band were fabricated.
A broadband monopole is adopted from [5] with a microstrip line feed. To validate its performance,
the reflection coefficient spectrum and radiation patterns of the antenna are measured.

The prototype antenna shown in Figure 1(a) was fabricated with a 60 x 60 mm substrate. In
order to tune the antenna into the desired operation band, copper pasters were applied around the
radiator for tuning. Figure 1(b) shows the adjusted antenna. Figure 2 shows return loss curves
of three monopoles in different sizes. The red curve yields a return loss below —7.14dB from 2 to
6 GHz. The corresponding antenna, which is 4/3 times bigger than the original design, is then used
as transmitting and receiving antenna as well.

The measured radiation patterns indicate that the maximum gain of co-polarization appears
at ¢ = 0° and 150° on the E-plane. The polarization is vertical and the maximum gain is about
3.3dB and is nearly omni-directional on the azimuth plane below 4.5 GHz. Note the realized gain
values of cross-polarization on the Azimuth plane become lager from 4.5 to 6 GHz, which indicates
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Figure 1: Fabricated broadband monopole antennas. Figure 2: Return loss spectra of prototype antennas.

that the radiation has both vertical and horizontal components at the high band. Nevertheless,
this antenna is vertically polarized in principle below 4.5 GHz.

3. EXPERIMENTAL MODAL SETUP AND SIMULATION METHOD

The propagation experiment was setup in an EMC chamber. Two aforementioned monopole an-
tennas were used for signal transmission and reception. Measurements with various test setups
were performed. The setup shown in Figure 3(a) is denoted as “No Ground”. The one shown in
Figure 3(b) is denoted as “Add Ground”. The cart’s length, width and height are 91 cm, 46 cm
and 88 cm, respectively. Receiving as well as transmitting antenna were located above the cart’s

edge by 10 cm.
Add Ground =
| - =

=r

.

(a) No Ground (b) Add Ground

Figure 3: Propagation measurement environment.

We also wrapped a paper carton with aluminum foil and used it as an obstacle between two
antennas. The box was put in the middle of the ground plane. The dimensions of the box are
19cm x 26 cm x 29 cm as shown in Figure 4. Because there are six posture conditions possible with
the box, six cases were defined and measurements were performed according. The length, width
and height of the box posture are labeled in Figure 4.

The experiment was performed in two steps. We first measured the amount of transmission
with a network analyzer. A total of 801 points were measured from 2 to 6 GHz. We next per-
formed Fourier transform to convert the frequency spectrum into the time domain to visualize the
propagation delay introduced by the environment.

In addition to the propagation measurement described above, we also used a high frequency
numerical tool to simulate the broadband propagation characteristics. The tool used here is Nu-
merical Electromagnetic Code-Basic Scattering Code (NEC-BSC). This software adopts ray tracing
techniques in conjunction with Uniform Geometrical Theory of Diffraction (UTD). It computes field
contributions from various scattering mechanisms such as reflection and diffraction. The distribu-
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tions of field intensity in far field as well as near field can be acquired.

Figure 4: The metal box used in propagation measurement.

The simulation model was setup to emulate the measurement environment. The components
incorporated include the transmitting antenna, receiving antenna, the ground plane and the metal
box. In the simulation, a frequency sweep from 2 to 6 GHz was performed.

Note that the simulation model is different to the actual measurement environment in several
ways. The transmitting antenna is a vertically polarized half wavelength dipole whose length is
varied with the transmitting frequency. The receiving antenna is replaced with an observation point
to record the electric fields. The cart in the measurement is replaced by a 100 cm x 50 cm metal
plate in the simulation. The ceiling and walls of the EMC are omitted in the simulation.

Similar to the experiment process, the simulated results were also transformed into time domain
to examine the interaction between the waves and obstacles in the environment.

4. OBSERVATIONS OF EXPERIMENT RESULTS

Figure 5 shows the measured transmission spectra of two setups. For both cases, the amount of
transmission decreases as the frequency goes up. Though both curves exhibit volatile variations,
one can tell that the curve of the “Add Ground” case is about 3 dB higher than the one of the “No
Ground” case. This indicates that the cart is an effective reflecting surface.

From Figure 6, it can be found that the amount of transmission of all cases containing the
metal box is much lower than the “No Box” case, which is referred as the “Add Ground” case
in Figure 5. The difference is above 10dB below 4.5 GHz. The reduction rate of the “No Box”
case becomes larger above 4.5 GHz. This is because the antenna polarization is not strictly vertical
above 4.5 GHz and therefore suffers gain reduction. The levels of all cases fall as the frequency goes
up. The apparent gap between the “No Box” and cases with the metal box in place indicates that
the box, which blocks the line-of-sight propagation, contributes substantial attenuation. Similar
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Figure 5: Transmission spectra with and without  Figure 6: Transmission spectra with and without
the ground plane. the metal box.
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attenuation phenomenon of metal obstacles is found in [3].

We next converted the measured results into the time domain. Since we recorded transmission
results of a relatively broad bandwidth, a fine time domain resolution can be achieved according to
the Fourier transform relationship. Furthermore, because the velocity of electromagnetic wave is
a constant in a homogenous medium, the signal’s time domain variation is the same as its spatial
domain variation.

The relationships between frequency bandwidth and time sampling interval as well as the one
between frequency sampling interval and time duration is governed by the Fourier transform. Ac-
cording to the bandwidth and frequency resolution of the experiment, the associated spatial reso-
lution is 7.5cm and the total length is 6000 cm. According to the transform results, most of the
energy comes in at 105 cm for the “Add Ground” case. Its magnitude is twice as strong as the one
of “No Ground” case. In comparison, the transmitted energy for cases with the metal obstacle is
much weaker than the ones without blockage. Details of the propagation features for cases with the
metal box are plotted in Figure 7. According to the boundary condition of conducting surfaces, the
electric field is normal to the metal plate. Because the transmitting antenna is vertically polariza-
tion in general, the waves are more likely to crawl over the top surface. Moreover, the surface wave
is attenuated in proportion to the travelling distance. This phenomenon can be explained using
plots in Figure 7. Because the distance (L) of the top surface in “Case 2” is 3 cm shorter than the
distance in “Case 17, the attenuation is weaker and the peak is higher in “Case 2”. The height (H)
is higher in “Case 3”7, and the transmitted signal must impinge the top edge with a larger incident
angle. Therefore, the amount of incidence is smaller and the peak is weaker than the one in “Case
27, As to “Case 47, although the height is 26 cm, the peak is still high since the length is 19 cm
only. In general, the locations of the peaks do not change much. The first peak positions for “Case
1”7 to “Case 4”7 are 105cm, 112.5cm, 120 cm and 112.5 cm.
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Figure 7: Comparisons of spatial domain distributions with metal box.

The NECBSC simulation results are shown in Figure 8(a). The most obvious difference to the
measured results is that the transmission spectra are very stable. This is because the simulation
model, which contains no walls, is lack of multiple reflection terms. The “No Ground” case, which
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contains antennas only, yields a flat line. In other cases, the transmission amplitudes, similar to
the measurement, suffer more attenuation as the frequency goes up.
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Figure 8: Simulated frequency and time domain transmission results.

The spatial domain results are also derived by applying the Fourier transform. The peak values
found in “No Ground”, “Add Ground”, and all cases with metal box are in proportion to the
measurement results. The peak values of “Add Ground” and “No Ground” both occur at 97.5 cm.
The peak value for the case with metal box appears at 112.5cm.

5. EXECUTIVE SUMMARY

In this work, we have explored the UWB propagation characteristics in the presence of obstacles,
which is common in automotive environment. The impulse signal responses at various setups were
synthesized via Fourier transform on frequency domain results. Both measurement and simula-
tion approaches were attempted. To facilitate the measurements, we first fabricated broadband
monopole antennas. The return loss spectrum and radiation patterns of the prototype antenna
show that its performance can comply with broadband signal transmission needs. In the measure-
ment, the 2 to 6 GHz bandwidth provides a 7.5 cm spatial resolution to reveal the transmission
path of UWB signal and the blockage effect of the metal obstacle. As to the simulation results,
the changes in the transmission spectra behave similar to the measured ones. However, because
multiple reflections due to room walls were not considered and the antenna used in the simulation
has no frequency dependence, the volatile spectra shown in the measurements were not seen in the
corresponding simulation results. A more detailed simulation model is needed for future exploration
on propagation of UWB signal in the presence of obstacles.
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A Simplified Statistical Modeling of Radioclimatological Parameters
for LOS Links in South Africa

P. K. Odedina and T. J. Afullo
University of KwaZulu-Natal Durban, P. O. Box 4000, South Africa

Abstract— Different techniques has been proposed by various authors in different regions of
the world to model the solution to radio wave propagation problems, but most of these techniques
have not considered modeling the primary parameters on which other radioclimatology factors
are based. This paper has therefore focused on working from the basics, by considering the initial
parameters on which radioclimatological factors were based. These initial parameters namely;
temperature, pressure and humidity were modeled with vertical height increase using one year
radio propagation data and six years radio propagation data in Durban, KwaZulu Natal province
of South Africa. A simplified statistical technique is employed in the analysis of this data.

1. INTRODUCTION

The propagation of electromagnetic waves around the earth is influenced by the properties of the
earth and the atmosphere [1-5]. The earth is an inhomogeneous body whose electromagnetic prop-
erties vary considerably as we go from one point to another, its properties varying with temperature,
pressure and humidity.

According to ITU-R Recommendation P.530 [3], the propagation loss on a terrestrial line-of-sight
path relative to free space loss is the sum of different contributions which includes: attenuation
due to atmospheric gases; diffraction fading due to obstruction or partial obstruction of the path;
fading due to multipath and attenuation due to precipitation. Each of these contributions has its
own characteristic as a function of frequency, path length and geographical location [6].

Some of the basic parameters in the field of radioclimatology includes but not limited to the
weather parameters such as; temperature, pressure, humidity and water vapour pressure. Also
included are the variables that account for the earth curvature such as effective earth radius factor
(k-factor), surface roughness, multipath effect and geoclimatic factor. Parameters such as k-factor
have been adequately studied, modeled and applied to line of sight link in Southern of Africa [7-9].
Temperature, pressure, humidity, water vapour, saturated vapour pressure and refractivity as it
affects signal degradation and how they are related were discussed in [1, 10]. This paper discussed a
simplified statistical modeling of the these basic parameters mentioned above and the steps involved
were explained in the next section.

2. MODELING OF RADIOCLIMATOLOGICAL PARAMETERS

One of the main challenges of radio propagation studies is the acquisition of data to verify different
proposed models. The data used in this paper therefore are two parts, both of which are radiosonde
measurements spanning different periods in Durban, KwaZulu-Natal Province of South Africa. The
first part of the data is a one year radiosonde data measured over a height range of 0-500m a.s.l.,
in 2004. From these set of data, parameters within the first 0-100 m height a.s.] were extracted.
The second set of data is a radiosonde measurement for six years from (1990-1995) over a height
range of 0-26000m a.s.l. These sets of data come very handy in the statistical analysis for the
model formulation.

The one year data was initially used to start the model formulation process, but more data is
needed in the 0-100 m height level since this is where signal loss is experienced most in terrestrial
line of sight link design [1]. To fill in this data gap, the spatial interpolation techniques discussed
in [11] was implemented for each of the twelve months in 2004 for 0-500 m a.s.]. Having done this,
the graph of each of the parameters were plotted against height for each of the twelve months in
order to obtain a model equation.

The process explained above gives an initial model equation for each of temperature, pressure
and humidity for the twelve calendar months. The second process embarked on is to modify and
improve on these initial model equations. To do this, a simplified statistical approach was used.
The Initial set of modeled equations was used to predict the missing parameters for the height range
0-26000m a.s.]. Then the predicted parameters were matched against the measured parameters in
order to observe how well the initially modeled equations predict the data points that exist from
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measurement. It was observed from this exercise that the initially modeled equations were able to
predict parameters fairly well with little disparity for the lower height ranges 0-200m a.s.l., but
data points in the higher height ranges specifically above 1000 m a.s.l. were not properly estimated
by the model. At this point it was concluded that another method will be required to predict the
higher height range parameters.

Finally, the data set within the height range 0-200 m a.s.l. for the six years were sorted and col-
lated for both the measured and predicted parameters. Then the deviation between the measured
and the predicted values for these data and the average of these deviations called mean temper-
ature deviation (MTD), mean pressure deviation (MPD) and, mean humidity deviation (MHD)
were determined. Next, the standard deviation of these parameters namely; standard deviation
of temperature deviation (SDTD), standard deviation of pressure deviation (SDPD) and standard
deviation of humidity deviation (SDHD) were also computed. These standard deviations then be-
come the compensation factors which were used to modify the initial set of modeled equations for
the twelve months.

The mean deviations give an indication whether the initially modeled equation over estimated
or under estimated the true measured values. If the mean deviation for a particular parameter in a
certain month is negative for instance, it means that modeled equation overestimated the true value
for that month by a value given as the standard deviation for that month. Hence this standard
deviation value is subtracted from the constant value in the initial equation to get the final modeled
equation for that month and vice versa. The results obtained from this activity were presented in
Table 1 in Section 3 for only three months in this paper. The equations used to arrive at the above
solutions are stated below:

2 (T —T)

MTD = = (1)
> (P —By)

MPD = =T+ (2)
> (Hp — Hy)

MHD = =P (3)

where T, = Measured temperature value (°C), T, = Predicted temperature value (°C), P, =
Measured pressure value (hpa), P, = Predicted pressure value (hpa), H,, = Measured humidity
value (%), H), = Predicted humidity value (%), N = Total Number of variables used in the analysis.
Also for the compensation factor calculation, the following formulations are applicable:

_|>(Tp - MTD)?
SDTD = \/ (Lz)v 3 (4)

| (Pp—MPD)?
SDPD = \/ (JJJV — (5)

Table 1: Compensation factor for temperature, pressure and humidity for sample months (1985-1990).

Month | Temperature (DegC) Pressure (hpa) Humidity (%)
Initial T=-0.019h Initial | P=-0.113h Initial H=-0.019h
MTD | -0.37 MPD | -5.88 MHD 11.50
Model +26.08 Model +1019 Model +66.17
Jan
Final T=-0.019h Final P=-0.113h Final H=-0.019h
SDTD | 2.68 SDPD| 3.95 SDHD | 10.99
Model +23.4 Model +1015.05 Model +77.16
Initial | T =-0.040h Initial | P=-0.120h Initial H=-0.033h
MTD | -0.52 MPD | -7.65 MHD | -4.11
Model +22.69 Model +1029 Model +68.44
Jun n n "
Final T =-0.040h Final P=-0.120h Final H=-0.033h
SDTD | 5.02 SDPD| 6.50 SDHD | 17.58
Model +17.67 Model +1022.5 Model +50.86
MTD | 2223 Initial T =-0.02%h MPD | 633 Initial | P=-0.112h MHD | -5.52 Initial H=-0.020h
N Model +25.99 Model +1010 Model +81.76
ov - - -
Final T=-0.02%h Final P=-0.112h Final H =-0.020h
SDTD | 2.99 SDPD| 5.59 SDHD | 11.47
Model +23 Model +1015.59 Model +70.29
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SDHD = \/ 2 HD MHD) (6)

TD—Tm—Tp, PD—Pm—Pp, Hp = H,, — H,, (7)

where Tp = Temperature Deviation, Pp = Pressure Deviation and Hp = Humidity Deviation.

3. RESULTS

It should be noted from the sample results in Table 1. That H means humidity while h is the
height variable. The three graphs in Figure 1 are some of the plots from thirty-six of such graphs
from which our initially modeled equation in Table 1 was determined.
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Figure 1: Plot of the different parameters (Temperature, Pressure, Heights) variation with height.

4. CONCLUSION

In this presentation, a simplified statistical approach had been combined with spatial interpolation
technique to model three basic radioclimatological parameters for line of sight links in South Africa.
The combination of these two techniques gives a reasonable prediction of temperature, pressure
and humidity within the first 100m a.s.l. The beauty of the approach is its simplicity; hence the
approach can be implemented in any radioclimatological data analysis with less ambiguity. The
results presented will be very used for radio system designer in South Africa. The model will be
improved further with the availability of data in the other provinces of South Africa.
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Regular Polyhedron Antenna Array Design and Simulation for
MIMO Systems

L. Wang and H. G. Wang
The Electromagnetics Academy at Zhejiang University, Zhejiang University
Hangzhou, China

Abstract— Some MIMO applications require antennas to be closely spaced, and it will cause
the mutual coupling among antennas and high spatial correlation which will harmful for enhanc-
ing the system capacity. In order to solve this problem, many methods have been developed.
The antenna array design is a feasible way to enhance the MIMO system performance. We
developed the regular polyhedron antenna arrays. Regular polyhedron has excellent spatial sym-
metry, and it is vital in 3D environment. This kind of regular polyhedron antenna arrays exhibit
lower mutual coupling effect and spatial correlation then the antenna array fixed on a plane. In
numerical simulation, the efficient integral method MGLFIM is employed to fast calculate the
input admittance and radiation pattern. Each regular polyhedron antenna array demonstrates
excellent efficiency in enhancing the MIMO system capacity. To obtain the same system capacity,
the distance between two monopoles can be smaller using regular polyhedron than using planar
antenna array. With the same volume, the regular polyhedron antenna array can exhibit better
performance.

1. INTRODUCTION

Recently, a lot of research works have shown that the capacity can be increased in multiples using
MIMO systems. However, in some application of MIMO communication, the antennas should be
closely spaced. Mutual coupling and correlation between antennas which are harmful to enhance
diversity gain and capacity of MIMO system will be very high. To obtain high capacity of MIMO
system is to design the channel with low correlation. Therefore, the design of antenna array plays
a crucial role in enhancing antenna diversity and system capacity of MIMO system. Many meth-
ods have been developed to solve this problem e.g., MIMO cube. In this paper, we develop new
kinds of antenna array, regular polyhedron antenna array and an antenna array constructed like
the construction of carbon-60, which demonstrate high system capacity then planar antenna array.
There are five kinds of regular polyhedrons: tetrahedron, hexahedron, octahedron, dodecahedron
and icosahedron. We fixed the monopole at the center of each surface. We give the construc-
tion of regular polyhedron antenna array, and simulation examples using efficient integral method
MGLFIM, and give the capacity of regular polyhedron array in MIMO systems. Finally, we give
some conclusion.

2. POLYHEDRON ANTENNA ARRAY DESIGN AND ANALYSIS

In MIMO system, the channel model for 3D indoor environments can be expressed as Fig. 1 shown.
As our recent research, the equivalent circuit of a MIMO system. We can obtain the channel matrix
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Figure 1: The illustration of a generic MIMO sys-  Figure 2: The equivalent circuit of a MIMO system.
tem.



1488 PIERS Proceedings, Beijing, China, March 23-27, 2009

as:

= _\—1 = _\N—1 = _ = _
Vo= (2014 V) Yu (Z704W) 27N Ve= -V, (1)

s

- N1 - N
0= (2 4+%)  Vu (Z7040) -2 (2)
The capacity of MIMO system can be expressed using “water-filling”.

Therefore, it shown that transmit and receive admittance matrices plays a crucial role in MIMO
system. In order to obtain high system capacity, we developed new kinds of antenna arrays as
Fig. 3 shown. There five kinds of regular polyhedron, e.g., dodecahedron, hexahedron, octahedron,
tetrahedron and icosahedron, so we can construct 4 x 4, 6 x 6, 8 x 8, 12 x 12, 20 x 20 MIMO
systems. Regular polyhedron has excellent symmetry, which is vital in the indoor environment
which has 3D uniform APS. In our simulation system, we use the same antenna array both at
transmitter and receiver. Additionally, since the spatial construction of the antenna array, the
correlation between monopoles should be lower than the planar antenna array has. Another kind
of polyhedron antenna array we developed as Fig. 3(f) shown, is a 32 antenna array. It looks like
the construction of carbon-60.

(b) hexahedron (c) octahedron

(d) dodecahedron (e) icosahedron (f) carbon-60

Figure 3: Regular polyhedron antenna array and carbon-60 antenna array.

3. NUMERICAL SIMULATION

In our numerical simulation, efficient integral method MGLFIM is employed to fast calculate the
input admittance and radiation pattern. We set the work frequency of antenna array to be 1.95 GHz,
the radius and height of each monopole are set to be A\/100 and \/4. Fig. 4 shown the radiation
gain patterns of five kinds of regular polyhedron antenna arrays, and the distance between nearest
monopoles is set to be A/2. Fig. 5 shows the mutual resistance and reactance of tetrahedron antenna
array varying the antenna spacing from 0 to A. Because of the tetrahedron’s symmetry, the mutual
impedances between any two monopoles are the same in Fig. 5, R1 and X1 are the self impedance’s
resistance and reactance, and R2 and X2 are mutual impedance’s. Fig. 6(a) demonstrates the
capacity of MIMO varying antenna spacing from 0 to A. Fig. 6(b) shows the comparison of the
system capacity between icosahedron antenna arrays and planar antenna array. The planar antenna
array is set to be 4 x 5 monopoles antenna array, and the distance between each nearest monopoles
is set to be A/2.
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Figure 4: (a) H plane and (b) F plane pattern of the regular polyhedron array when the port of the monopole
is excited by 1 volt voltage.
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4. CONCLUSION

In this paper, we introduce a new kind of antenna array for MIMO system. Regular polyhedron
antenna arrays can apparently enhance the performance of MIMO systems. In order to obtain
higher system capacity, we can use the new kind of antenna array. Compare to planar antenna
array, we can obtain higher capacity with less antennas and small physical volume of regular
polyhedron antenna array. The fast MoM method MGLFIM we employed is efficient to calculate
the input admittances and radiation patterns of this kind of very complex antenna.
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Abstract— In this paper, a novel source localization scheme is proposed based on the unitary
ESPRIT algorithm with back ray tracing technique and the city electronic maps. In this scheme,
the unitary ESPRIT algorithm is employed to estimate the angles and delays of the arrival rays
radiated from the source. Based on the obtained information, we devise a back ray tracing
techniques according to the Geometrical Theory of Reflections and the 2D city electronic map.
Error analyses have been made and show that the localization accuracy for a cell of about
80 mx40m can reach 1m when the SNR is greater than 15dB.

1. INTRODUCTION

In recent years, interest in source localization services has grown rapidly. There are three typical
methods for locating a source, viz., time-of-arrival (TOA), angle-of-arrival (AOA) approach [1]
and hybrid technique [2]. The TOA and AOA need more than one base station and the estimation
accuracy is low for non-line of sight (NLOS) source. In [2] a hybrid TOA/AOA positioning algorithm
was proposed. Four different propagation environments, i.e., bad urban, urban, suburban, and rural,
were conducted in [2]. However, it doesn’t consider the real propagation path. In this paper a new
hybrid localization method is proposed. Based on the city electronic map and high resolution signal
parameter estimation algorithm-Unitary ESPRIT (UESPRIT) [3,4] the performance of position
system can be improved.

UESPRIT is a simple and highly efficient method for estimating signal parameters based on the
translational invariance geometry of an array. In recent years, it has been extended to the solution
of multidimensional cases, where it is used to estimate the direction of arrival (DoA) and time
delay of arrival (TDoA). With the estimated DoA and TDoA, the arrival angles and the lengths
of the paths of signals can be obtained. According to these angles, the Back Ray Tracing (BRT)
emits signals from the receiver. Then the transmiting waves will move forward, hit the building,
and be reflected. They will not stop until lengths of the path reach the estimated ones. The stop
position is the source location. For the case the signals hit around the corner of the building, the
estimated position may far away from the actual position, when the estimated DoA and TDoA
deviate a little from the real DoA and TDoA. In order to minimize the estimated error, a selection
scheme is employed in this paper. After eliminating the wrong estimated position, the average
of the estimated position will be made, which is the ultimately estimated source location. The
localization accuracy can reach 1 m when SNR is greater than 15dB.

The organization of this paper is as follows. In the next section, the famous UESPRIT algorithm
is reviewed. The BRT algorithm is presented in Section 3. Then, in Section 4, the error analyses
are discussed. The numerical results are shown in Section 5.

2. A BRIEF DESCRIPTION OF UESPRIT

The receive antenna is a uniform linear array (ULA), as shown in Fig. 1. Assuming that the trans-
mitter emits a sounding signal e/“! and the impinging wave fronts on the receiver are approximately
planar. The received signal at each sensor of ULA reads:

N -
i 1(£) = D ug( )P ITmADETETEE) o), (1)
=1

where m (from 0 to M —1), [ (from 0 to L—1) denote indices of frequency points and antenna sensors
of the ULA at Rx respectively, IV denotes the number of propagation paths, fy: center frequency,
Af: frequency gap, d: sensors interval, 6;: the i-th path arrival angle, 7;: the i-th path delay, u;(t):
amplitude varying function of time, and n(¢): the noise. In the simulation M - Af -d- L/c < 0.01,



1492 PIERS Proceedings, Beijing, China, March 23-27, 2009

Figure 1: Uniform linear array (ULA).

so (1) can be simplified to [5]
N
ym,z(t) — Zui(t)eﬂﬂfo(t*ﬂ)e*ﬂﬁmﬁfﬂe*ﬂﬂfo
i=1
(2) can be solved by 2-D UESPRIT. The smoothing technique will be used in the simulation, and

the data will be reconstructed into My sMoverlapped snapshots (or sub arrays), each containing
Mgy, = M — M; + 1 measurements. This set of ML snapshots is used to estimate the parameters
iy =[f1...7n]F and Oy = [0 ...0x]T with 2-D UESPRIT.

One of the most important things is to estimate the number of the paths. Here, a modified
MDL 6, 7] is used.

dlsin 6,
c

+n(t). 2)

3. BACK TRACING ALGORITHM FOR SOURCE LOCALIZATION

In Section 2 the parameters sets 7y = [71...7n]7 and Oy = [01...0y]7 have been derived by
UESPRIT. With the estimated parameter DoA and TDoA, the arrival angles and the lengths of
path which the signals have been traveled can be obtained. According to these angles, the Back Ray
Tracing (BRT) emits signals from the receiver. Then the propagating waves will move forward, hit
the building, and be reflected. They will not stop until the lengths of the path reach the estimated
ones. The stop position is the source location.

4. ERROR ANALYSES OF THE ALGORITHM

According to the above discussion, the errors consist of two parts: the first one is caused by the
finite accuracy of UESPRIT, e.g., the DoA and TDoA errors, while the second one is the terrain
data error compared with the real scene.

If the signal paths hit around the corner of the building, as shown in Fig. 2, the first part of error
will be extremely significant. In these situations (Fig. 2), the estimated position got from RT will
be far away from the real source position. The terrain data error can also cause this problem. In
order to eliminate this error, the estimated positions must be selected. Here we propose a selection
scheme, using Eq. (3)

{AZJ(%—%)QH%—%)? i#£7 i,j=1...N 3
A<AT 9

where (z;, y;)and (x;, y;) are the estimated localizations, N denotes the number of path considered,
and Ar denotes threshold used to determine whether the result is reliable. Consequently, the source
localization is derived from the average of all the estimated positions that satisfy Eq. (3). Through
out this paperr Ar is chosen as 2m.

RS Rx Tx

@ (b)

Figure 2: Error model (solid line: real path, dash line: estimated path).
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Figure 3: Simulation model.

5. NUMERICAL RESULTS

Two simulation examples are carried out in this paper. In the two examples the parameters are set
to be fo = 1GHz, Af =1 x 10°Hz, M =30, L = 10, and d = 0.5 \. The terrain data is shown in
Fig. 3.

Simulation 1. The receiver was fixed in one place, and the transmitter moves along the solid
line with a step of 0.5 m, as shown in Fig. 3. A total of 140 positions are sampled. In each transmit
location the position estimation is carried out in all values of SNR, viz., SNR from 0 to 45dB. The

relation between the average estimation error and SNR was derived in Fig. 4. When SNR is greater
than 15dB, the average error € is almost less than 1 m. the definition of £ is

f: V(@ —xi)? + (9 — i)?
_ , @)

g =

where (Z;, 9;) and (z;, y;) denote the estimated position and real position respectively. n denotes
the number of the position.

Simulation 2. In this simulation the errors of the length and width of the building are assumed to
be Gaussian distributed with zero-mean and variance ¢ = 0.5m. The algorithm is tested at three
positions: (70,30), (15,15), and (30,2). The estimations are: (69.996,29.987), (15.002,15.017),
and (40.687,2.004). In Fig. 5 the rectangle, circle, and cross denote the estimated positions with
terrain error, estimated positions without terrain error, and actual location respectively.
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Figure 4: The estimated error versus SNR.
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Figure 5: The position estimation under terrain errors.

6. CONCLUSION

In this paper, a source localization scheme is proposed based on the UESPRIT with BRT and the
city electronic maps. In this scheme, the UESPRIT is employed to estimate the arrival angles and
delays of the rays radiated from the source. Based on the obtained information, the source position
can be obtained according to Ray Tracing program and the 2D city electronic map. The estimation
error is analyzed, and two simulation examples have been carried out. According to the numerical
results, the localization accuracy can reach 1 m when SNR is greater than 15dB.
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Abstract— In this paper, we have analyzed the performance of OFDM communication system
over correlated Nakagami-m fading channel using maximal ratio combining (MRC) diversity at
the receiver. We have presented new closed form formulas for exact symbol error rate (SER)
analysis of the MQAM OFDM communication systems over correlated Nakagami-m fading with
arbitrary fading index m. Using a well known moment generating function (MGF) based anal-
ysis, we express the average SER in terms of higher transcendental function such as Appell
hypergeometric function.

1. INTRODUCTION

The demand of wireless communication is growing exponentially and next generation of wireless
broadband multimedia communication systems will integrate various function and application in
same system which supports large data rates with sufficient robustness to radio channel impair-
ments, requires careful choosing of modulation technique. The suitable choice is orthogonal fre-
quency division multiplexing (OFDM) which is special case of multi-carrier communication system,
where single data stream is transmitted over number of lower sub-carrier [1,2]. The basic princi-
ple of OFDM communication systems is to split the high data stream into number of lower rate
data streams which are transmitted simultaneously over a number of sub-carriers. High spectral
efficiency and multipath immunity are two major features of OFDM systems. OFDM has been
shown to be an effective technique to combat frequency selective multipath fading. Recently, the
Nakagami-m fading channel model has received considerable attention due to its great versatility,
in the sense that it has greater flexibility and accuracy in matching various experimental data
more general than Rayleigh, log-normal or Rician distributions. Seaglione [3] claimed that the
magnitude of channel frequency response can also be modeled as Nakagami-m random variable
with same fading parameters m since the channel frequency response at each frequency bin in a
linear combination of the channel multipath whose magnitude are Nakagami-m random variables.
Nakagami fading channel model [4-8] has received considerable attention due to its great flexibility
and accuracy. To analyze the performance, it is necessary to know the statistics of the channel in
the frequency domain.

By using diversity techniques the performance of OFDM systems can be improved dramatically.
Thus the OFDM systems with diversity have very significant role in wireless communication [7].
So it is necessary to investigate the performance over different fading channels. To analyze the per-
formance of OFDM systems on Nakagami-m fading channels, it is necessary to know the statistics
of the channels in the frequency domain. Previous work presented in [3, 5, 6] has assumed that the
frequency domain channel response samples are also Nakagami-m distributed with the same fading
parameters as the time domain channel which is not valid as shown in [7]. Kang et al. [7] shows that
the magnitudes of frequency responses can be well approximated by Nakagami-m random variables
with new parameters but it consider only two diversity path at the receiver.

In this paper, we have presented a novel method for symbol error rate (SER) for correlated
Nakagami fading channel using maximal-ratio combining (MRC) diversity and we are considering
(D > 2) diversity path at the receiver and for D = 2 moment generating function (MGF) of
presented method is similar with MGF in [7].

2. SYSTEM MODEL

Let S;(k) be the kth OFDM data block to be transmitted with NV sub-carriers. These data are used
to modulate N orthogonal sub carriers. After that the inverse discrete Fourier transform (IDFT)
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is used to modulate the input signal. After modulation signal can be represented as [1]

N-1
1 .
ri(n) = —= Y _ Si(k)e>™N  n=01,2..N-1
N k=0

Cyclic prefix is inserted after IDFT modulation, which is removed before demodulation at the
OFDM receiver. The resultant signal is up converted to RF before transmission and at the receiver
end down converted. The received signal after removal of cyclic prefix can be demodulated using
DFT. Output of DFT can be represented as

N-1
1 .
Ri(k) = Vi > ri(n)e N = H(k)Si(k) + Wi k=0,1,...N -1
n=0

where W}, is additive complex Gaussian noise and N-point DFT of the channel impulse response
at the nth frequency bin is defined as H (k) in frequency domain channel impulse response.

N-1
Hi(k) = \/IN 3 ham)e 2N = jﬁ (Fhi(n))  (0O<n<N—1)
n=0

In the above equation h;(n) is Nakagami-m distributed random variable.
e = (1,exp (—j2mn/N),... exp (—j2rn(N — 1)/N))*
where T is transpose of matrix.

3. BER ANLYSIS OF OFDM SYSTEM WITH MRC DIVERSITY

When receiving antennas are closely spaced then receiving signal are also correlated then SNR
Y1,2, - -+, Yp cannot be considered as independent random variable. Correlation coefficient be-
tween two receiving antenna is (assuming equal correlation between antennas p) [7]:

p= BBy (8)) /B ki 1) B (005 0).

Assuming that the average power signal as well as fading parameter in each channels of a maximum
ratio combiner system are identical. The assumption of identical power is reasonable if the diversity
channels are closely spaced and the gain of each channel is such that all noise power are equal [9].
The SNR at the output of MRC is given by [10].

D D
Eg 2 Es
" 2=

D
(H:) (H)" ="
=1

=1

Es is symbol energy and o2 is the variance of the zero mean complex mean Gaussian noise. Moment
generating function (MGF) generating function over correlated Nakagami fading channel is given

i W(s) = (1 el —p+ DP)5> o (1 - Ms) e (1)

mp mp

where my is fading parameter as defined in [7].
For diversity path D = 2

Above equation is similar with Equation (9) in [7]. Average SER for coherent square MQAM signals
is given by [8]:

w/2 w/4
o 4q g 4q? / g
Prp=— — S — S 2)
B T /¢< sin29) d0 T 7/’( sin20)d0 2)

I I>
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where ¢ =1 —1/vVM and g = 3/(2(M — 1)). Integral I; and I are solved separately, by putting

s = —g/sin? 0 in Equation (1). Integrals I; and I5 can be written as:
1] 1]
11:/¢(_ )do and I = /@z)(—-gg ) dé
™ sin? @ ™ sin“ 6
0 0

After some mathmatical manupulation and from [12], above integral can be expressed as:

 Y(=g)T(1/2)T (m;D+1/2) (1 - 11
h=— TmD+1) ! g mmg(D=1),mpD+ 1377 g

1 m 1 1
— (A —ms(D—=1)9—(mspi1/2) _ _ _
I ﬂ_(A) (B) 2 I3 <me—|—1/2,mf,mf(D 1),me—|-1, 54 23)

where A = % B = M, 7 = Signal to noise ratio, Fi() Appell hyper geometric

function given in [13], D = Number diversity path of MRC at receiver. By putting I; and I in
Equation (2) resultant average SER becomes:

_ W(g) T(1/2)T (myD +1/2) . (1 11
Pp=2 o= D-1),mD+1,—
=2 T (msD+1) t{gmemy(D=1om D+ 1 g

4q2 -m -m —1l)o—(Mmspi1/2 1 1
_7<A) /(B) #(D=1)9=(mspt1/ )Fl (me+1/2,mf,mf(D 1), me+1 A 2B>

Total average SER of of multiple received antenna OFDM system can be expressed as:

= \V
Petotal = 1 — (1_PE)
4. RESULT

The Nakagami-m distribution has been employed as an important model for characterizing the
amplitude of fading channels. Figure 1 shows the SER probability of MRC over correlated Nak-
agami fading channel with 4-QAM modulation for different correlation parameter. At p = 1 SER
approaches 10~! for 20dB SNR and p = 0 SER approaches 1072 for 20dB SNR. As correlation
increases SER performance of system is decreased. Figure 2 shows SER probability of MRC over
correlated Nakagami fading channel with 4-QAM modulation for different number combined di-
versity path (D), Nakagami fading parameter for m = 4 and correlation coefficient p = 0.5 for
analysis. SER performance is improved as no diversity path is increased.
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Figure 1: SER of MRC over correlated Nakagami-m fading with QAM OFDM system and different correla-
tion coefficients.
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Figure 2: SER of MRC over correlated Nakagami-m fading with QAM OFDM system and different numbers
of combined paths.

5. CONCLUSION

In this paper, we have investigated a novel method for SER performance analysis of OFDM system
over correlated Nakagami-m fading channel using MRC diversity at the receiver. In proposed
method we are considering (D > 2) no antenna at receiver so BER performance of OFDM system
is improved greatly.
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Abstract— Research of interactions between EM Field and biological systems is of growing
interests elsewhere. Also here in Czech Republic there are several groups working in this field,
often in international co-operations. We will describe here mainly basic technical equipment
developed for 5 different research projects in the discussed area of interactions of EM field and
biological systems.

1. INTRODUCTION

In present time four research institutions here in the Czech Republic run research projects focused
on studies of interactions between EM field and biological systems. These institutions are techni-
cally supported by Department of EM Field of the Czech Technical University in Prague. In this
contribution we would like to give more details about that projects and obtained technical results
(i.e., description of developed exposition systems).

Three of discussed projects (1 in Germany and 2 here in Czech Republic) are basic research for
simulation of the microwave hyperthermia treatment. Other two projects (both in Czech Republic
are focused on simulation of the case of exposition by mobile phone.

In the modern view, cancer is intended as a complex illness, involving the cells that undergo to
transformation, their environment, and the general responses at biochemical and biological levels
induced in the host. Consequently, the anti-cancer treatment protocols need to be multi-modal to
reach curative effects. Especially after the technical improvements achieved in the last 15 years by
bio-medical engineering, microscopy devices, and molecular biology methods, the combinations of
therapeutic procedures are growing in interest in basic and clinical research.

The combination of applied biological research together to the physical sciences can offer im-
portant perspectives in anticancer therapy (e.g., different methodologies and technical devices for
application of energies to pathological tissues).

The modern bioengineering knowledge applied to traditional tools, as the microscopy, has largely
renewed and expanded the fields of their applications (e.g., in vivo imaging), pushing the interest
for direct morpho-functional investigations of the biomedical problems.

2. WAVEGUIDE APPLICATOR

Very good results of EM field expositions in biological experiments can be obtained by simple but
efficient waveguide applicators, see example in Fig. 1.

Waveguide offer a very big advantage — in approximately of fifty percents of its aperture the
irradiated electromagnetic field is very near to a plane wave, which is basic assumption for good
homogeneity of the heating and optimal treatment penetration.

Here described system is being used (shared) for research projects by two two institutions
(Institute of Radiation Oncology in Prague and Institute of Microbiology of the Czech Academy of
Sciences).

Aperture of this waveguide is 4.8 x 2.4cm and it is excited at frequency 2.45 GHz. Effective
heating is in the middle of the real aperture — its size is approximately 2.4 x 2.4 cm. Waveguide
is filled by teflon to reduce its cut-off frequency. Power from generator is possible to control from
10 to 180 W, in these experiments we work between 10 and 20 W mostly.

3. EVALUATION OF WAVEGUIDE APPLICATOR

To evaluate this applicator from technical point of view we made a series of experiments, see e.g.,
Fig. 2, where you can see example of measurement of temperature distribution by IR camera.
Here you can see temperature distribution obtained on surface of a model of mouse made from
agar — with a simulated tumour on mouse back. Experiment has been done by heating phantom
during 2 minutes delivering a power of 10 W. Maximum of temperature increase has been found
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Figure 1: Waveguide applicator for biological ex-  Figure 2: Temperature distribution obtained on
periments. surface of a model of mouse.

approximately 10°C. Similar results with different increase in temperature we have got also in other
technical experiments on phantom or live mouse when power or heating time was changed.

Next Fig. 3 gives example of temperature increase on the surface of the phantom and 1cm in
that phantom. Temperature was measured by our 4-channel thermometer. In this case with two
thermoprobes.

Heating here is scheduled to 9 times repeated 30s of heating and 30s pause. Difference in
temperature on the surface and under it is on the level of 1°C. That means very good homogeneity
of temperature distribution in the treated area during planned biological experiments.

1042 1043 1044 1045 1048 1047

Figure 3: Temperatures during experiments.

4. ARRAY APPLICATOR

The main goal of the planned biological experiment is a hyperthermia treatment of the experi-
mentally induced pedicle tumours of the rat to verify the feasibility of ultrasound diagnostics and
magnetic resonance imaging respectively to map the temperature distribution in the target area of
the treatment. That means to heat effective volume of approximately cylindrical shape (diameter
approx. 2cm, height approx. 3 cm). Temperature to be reached is 41°C or more (i.e., temperature
increase of at least 4°C from starting point 37°C), time period of heating is 45 minutes.
Considering the necessary effective heating depth for the planned experiments, we have found
915 MHz to be suitable frequency. As an excellent compatibility of the applicator with non-invasive
temperature measurement system (ultrasound or NMR) is a fundamental condition for our project,
we should have to use non-magnetic metallic sheets of minimised dimensions to create the con-
ductive elements of the applicator. Therefore the applicator itself (see Fig. 4) is created by two
inductive loops tuned to resonance by capacitive elements [4, 5]. Dimensions of these resonant loops
were designed by our software, developed for this purpose. Coupling between coaxial feeder and
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resonant loops (not shown in Fig. 4) as well as a mutual coupling between resonating loops could
be adjusted to optimum by microwave network analyser.

Treatment area
Resonant loops

Vv

L I

7

Area for experimental animal

Figure 4: Arrangement of discussed microwave hyperthermia applicator.

The position of the loops is fixed by perspex holder. There is a special cylindrical space for
experimental animal in lower part of this perspex holder. As the heated tissue has a high dielectric
losses, both loops are very well separated and so no significant resonance in heated area can occur.
From this follows, that either the position of the loops with respect to heated area or the distance
between the loops is not very critical.

First measurements to evaluate the basic properties of the discussed applicator were done on
agar phantom of muscle tissue:

- evaluation of basic microwave properties (transfer of EM energy to the tissue, reflections),
- evaluation of compatibility with US and NMR,
- calculation and measurement of SAR and temperature distribution and its homogeneity.

Exact tuning of the resonant loops to frequency 915 MHz has been easy and we could optimise
the coupling between the coaxial feeder and resonant loops as well, reflection coefficient less than
0.1. We have tested the power to be delivered to the applicator to obtain sufficient temperature
increase (approximately 4°C in less than 5 minutes is required). With power 10 W delivered to each
loop for period of 2 minutes we succeeded to obtain the temperature increase of approximately 7°C.
To keep the increased temperature for a long time, 2 W in each loops were sufficient. Similar values
were obtained during first experiments on rats also. Even with higher level of delivered microwave
power we did not observe the change of resonant frequency (caused by increased temperature of
the loops).

This applicator has been developed for German Cancer Research Institute in Heidelberg. And
it is being used there for a series of animal experiments to study effect of hyperthermia on tumours
and possibility to combine hyperthermia with chemotherapy etc.

Compatibility of this applicator with a Magnetic resonance unit (MR) has been studied and it
has been demonstrated.

Figure 5: Photograph of the discussed applicator. Figure 6: MR images of the discussed applicator.
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We have tested the influence of the applicators on US diagnostics and NMR imaging and the
result of this evaluation shows very good compatibility. Only a negligible deterioration of the US
images have been observed when the incident power was kept under 100 W.

Details about influence of microwave power on MR imaging are given in Fig. 6. We can see here
a sequency of images of the discussed applicator made by MR unit for four different cases. First
case (upper left) is image for the case without power excitation of the applicator. Second case (left
down) a power of 10 W has been delivered to each loop. We can see quite clear configuration of
the applicator set-up. Third case (upper right) gives situation when 20 W has been delivered to
each loop. Slight noise but still quite a clear configuration of the applicator set-up can be observed.
Fourth case (right down) gives situation when 40 W has been delivered to each loop. In this case
noise disturbed the possibility to observe the configuration of the applicator.
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Figure 7: Normalised SAR distribution (calculated and measured) in the heated agar phantom.

Figure 8: Numerical SAR analysis.

Figure 9: Temperature measurements.
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In theoretical and experimental evaluation, the grade of homogeneity of the temperature dis-
tribution in the target area has been tested, see the Fig. 7. Our mathematical approach is based
on idea of waveguide TMp; mode excited in the agar phantom under the given conditions (see
the dashed lines). Measurement of SAR (full lines) has been done on agar phantom of the muscle
tissue. Very good agreement have been obtained when verifying these results numerically (Fig. 8).

In Fig. 9, we can see temperature vs. time measurement in the case of agar phantom inserted
in the studied applicator.

Next figure shows experimental setup of applicator and simple exposure chambers installed at
Medical Faculty of Charles University in Pilsen.

Figure 10: Exposure system for research of EM field and biological system interactions.

5. CONCLUSIONS

In this paper we have described basic microwave technical equipment for biological experiments,
i.e., waveguide applicator and so called array applicator, including its basic evaluations.

As a novel results of our work we could mention that the new types of microwave applicator
for basis biological research of cancer treatment and EM field interactions with biological systems
have been developed and evaluated. Evaluation procedures have shown, that this applicator is a
very effective heating structure and a compatibility with US and MR has been approved as well.

Having approved these applicators in animal experiments, we are now working on development
of their clinical versions to be used in clinical praxis soon.
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Abstract— Future trends in medical applications of microwave technique and technology can
be seen in development of new diagnostic and imaging methods based on high frequency EM
field. A significant importance for the future can be identified for the following methods: Mi-
crowave tomography, Microwave radiometry, Measurement of complex permittivity, Imaging in
the Terahertz waves band and Microwave diagnostic radars.

1. INTRODUCTION

Interactions of EM field with biological systems are utilised in the area of therapy (oncology,
physiotherapy, urology atp.) from late seventieth of last century. Wideutilization of microwave
thermotherapy can be observed in the countries of EU, USA and Japan. Our activities in microwave
thermotherapy in former Czechoslovakia started in the year 1981. Since 1990, we are member
of ESHO (European Society for Hyprthermia Oncology), which co-operates with NAHS (North
American Hyperthermia Society) and ASHO (Asian Society of Hyperthermia Oncology).

Recent trends in microwave medical applications are to study the possibilities to develop new
diagnostics based on EM field resp. on microwave technique. A significant importance for the
future can be identified for the next methods:

- Magnetic resonance,

- Microwave tomography,

- Microwave radiometry,

- Measurement of complex permittivity,
- Imaging with terahertz waves,

- Microwave diagnostic radar.

We will not talk here about magnetic resonance, as it is just well known and broadly used
application of EM field in medical diagnostics. We will focus here on other above mentioned
methods (excluding microwave diagnostics radars).

2. MICROWAVE APPLICATORS FOR MEDICAL IMAGING AND DIGNOSTICS

Since 1981, we develop waveguide applicators working in frequency band from 27 MHz up to
2450 MHz. These applicators were used for the treatment of more then 1000 patients with su-
perficial or sub-cutaneous tumors (up to the depth cca 4-6 cm). Now, following new trends in this
field, we continue our research in the important directions of deep local and regional applicators.
We have found, that quite similar applicators are optimal to be used for medical imaging and
diagnostics.

Examples of mentioned applicators are given in the Fig. 1. Both applicators have aperture
18 x 12cm and are operating at 434 MHz. Waveguide applicators in Fig. 1 (on the left side) are
filled by dielectric material in order to decrease their cut off frequency Evanescent mode applicator
(Fig. 1 — on the right side) is excited under its cut-off frequency.

On the next figure, there is a sketch of applicator working at 70 MHz and its SAR distribution
— including influence of water bolus between applicator and phantom of biological tissue.

Interesting possibility how to achieve relatively sharp beam from external applicator is to use a
focusing principle. The aperture of a standard rectangular waveguide applicator is divided into 3
or 5 sectors with shifted excitation (i.e., different amplitude and phase). The basic schematics of
this lens type applicator is shown in the following figure.
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Figure 1: Dielectric filled waveguide applicator  Figure 2: Evanescent mode applicator and its calcu-
and Evanescent mode applicator. lated SAR pattern.

3. MICROWAVE TOMOGRAPHY

Microwave tomography [1] is in general application of basic CT principals but by utilization of
microwave band. Scattering of EM waves in non-homogeneous human body is however much more
complicated than simple attenuation of ionising radiation. Therefore development of microwave
tomography is conditioned by new theoretical approach, optimization of evaluation algorythms
and more efficient computer technique.

An experimental setup is schematically shown on next figure. Studied object will be placed
in water phantom. It will be irradiated by transmitting antenna while scattered EM field will
be monitored by receiving antenna and evaluated by a network analyser. Receiving antenna will
be scanning around studied object and/or it will be possible to move/rotate the studied object.
Measured data will be then reconstructed on the basis of Fourier transform.

Network
analyser

Figure 3: Schematics of experimental setup of microwave tomograph for biomedical imaging.

Microwave tomography represents applications of CT known principals to microwave frequency
band, where in general situation is more complicated because of much more complicated propagation
of EM waves. Therefore mathematical model should be created and optimized evaluation algorithms
are needed and last but not least-powerful computers are necessary for the calculations.

4. MICROWAVE RADIOMETRY

Microwave radiometry is based on measurement of a very weak EM signal, which radiate any
object (e.g., people), whose temperature is superior to absolute zero [1]. It is based on utilization
of so-called Planck radiation law. Interest in microwave radiometry is given by possibility of its
utilization at diagnostics of cancer and also of inflammatory disorder (e.g., appendicitis, arthritis,
atp.) because tumors and inflammatory processes causes temperature rise. Microwave radiometer
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as a tool for biomedical imaging applications has the possibility to “monitore” a thermal noise
produced by objects with the temperature over absolute zero. Next figure gives a basic idea about
experimental setup. Advantage of microwave radiometer is ability to “see” the temperature increase
under the surface of human body. Therefore wee need to scan studied area of the tissue with a
sensor and to evaluate the results of temperature measurements.

To radiometers

[

Applicator

€y Oy Ty

tissue B

Figure 4: Principals of imaging by a microwave radiometer.

Let us suppose, that applicator (antenna of the radiometer) is situated on the layer B of the
monitored biological tissue. Thickness of this layer is d and it temperature 73. Its dielectric
parameters will be g, and oy,

Further we have in this figure region of biological tissue 7' (in the depth d) where temperature
is Ty = T(z) and dielectric parameters are ¢; and o;. Then we can apply following equation to
determine the temperature measured by discussed microwave radiometer.

T, =278(z) - T(z) - e "%z 4 Ty 723
where (3(z) is attenuation in the studied area. Often we can simplify this case in following way
B(z) = 6.
Then initial equation can be rewritten as follows
T, =21T(2) - e Xdz+Ty- e

If also temperature T'(z) will be constant and equal to Ty, then we can use modified expression

312

Tre (K) |

311

310 |- 310 K

0 2 4 6 8 10
Ly (dB)

Figure 5: Temperature measured by radiometer with respect to tissue attenuation L.
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to determine the temperature measured by discussed microwave radiometer

1 1
T, =(1—-— Ty + —T
r < Lb> b+th

where Ly is attenuation of the layer B for electromagnetic wave at given frequency.

In the case of low level of L;, then radiometer will see the temperature of region T, i.e., T;. If
Ly will increase, then reading of radiometer will approach to value of Tj.

In the next figure, we can see relation between discussed quantities for the case, when T;, = 310K
and T; = 312K and sensitivity of a radiometer is 0.5 K so we can detect increase in temperature
for levels of 310.5 K. Temperature measured by radiometer is in this figure a function of Ly.

According to this figure attenuation in region B can be only 6dB at maximum, otherwise
radiometer “will not see” increased temperature in region 7.

At following figure, there are the graphs of the temperature which would be measured by a
radiometer at different frequencies.

312

Tre (K) ||

311

100 MHz

310 K

310

| | | | | L
0 2 4 6 8 10
z (cm)

Figure 6: Temperature measured by radiometer with respect to tissue attenuation at different frequencies.

5. MEASUREMENTS OF COMPLEX PERMITTIVITY

Measurements of complex permittivity “in vivo” could be a suitable for biomedical imaging applica-
tions [1]. Usually an open end of coaxial line is used as a very suitable sensor for this measurement.
Scanning the studied object by a such probe can bring us a map of the permittivity — we can then
evaluate symmetry resp. unsymmetry of the measurement results and from this information we
can make hypothesis about possible medical problems.

Coaxial probe ‘

Biologica

IS

L

Figure 7: Coaxial probe for measurement of.
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Characteristic impedance is Z,. C, and Cy are fringing capacities in the equivalent circuits,
which can be determined by aid of calibration methods. Reflection coeficient can be determined as

@ _ |c:|ej7

Then for complex permitivity (its real and imaginery part) can be derived following equation

0 _ —2]¢| sin? Cy
L 2C,Z(1 + 2|4l cos +|“2)  C,
1— ‘u|2

7CZo(1 + 2]%| cos +|“|?)

6. IMAGING WITH TERAHERTZ WAVES

Frequency band of so called Terahertz waves (0.1-10 THz) is being studied during last years [1]. We
can expect here a lot of new discoveries in material science and in biomedicine as well, especially
for imaging purposes.

Theoretical models and a feasibility study can be based on similar principles as Microwave
Radiometer and Infrared Camera Imaging.

Terahertz waves are “situated inbetween” microwave frequency band and infrared band. There-
fore we can expect following properties:

1) Terahertz waves compared to microwaves will ofer better space resolution, but somewhat worse
capability to recover image from deep positions.

2) On the contrary, comaprison of terahertz waves to infrared will result in better capabilty to
recover image from deeper position but its space resolution will be worse.

7. CONCLUSIONS

As novel results of our work we could mention that waveguide applicators and prospective methods
for microwave medical diagnostics have been described and discussed.
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Abstract— The efficiency of electroporation for the porcine aortic endothelial valve cells is
studied using pulsed dc electric fields and a new microchip applicator. The results indicate
that maximum electroporation efficiency of over 80% can be achieved by choosing a proper
amplitude and number of pulses. The result shows that increased field strength provides higher
electroporation efficiency and maintains high cell viability within a limited value of applied electric
charge. Our study also shows that the electroporation is reversible when the electric field is within
1kV/cm.

1. INTRODUCTION

Electroporation technique uses application of extracellular electric field and involves rapid structural
rearrangement and formation of pores on the lipid bilayer of the cells. The technique is becoming
an important technique for inserting biologically active molecules such as drug and gene into the
cells [1-5]. The technique uses a non-thermal process and relatively low external electric field pulses
of short duration thereby maintaining the integrity of the outer cell membrane and preventing
further irreversible damage.

2. THEORY

Transmembrane potential can be enhanced in a cell membrane by applying external electric short
pulses. The resulting transmembrane potential across the cell membrane induces localized struc-
tural rearrangements within the membrane, resulting in the formation of pores which perforate the
membrane, and an attendant dramatic increase of ionic and molecular transport through the cell
membrane. The threshold field strength required for the electroporation across a cell membrane
of 5nm thickness is in the range of 0.2V ~1V. For a suspended spherical cell of radius r., the
transmembrane potential (V},) is given by

V. — 1.5Er.cosf ’ (1)
V1+ (2nfr)?
where F is strength of the homogeneous electric field over the space, f is pulse frequency, 6 is a
angle between the cell orientation and the electric field, and 7 is the relaxation time constant of
the cell membrane. The 7 has value of micro second order. For dc fields and low frequency ac field,
therefore, this equation can be reduced to:

Vin = 1.5Er. cosf. (2)

Equation (2) is useful when the resistance of the membrane is very high and the most cell membranes
have high-enough resistance. Even if the electric field strength is the most important one, result
of the electroporation can be influenced by the other physical parameters which are not included
in the Eq. (1) such as pulse shape, number of pulses, pulse interval, thermal condition, and the
other environmental factors. Since there is various parameters to affect the result of electroporation,
parameter setting for an experiment is determined empirically and range of optimal or useful values
for some parameters are published. It is difficult, however, to set the formulas for optimal parameter
values. Finding a set of optimal parameter values through out a set of experimental procedures for
a cell type is still worth to do.

3. METHODS

3.1. Cells

Aortic endothelial valve cells of swine were cultured in Dulbecco’s Modified Eagle’s Medium (DMEM)
(Category D6046, Sigma), 2 mM L-glutamine (Category G3126, Sigma), 50 pg-m~!-L~! uridine and
10% foetal calf serum (Sigma). To analyze an electroporation efficacy the cells were primarily cul-
tured in a microchip applicator (Fig. 2) which has six identical electroporation sites on a Pyrex

substrate and each site has an electrode pair of 1 mm inter-electrode distance. Incubation condition
was 5% COsq at 37°C.
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3.2. Dyes

Calcein-AM (Sigma Cat. No. C0875) 2 um was mixed with the cell culture media DMEM before
treatment. Since dead cells cannot be stained by the calcein-AM, the dye was used to confirm live
cells from dead cells as a post-electroporation marker for live or dead. And propidium iodide (PI)
was also mixed with the DMEM in a rate of 1 to 20 (v/v) before electric field application. The PI
cannot cross an intact cell membrane without the pores on the membrane. Thus uptake of the PI
can be a good index of electroporation efficiency. To measure cell viability after electroporation,
we used a MTT assay in difference with the above to be sure massively the cells.

3.3. Electroporation Apparatus

We used a set of home-made electroporation devices named KS-500. The set is composed of 2
units, i.e., high-voltage pulse generator (Fig. 1) and a microchip applicator (Fig. 2). The pulse
generator has 3 circuit blocks, i.e., a digital controller, a high-voltage booster, and a high-voltage
switch. The digital controller generates single pulse or pulse train to trigger the high-voltage switch
according to an application protocol of an electroporation experiment. The high-voltage booster
boosts 12volt dc to a high-voltage dc (50-500 V) and the switch generates a single high-voltage
pulse or a pulse train by switching the boosted dc. Three thumb-wheel digital switch blocks are
used in the generator to select pulse width (100 pus ~ 1 ms), number of pulses (1-9 pulses), and pulse
interval (100 us ~ 1sec) and a 10-turn potentiometer is adopted to set the level of the high-voltage
dc thereby defining magnitude of the high-voltage pulses.
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Figure 1: A pulse generator and waveforms of the voltage and the current for 60 2 load.

) Electrode tip
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Figure 2: A microchip electroporation applicator.

The high-voltage booster runs when a user turns on the charge switch and finishes when the
voltage reaches to the set-voltage with turning on a HV-OK LED (light emitting diode). The
boosting operation takes less than 7 seconds. A user can trigger the designed high-voltage pulses
using pulse start switch. A large capacitor (4,000 uF) in the high-voltage booster supports output
current until a pulse train ends. There is an over current protection circuit in the high-voltage
switch to prevent excessive current flow between the electrodes of the applicator. When the system
is turned off, the capacitor in the booster circuit is automatically discharged through a resistor
to prevented dangerous electric hazards. The capacitor can also be discharged by user using a
discharge switch on the control panel of the system.
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The microchip applicator is constructed on a 1 mm thick slide glass using soft lithography and
it has six identical electroporation sites on a chip. The electrodes are fabricated using 0.2 pm gold
layer. Each electrode has circular end of 70 um diameter and inter-electrode distance is 1 mm.
Shapes and dimensions are shown in Fig. 2. Volume of the cells and media is determined by the
cover and the cover has a cavity for the cells and media and dimension of the cavity is 3.0 mm
(depth) x 100 um (width) x 10 pm (height). Six identical experiments with identical dimensions
and electric field strength and distribution can be conducted using the new applicator.

3.4. Electroporation Protocol

To measure the electroporation efficacy, experiments using sequences of mono-phasic pulses were
performed; pulse width = 100 pus, pulse interval = 100 us, number of pulses = 2 and 5, and pulse
amplitudes = 375, 750, 1k, and 1.3kV /cm, respectively. The pulses of different values were applied
across the cells between two electrodes on the microchip site so that we can investigate a relation-
ship between electroporation efficacy and the pulse parameters. Results were evaluated using a
fluorescence microscope by calculating areas of total cells and electroporated cells. While un-pored
cells can be measured by green only, the pored cells can be measured by both green and red. The
EP (electroporation) efficiency is defined by

red fluorescence area of electroporated cells « 100[%] (3)

EP efficiency =
Y green flulorescence area total cells

where green fluorescence area of total cells and red fluorescence area of electroporated cells are
measured within a view-area of 8.7 * 8.7 um?. The areas were evaluated using Image J [6].

4. RESULTS

Different numbers of pulses and electric field strengths were used to investigate the relationship be-
tween the cell electroporation and pulse parameters. We used a fixed pulse frequency for simplicity
of the experiment and we couldn’t find any changes in the results when we changed the frequency
by double or half. The quantitative assess were carried out as described below.

To investigate effect of electric field strength on the electroporation, we applied different electric
field strengths (375~ 1.3kV/cm) to the cells using developed apparatus with fixed pulse width
and interval, i.e., 100 us, and 2 different number of pulses, i.e., 2 and 5. The results show that
the EP efficiency has proportionality to electric field strength and supplied electric charge (5 pulse
experiment shows better result at the same field) and there is a threshold of saturation. When the
field strength was 1 kV/cm with 5 pulses, the efficiency had 88.9%. The two-pulse and five-pulse
experiments showed big difference of the efficiency, i.e., 15.9% and 88.9%, respectively. All the
experiment showed cell viability better than 91%. Results of decreased cell viability for increased
number of pulses were presented from the previous studies. However, we couldn’t find evidence
of reduces cell viability by increasing number of applied pulses until a saturation value of applied
charge. The applied electric charge is proportional to the number of pulses when the pulse width
and amplitude are fixed. Our experiment shows that 5 pulses of 100 us width at 1kV/cm is a
near-saturation condition. The high value of cell viability means that the electroporation we had
conducted is reversible process and the electroporated cell membrane can be resealed within 3 min.

Electroporation on a p-chip (n=3) Electroporation on a u-chip (n=3)

100
80
60

40

% =+ pulses =5 pulses

EP efficiency (%)
EP efficiency (%)

cont 375V 750v 1kv 13kv cont 375V 750V kv 13kv

Electric field strength (v/cm) Electric field strength (v/cm)

Figure 3: Results of electroporation EP efficiency EP efficiency.
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5. CONCLUSIONS

In wvitro electroporation experiments were performed using a new microchip applicator and effi-
ciency of the electroporation was evaluated. Our study shows that the electroporation efficiency
has proportionality to applied electric charge until it reaches its saturation limit and there is no
strong relationship between cell viability and applied charge of field strength. The new microchip
applicator can be a useful device for electroporation study and to assess electroporation-induced
drug delivery for cancer treatment in vitro because of its consistency of the
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Wideband Differential Phase Shifters Using Waveguides Filled by
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Abstract— A new structure is proposed for wideband differential phase shifter. This struc-
ture utilizes a waveguide filled by a longitudinally inhomogeneous dielectric along with a simple
uniform waveguide. To optimally design the structure, the electric permittivity function of the
inhomogeneous waveguide is expanded in a truncated Fourier series, firstly. Then, the optimum
values of the coefficients of the series are obtained through an optimization approach to have low
phase shift error and low reflection coefficient in a desired frequency bandwidth. The usefulness
of the proposed structure is studied using some examples in the X-Band.

1. INTRODUCTION

Differential Phase Shifters (DPSs) have many applications in microwave circuits such as phase
discriminators, beam forming networks, frequency translators, power dividers and phase array
antennas. The main disadvantage of the conventional waveguide DPSs, which utilize dielectric cards
or slabs in the waveguides [1, 2], is their narrow band property. In this paper, we propose utilizing
Longitudinally Inhomogeneous Waveguides (LIWs) as a wideband DPS in a desired frequency range.
LIWs are waveguides whose inside is totally filled by longitudinally inhomogeneous dielectric or
several thin dielectric layers [1-10]. To optimally design LIWs, the electric permittivity function of
them is expanded in a truncated Fourier series, first. Then, the optimum values of the coefficients of
the series are obtained through an optimization approach. The usefulness of the proposed structure
is verified using some examples.

2. THE PROPOSED DPS

In this section the new structure for DPSs is proposed. The proposed structure, as shown in Fig. 1,
consists of two transmission lines, one hollow waveguide as a phase reference and one Longitudinally
Inhomogeneous Waveguides (LIW). The waveguides are of dimensions a and b and the length of the
hollow waveguide and LIW are dy and d, respectively. Also, the inside of LIW has been filled by a
longitudinally inhomogeneous dielectric &,(z), which can be constructed by several thin dielectric
layers. The phase differences between two matched ends of the hollow waveguide and LIW at
frequency f are as follows, respectively

eo(f) = Angle (exp(—j2mf /1= (/T Pdo/c)) (M)
o(f) = Angle (S21(/)) @

where c is the velocity of the light and f. = ¢/(2a) is the cutoff frequency of the hollow waveguide.
We would like that the difference between these phase differences (Ap = ¢ — ¢y), calling it the
phase shift, be equal to the desired value Ay, at all frequencies in the desired frequency bandwidth,

ie., from fin to fmax-

Figure 1: The proposed DPS. (a) A hollow waveguide as a phase reference. (b) A waveguide filled by a
longitudinally inhomogeneous dielectric (LIW).
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3. SYNTHESIS OF DPS

In this section a general method is proposed to design optimally the proposed DPS. Firstly, we
consider the following truncated Fourier series expansion for the electric permittivity function.

N
In (er(z) — 1) = Y  Cp cos(nmz/d) (3)
n=0

An optimum designed DPS has to have constant phase shift in a defined frequency range. The
optimum values of the coefficients C,, and the length d could be obtained through minimizing the
following error function related to K frequencies between fiin and fiax.

K
Brror = | = > fumwrap (o(fy)) — wnwrap (o(fy)) — Agal (4)
k=1

where unwrap (p) is a function that unwraps phases p by changing absolute jumps greater than 7
to their 27 complement. Moreover, defined error function should be restricted by some constraints
such as low input reflection and easy fabrication, which could be written as follows

max (|S11(f)]) < pmax (5)
max(e,(2)) < &y max (6)

where pmax is the maximum allowable reflection coefficient and also €, max is the maximum available
dielectric constant. To obtain the phase difference ¢(f), we have to analyze the LIW. There are
some methods to analyze the LIWSs such as finite difference [4], Taylor’s series expansion [5], Fourier
series expansion [6], the equivalent sources method [7], the method of Moments [8] and approximate
analytic solution [9]. Of course, the most straightforward method is subdividing LIWs into many
uniform or linear electrically short sections [10] with length Az, which

(7)

Az < Amin =

C
fmaX\/a‘

Then the ABCD matrix of the LIW will be as the multiplication of the ABCD matrices of all
short sections. The parameters A, B, C' and D could be used to find the S parameters of the LIW

as follows

AZO + B — CZg — DZ(]
S = 3 (8)
AZy+B+CZ2 + D2,
27
AZy+ B+ CZ2 + DZ
32 T T T T T T T T T -9.5
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Figure 2: The permittivity function of the designed  Figure 3: The phase shift ¢ — ¢y versus frequency
DPS with Apg = —10°. for Apg = —10°.
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It is of worth to mention that it is possible to consider both transmission lines in Figs. 1(a)
and 1(b) inhomogeneous, i.e., two LIWs, calling them Double DPS. In these structures, one has to
use two individual truncated Fourier series expansion (3) for each LIW.

4. EXAMPLES AND RESULTS

We would like to design an LIW as a DPS with Ap; = —10° in a frequency range from 8.0 to
12.0 GHz (X-Band), considering a = 0.9inch, b = 0.4inch (WR-90), &, max = 10, pmax = —14dB,
dp = 3,5 0r 10mm and N =5 or 10. Figs. 2-4 illustrate the permittivity function e,(z), ¢ — o
and |S11|, respectively. It is seen that the absolute of the phase error is less than 5.6% and also
the absolute of the input reflection coefficient is less than —14dB for all dps. It is evident that
as the length of the structure is chosen larger the fabrication becomes easier. Now, we would like
to design a DPS with Ap; = —90° in X-Band considering dy = 45 mm and ppax = —13dB. This
phase shifter could be designed by cascading of M = 9 similar sections with dy = 5mm. Figs. 5-7
illustrate the permittivity function €,(2), ¢ —¢p and |S11|, respectively. It is seen that the absolute

-11.5 T T 5

—-—d=10mm,N=5
——d=5mm,N=10

IS,,1 1]

8 é 1b 1‘1 12 13 0.2 03 04 05 0.6 07
frequency [MHz] 2/d

Figure 4: The absolute of Sy; versus frequency for  Figure 5: The permittivity function of one section

Apg = —10°. of the designed DPS with Ap,; = —90°.
-84 ; : : -5
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< @
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-4 8 o 10 1 12 13 -35; 8 s 10 T 12 13
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Figure 6: The phase shift ¢ — ¢y versus frequency  Figure 7: The absolute of Sy; versus frequency for
for Apg = —90°. Apg = —90°.

Table 1: Optimum values of the coefficients C,, for N = 5.

Co 1 Cs Cs Cy Cs
dp =3mm (Apg; = —10°) —2.3189 | —2.3746 | —1.6393 | —2.1184 | —1.6773 | —1.8705
dp = 5mm (Apg = —10°) —2.3734 | —1.3343 | —2.1337 | —0.9762 | —1.5977 | —0.9041
dp = 10mm (Apg = —10°) —10.000 | 0.2919 5.0145 | —6.0672 | 4.2148 4.2855
dp =9x5mm=45mm (Apgs = —90°)| —9.9979 | —0.9094 | 9.5853 1.1280 1.6807 | —0.1802
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of the phase error is less than 4.3% and also the absolute of the input reflection coefficient is less
than —13 dB. Tables 1-2 show the optimum values of the parameters C,, and d, respectively, for all
the designed DPSs. Using the above examples, one may satisfy about the capability of designing
LIWs as DPSs.

Table 2: Optimum value of the length d.

d (mm)
dp = 3mm (Apg = —10°) 2.96
do = 5mm (Apy = —10°) (N =5, N = 10) 4.96
dop = 10mm (Apg = —10°) 9.92
do = 45mm (Agpg = —90°) 9 X 4.74 = 42.66

5. CONCLUSION

A new structure was proposed as differential phase shifter in a desired frequency range. This
structure consists of two transmission lines, one hollow waveguide as a phase reference and one
Longitudinally Inhomogeneous Waveguides (LIW). The LIW is a waveguide filled by a longitudi-
nally inhomogeneous dielectric. To optimally design LIW, the electric permittivity function of it is
expanded in a truncated Fourier series, first. Then, the optimum values of the coefficients of the
series are obtained through an optimization approach. The usefulness of the proposed structure
was verified using some examples in the X-Band. It is observed that the solutions yield a good
constant differential phase shift and also low input reflection coefficient in the desired frequency
band.
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The Design of Triple-Mode Low Noise Amplifier for SDR System
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Abstract— A fully integrated triple-mode CMOS low noise amplifier applicable to Software de-
fined Radio (SDR) handset is presented. The target frequency bands include 1.84 GHz-1.87 GHz
for CDMA 2000 1x, 2.11 GHz2.17 GHz for WCDMA, and 2.3 GHz—2.4 GHz for WiBro. The
selection of operating frequency band is implemented by four switched-capacitor circuits, where
every two of them located at the input and output matching network, each switch is realized
by NMOS transistor. The post layout simulation displays the input reflection coefficient and
narrow band voltage gain of the LNA in three frequency bands of interest. The analysis of input
matching, noise matching, and linearity of the LNA is discussed in this paper.

1. INTRODUCTION

With the wireless communications have been rapidly proceeding, the research of convergence tech-
nology which can implement various communication services on a single terminal is desired. SDR is
the technology widely recognized as one piece of flexible radio hardware is reutilized for different ap-
plications and standards under software control. As the entire standards heavily depend on digital
signal processing, making CMOS the first technology of choice. In order to realize multi-standard
wireless communication according to the operation mode of SDR system, a new switchable fully
integrated tripleemode CMOS LNA with excellent performance at each frequency band has been
designed in this paper.

Based on simultaneous noise and input matching technology, the noise performance of single-
band amplifier can be extremely enhanced. The triple-mode LNA in this work, however, it need
to exhibit three resonance frequencies by controlled switches. Thus, it is difficult to optimize noise
performance at each frequency band of interest. For this case, the methodology to design the LNA
to achieve high performance of noise figure and input reflection coefficient, and how to lower the
power consumption is introduced in Section 2. Section 3 describes circuit techniques to improve
linearity. The post layout simulation results of the LNA are given in Section 4. Finally, conclusion
is presented in Section 5.

2. TRIPLE-MODE LNA DESIGN

2.1. The Operating Theory of the Triple-mode LNA

We can indeed appreciate the excellent inductive source degeneration LNA topology which has been
presented in [1], because the source inductor generates a real part to hold simultaneously input
impedance and noise matching, and it does not introduce more noise than any other passive com-
ponent while this topology can also enhance the linearity and ensure the stability of the amplifier.
Figure 1 illustrates the input stage of this LNA topology.

A simple analysis of the input impedance shows that

1 9m1
Zin = 8(Ls+ L L 1
= bt L)+ o+ (22 1 0
The resonance frequency can be easily defined as
1
w= (2)

Cys(Ls + Lg)
At resonance, the first two terms of Equation (1) vanish, and the left term ‘é:“ L totally depend-
gs

ing on the bias is to make 502 for impedance matching. The key point for designing triple-mode
LNA in Equation (2) is that Ly and L, are fixed to capture the real part and cancel out the imag-
inary part of the input impedance respectively, and then, the Cys can be adjusted to change the
operating frequency.

Figure 2 shows the complete schematic of the designed LNA. As can be seen from the picture,
the cascode amplifier topology is also employed in this work because it is well suitable for high
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Figure 1: The input stage of Figure 2: The complete schematic of the proposed LNA.
source degeneration topology.

gain amplifier design and the Miller effect can be suppressed to help to reduce the effective input
capacitance.

In the proposed LNA, the CDMA 2000 1x band is selected when the transistor M.gma and
Myedma is turned on at the same time, and it can be changed to WCDMA band by turning off
Mecgma and turning on Myeqma only, and when both the switches are turned off, the WiBro band
can be selected.

2.2. Input Impedance Matching and Noise Matching

As mentioned above, the operating frequency of the LNA can be changed by adjusting the value of
gate to source capacitance of input transistor M1. Therefore, the procedure of the design process
would be started from the highest frequency band, WiBro, 2.3 GHz—2.4 GHz, and gradually moved
to lower frequency band by increasing Cy,. Consider the first case when the LNA operates at WiBro
band. Although both the switches are turned off, the parasitic elements of the switches M qma
and Mycama need to be taken into account because the MOS switch couples the clock transitions
through its gate-drain and gate-source overlap capacitance [2], and these parasitic elements can
directly affect the noise figure. Another aspect should also be noted here, that is M3 is in series
with M1. Therefore, the input impedance calculation from Equation (1) should be modified as

c)+ (1+ !
sCg m -
Jm1 Cy  Cp_m3

1
Zin = s(Ls + L I
in 5( s+ g) + <SCt + SCp_M3

cs) L, (3)

where
Cy = CgsfMl"l'Oem"l'Cl (4)

and Cp_ p3 in Equation (3) is the parasitic capacitance of M3. In Equation (4), it is not the total
capacitance of C1. This expression is only in order to emphasize an existence of the error capacitive
elements due to the overlap capacitance of MOS switch M gqma need to be considered. Thus, based
on the Equations (2) and (3), the input impedance can be matched by properly tuning the value of
the L and C. Actually, as the M gqmn. connected in series with C1 and Mycqma associated in series
between M1 and M3, the parasitic capacitive elements do not affect input matching so much, but
these elements should be minimized for noise performance. Thus, it is better to choose a relatively
smaller size of switches to reduce high frequency loss through the parasitic capacitor. Although the
small device size will increase resistance R,,, the parasitic capacitive elements affect on noise far
more than resistivity. The final M gma. and Mycqma Size are chosen to 60 pm and 40 um respectively,
and simulation result shows a fact that the smaller size the switch transistors have, the better the
noise performance is.

For the case when the switch Mycqma is turned on, the transistor M3 converts to parallel
with M1, and hence the width of the input transistor increase, lower the frequency to operate at
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WCDMA band. It is easy to recognize that more DC current is introduced than the LNA operates
at WiBro band because of the increased width of transistor. To solve this problem, shunt grounded
capacitor, C, plays an important role here. Without this capacitor, M3 must be chosen to a large
size enough to shift the frequency from 2.35 GHz to 2.14 GHz. This will eventually cause more
power consumption when the switch Mycqma turns on. In addition, as discussed in Equation (3),
the parasitic capacitive elements of M3 connected in series with input transistor M1 when the
switches are turned off. Thus, larger size of M3 can directly degrade noise figure while the LNA
operating at WiBro band. However, with Cs, the width of M3 can be chosen to a relatively smaller
size. Simulation results show the DC current consumption is only 10 pA difference between the
LNA operating at WiBro band and WCDMA band, and the noise figure at 2.35 GHz is improved
by 0.2dB compared to that without this capacitor.
Because of the extra on-resistance of the switch, the input impedance should be rewritten as

1 Im1
+ Ls + Ron_wedm 5
(Ci+Cs+Cpmz)  Ci+Cs+Cpms on-wodma )

Zin = 8(Ls+ Lgy) + .
where the parasitic capacitance of Mycqma is neglected and the error capacitive elements generated
by Mcgqma should also be taken into account.

Similarly, when the M qn, is turned on, the operating frequency is shifted to CDMA 2000 1x
band depending on the C1, and the input impedance can be expressed as

1 gm1
7. — (L. —+ L Ls+ Ry wedmall R, m 6
in 5( s+ g) +s <Ct 10, + Cp_M3> + Cr+Cs+ Cp_M3 s T Hon_wed a” on_cdma ( )

From the Equations (3), (5), and (6), the imaginary part can be eliminated by choosing the
suitable values of Ly, L,, and the gate to source capacitance. Because the real part term in
Equation (3) is much different from the other two equations, the best input impedance matching
performance is designed for WiBro band in this work, and making the other two frequency bands
around the 50 2 matching point on the Smith Chart.

As can be visualized from Figure 3, point 1 which is at 2.35 GHz (WiBro) obtains a good input
matching, and point 2 at 2.14 GHz (WCDMA) and point 3 at 1.85 GHz (CDMA 2000 1x) exhibit
a similar result of input reflection coefficient corresponding to Equations (5) and (6).

S—Parameter Response
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Figure 3: Simulation result of 511 on the Smith Figure 4: Circuit model for nonlinear analysis.
Chart.

According to [1], the quality factor Q of the input matching network is very important to
determine the noise performance. The CMOS RF passive devices, especially for spiral inductor,
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however, cannot achieve high enough Q because of the substrate loss. Therefore, it is a big challenge
to improve noise performance by using CMOS on-chip inductor for fully integrated LNA design.
Based on the characteristic in terms of the four-noise parameters [4], shows that

L(Gs - Goz?t)2 + (Bs - BOPt)QJRn
G

F = Fuin + (7)
where the R, is the effective noise resistance, and G5 and B; are real and imaginary parts of Z;,,
respectively, and G, and B, are real and imaginary parts of noise impedance, respectively. This
equation indicates that the circuit yields the best achievable noise performance when G adjusted
to Gope. If G differs from Gy, its impact on F' is amplified by R,,. However, in the triple-mode
LNA design, it is difficult to make the input impedance matching and noise matching perfectly at
one time. Thus, in this work, the main methodology for optimizing noise performance is to reduce
R,,. Also, the four-noise parameters express the effective noise resistance as [4]

Y9do
R, ~ = (8)
and
Ry oc 1/W 9)

where g40 in Equation (8), is the bias dependence. These two equations imply that the larger device
width offers the best chance of lowering noise figure. For a given drain current in this work, lower
gate biasing and use a larger device width, the noise figure is eventually less sensitivity to a noise
mismatching, and the topology of that set a transistor M3 parallel with M1, is also in order to
pursue this idea.

2.3. Output Matching and Voltage Gain

In order to achieve three narrow band voltage gains, there is no any resistive component at the drain
terminal. From Figure 1, the switches M qma and Mycqma also exhibit at output matching network
to alter the value of capacitance so as to achieve voltage gain and match the output impedance at
different frequency band.

3. TRIPLE-MODE LNA LINEARITY ANALYSIS

In RF circuit design, the linearity is another important issue to consider. Nonlinearity of common
source FET amplifier mostly comes from transconductance nonlinearity in the driving MOSFET
transistor [2]. Employing Taylor series expansion, the drain current of a common source can be
expressed as

g/ 9 g// 3
Z.DS = Idc + 9ImUgs + ?Tvgs + ?Tvgs (10)

It is well known that the coefficient of U;’s in Equation (10) plays an important role in determining
the IMD3 of an RF amplifier [5]. The coefficient g//, could be minimized by linearly superposing
several CS FET transistors with proper bias and size in parallel [6]. However, this method to
improve linearity need to employ larger DC gate bias to cancel the negative peak of the ¢!/, causing
more power consumption.

For linearity analysis purpose, the equivalent small signal circuit of LNA is depicted in Figure 4.
The output impedance seen at the drain of M1, Zs, is added in the model. In a typical common
source FET amplifier, the magnitude of Z; is on the order of 1/(sCys). Using the volterra series
expression, the drain current is given as

iqg = A1(8)vin + Aa(s1, 82)v2, + Asz(s1, s2, 53)03, (11)

Since the inter-modulation products are very close to the fundamental frequency, therefore,
$ & 81 & $o can be assumed. Based on this assumption, the dependence of IM3 with inverse of the
term [7]

1 3
|:SCtR'in + gm1 (1 + >:| (12)
Zo

where Z5 can be approximately recognized as 1/¢m,2. As can be seen in (12), the linearity can
be improved by increasing input transconductance g.,,1, total gate to source capacitance, and g¢,2.
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In the proposed LNA, capture a relatively low gate biasing and choose large device size for three
operating frequency bands, not only the noise performance improved, but linearity enhanced as
well. But, it should be note that excessively increase the total gate to source capacitance, both the
noise and linearity will be degraded, and as mentioned earlier, if increase the size of transistor M3,
the linearity is getting better, but the noise figure will become worse at all of the frequency bands
of interest.

4. SIMULATION RESULT

The circuit layout of the triple-mode LNA is displayed in Figure 4. It is implemented by Cadence
SpectreRF using TSMC RF 0.18 um CMOS process.

~~~~~~~

Figure 5: Layout of the proposed triple-mode LNA.

Figure 6 shows the simulation results of input reflection coefficient, S11, and voltage gain, So;
operating at three frequency bands, and Figure 7 gives the noise figure of the proposed LNA.

511 dB20EAS21 dB20EMS11 dB20EAS21 dB20EAS11 8208821 dB20 EINF dB10ERNF dB10ENF dB10
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M5(2.356Hz, -27.7608)

Figure 6: Voltage gain and Si; in triple-mode Figure 7: Noise figure in triple-mode CMOS LNA.
CMOS LNA.

Simulation results shows 2.11 dB noise figure, —15.1 dB input reflection loss, and 12.9 dB voltage
gain at 1.85 GHz for CDMA 2000 1x application; 2.03dB noise figure, —18.4 dB input reflection
loss, and 15.2dB voltage gain at 2.14 GHz for WCDMA application; 2.16 dB noise figure, —27.6 dB
input reflection loss, and 15.1dB voltage gain at 2.35 GHz for WiBro application.

Figure 7 illustrates third-order inter-modulation, ITP3, at each operating frequency band. Two-
tone simulation shows that the IIP3 are —2.7 dBm, —1.8 dBm, and —0.2 dBm at 1.85 GHz, 2.14 GHz,
and 2.35 GHz respectively.

With a 1.8V supply voltage, the circuit consumes 9.4mW for the total process. The perfor-
mances of the triple-mode low noise amplifier are summarized in Table 1.
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Figure 8: (a) IIP3 at 1.85 GHz; (b) IIP3 at 2.14 GHz; (c) IIP3 at 2.35 GHz.

5. CONCLUSION

Table 1.
CDMA WCDMA WiBro
2000 1x
Frequency 1.85 GHz 2.14GHz | 2.35GHz
Gain (dB) 12.9 15.2 15.1
S11(dB) -15.1 -18.4 -27.6
S2, (dB) -8.7 -10.7 -12.2
P1dB (dBm) -15 -16 -15
I1P3 (dBm) -2.7 -1.8 -0.2
NF (dB) 2.11 2.03 2.16
Power 9.4 mW
consumption

The fully integrated triple-mode switchable CMOS low noise amplifier using TSMC RF 0.18 um
process is designed at CDMA 2000 1x, WCDMA, WiBro frequency bands for SDR system. With
the same low power consumption for the total operating process, the LNA achieved high narrow
band gain and input reflection coefficient at the three frequency bands, and also obtained high
noise performance with similar noise figure at each frequency band of interest. Based on these
advantages, the proposed LNA will be applied with excellent performance for multi-band multi-

standard wireless communications.
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Abstract— This paper presents a review of unconditional stability criteria for analysis and
design of microwave networks. A linear two-port network is said to be unconditionally stable (in
even mode) if for all passive load and source terminations, the moduli of the input and output
reflection coefficients are smaller than one. There are many stability criteria stating the necessary
and sufficient conditions for such unconditional stability. One classical set of these criteria is
based on the combination of Rollett condition (K > 1) together with one auxiliary condition
(e.g., |A| < 1, etc.), which constitutes a family of dual-parameter stability criteria. Another
family of stability criteria involves merely a single-parameter condition, which is often more
convenient to analyze and utilize. Besides the popular geometrically-derived criterion (p > 1
or 4/ > 1), many other single-parameter criteria can be deduced that feature various specific
advantages. One such criterion that is found to be most advantageous is the quasi-invariant
single-parameter criterion (K; > 1). With its simplistic form (like K), it can be shown that
K; > 1 if and only if a two-port network is unconditionally stable. The parameter K; can be
derived from the classical matrix invariants and the familiar stability criteria, leading to the
straightforward proof of its unconditional stability condition. Moreover, it is invariant under
arbitrary lossless termination and reactive matching at either port when unconditional stability
exists. Such invariant property is retained so long as |A| < 1, which occurs more frequently than
|A] > 1 for most microwave devices. The parameter can also be aptly related to the maximum
available gain of an unconditionally stable device. Application of the quasi-invariant single-
parameter criterion is extended for simplified graphical analysis of linear three-port stability.
In particular, only one plot of a single-parameter condition needs to be constructed in each
termination reflection plane. Such plot is useful to aptly depict the terminations at each port that
result in unconditional stability between the remaining two ports. The three-port stability plots
are exemplified to illustrate the convenience using the single-parameter condition. These stability
plots find direct application in the stabilization of potentially unstable microwave networks.

1. INTRODUCTION

A linear two-port network is said to be unconditionally stable if the input and output port reflec-

tion coefficients are smaller than one (|I'in| < 1 and |Toue| < 1) for all passive source and load

impedances [1-3]. There exist necessary and sufficient criteria that can be used to determine such

unconditional stability. One classical set of these criteria involves the Rollett’s condition, which is

[4,5]

_1—]Suf? = |S* + AP
21512521

along with one of the following auxiliary conditions:

K

>1 (1)

Bi = 1+ [Su] = |S2|* = |A* >0 (2)
By = 1+ [Sof” — |Su]* — |A]* > 0 (3)
B = 1—[Sn|* —[S1252] >0 (4)
By = 1—[Sn|* = [S12821] > 0 (5)
|A] = [S11522 — S12521| <0 (6)
Recently, alternative unconditional stability criteria have been proposed that involve only single
parameters. The most popular one is the geometrically-derived criterion [6, 7]
E
—1 >1
|C1| + |S12521]

Es
= 2 > 8
|Ca| + |S12521] ®

p =
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where
Cy = S — SHA 9)
Cy = Soy — SHA (10)
Ep =1— |8y (11)
Ey = 1—|S1]*. (12)

FEither p; or po alone will be able to determine whether a two-port network is unconditionally
stable or potentially unstable.

This paper reviews various alternative single parameters that are useful to determine the un-
conditional stability of linear two-ports. All the single parameters considered will be necessary and
sufficient to determine if a two-port network is unconditionally stable. Moreover, we highlight an
alternative criterion involving a quasi-invariant single parameter which exploits many advantages
associated with the K factor. It should be noted that all the unconditional stability criteria concern
only the stability of even modes (assumed henceforth). More rigorous statements of the criteria
imposing Rollett proviso should be called upon to ascertain the absence of oscillations [5].

2. ROLLETT-BASED SINGLE-PARAMETER CRITERIA

In this section, we present the single-parameter criteria based on the dual Rollett and auxiliary
conditions. Combining the K factor and its auxiliary condition given above in terms of By, Bs, (1,
B2 or |A|, several single parameters can be obtained as [8]

Eq E — |61]
K= ————>1, Kph=—"—"7——>1 13
b |61] + |S12:521] Y (13)
Es E; — |69]
Kpy = ————>1, Khy=—"——">1 14
b2 |G| + |S12:521] LRI (14)
2F1 — &1 , 2F1 — 61 — |51’
Kg = >1, Kgj=————>1 15
al |01] + 2| S12521] Al 21512521 (15)
2F5 — 69 , 2F5 — 69 — |52’
K >1, Kgpy=——""-—"———>1 16
2 |02] + 2 |S12521] p2 21512521 (16)
Ei+ E, , _ E1+ Ey— |01 + 09|
KA = >1, Kj= >1 17
|01 + 2| + 2512521 A 2[S512521] (7)
where
01 = |Sul* = AP +[S12501] (18)
52 = |Szg’2 — ‘A|2 + |512521| . (19)

The (unprimed) parameters given in the left of (13)-(17) have been defined originally in [8]. They
may be redefined to resemble the K factor more as given (primed) in the right of (13)-(17).

For more generalized auxiliary conditions of |Toyt| < 1 for any I's = e/® or |I'y,| < 1 for any
I'; = e/ (arbitrary real ¢, and ¢3), the corresponding single parameters can be expressed as

E1 —Re [C1€j¢1] E; —Re [01€j¢1] — ‘51 — Re [C16j¢1]

Kry = A 1, Kb = >1(20
"= 16, — Re[Cred® ]| + [S125%1] r |S12591] (20)
Es — Re [Chei? Es — Re [Cae?%] — |85 — Re [Cael®?
Kry = 2~ Re [Chel®] S1, Ky =2 ¢ [Coe:] — |0 — Re [Che H>1.(21)
|52 — Re [CQGJ@H + |512521| |512521|

These parameters can be reduced further for two special cases of (20) and (21), namely short- and
open-circuit terminations. In particular, we have for short circuit (¢1 = 7 and ¢9 = 7),

El + Re [Cl] ’ El + Re [Cl] — |(51 + Re [01”
Ky = >1, Ky = >1 22
Y1 |51 + Re [01” + |512521| vi ‘512521‘ ( )
Es + Re [Cy] , E5 4+ Re [Co] — |02 + Re [C9]|
Kyo = >1, Kyo,= >1 23
vz |02 + Re [Co]| 4 |S12521] vz 512521 (23)
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and for open circuit (¢; = 0 and ¢2 = 0),

E1 — Re [Cl] / El — Re [Cl] — |(51 — Re [01”
Kz = >1, Ky, = >1 24
L7 06 — Re [Ch]] + [S12501] 21 |S12.5921 | (24)
E> — Re [Cg] y Ey — Re [CQ] - |(52 — Re [CQ”
Kz = >1, Ky, = > 1 25
Z2 |02 — Re [Ca]| + |S12591] 72 |S12.521 | (25)

All the subscripted K and K’ parameters above constitute the family of Rollett-based single-
parameter criteria for unconditional stability. This fairly large family provides us much room to
identify and exploit the potential advantages of certain members in various aspects. For instance,
the (unprimed) parameters in (22)—(25) have been demonstrated to be invariant under lossless
shunt and series terminations respectively [8].

3. QUASI-INVARIANT SINGLE-PARAMETER CRITERION

Here we present the quasi-invariant single-parameter criterion that involves a symmetrical param-
eter defined analogous to (1) as [9]

3—2[S11]> — 2[Saal* + |A]2 — |1 - |A?]

K, =
! 41512521

(26)
This criterion is necessary and sufficient to determine the unconditional stability of a linear two-port
network, i.e., K; > 1 if and only if a two-port network is unconditionally stable. Subsequently, the
parameter is derived from the classical matrix invariants and the familiar stability criteria, leading
to the straightforward proof of its unconditional stability condition [10]. In particular, the trace
of certain dissipation matrix [10] (expressible in terms of $; and (33) can be an auxiliary condition
alternative to (4) or (5):

B+ B2 > 0. (27)

Combining this auxiliary condition (27) with the Rollett condition (1) then gives rise to the quasi-
invariant single-parameter criterion involving (26) directly.

The quasi-invariant parameter is invariant under arbitrary lossless termination and reactive
matching at either port when unconditional stability exists, or as long as |A| < 1 which occurs
more frequently than |A| > 1 for most microwave devices. Furthermore, since K; coincides with
K when K; > 1, many of the desirable properties inherent in K can be exploited. Indeed, we find
that K, is related to the maximum available gain (MAG) more aptly than K,

|So1

|S1a)| (Kt +VE? - 1)

This expression in terms of K; preserves the convenience for analyzing trade-offs between gain and
stability when Ky > 1.

MAG =

with K > 1. (28)

Table 1: S parameter data sets, |A|, K, K; and MAG.

Set Si1 S So Soo A K K, | MAG
1 | 02z1200 | 0.052120° | 3240° | 052 —50° | 0.24909 | 2.573 | 2.573 | 12.13
2 | 0.752£-60° | 0.3270° 6/90° 0.5/60° | 21562 | 1.344 | 0.3209 | -

3 | 1.05£20° | 0.052£120° | 32£40° | 0.52—50° | 0.67323 | 0.3358 | 0.3358 | -
4 0.1£0° 0£0° 0£0° 0.320° 0.03 0 0 0
5 1.2£0° 0£0° 0£0° 0.3£0° 036 | —oo | —oo _
6 0.1£0° 0£0° 0£0° 1.320° 013 | —o0 | —o0 _
7 0.520° 0.025/180° | 2/0° 0.1£0° 0.1 7.5 75 | 5.357
8 | 0.952/—22° | 0.0480° | 3.5£165° | 0.61£—13° | 0.57205 | 0.188 | 0.188 | -
9 | 0.69£—123° | 0.11248° | 1.29478° | 0.522—77° | 0.25388 | 112 | 112 | 7.215
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To compare various single parameters for unconditional stability, let us revisit the examples
in [8,9] whose S parameters are listed in Table 1 along with the values of |A|, K, K; and MAG.
The gain values are included for reference by noting that K; is related simply to MAG when K; > 1.
Table 2 lists the values of new subscripted-K’ parameters, which signify unconditional stability if
and only if each parameter value is greater than 1. While one can show that K; is invariant
under arbitrary lossless termination so long as |A| < 1 [9], it is not certain yet about the invariant
properties of these subscripted-K’ parameters.

Table 2: Comparison of various single parameters for unconditional stability.

Set K, K Ky Kpy Kx Ky, Ky Ky Ko

1 4.147 4.147 4.147 4.147 4.147 4.147 4.147 4.147 4.147
2 | —0.8537 | —1.201 | 0.4167 0.2431 —1.027 | —0.7149 | —2.228 | —0.9926 | —0.1734
3 | —0.3285 | —1.038 | —0.3285 | —0.6833 | —0.3285 | —0.3285 | —3.086 | —0.3285 | —0.3285
4 00 00 00 00 00 00 00 00 %)

b) —00 —00 —00 —00 —00 —00 —0o0 —00 —00

6 —00 —00 —00 —00 —00 —00 —00 —00 —00
7 14 14 14 14 14 14 14 6 14

8 —0.624 | —0.624 | —0.624 | —0.624 | —0.624 | —0.624 | —0.624 | —0.624 | —0.624
9 1.241 1.241 1.241 1.241 1.241 1.241 1.241 1.241 1.241

Apart from being convenient for linear two port stability investigation, the single-parameter
criterion can also be useful for linear three-port stability analysis [10]. Such analysis considers the
stability between two ports with a fixed termination at the third port. Assume that I's is the
corresponding reflection coefficient when a three-port is terminated at port 3. Due to the close
relation between power gain and stability as dictated by (28), it is more advantageous to adopt the
symmetrical quasi-invariant parameter K;3(I'3) rather than the asymmetrical geometrical stability
parameter pug(T's) [11]. The three-port stability condition reads

> 1 (29)

Figure 1: Stability plots viewed in the I's plane. The interiors of the plots marked with ‘o’ and ‘*’ represent
the regions for K3(I's) > 1 and Ky3(I'3) > 1 respectively.
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where
N(T'3) = 3|1 — S33T3)° — 2|11 — Agal's]> — 2|Sa0 — ApT's)?
+[As3 — AgT's|? — ||1 — S33T's[* — [Asz — AsT's[?, (30)
D(T3) = 4|(S12 + AaT'3) (S21 + A12Ts)], (31)

Ayj is the cofactor of (7, j)-th element and Ajz is the determinant of three-port S-parameter matrix.
To illustrate the three-port stability plot, consider a three port network with S-parameters as

1.012£ — 31.79°  0.385£65.21° 0.185£96.79°
1.720£139.77°  0.703£ — 36.28° 1.879/4 — 21.701 .
1.5632 — 21.69°  0.280£13.81° 0.886/144.81°

(32)

Figure 1 shows the plots of K3(I's) > 1 and Ky3(I's) > 1 in the I's plane. Observe that the
large (upper) region of K3(I's) > 1 does not meet the unconditional stability condition. Using
the single-parameter condition K;3(I's) > 1 enables one to single out the proper region directly.
Such plot provides a quick and apt graphical representation of the I's terminations that result in
unconditional stability between ports 1 and 2.

4. CONCLUSION

This paper has presented a review of single-parameter criteria that are necessary and sufficient
to determine the unconditional stability of linear two-port networks. Many of these criteria can
be derived based on the dual Rollett and auxiliary conditions. Moreover, an alternative criterion
involving a quasi-invariant single parameter K; has been highlighted which exploits many advan-
tages associated with the Rollett K factor. The parameter is invariant under arbitrary lossless
termination and reactive matching at either port when unconditional stability exists, or as long
as |A| < 1. It can also be aptly related to the maximum available gain of an unconditionally
stable device. Application of the quasi-invariant single-parameter criterion has been extended for
simplified graphical analysis of linear three-port stability. The three-port stability plots find direct
application in the stabilization of potentially unstable microwave networks.
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A Low Cost and High Performance Design of X-band Short Range
Doppler Radar Transceiver

Jingzhou Luo and Lixin Ran
Information Science and Engineering College, Zhejiang University, China

Abstract— This paper presents a systematic integration and circuits design scheme of X-band
Doppler radar for short-range use purpose. With the help of powerful microwave design tool
ADS, the authors designed a complete CW Doppler radar transceiver and made a test for veri-
fication. Firstly, we establish a system model by conventional radar equation. Secondly, design
the schematics of main modules including an oscillator, a mixer, and antennas. Finally, perform
system integration using the designed circuits diagrams and parameters. The performance is
found fairly satisfactory by test verification.

1. INTRODUCTION

Doppler radars play an important part in many industrial, scientific, and medical areas. Recently,
more and more Doppler radar products are especially found in some commercial short-range use
circumstances like check on work attendance system, family guard against theft and alarm system,
and human body’s vital sign detection system, etc. The features of these Doppler radar products are
with high sensitivity of target detection; low power radiation to reduce harm for human body; low
cost to facilitate wide applications; easy of circuits alignment to fit the batch production; and small
circuit size, etc. Based on this consideration, the authors made a CAD for a continuous wave (CW)
Doppler radar transceiver. The radar works at X band. It has an optimized system performance in
virtue of ADS simulation techniques. Because of using microstrip circuit and microwave integrated
circuit techniques, the transceiver PCB size can be less than 40 x 40 mm?.

In the following, we firstly establish a system model by conventional the radar equation, and
then design module schematics including an oscillator, a mixer, and TX/RX antennas. Finally, we
perform system integration and make a simple Doppler experiment to verify the design.

2. RADAR TRANSCEIVER SYSTEM DESIGN

The diagram of designed radar transceiver is shown in the left part of Figure 1. It mainly consists of
an oscillator, a mixer, and two antennas, also including other parts like a RF coupler and matchers,
a base band filter and amplifier, etc. The right part is a radar target model. Similarly refer to
Reference [1], we set up the parameters of target model including frequency sources and a phase-
shifter relative to Doppler radar application except for the attenuator, as the latter represents the
loss in free space and radar cross section (RCS).

Notice that the most important parameters of the transceiver are oscillator output power P,
transmitting and receiving antenna gain G; and G,, and mixer conversion gain (or loss) G,,. Of
cause this depends upon application purpose. Since our Doppler radar is limited in the case of
short-range target detection, we use neither power amplifier nor receiving low noise amplifier. We
start from the classic radar equation [2]:

P,GG.\2S (1)
(4m)3R*
where ) is the wavelength of the RF signal; S is the RCS of the target; R is the line of sight distance

from radar to target. Considering the dielectric and polarization properties, the RCS should be
revised to

P =

S =ré&nS. (2)

where r, £ and n represent target backward power scattering loss, power absorption loss, and wave
polarization loss, respectively. Sj is the RCS in ideality (target loss = 0), which depends on
geometry of the targets. In the case of Doppler radar, S7 includes the information of the target.
Referring to (1) and (2), and the characters of the signal generated by a double sideband carrier
suppression AM modulator, i.e., a direct multiplier of two signal, the total loss of the attenuator
can be written as

A28
L= Gnprr ®
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Thus, we need to determine the circuit specifications P, G,,, G and G,, which can be done by
ADS system simulation.

3. CIRCUITS DESIGN

3.1. Oscillator Design

Comparing to other microwave oscillators, Dielectric Resonator Oscillator (DRO) has many advan-
tages such as high Q factor, small size, and low cost, etc. Although its phase noise performance is
not very satisfactory, it can still meet the requirement of Doppler radar applications [3,4]. In fact,
through simulation described in Figure 1, we can show that even if the phase noise of oscillator
reaches the upper value (—10dBc/Hz), the Doppler signal still can be demodulated satisfactorily.
So choosing DRO as the design scheme is reasonable.

Radar Model TX Ant Target Model

Coupler
L\
@®

Oscillator

Figure 1: Radar transceiver and target model.

Figure 2(a) gives a schematic level of the simulation. We choose GaAs MESFET NE71084 as
the main oscillation component. The circuit is of parallel feedback oscillation type. The feed back
capacitance can be obtained by the coupling between gate and drain microstrip transmission line.
Figure 2(b) gives Harmonic Balance simulation result. From the figure we can see the oscillator
output power at 10.07 GHz is near 12dBm.

m1
freq=10.25GHz
plot_vs(dBm(0SCout), freq)=12.057
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o
1

dBm(0SCout)
A
o
|

3

freq, GHz
(a) Circuit model (b) Harmonic balance simulation result

Figure 2: Oscillator simulations.

3.2. Mixer Design
As we know a double balanced diode mixer has 5~7dB loss, and it also needs large physical size,
because it uses a microstrip coupler. While FET mixer has less combine harmonics and higher
output power saturation point. Figure 3(a) shows our mixer circuit design schematic. To be
different from a normally FET mixer, the RF input signal is not added at the gate but at the drain.
This design also poses the advantages of decreasing PCB size and improving mixer performance.
Besides, we use a 5k-ohm resistor as output load, since for most operational amplifier the input
impedance must be high.

By measuring and optimizing the level difference between the baseband output and RF input
we can get conversion gain G,, of 13.6dB at 10.07 GHz. This is a very good result. To show this
process the input RF and demodulated IF spectrum are shown in Figures 3(b) and 3(c). Notice
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that in these two figures the frequency coordinate origin has deferent meaning: in 3(b) it is the
oscillation frequency and in 3(c) it is the DC component.

ot c Port 0 0
ZS((:L“PU' 220,40 o RFinput o . ‘
Num=1 gs MLIN g £ 204 s
c=2 ;/L=6005mm % 40 m1 % _40; t e m2 ‘
DC_Feed L=4.652 mm = freq:=1 .090 Hz = ] ‘
DC_Feed3 5 o RFinput=-54.016 5 -
+ c R Port w -100 o ‘
= oc cr I R3  IFoutput @ 120 i
c=1nF R=5 kOh
'l Vel sy = "1 ; o NN
= pf_nec_NE71084_19921216 - 0 & 6 4 2 0 2 4 6 8 0
FET2 freq, Hz freq, Hz
(a) Circuit model (b) RF input spectrum (c) IF output spectrum

Figure 3: Mixer circuit simulations.

3.3. Antenna Design

The key point for design of antennas is also based on improving antenna gain. As a compromise
consideration between performance and circuit complexity, a two-element microstrip array is chosen.
The procedure for this design is very typical: firstly design a single patch element and a matching
circuit of transmission line, and then combine two elements into an array. The layout parameters
are got by ordinary way, but unlike off center feeding, the feeding point is chosen at the middle of
the patch wide side. This is for convenience of establishing phase centre. The simulation results
show this way can also lead a good performance.

Figure 4 shows the antenna gain and input impedance characteristics. We can see the gain at
working frequency 10.07 GHz is above 8dB, and S); is less than —32dB. This is a satisfactory
result.

m 1 S11
THETA=0.000 _s
10*logl0(real(Gain))=8.0686
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THETA
(a) Directivity and gain characteristics @ 10.07GHz (b) Impedance characteristics

Figure 4: Antenna optimizations.

4. SYSTEM SIMULATIONS AND VERIFICATION

To check the design a system level simulation is done and compared to a test. The designed
circuits of the oscillator, mixer, and antenna have been integrated into a FR-4 type PCB with
size of 40 x 40 mm? shown in the right part of Figure 5. The parameters for simulation are set
to following: R = 1m; Doppler frequency shift = 1Hz; P, = 10mW; G; = G, = 8dB; S = 51
(considering no target loss case); the moving target is a metal plate of 200 x 200 mm?2. We substitute
these schematics and values into the system in Figure 1 and get the waveform with about 4 mV
peak-to-peak values as shown in Figure 6(a). This signal amplitude is enough for signal to noise
ratio (SNR) requirement of a low pass filter amplifier.

For verification purpose we also made an experiment by a test board composed of the transceiver
daughter board and a self made digital signal processing (DSP) main board shown in Figure 5. The
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latter is the main hardware to be used for low pass filtering, pre-amplifying (with a 20dB LPF
amplifier), data sampling, memorizing, system controlling and processing, on which a TMS320
UC5402 DSP chip is used as the central controller and processor. However, for our comparison
purpose here we need only the sampled output baseband data signal. This measured signal result is
shown on Figure 6(b). We can see the measured Doppler waveforms agree fairly with the simulation
in fundamental frequency and amplitude. Notice that in the simulation no amplifier is accounted,
so the measured signal should be 20dB larger than simulated one. For length limit we omit the
details of the test procedure here.

meoee A A 0 mo N A A A A
-0 089 “ | M\ \A‘ | m6
_ I A [l /1 [ |ind Delta=0.500
w 1/ I [T /][] |dep Delta=0.004
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— - | | “ i |
s oocomnt L H
- AV e
~0 ase—|| ] S mb | A time=4.250 sec
4\ \ V) 2B Voo IFsignal=-0.093
—0.098 L 1
0 2 4 6 B 1o
time ., sec h (] 10 20 30 40 50 60 70 80 920 100
time/10 (second)
(a) Simulation signal (b) Measured signal

Figure 6: Simulation and measurement results of baseband signal.

In fact, the transceiver is worked with high sensitivity of target detection. The maximum range
of large object detection like a moving human body can reach up to 10 meters, provided that
appropriate adjusting the PCB layout and optimizing the components of the circuit is carried out.

5. CONCLUSIONS

The authors have presented a system integration and circuit design scheme of X-band Doppler
radar for short-range use purpose. The system is modeled by conventional Doppler radar theory
and designed by ADS. Typical designed circuit specifications are achieved: the oscillator output is
12dBm, the mixer conversion gain is 13 dB, and the antenna gain is 8 dB. The maximum range of
large object detection can reach up to 10 meters. Simulations and experiments show this design
scheme can meet our application requirement.
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Abstract— Potentialities of 2.5D dielectric photonic crystals for subwavelength imaging or in-
visibility cloaking operation at optical wavelengths are studied numerically and experimentally.
First, a negative refraction based flat lens is designed, fabricated and characterized. Using scan-
ning near-field optical microscopy, subwavelength imaging (0.8)\) for a deduced refractive index
of —1 is obtained at 1.55 pm. Second, an original design aimed to operate as a cloaking device is
proposed by combining photonic lattices operating under different regimes, exploiting both pass-
and stop-band properties.

1. INTRODUCTION

Photonic crystals have been widely studied since two decades for their outstanding potentialities
to control the motion of light [1]. Formerly exploited for their band gap properties associated
with point or linear defects for wave guiding or multiplexing, they found a second breathe when
metamaterials became of prime concern in the electromagnetic research community [2]. The concept
of negative refraction, based in the lower part of the spectrum on permittivity and permeability
engineering [3, 4], can also be evoked in the case of photonic crystal as pass-bands are considered.
Indeed, a band slope reversal with respect to the wave vector, if isotropic, can be interpreted as
a negative refractive index. Compared to metal-dielectric metamaterials, full dielectric crystals
appear more mature for the optical wavelength range owing to standard technological processes of
nanoelectronics for their fabrication [5-8]. Conversely, less versatility will be possible in terms of
subwavelength patterning since dispersion properties in such crystals are fixed by the geometrical
parameters, namely the periodicity and the filling factor.

To quantify the potentialities of 2.5D photonic crystals, we will investigate first the subwave-
length imaging by a n = —1 flat lens [9], with special attention to the wave matching [10], and
second we will propose an original design for a cloaking device by combining photonic lattices
operating under pass- and stop-band conditions [11].

2. SUBWAVELENGTH IMAGING BY A n=-1 PHOTONIC CRYSTAL BASED FLAT
LENS

To design a photonic crystal (PC) based n = —1 flat lens, we start from a two dimensional triangular
air hole lattice patterned in a semiconductor matrix. The refractive index of this matrix corresponds
to the first guided optical mode confined in a vertical InP/GalnAsP /InP heterostructure for a wave-
length close to 1.55 um. The PC geometrical parameters are fixed using an optimization procedure
we develop base on the exploitation of the cavity modes defined by the finite lens surrounded with
air. As we want to demonstrate the focusing properties of such a lens illuminated by a quasi-point
source, this procedure allow us to enhance the lens transmission for various incidence angles. A
typical band structure is given in Figure 1(a) which corresponds to a filling factor of 38%. The
second TE band shows a negative slope and crosses the light line for a/A = 0.31 (a is the period of
the crystal and A the wavelength in air). As shown in Figure 1(b), the corresponding iso-frequency
curve is circular leading to a refractive index value of —1. Moving to a real prototype, the third
dimension of space has to be considered. As illustrated by the schematic side view of Figure 2(c),
the PC has a finite depth of about 2 pm and a quasi point source is defined using a ridge waveguide
(0.6 pm width) to illuminate the lens. The source/lens distance is half the lens thickness. A three-
dimensional FDTD calculation at A = 1.55 um has been conducted and Figures 2(a) and 2(b) gives
the E-field density for two specific planes corresponding to a top view at heterostructure level and
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a side view at source location. These two plots show that the focusing of light is present even if a
large reflection dominates at the first interface. Moreover, the spot location behind tends to show
a shift of the refractive index value from —1 when the third dimension is included.

E density plot for . = 1.55 um
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Figure 1: (a) Band structure of the triangular Figure 2: 3D FDTD simulation of the photonic crystal
photonic crystal lattice described in text; (b) based n = —1 flat lens operating at 1.55 um; (a) top view,
Iso-frequency surface for the second band. (b) side view, (c) schematic side view.

Figure 3 illustrates the experimental results obtained with such an approach. On the left side,
a SEM top view of the prototype is given and on can observe the high quality obtained for the
lens in terms of periodicity and regularity for the PC. The light is injected on the left and arrows
indicate the theoretical positions of focus spots within and behind the lens for n = —1 using ray
tracing issued from Snell-Descartes law generalized to negative values of n. On the right side, a
SNOM picture of the lens for a wavelength of 1.525 um is given [12]. This value is chosen to give
the brightest spot behind the lens. This image is recorded in air at an altitude corresponding to the
confining plane of the vertical heterostructure, approximately 1.7 um above the InP substrate. First
of all, one can note a very high intensity of the optical field at the first lens interface; this reveals
a high level of reflection and thus a strong impedance mismatch between air and the lens that
remains to be optimized. Second, one can observe interference fringes close to the second interface.
This can have various origins related to out of plane dispersion losses or to interaction between the
lens interfaces and the collecting probe. Despite all these limitations, a clear spot is visible behind
the lens closed to the expected position. Quantitatively, the transmission level is around —30 dB.
This spot remains between 1.53 um and 1.54 um and the optimal resolution obtained here, obtained
after correction induced by the finite size of the probe is 0.8\. If this value is subwavelength, it
doesn’t break the Rayleigh criterion (0.5A) which was expected with our experimental set-up of
collection of propagating optical waves in air. This result is nevertheless very close to the optimal
value of 0.66\ calculated by theoreticians with similar configurations. It has to be mentioned that,
despite our 2D design procedure, high transmission (brightest spot) and n = —1 (spot position)
do not coincide. This can be due to small variations of the real geometrical parameters achieved
around the nominal theoretical values or by the influence of the finite depth of the PC in its 3D
configuration. Indeed, the results appear quantitatively very sensitive to this set of parameters.
However, the wavelength shift between theory and experiment remains very small (less than 2%)
and validates our design procedure.

This demonstration of focusing by a flat PC lens at optical wavelengths is very encouraging even
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Figure 3: Experimental results for the photonic lens at A = 1.525 um. Left side: SEM top view of the
prototype, arrows indicates the light propagation according to Snell’s law. Right side: Scanning near-field
optical microscope picture of the lens.

if light transmission through the lens has to be optimized. The main difficulty is here to take into
account the multiple incidence angles of the light in front of the lens. Indeed, if n can be found
isotropic, it is not the case for the surface impedance which strongly varies with incidence. PC
surface engineering is commonly proposed to realize this matching over a limited range of incidence
but many questions related to the exploitation of additional surface modes to improve transmission
and resolution properties of the lens remain open.

3. A PHOTONIC CRYSTAL BASED OPTICAL CLOAKING DEVICE

Negative refraction in PC’s is a general concept which can also be used for cloaking purposes. This
search for invisibility is very active with metal-dielectric metamaterials in which permittivity and
permeability tensors can be “tailored” as will, including negative or smaller than one values of
these constitutive parameters. Using conformal mapping techniques, a precise local engineering of
€ or p enables the design of cloaks which bend light in such a way that anything located inside
is hidden to the outside, whatever the type of incoming wave [12,13]. Using PC’s such a precise
engineering is not easily imaginable and other strategies have to be developed to mimic a similar
behavior under restricted operating conditions. Figure 4(a) illustrates schematically such a PC
based cloaking device. The basic idea is to rebuild behind the device an incident Gaussian plane
wave in amplitude and phase as if the device was absent. To this aim, we make use of two different
PC’s: PC1 is similar to the one used above and operates with n = —1 at 1.55 pum whereas PC2 is
opaque to light at the same wavelength. This can be obtained using a higher filling factor and a
bigger period to shift the band gap at 1.55 um. The light motion passing four timesan = —1/n =1
interface is shown in grey. The space region to hide is at the center of PC2. The specific form of PC2
(with the two tips) is used to alleviate straight-through transmission at the singular point where
the two PC1 are in contact at input and output. With respect to the discussion of paragraph 2,
let us mention that PC1 is always illuminated under single incidence which makes possible the
simultaneous optimization of transmission and index matching.

Input Output

(a)

Figure 4: Photonic crystal based cloaking device. (a) Schematic view, PC1 operates in negative refraction
regime (n = —1), PC2 is opaque and the grey region at the center is hidden for the incident light whose
motion is represented by the arrows. (b) Field intensity under cloaking operation at 1.55 pm. (c) Phase plot
of the optical field.
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Figures 4(b) and 4(c) illustrate the cloaking operating mode whereas Figure 5 shows the figure
of merit of the device. It can be seen that the incident wave, first shared in two parts at input is
properly reconstructed at output, at the same frequency, showing a regular phase front typical of
a plane wave. The central region of the device is completely isolated. The total insertion loss is
around —5/6 dB, which reveals a good transmission at each n = —1/n = 1 interface with losses
lower than 1.5dB. As mentioned before, the device works only for a incident unidirectional plane
wave which is a real limitation compared to the metamaterial approach. Conversely, one can note
that the hidden area dimension can be chosen as will by enlarging the PC1 extension as long as
propagation and insertion losses in PC1 and air remain at reasonable levels. No intrinsic limitation
related to the operating wavelength exists with this kind of design. This reasoning can be extended,
with the same limitations in mind, to the spatial extension of the incident plane wave.
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Figure 5: Figures of merit of the cloaking device. (a) Transmission properties at 1.55 pm (193 THz). (b)
Fourier spectra of the output signal.

4. CONCLUSIONS

In this paper, we have shown the potentialities of 2.5D dielectric photonic crystals for subwave-
length imaging or invisibility cloaking operation at optical wavelengths. Subwavelength focusing
(0.8X\) at 1.525 um has been obtained with a PC based flat lens. Also, an original design base on
the combination of PC’s working under different regimes has shown ability to mimic a cloaking
operation for an incident plane wave with a high versatility in terms of hidden zone dimension
or incident wave spatial extension. It is believed that the exploitation of abnormal propagation
regimes in photonic crystals represents a significant step for nanophotonics and that the proposed
devices will become building blocks for the future generation of integrated devices.
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Broadband Acoustic Cloak with Multilayered Homogeneous
Isotropic Materials

Y. Cheng, J. Y. Xu, and X. J. Liu
Key Lab of Modern Acoustics of MOE, Nanjing University, Nanjing 210093, China

Abstract— In the long wavelength limit, it is shown that the acoustic cloak can be constructed
by using concentric multilayered structure with alternating homogeneous isotropic materials.
The cloak designs for concealing objects with arbitrary shape and acoustic properties have been
proposed. In this paper, we will present an in-depth analysis on the cloaking mechanism of the
proposed design. The details of pressure field distribution in each cloak layer are obtained by
rigorous acoustic scattering derivations. Calculated pressure fields demonstrate that the cloaking
effect is ascribed to a specific multiple scattering process determined by the cloak’s microscopic
material distribution and structural details.

1. INSTRUCTION

The coordinate transformation based solutions to the Maxwell equations have been demonstrated
to be an efficient approach to control the flow of electromagnetic (EM) waves [1]. It enables the
design of EM invisibility cloaks which can hide arbitrary objects from exterior EM illumination
and suppress all the scattered waves [1-3]. This exciting design was confirmed by full-wave simula-
tions [2] and realized in experiments at microwave frequencies [3]. All these pioneering work further
inspire a great deal of research interest in the acoustic cloak due to the similarity between Maxwell
equations and acoustic wave equations. In [4], Cummer et al. employed the transformation method
to design two-dimensional (2D) cylindrical acoustic cloak. Later on, a three-dimensional (3D)
acoustic cloak with the same material specifications was further proposed separately by comparing
the acoustic field and dc conductivity equations [5] and by acoustic scattering theory [6]. They
demonstrated that the acoustic cloak can bend elastic wave around objects with arbitrary shape
and properties. These attractive designs promise potential applications such as hiding submarines
from enemy’s active sonar.

Analogues to its EM counterpart, the acoustic cloak also require constitutive parameters (mass
density and bulk modulus) with anisotropy and space gradient [4-6]. Unfortunately, the material
with the required characters can not be found in nature [4,6]. The construction of acoustic cloak
with acoustic metamaterials is challenging for both the considerable absorption of sound wave
and complex fabrication process. On the other hand, the acoustic cloak can also be constructed
by concentric alternating layered structure with homogeneous isotropic materials. Based on the
effective medium theory, the cloaking effect has been demonstrated [7-10]. In this paper, we will
present in-depth analysis on how the multilayered cloak conceals the object.

2. FORMULATIONS

Figure 1 shows the configuration of an M-layered acoustic cloak shell with inner radius a and outer
radius b. For simplicity, the cloak layers are consecutively numbered as 1, 2, ..., M — 1, M, while
the host medium and the concealed region are denoted as 0 and M + 1, respectively. Thus, the
radius of the inner boundary of the mth layer is r = R,,, with Ry = b and Rp; = a. The cloak is
designed through a two-step procedure [7].

Consider a plane harmonic pressure wave p;, = Poei(kum_“"t) = Pyeilkorcoso—wt) jncidents on
the cloak along the ¢ = 0 direction. Py is the amplitude of p**¢, here i indicates the imaginary
component and kg is the wave number in the host medium. The pressure fields in all the layers follow
the general wave equation since the layered cloak is constructed by homogeneous isotropic materials.
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Figure 1: Schematic of the M-layered acoustic cloak in cylindrical coordinates. The inner boundary is at
r = a while the outer boundary is at » = b. Plane harmonic elastic wave p**¢ incidents along the ¢ = 0
direction.

Hence the pressure fields in all regions can be described with the following expressions [11]:

+o00
po=PFo Y |i"Jalhkor) + ConH{D (kor) |, (r > b) (1)
oo |
P = Fo Y [Aundulbnr) + Con H (k) |79, (R > 7 > Rn1) 2)
too ,
parsr = Po D [Ariyndn(kaar) €™, (r < a) 3)

n=—oo

where J,, and H,, are the Bessel and Hankel function of the first kind, respectively; kp, and kpr41)
are the wave number in corresponding layer. Con, Amn, Cmn, and A(rr+1)n are the unknown
expansion coefficients which can be solved by matching the continuous scalar pressure p and ra-
dial velocity v, = (i/wprpo)(Op/0r) at all interfaces. By solving the linear equation system, the
coefficients are obtained to be

1 124
A(M+1) a1 Con = 11
Bulys Ly (4)
Conl _ l22 l21 _ Conlll
Amn _ m—1 m—1 Cmn _ m—1 m—1 (m —1to M),

ﬂm—1<l71712—1l72nl—1 - lié_ll?f_l)’ 5m—1(l717$—1l7273—1 - lrlnl—llgr%—l)

where By = QuQ1Qs - Qur, Bn1 = QoQ1Q2 . - Q1 With Qy, = =hpflu; ;1% is the entry of the
2 x 2 matrix Ly = PyPi1 P> ... Py, l _, is the entry of the 2 x 2 matrlx Lm 1=FPPPs...Py_1,

with the entries of the 2 x 2 matrix P are
P = o T (k1 Ron) w Rin) = Jo(Kn1 R ) HYY (o R ).
oy = i HY (k1 R ) HY (i B ) — r(Ll)(kaR VH (ki Ron),
pzr} = Jn(km+1Rm)J7/z(kam) - am‘]r,z(karlRm)Jn(kam)’
p'%nQ = Hr(zl)(km+1Rm)J7/L(kam) - amHS)/(k‘m-ﬁ-lRm)Jn(kam)'

Here oy, = kimt10m/kmpPm+1-

3. RESULTS AND DISCUSSIONS

When all the coefficients are obtained, the pressure field in the each layer can be reconstructed
accordingly through Egs. (1)—(3). As an example, we use the same geometry details and material
distributions as that in [7]. The cloak geometry uses the common configuration b = 2a, the cloak
shell is constructed by 40 thin layers, and the host medium is set as water with po(= 998 kg/m?)
and ko(= 2.19 GPa).

We first calculate the local velocity in each layer of the cloak to provide a straightforward view
on the cloaking process. The x component v;,, and y component v,,, at kg = 27 are plotted
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in Figs. 2(a), (b), respectively. A fraction of the cloak in the second quadrant is depicted for
convenience of illustration. Comparing Fig. 2(a) with 2(b), it is noted that v,,, exhibits parallel
plane wavefront outside the cloak, while v;,, appears to be near zero. This behavior indicates that
the host medium vibrates along x direction uniformly, and the cloak reduces most perturbations
to the vibration in host medium. On the contrary to the uniform vibration in host medium, v,
and v,y in the cloak shell shows transformed distribution in both radial and angular directions,
indicating the specific multiple scattering processes. The occurrence of vy, should be ascribed to
the tangential scattering between the circular layers. In addition, the amplitude of v, in group A
is remarkable high compared with that in group B because the mass density pa is much lower than

the corresponding pp. We further calculate the norm velocity |vp,| = (/v2,, + v?ny, as depicted in

Fig. 2(c). |vm| vanishes as r decreases to about 1.1m along the incident direction, implying that
the cloak may not reflect the incoming wave back in the incident direction.
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Figure 2: Contour plots of local velocity in each layer of the cloak shell: (a) z component, (b) y component,
and (c) norm. The spatial frequency kg = 2.

We further investigate the scattering mechanism which induces the cloaking process. Contrary to
the cloak constructed by metamaterials, multiple scattering phenomena are ubiquitous throughout
the cloak due to the distinct contrast in mass density between adjacent layers. Inside the cloak
layers, the incident wave is recursively scattered by the interfaces of the cloak. When the inward
wave impinges the circular interface r = R,,,—1, partial wave is transmitted into layer m in random
directions. Then the transmitted wave is reflected back at the interface r = R,,, and reflected
again and again between the two interfaces. Acoustic waves in all the layers perform similar
walk which leads to the multiple scattering process in the entire cloak. On the other hand, since
the layer thickness of the cloak is much smaller than the wavelength, the scattering is prominently
prompt. The randomness of the interaction could be averaged out by the large number of scattering
events, so that the final scattering process appears to be a deterministic distribution of intensity.
Here, we treat the multiple-scattering process as a multiple transmission-reflection process which
incorporates full description of the problem in the long wavelength limit and reduces the random
process to steady-state averages of the statistics.

4. CONCLUSIONS

With the help of multiple scattering algorithms, we present in-depth study on the cloaking mech-
anism of the proposed acoustic cloak. By investigating the details of pressure field distribution
in each cloak layer, we find that the cloaking effect is induced by the specific multiple scattering
process. This specific multiple scattering process can be controlled by the microscopic material dis-
tribution and structural details in the multilayered structure, which jointly determines the cloak’s
macroscopic scattering characteristics. The results may provide us with deeper insights into the
cloaking phenomenon as well as a simple path to experimental realization of acoustic cloak.
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Pulse Electromagnetic Sounding of the Permafrost Layered Medium

V. L. Mironov and K. V. Muzalevskiy
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Abstract— In this paper, the reflection of a super wide-band electromagnetic pulse from an
active layer of permafrost is theoretically modeled. The dielectric model applied for such a
frequency dispersive medium takes into account in thawed and frozen soil the contributions from
the organic/mineral fraction of the soil, liquid soil water, bound soil water, and ice particles. The
numerical algorithm developed allows to model the amplitude of the GPR pulse, which finally
makes possible to simulate GPR images of a layered permafrost medium in the course of its
freezing and thawing. The impact of a frozen/thawed boundaries inside the layer on the reflected
pulse form were studied. The dynamic range of the GPR allowing to monitor the depth of thawed
layer is evaluated.

1. INTRODUCTION

In view of the global climate change, the seasonal variations inside the active permafrost layer
has become a crucial factor in modeling the global climate change processes. The ground pene-
trating radars (GPR) can be used as an effective instrument to detect and retrieve the subsurface
structure [1,2]. At that the adequacy of relevant wave scattering models is an important factor in
developing the GPR data processing algorithms. In this research, a model relating to the reflection
of a wideband electromagnetic pulse from the active permafrost layer is considered. The pulse is
emitted with a magnetic dipole antenna located over the layered half-space and received at the
observation point placed above the layer at some distance from the transmitting dipole.

2. METHODOLOGIES APPLIED

On the basis of the spectroscopic soil dielectric model [3], the GPR pulse complex amplitude was
calculated using solution of a 3-D wave scattering problem. A point magnetic dipole was taken
to model the pulse transmitting antenna. The electric current density of a point like dipole was
assigned as follows:

-

7" (2, y, 2,t) = L{)16(2)d(y)d(2 — D) - €. (1)

The pulse current I(t) was taken in a form of the first derivative of the Blackman-Harris window
function having duration of one nanosecond, T' = 1 ns. The geometry of the problem is shown in
Fig. 1. Given the rectangular coordinates (z, y, z), the plane of contact between the permafrost
layer and air is determined by the equation z = 0. The lower dielectric half-space, z < 0, has
an inhomogeneous layered structure. The electromagnetic field can be expressed with the use of
time and spatial spectra. The E, component of the reflected field, z > 0, has the form (2) where

w = \/kie(w) — x>-transverse wave number, ko-free space wave number, I"™(w)-spectrum of pulse

current, H{l)(xAL)—Hunkel function of a first kind, I-length of the dipole, R(x)-Fresnel reflection
coefficient, which is to be computed via an iterative procedure in case of inhomogeneous medium
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Figure 1: Geometry of the problem.
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being considered. Inside the permafrost layer, the dependence of complex permittivity on the depth,
z, is given by e1,(w, z). The complex permittivity profiles e, (w, z) were obtained using the spectral
dielectric model [3,4], in conjunction with the temperature and moisture profiles, as measured in
the area of Franklin Bluffs Alaska [5]. The temperature profiles measured are shown in Fig. 2.

o0

. 9 |
Ey(w,z=0,y=AL,z=D) = _SL[m(w)l / X dXR(x)Hfl)(XAL)eQWD 2)

s w

— 00

The respective dielectric constant, €', and loss factor, €”, profiles inside the layer are shown in
Fig. 3, calculated with the use of temperatures dependences presented in Fig. 2.
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3. ANALYSIS OF PULSE RESPONCE FROM A PERMAFROST LAYER

Based on the integral representation (2), the reflected field pulse was computed, as shown in Fig. 4.
The height of the transmitter and receiver over the permafrost layer boundary was assigned to
be of D = 0.1 m, with the distance between them being of AL = 0.2m. The duration of the
Blackman-Harris window was taken to be T" = 1.0ns. As seen from Fig. 3, there are noticeable
breakdowns in the complex permittivity at the boundaries between the thawed (0 < x < 0.12m or
0 <2 <0.7m) and frozen (0.12m < z or 0.7m < z) layers in July and September, respectively. In
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Figure 4: (a) The pulse forms for the incident and reflected waves. (b) Reflected pulse forms.
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Fig. 4(a), the dash line corresponds to the pulses reflected from the air-soil boundary in June and
September. While in Fig. 4(b), the graphs show forms of the pulses reflected at the thawed/frozen
boundaries inside the active layer, the dash and solid lines corresponding to June and September,
respectively. The pulses marked with (a), (b), (¢), and (d) have to be related to the complex
permittivity discontinuities at the depths of 0.12 and 0.7 m, as shown in Fig. 3. As can be noticed
from Fig. 4(b), a GPR with pulse duration of 1ns and dynamic range of about 100 dB can ensure
detection of the internal structure of thawing permafrost layer, with the instrument being located
above the surface of the layer.

4. CONCLUSIONS

In this paper, there was carried out a feasibility study regarding the use of the GPR for monitoring
the structure of the thawing/freezing permafrost layer. The electromagnetic field of a 1.0ns pulse
was numerically simulated with the use of a rigorous solution of the Mazwell equations in a form
of the integral over frequency and spatial wave number domains. The Blackman-Harris window
pulse waveform in conjunction with a realistic dielectric model of the permafrost soil have been
employed to come up with the conclusion that a GPR with the dynamic range of about 100 dB
can ensure monitoring of an active permafrost layer in the course of thawing.
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Evaluation of Scattering in Collision Avoidance Radar Application

Wei-Han Lee and Wen-Jiao Liao
Department of Electrical Engineering, National Taiwan University of Science and Technology, Taiwan

Abstract— This work uses a high frequency electromagnetic numerical tool to evaluate the
scattering characteristics of vehicles. The projected application is for use on the collision avoid-
ance radar utilizing frequency modulated continuous wave. Experiment results show that a car is
a relatively complicated scattering target, which can be regarded as a collection of several scat-
tering sources. The distributions of scattered signals vary as the geo locations of the radio source
and scattering targets change. Effects of critical parameters such as the longitudinal distance to
the target, lateral offset of the target and the orientation of the target, are investigated. The
findings can be used to develop detection and tracking algorithms for collision avoidance radars.

1. INTRODUCTION

In recent years, the collision avoidance radar (CAR) has been put on luxury cars to assist the
drivers for prevention of car accidents. Most of the CAR systems developed use millimeter wave
or optical laser techniques. Unlike infrared, which is often affected by the weather conditions,
the microwave and millimeter wave radar are immune to atmospheric absorption. The frequency
modulated continuous wave (FMCW) technique can be used to determine the target velocity and
estimate the distance to the target as well [1,2]. An alternative approach to implement CAR is
using the pulse radar scheme. By calculating the phase delay time, the geometric relationship of
the source, scattering targets and the receiver can be determined. However, since the pulse radar
requires an impulse transmitter and a broadband antenna, currently, the pulse radar option is less
attractive in terms of cost. On the other hand, the components required to implement the FMCW
radar is ready and cost effective [3]. Nevertheless, the narrow band nature of FMCW radar is likely
to be affected by the multi-path interference [4].

The numerical tool used in this work is Numerical Electromagnetic Code-Basic Scattering Code
(NEC-BSC), which is a high frequency electromagnetic code that implements the ray tracing tech-
nique and the geometric theory of diffraction to calculate the scattered electric fields from compli-
cated targets. Because the study of target scattering features requires evaluating the radar echo
distribution from various target locations and target orientations, the NEC-BSC simulation model
needs to be modified very frequently. Therefore, the functions of setting up of the simulation model,
calculating scattered fields, retrieving simulation results as well as data processing are incorporated
into a MATLAB program. The scattering mechanisms calculated in NEC-BSC include direct prop-
agation, reflection, edge diffraction, vertex diffraction and higher order terms. Since NEC-BSC
allows one to calculate different scattering terms separately, the effect of a specific target structure
or certain geometric relationships can be investigated individually to reveal their physical insights.

The setup of the simulation model is introduced in the second part of this paper, which also
addresses the calibration of direct coupling from source antenna to receiving antennas. Parametric
studies associated to the vehicle’s longitudinal distance, lateral offset and orientation are conducted
in the third part. The analysis of simulation results is also given. Primary findings of this work
are presented in the fourth part.

2. CONSTRUCTION OF SIMULATION MODEL

In the simulation model, a four dipole array is served as the transmitting antenna. A total of 101
observation points, which spans for 1 meter, are located on the sides of the antenna. A metal plate
is put behind the antenna and observation points since we assumed that they are placed at the
front of a car.

Due to the proximity between the antenna and observation points, substantial coupling may
take place. Therefore, a calibration measure is needed to eliminate the background fields at the
observation point. The major coupling mechanisms include direct transmission from the antenna,
reflection from the back plate, and diffraction from the edges of the back plate. Simulation results
shown in Figure 2 indicate that edge diffraction is relatively small comparing to the other two
factors, and therefore can be neglected.

The car, which serves as the scattering target, is composed by 12 flat conducting plates in the
NEC-BSC model as shown in Figure 3. The length, width and height are 3m, 1.6 m and 1.1 m,
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Figure 1: Locations of radar transmitter and observation points.

respectively. A large metal plate is also incorporated to emulate the ground. The vehicle position
and orientation can be modified by the MATLAB control program. Electric field at the observation
points are recorded for different simulation setups for further data processing.
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Figure 2: Couplings from the radar transmitter to  Figure 3: The vehicle target model and its geomet-
observation points. ric relationship to the radar transmitter.

Since both the scattering from the vehicle and the coupling from the transmitting antenna
appear at the observation points, we need to perform certain calibration measures to eliminate the
background interference. This can be done by first calculating the fields at the observation points
without the presence of the vehicle, then the resulting background coupling fields can be subtracted
from following simulation results, which have the car in place.

The source array antenna consists of four half wavelength dipoles. The spacing between each
dipole is also half wavelength. The frequency of the transmitted signal is 5.8 GHz. A total of 101
observation points are set on the sides of the array antenna, and the spacing between observation
points is 1 cm. The vehicle target, which contains several plates and edges, is likely to be a collection
of multiple scatters. Therefore, the small spacing between the observation points, which is smaller
than the quarter wavelength at 5.8 GHz, is chosen so that constructive and destructive additions
of different scattering sources and paths can be revealed. As to the notation, the sum of electric
fields is represented by E. The first order scattering terms such as reflection and edge diffraction
are denoted as E’, while second order terms are denoted as E”. Since the antenna elements are
set vertically and aligned with the z axis, most of the backscattering belongs to Fy. Therefore, the
following observations are focused on the changes in Fy. When one car is trailing behind another
one, the reflection from the tail of the front car may be the primary scattering source, while the
vertical edges shown in Figure 3 are not as important. However, the dominant specular reflection
may not appear all the time, because some lateral offsets may exist between two cars. Therefore,
the diffracted fields, which scattered to a larger area, may play important roles in determining the
orientation and relative geometric relationship to the target vehicle. In the following experiments,
we compare the received scattered fields of different target setups on horizontally aligned observation
points to analyze the importance of different scattering mechanisms.

3. ANALYSIS OF SIMULATION RESULTS

The vehicle target is arranged in three different scenarios to perform parametric studies on the
scattering mechanisms of collision avoidance radar application. The three sets of experiments
include as follows.
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3.1. Longitudinal Movement

The car target is placed right in front of the radar transmitting antenna. The longitudinal distances
between the car’s tail and the antenna are ranged between 1 to 3 meters with 0.4 meter spacing.
Since the NEC-BSC code allows one to determine which scattering terms to be computed, we
examine not only the overall electric fields but individual scattering component as well. Figure 4
shows the overall fields of six different longitudinal distances. In general, as the longitudinal distance
increases, the amount of total field diminishes. However, the field decreasing rate is not consistent
and reveals some ripple-like variation at different observation points. Next, we examine the reflected
fields in Figure 5. It shows the changes in reflected fields are proportional to the changes in distance.
Therefore, we can conclude that the disturbance in the overall fields comes from other scattering
terms, which are likely to be the diffractions from vertical edges of the car’s tail. Because there are
two vertical edges at the back and their distances to the observation points are different, multipath
interference may take place. The diffracted fields shown in Figure 6 exhibit ripple-like variations,
which are the result of constructive and destructive additions of two diffraction sources. Judging
from the averages of diffracted fields of the six experiments, one can roughly estimate the changes
in the longitudinal distance. Because the car target is placed in front of the radar transmitter, the
specular reflection term is the dominant source of backscattering. The diffracted fields are relatively
weak and can only impose some disturbance in the overall field.
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Figure 6: Diffracted fields at various longitudinal distances.

3.2. Lateral Movement

In this set of experiments, the car’s tail was placed 2.5 meter in front of the radar antenna. 10
trials of lateral offsets ranging from 0 to 90 cm were performed. Figure 7 shows the overall fields,
the curves indicate that the car is shifted to the right. As the car moves to the right, specular
returns only appear on observation points on the right hand side. The reflected fields shown in
Figure 8 indicates that when the car center is placed at Y = 0.6 m, only observation points located
at Y > —0.4 receive reflected fields. As the car center is further shifted to Y = 0.9m, only points
located at Y > —0.2 receive reflected fields. The continuously decreasing fields shown in Figure 7
are contributed by diffracted fields. When the car’s position moves, the diffracted field distribution
also moves as Figure 9 indicates.
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Figure 9: Diffracted fields at various lateral offsets.

3.3. Vehicle Orientation

In this set of experiments, the vehicle’s end was placed 2.5m in front of the radar antenna. The
vehicle was rotated counter clockwise 2° a step. A total of 10 trials were performed. Figure 10 shows
the overall fields. When the car was rotated more than 12°, the reflected field disappeared, and we
only observed the contribution from the diffracted field, which is shown in Figure 11. The peaks in
Figure 11 are corresponding to Edge 2 in Figure 3. As the car was rotated counter clockwise, the
peak was shifted to the left.
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Figure 10: Overall fields at various car orientations. Figure 11: Diffracted fields at various car orienta-
tions.

In the first set of experiments, the vehicle distance can be estimated using field strengths at any
observation point. For the second and third sets of experiments, it is easier to determine the target
location using results collected from multiple observation points.

4. CONCLUSIONS

Through experiments and discussions presented above, we can conclude that when the car is placed
in front of the radar antenna, the car’s end plate is the primary source for the dominant specular
reflection. The strong reflection term can be used to estimate the car distance directly. However,
in most cases, the car target may exhibit some lateral offset or orientation variation. Therefore,
the specular reflection terms may not appear on the receivers. Nevertheless, the diffracted fields
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from the car’s vertical edges, though much weaker than reflection, may serves as a more reliable
scattering source due to its broad distribution.

According to the experiment results, the car’s position or orientation can be determined judging
from the field variations in observation points. Research results of this work can be forwarded to
the development of the target detection, location and movement prediction algorithms. To improve
the emulation of collision avoidance radar operation, future work topics include exploration of other
scattering sources and consideration of the multiple cars scenario.
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Monitoring of Satellite Thermal Patterns of Warm Core Ring in
Subarctic Sea Surface

S. Nakamura
Kyoto University, Japan

Abstract— This notes a part of monitoring of satellite thermal patterns of warm core ring
in subarctic sea surface. A modeling is introduced in a scope of hydrodynamics. In practice,
satellite data should be combined to the data obtained by direct measurement of the related
factors by the survey ships along the stretched legs.

1. INTRODUCTION

This work is a part of the research project started in Kyoto University. The author has studied
satellite thermal patterns on the sea surface found when he had received the satellite signals directly
by a simple system settled on the coast facing the ocean. Signals from a couple of the existing
satellites with a polar orbital motion are obtained by a processing software for a personal computer.
The author aimed to give a model in order to realize a warm water ring found in the subarctic cold
ocean water zone.

2. SATELLITE DATA AND HYDROGRAPHIC DATA

In this work, the author introduces a result of monitoring combining the data issued officially by
the Hydrographic Office. A special reference is in the subarctic zone of the northwestern Pacific.
In order to receive the satellite signals, the author has had agreements by NOAA and JMA (Japan
Meteorological Agency).

3. MODEL AND HYDRODYNAMICS

For the author’s convenience, a front is introduced as a common boundary of two water masses.
This case is that a warm ocean water mass is contacting to a cold water mass. In the ocean, the
water masses can not see only looking about the surface areas. The water motion in the ocean is
three dimensional, for example, both of the two interested water masses. Problems on an ocean
front should be considered in a scope of hydrodynamics. The ocean water covers the earth’s surface,
so that it is necessary to consider an effect of the earth’s rotation even in this work.

Then, a modeling of ocean front evolution should be a problem of hydrodynamics of the ocean
water, or, a problem of geophysical hydrodynamics. Nevertheless, it is necessary us to aware of
that we have to observe or survey the ocean as a part of the earth. For observations or surveys,
there are various instruments and techniques.

Now, in the author’s case now, it is essential to know about actual water motion in the ocean.
There is found a thermal pattern on the ocean. Then, we use the satellite data and the data in-situ
obtained by survey ships on the stretched legs.

With the author’s understanding of the satellite thermal pattern on the sea surface under a
scope of hydrodynamics, a hypothetical evolution of the ocean front between the subtropical warm
water mass and the subarctic cold water mass is a reasonable to give an illustration of a process
for formation of a warm core ring in the subarctic sea area.

The interested two water masses around the ocean front is strongly affected by stresses caused
by difference of the two water motion. In fact, the front observed is complicated pattern, though
geophysical hydrodynamics tells us what is essential pattern.

4. FRONT AND WARM CORE RING

One of convenient illustration series for the interested ocean front may be shown as a following
process (Figure 1), for example, a straight ocean front is undulating by the effect of the two water
masses to evolve up to form a matured warm core ring. That is to say, as follow:

A) Straight line of ocean front.
B) Sinusoidal undulation of ocean front.
C) Nonlinear process of ocean front to form a kick crest.
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D) Nonlinear process of ocean front to form a spit crest.

E) A spit crest evolves to form an initial stage of warm core ring.

F) A growing stage of warm core ring.

G) A matured stage of warm core ring to separate out of the warm water mass.

Figure 1: A model for warm core ring formation.

This evolution process of an ocean front can be identified after a combining the data of the satellite
thermal pattern of the sea surface and the in-situ data of the survey ships on their leg. The
satellite thermal pattern informs only sea surface information though the interested warm core
ring formation is three dimensional. Exactly speaking, the ring has to be studied in a scope of
hydrodynamics. Then, we could see the actual structure of the interested warm core ring in the
subarctic zone of the ocean.

An example of the warm core ring in the subarctic sea area is shown in Figure 2. This warm
core has rather long life because the cooled sea surface water of the skin layer tending to be stable
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by forming a thermal shelter around the warm core water. A more detail of the warm core ring
could be understood dynamically when we could have a more advanced mathematical model in a
scope of geophysical hydrodynamics.

5. CONCLUSIONS

Referring to the data obtained by satellite monitoring and ocean survey in-situ, typical problem
of warm core ring is introduced in order to see what process is found in a process of a ocean front
undulation in the actual ocean. For the author’s convenience, One of the examples is introduced
for a warm core ring found in the cold water of the subarctic ocean zone. The motions of the warm
and cold water masses around the ocean front could be a measure to give us a valuable information
about what is seen on the sea surface. That could be taken a part of the subsurface or deeper
part of the global ocean waters. In this work, the author introduced a concept model process of a
warm core ring for his understanding in a scope of hydrodynamics, and, to have a more advanced
mathematical model in a scope of geophysical hydrodynamics.
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Monitoring of Satellite Thermal Patterns of Ocean Front Evolution
in Relation to Ocean Water Stratification

S. Nakamura
Kyoto University, Japan

Abstract— This work concerns on monitoring of satellite thermal patterns of ocean front evo-
lution in relation to ocean water stratification. First, densimetry of the ocean water is determined
by the two main factors, i.e., salinity and water temperature. Then, ocean water motions can
be understood in relation to the specific stratification patterns. The water motion in the ocean
is governed by densimetric condition under the earth’s rotation. Several simplified patterns are
introduced to see a relation to what is found in the satellite thermal monitoring.

1. INTRODUCTION

The author introduces a brief note about monitoring of satellite thermal patterns of ocean front
evolution in relation to ocean water stratification. First of all, the factors of salinity and water
temperature are noted how the two factors act to stratify the ocean waters. This stratification
is the densimetric problem of the ocean water. The two factors diagram, i.e., ST-diagram with
a parameter of density is convenient to see water mass identification. Several cases are noted
for helping to see what stratified pattern in the ocean should be in the author’s consideration
in this work. Several simple models are introduced in order to show typical patterns of vertical
cross sections around the interested ocean. This work may help for finding a key to our advanced
understanding about a three dimensional process of the ocean water motion found in the ocean.

2. OCEANOGRAPHIC DATA AND SATELLITE DATA

The author has studied satellite thermal patterns on the sea surface found when he had received
the satellite signals directly by a simple system settled on the coast facing the ocean. Signals from
a couple of the existing satellites with a polar orbital motion are obtained by a system for directly
receiving satellite signal in a personal computer. Although, the satellite date informs us only what
is seen on the sea surface. In order to see about ocean water motions around an interested ocean
front evolution, it is necessary to survey about the factors not only on the sea surface but in the
sea as a whole. Referring to the past data, the author introduces the two important factors for the
ocean water motions. These factors are salinity and water temperature in-situ.

The author here concentrates his interest to note a way to realize typical patterns of the existing
cases of vertical structure of the ocean water motion around the front.

3. SALINITY AND WATER TEMPERATURE

Usually, the water in nature on land have many contents in a dissolved and suspended form. As for
the ocean water, it is essentially same to the water contents on land and in the ocean though the
important factors for the ocean water motion are salinity and water temperature. The other miner
factors in the ocean may be taken as passive factors of the ocean water motion and not be taken
as the most important factors for the ocean water motion around the interested front. The density
of ocean water is essentially controlled by these two factors, i.e., salinity S and water temperature
T. A diagram, so-called “ST-diagram”, is a convenient to plot the ocean water masses. In the
diagram, a parameter of “sigma-t” (or o), is introduced and defined as an index of the specific
densimetric property of the ocean water. The parameter o; is defined as a difference of the ocean
water density and to the pure water.

4. MODELING OF STRATIFIED OCEAN

With the author’s understanding of the satellite thermal pattern on the sea surface under a scope
of hydrodynamics, a hypothetical evolution of the ocean front between a warm ocean water mass
and a cold ocean water mass is in the author’s interest. He believes it necessary here to consider
the satellite data in relation to the vertical structure of the ocean waters around the front.

In order to illustrate a typical thermal pattern in a vertical section of ocean water stratification,
several models are introduced for convenience (cf. Figure 1).
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The ocean scientists has been used to assume a two layered ocean for convenience of their
mathematical modeling of ocean water motions. Two layer models have been frequently used for
making us it easy to analyze by a mathematical formulation and by a numerical computation under
some approximation and assumptions. They have had used to assume several conditions for solving
the model problem, even though the solution is simply the solution of their model but the actual
ocean.

Then, the author introduces three typical patterns for his interested vertical section of the ocean
in a simplified form as follow (refer to Figure 1).
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Figure 1: Modeling of ocean waters stratification. A — Warm coastal water covering ocean deep water; B
— Cold coastal water intruding to form subsurface layer (with a detoutched subsurface densimetric lens); C
— Chili coastal water creeping on ocean floor.

The first pattern is a simple layer model for a coastal warm water forming surface layer and deep
layer of low temperature as in case A of Figure 1. The surface layer might be formed by an inflow
of river waters (d,) from the land, or, a coastal layer. This layer is affected by an atmospheric
effect and by the solar radiation effect. In fact, the thermocline is found between the surface layer
(dr) and the deep layer (d,). As for the density of d,, d,, and d,, stable condition should be as
dr(P) > do(X) > d,(Z).

In this case A, the tip of the water d, could be detected as a ocean front formed between the
coastal water and ocean waters.

The second pattern as case B in Figure 1 is a case of a horizontal water intrusion into a slit to
form a stable layer between the two layer d, and d.. Then, densimetric condition should be satisfied
as dq(X) > dp(P) > d.(Y) > d,(Z) for some condition of the salinity and the water temperature.
Balance of buoyancy is interesting factor in this case. When the water at the position S of d, is
transferred to the position P, it is possible that the water density of d,. at P maintains without any
affect of the ocean waters of d, and d. if there is no double diffusion effect of salinity and water
temperature.

When any double diffusion effect is appeared at position P or at R, it may seen a change of the
water density. Nevertheless, no signal about the change can be detected by the satellite because
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the change is only appeared under the sea surface.

When the double diffusion effect is a buoyant effect, a dispatched water mass in a form of a lens
may tend to move upward to find a balancing position. Conditionally, the satellite can detect the
lens if the lens get to the sea surface as a thermal patch.

In this case B, the location of S in the figure must be taken as the ocean front.

The third pattern as case C in Figure 1 is a case of chill coastal water creeping on the ocean floor.
In this case, densimetric stability is maintained under the condition of dq(X) > d,(R) > d,(Z).

With an understanding about densimetry of the ocean water as what noted above, we could
have a chance to have more advanced satellite monitoring system for the thermal pattern on the
sea surface as a part of the global ocean in a scope of hydrodynamics, and, in a scope of geophysical
hydrodynamics.

5. A KEY TO HYDRODYNAMICS

The author’s interest is to see the ocean front evolution by satellite thermal monitoring. Then, he
has to see the ocean water motion around the interested ocean front.

Now, what is noted above for the illustration of Figure 1 make us easy to consider problem on
water masses, and it looks far from any dynamical understanding.

For solving the water motion in the ocean, it is essential to start the formulation of water
motion in a form of the equation of motion first. Processes of double diffusion for the processes of
thermal diffusion and of salinity should be formulated in order to construct a set of equations as
a simultaneous equation to be solved. Some conditions should be assumed as the initial condition
and as the boundary conditions.

Looking at any one of the three patterns, it is hard to get an exact solution, One of the convenient
techniques is to apply a numerical modeling under an approximation. A solution tells us about
mechanism of the interested ocean water motion if modeling is appropriate as an approximation.
Then, we have to be careful to see whether our modeling fit well to found in the actual processes
in the ocean.

6. SATELLITE DATA

As noted above already, the satellite monitoring is possible for finding an interesting process not
only the thermal process but other processes on the ocean surface. Then, it is necessary to see
several other observed data in-situ obtained by the survey ships. With some understanding after
joining the satellite data on the ocean surface covering the ocean front and the other data referring
to the knowledge on hydrodynamic theory or the related subjects, it might be easily found what
processes are found around the ocean front on the sea surface in relation to what ocean water
motion found under the sea surface.

7. DISCUSSIONS

After the above noted considerations, various kinds of the existing processes could be well realized.

For example, the surface layer in the pattern A in Figure 1 might be seem in the mid-latitudinal
zone, subtropical zone and tropical zone. Range of a scaling might be for a local area of several
kilometers square or for a wide area of several hundred kilometers square or a global scale. One of
the interesting processes might be found on the coastal zone in the Arctic Sea.

The pattern B in Figure 1 might be found in mid-latitudinal zone, for example, in a small
bay in an area of several kilometers square. A possible exciting problem is to consider about the
Mediterranean lenses found in the area of the subsurface zone in the northeastern Atlantic.

There is an interesting problem about what is “meddy” which is taken as an eddy of a specific
water mass flown out of the Mediterranean. This meddy might be a key to see the water motion
in the northeastern Atlantic as stated it by Professor Ana Martins of the University of Azores
(personal information to the author).

The pattern C in Figure 1 might be found, for example, in a small bay as well as in the coastal
zones of the Antarctic Continent.

It should be considered another phases in the other areas for the aim in this work. Nevertheless,
the author would not give any notice concerning these phases. Simply, a brief note for the essential
problems is introduced here.

The author has noted several problems which should be considered at utilizing the satellite ther-
mal monitoring of ocean front evolution in relation to the structure of the ocean water stratification.
Essential problem might be solved under a simple condition though any model for actual ocean
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should be constructed under some conditions for the locality of the interested area. Topographic
and bathymetric conditions must be the two of the most important factors to be considered. There
are many problems left to be solved as soon as possible for a more fruitful human activity in the
world.

8. CONCLUSIONS

The author introduced his note for what should be considered at utilizing the satellite thermal
monitoring system of ocean front evolution in relation to the structure of the ocean water stratifi-
cation. Essential problem might be solved under some conditions, and, any model for actual ocean
should be constructed under some conditions fit for the specific local conditions, i.e., topography,
bathymetry and other related factors.

In this work, salinity S and water temperature T are the mast important factors for the densi-
metric problem of the ocean water motion. A ST-diagram is noted to be widely used in practice at
finding the density of the ocean water sample. Referring to the ST-diagram with a parameter of
sigma-t, several typical patterns are introduced for illustrating the vertical structure of the ocean
water. Topography, bathymetry and the related factors of the specific locality in the interested
area should be considered at satellite thermal monitoring of the ocean front evolution found on the
ocean surface.

Referring to what introduced in this work, it could be obtained a key to promote a more advanced
research for finding to the details of the ocean front evolution.
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Abstract— Many field experiments have observed the significant temporal variation of TIR
(Thermal Infrared) emission directionality, so it is necessary to quantitatively explain this phe-
nomenon to improve the application of the directional remotely sensed TIR observation. In this
paper, the 3D Thermal Radiosity Graphics Model (TRGM) and an extended energy balance
model CUPID are coupled to simulate the seasonal and daily variation of directional brightness
temperature (DBT) of wheat canopies. The improvement of CUPID model mainly focused on
simultaneously retrieving the shaded temperature and sunlit temperature of soil surface, which is
very important for coupling with TRGM Vegetation structure, soil water content and micromete-
orology data are the main input parameters that affect the component temperature distribution.
Driven by the input data set in situ, the half-hourly DBT dataset of wheat canopy are simulated
for 22 days. Several new variables are defined to analyze the DBT temporal variation, which
include nadir DBT, “hot spot” DBT, azimuthally averaged DBT at zenith angle of 55°, standard
deviation of DBT at zenith angle of 55°, etc. The validation results show that the simulated
directional temperature differences have consistent trend with field measurements. Based on the
sensitivity analysis, it is found that the soil water content and air temperature are the two most
significant factors that affect the DBT distributions, while the wind speed and solar radiation
affect DBT much more than air temperature.

1. INTRODUCTION

Surface radiative temperature measured by remote sensors may significantly vary with different view
angles, which has been discovered as early as in the mid 1960s [5,9]. According to the experimental
results presented by Paw [18], the directional radiative temperature of row crop canopies can vary
up to 13 K, thus it is not possible to accurately evaluate surface fluxes by using a single directional
surface radiative temperature measured by remote sensors. This issue becomes more and more
important as the satellite sensors with large swath angles are coming into use, such as MODIS,
AVHRR, ATSR and AATSR. In recent years, researchers have developed a series of directional
thermal radiation models for homogeneous canopies [4,13,20], row crop canopies [2,11,19] and
three-dimensional surfaces [6,14]. All these models require component temperatures as input to
predict the directional brightness temperature, denoted as T (6).

Both Tz (f) and the distribution of component temperatures in a canopy vary with time [8].
Chehbouni et al. [1] discussed seasonal variations of Tz (€) through analyzing radiative temperature
differences between nadir and off-nadir directions during the growing season of a semiarid grassland.
The results of his study indicate that differences between nadir 75(0) and off-nadir T5(55) could
be up to 5K. Such differences are highly correlated with surface soil moisture and vegetation
biomass, and also have seasonal cycles. Guillevic et al. [6] demonstrated about 2 to 3K daily T (0)
variation from 6h to 13h with the directional brightness temperature data collected by Kimes and
Kirchner [10] in a cotton canopy. But little work has been done to model the temporal variation
of T (0) under different environmental conditions, which is the purpose of this study.

2. METHODOLOGY

The extended CUPID model [7] based on the 1990 version [16] is chosen to simulate the canopy
component temperature distribution because it accounts for leaf inclined angle effect on leaf tem-
perature distribution. 3D Thermal Radiosity-Graphics Model TRGM [14] is employed to sim-
ulate the Tz (0) distribution because of its high accuracy for realistic, inhomogeneous canopies.
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These two models are both originally developed for crop canopies so it is feasible to couple
them together. To characterize the Tp (0)’s anisotropy, six parameters are defined here, including
Tg(0), T (8s, ¢s), TB(55), TB std(55), AT phot and ATg). The 55 degree is selected to represent
the off-nadir brightness temperature based on the geometry of ATSR and MODIS.

The ATp ot is the difference between Tg (0,, ¢s) and the mean T () value at the two sides of
the W}, (view zenith width) around 65 (see Fig. 1 and Eq. (1)). The W}, is derived from the Tz (0)
profiles in solar principle plane by marking off the “hot” area around 6.

AT pot = TB(0s, ¢s) —0.5[Tp(0s — 0.5W},) + T(0s + 0.5W})] (1)

ATp and ATpg jo represent the view zenith effect and hot spot effect separately. Maximum ATg
of each day, ATB max, is defined to characterize the seasonal variation pattern.

74
T5(65) T’5(6) A i >
TB hot ¢ T5(0) Tp(0,-0.5W})
=\ | 10,4057
N\
0 GS 0 (0) v

Figure 1: Ilustration of hot spot intensity calculation from brightness temperature profile in solar principle
plane.

Based on simulated half-hourly Tz (6) day by day, these characteristic parameters are calcu-
lated to demonstrate the temporal variation trend of directional brightness temperature. And the
measured data can be used to partly validate the simulated results.

3. FIELD EXPERIMENT AND DATA PREPROCESSING

The field experiment over winter wheat canopies was conducted for 22 days, from April 1 to April
21 as well as March 25 in 2001, in Beijing (116°34’33”, 40°11°’40”), China. The winter wheat was
planted in the previous fall. The row orientation was 6 degrees Northwest with row spacing of
0.14m. The average canopy height increased from 0.08 m to 0.32m with LAI from 0.3 to 2.3, as
well as the clumping index (estimated crop row width/row spacing) from 0.3 to 0.7. The mean leaf
angle is about 60°. The micrometeorological data at 2m height from ground (Rsyn, T, and hg, u)
and soil water content were measured in situ. The soil type is Aquic Brown Soil (a kind of salty
loam in China) with a bulk density of 1.3g/cm? at surface. Field moisture capacity and wilting
coefficient are 22% and 10% at the soil surface, respectively. There was a rainfall (about 2-3 cm)
on April 5, and it was irrigated (about 0.6 cm) on April 14.

The field measured data on April 20 and 21 in 2001 are used to validate the coupled model.
The canopy height is 0.32m with LAT of 2.3. Row width is about 0.1 m (70% of the row spacing).
At the two days, atmosphere visibility is 12 km, and daily averaged wind speed is 1.2m/s. T, was
between 21 and 4°C respectively. The four-component (sunlit and shaded leaf or soil) temperatures
are measured by a thermocouple thermometer (JM424 digital thermometer). The emissivities of
leaf and soil are 0.98 and 0.95 respectively. A two-channel thermal radiometer system (with FOV
of 8.4°) was employed to measure Tz (6) in spectrum of 8 ~ 11 um and 10.6 ~ 14 um respectively.
A linear correction method is applied to remove the temporal effect [12].

By changing the measurement values of wind speed, solar radiation, air temperature and humid-
ity, soil water content and LAI to all possible values within their physical ranges, additional T5(0),
ATp and ATp . data are computed to build a complete dataset under all possible conditions.
This dataset is used to test how the five variables affect the T (0) distribution.
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4. RESULTS ANALYSIS
4.1. Validation of the Coupled Model

The ATp measurements in two days (April 20, 21) are used to partly verify the coupled model.
On April 20, the RMSE of T5(0), TB mean(55), TB (05, ¢s) and ATpg simulation are about 0.8 K,

1.1K, 2.3K and 2.0 K respectively. The results prove that the diurnal trend of simulated Tp (6) is
reasonable.

4.2. Temporal Variation of T (0)

Figure 2 shows the temporal variation of ATg, Tg s4(55) and ATp pe from April 1 to April 21,
2001 based on simulation datasets. In most days, the ATp behaves a “W” shape. The middle
peak is at noon. T 44(55) has a similar trend with ATp except that the absolute value is about
1/3 of ATp. That means the azimuth angular effect is symmetrically smaller that that of zenith
angular effect. The maximum ATp j, appears at noon with less than 0.5 K. Moreover, the hot
spot zenith width A# is estimated as 4°. The small hot spot size is quite different form hot spot
effect in VIS/NIR range.

Y — | —— Temporal variation of zenith angular effect !
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Figure 2: The temporal variations of (a) ATg, and (b) T +a(55) and ATg pe for the wheat canopy from
April 1 to April 21.
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Figure 3: Sensitivity analysis of the three major parameters that affect on ATp :
other input parameters are the same at 10:30 in April 17, 2001.
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Several days has stronger directional effect, such as the highest ATy occurred in DOY 93 and
DOY 104. On the contrary, there exist two periods without significant directional effect, including
those days between DOY 94 and 99, and days after DOY 105. These variations are well correlated
to the daily total solar radiation (Ry) and soil surface moisture (ws).



Progress In Electromagnetics Research Symposium, Beijing, China, March 23-27, 2009 1561

4.3. Factors Affecting Tz (#) Temporal Variation

There are five sensitive parameters that affect the Tz (6) temporal variation, including wg, Ty, LAI
Rsun, and u (Fig. 3).

5. CONCLUSIONS

By coupling the CUPID model and the TRGM model, the temporal variations of thermal emission
directionality are studied in this paper. We found that the T () distributions have significant
temporal variation related to the different land surface parameters. The daily ATp . or ATp
have a peak value around 12:00. ATp is mainly controlled by the soil moisture, air temperature,
LAI, wind speed and solar radiation, but it is not sensitive to air humidity. The maximum ATp
reached 4 K when the LAI of the row structured canopy is about 0.8. The ATpg . is generally
small (< 0.3K), which is quite different from VIS/NIR range.
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Abstract— There is much interest in vehicle mounted array GPR systems for landmine detec-
tion and work is being carried out on various national, because high speed array GPR systems
can sweep a large area in a relatively short time to improve performance and efficiency. We devel-
oped the vehicle mounted stepped-frequency (SF) CMP antenna array GPR system. The system
has three pairs of Vivaldi antennas that configure a symmetrical CMP antenna array. Based on
this configuration, multi-offset CMP data gather can be acquired at every measurement posi-
tion. Migration is an important signal processing method that can improve signal-clutter ratio
and reconstruct subsurface image. Diffraction stacking migration and Kirchhoff migration sum
amplitudes along the migration trajectory that generally is hyperbolic. But when the ground
surface varies acutely, we have to modify the migration trajectory by the technique of ray tracing.
We compute the travel time between transmitter, receiver and each subsurface scattering point,
and search the propagation ray depending on the Fermat’s principle. The method is tested by
an experiment data acquired by the SF CMP antenna array GPR system. The target is a metal
ball that is buried under a sand mound. A nice result of ray tracing is shown in the case.

1. INTRODUCTION

Accidents caused by antipersonnel (AP) landmines remaining from past conflicts have received
considerable public exposure in the last several years. The global land mine crisis is creating
immense social and economic problems worldwide [1]. Because ground-penetrating radar (GPR) is
sensitive to changes in all three electromagnetic characteristics of a medium, electric permittivity,
electric conductivity, and magnetic permeability, GPR is one of a number of technologies that has
been extensively researched as a means of improving mine detection efficiency. In this case, the
GPR antenna(s) must be elevated above the ground [2, 3]. This requirement results in heavy surface
clutter, especially when the ground is rough [4, 5].

A GPR array is usually employed to sweep a large area in a relatively short time to improve per-
formance and efficiency [6]. We proposed a robust GPR common midpoint (CMP) array technique,
including CMP antenna array and CMP processing technique, to enhance signal-to-clutter ratio
(SCR). The CMP multi-fold coverage technique, which is widely applied in seismic exploration as
a method of enhancing useful signals, was employed into the configuration of antenna array for
collecting CMP GPR data over the region to be probed. Then, the CMP processing techniques,
including velocity spectrum and multi-fold stacking, were combined to increase the SCR [7]. Based
on the velocity, the migration technique can be used to reconstruct subsurface imaging and dra-
matically enhance the SCR by summing the diffraction wave [8]. The migration technique [9] is
now commonly used to process GPR data, and has been in use for almost five decades in seismic
reflection surveys.

Generally the diffraction stacking migration or Kirchhoff migration need compute the travel
time. But the travel time surface generally is smooth spherical surface in the case of zero-offset
data and smooth ellipsoidal surface in the case of nonzero-offset data whose curvature is governed
by the velocity function. When the height of ground surface varies largely in the very rough
ground area, for example mound, the travel time surface will be affected by the ground surface.
In this paper we will consider the effect of the ground surface into the travel time for the CMP
Antenna Array GPR System. We will compute the ray path of the electromagnetic wave among
the transmitters and diffraction points and receivers and get the diffraction travel time surface.

2. RAY TRACING AND TRAVEL TIME

The basic idea is to find the first-arrival traveltimes by using Fermat’s principles in a velocity
model. According to Fermat’s principle, the path with the smallest traveltime is the one best
approximating the ray trajectory. It is possible to determine the traveltime between two arbitrary
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points. Fig. 1 shows a 2D velocity model. The velocity is C' in the air layer and V' in the subsurface
layer. B is the arbitrary subsurface scattering point and A is the arbitrary transmitter or receiver.
The ray path between A and B is AR; B. R; is the arbitrary point in the ground surface. So if the
distance between A and R; is d;; and the distance between R; and B is d;, the travel time between
A and B is:

din | d; .
Ti:El—I—VQ, i=1,...,n (1)

Ground

surface

Figure 1: Sketch figure of ray path.

Then we can define the T} in the ground surface, depending on the Fermat’s principle,
T; = min(T}) (2)

So, the ray path between A and B is AR;B and the first-arrival travel time is 7;. For the 3D
case, we just need to extend the R; from line to surface. Using the approach, we calculate the ray
path for the experiment data of mound case.

3. CMP ANTENNA ARRAY GPR SYSTEM

The GPR system is a stepped frequency radar system with an operational frequency range of 30 KHz
to 6 GHz. A vector network analyzer was chosen for its flexibility in selection of frequencies. To
employ CMP technique, we developed an antenna array, shown in Fig. 2, which is constructed of
6 antipodal Vivaldi antennas. These antennas are used to form 3 pairs of transmitting-receiving
antennas. In each pair of antennas, one is used to transmit the signal while the other receives.
Separation between the antennas is 6 cm. Depending on the antenna array configuration of GPR
system, we can acquire CMP multi-offset data directly. The antipodal Vivaldi antenna was chosen
because it is a wide frequency range antenna and can easily be used to construct an antenna array
due to its flat shape. A coaxial switch is used to connect the vector network analyzer to the
transmitting-receiving antenna array, because while the antenna array has five transmitter and
receiver antennas, the vector network analyzer has only one transmitting port and one receiving
port. A position controller is used to move the antenna array in two dimensions (the X and Y
direction) with precision. Based on the vector network analyzer, position controller, coaxial switch
and transmitting-receiving antenna array, we developed the stepped-frequency continuous-wave
array antenna system, shown in Fig. 3.

Figure 2: Antenna array. Figure 3: SAR-GPR system.
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4. EXPERIMENT

We buried a small metal ball whose radius is about 6 cm in the homogenous soil and the ground
surface is mound, shown in Fig. 4, in laboratory. Then we measured it in C-scan model using GPR.
The operational frequency range is from 300 MHz to 6 GHz. The number of frequency points is
401. The distance between two antennas is 6 cm. The height of antenna is 8 cm and the depth of
metal ball is 10 cm. The z interval and y interval are 1 cm.

Figure 4: Metal ball.

(a) side view (b) top view

Figure 5: The ray path in the mound.
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Figure 6: A profile through metal ball buried in the mound and travel time trajectory.
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Using the ray tracing, we calculate the ray path for the experiment data. Fig. 5 shows the ray
path among one subsurface scattering point and all antenna position in C-scan model. From the
figure, we can find the ray path distributed irregularly. Fig. 6 shows one vertical profile of the
survey line above the metal ball and the travel time trajectory. From the figure, we can find the
travel time trajectory and the diffraction signal from the metal ball correspond each other very well.
So in the situation, summing amplitudes along the travel time trajectory in stead of hyperbolic
trajectory, migration can improve signal-clutter ratio and reconstruct subsurface image.

5. CONCLUSIONS

The height of ground surface varies largely in the very rough ground area, for example mound, the
hyperbolic trajectory can not correspond with the diffraction signal very well. In the case, the ray
tracing can offer a accurate travel time trajectory.
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FDTD Analysis of Spatial Filtering of Scattered Waves for Optical
CT of Medical Diagnosis
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Abstract— Medical image diagnosis and computer aided diagnosis are modern important med-
ical techniques developed with computer technology. Particularly, medical image diagnosis using
optical waves of lasers is very important technical tools for physiological examination of human
body. Transmission properties mainly depend on optical absorption effects due to biological char-
acteristics consisting of atomic and molecular structure. Image responses of optical transmitted
projection include optical scattering characteristics that disturb transmission properties through
biological structures. Computer numerical simulations of spatial filtering for optical scattering
superposed on transmitted and attenuated waves are discussed to improve image diagnosis. By
numerical simulation of FDTD method, statistical characteristics of optical waves are discussed
for optical propagation, attenuation and scattering in random inhomogeneous biological media
that consist of random particle models given by random numbers programming. Spatial filtering
characteristics of grid structure are shown for exact image optical projection excluding scatter-
ing effects through physiological media. Spatial filtering characteristics for off-axial scattering
optical waves are graphically shown by propagation properties with large attenuation in lossy
waveguide-type grids by FDTD method.

1. INTRODUCTION

Medical image diagnosis and computer aided diagnosis are modern important medical techniques
developed with computer technology [1]. Particularly, medical image diagnosis using optical waves
of lasers is very important technical tools for physiological examination of human body. Optical CT
is effective for body tissues such as eyes, hands, children heads, and womens breasts, where trans-
mitted signals of propagating optical waves can be received after propagation. Image responses of
optical transmitted projection include optical scattering characteristics that disturb transmission
properties through biological structures depending on optical absorption effects due to biologi-
cal characteristics consisting of atomic and molecular structure [2-4]. In this paper, computer
simulation by FDTD method of spatial filtering for optical scattering superposed on transmit-
ted and attenuated waves are discussed to improve image diagnosis. Statistical theory of optical
waves is numerically described for optical propagation, attenuation and scattering in random in-
homogeneous biological media. Scattered and attenuated fields are studied by numerical computer
simulation methods of FDTD [5, 6]. Spatial filtering characteristics of grid structure are shown for
exact image optical projection excluding scattering effects through physiological media by FDTD
method. Spatial filtering characteristics for off-axial scattering optical waves are discussed in lossy
waveguide-type grids. Scattered fields of large scattering angles have large attenuations in waveg-
uide grids and are filtered. Transmitted and scattered fields of small scattering angles have small
attenuations and can pass through waveguide grids.

Statistical characteristics of optical propagation in random media consisting of biological tissues
are discussed by numerical difference equation method and FDTD method, using particle models in
random media. Biological tissues are consisted of random particles with several complex dielectric
constants. Scattering characteristics of incident optical Gaussian beam in random physiological
media consisting of biological materials such as biological cells are discussed. Electromagnetic fil-
tering properties by optical waveguides array grids with lossy clad for off-axial scattered fields are
discussed using optical waveguides consisting of lossy metal clad by FDTD method. Image recog-
nition of biological objects surrounded by random bio-medical media, using optical lossy waveguide
grid filter are discussed. Based on this computer simulation of scattered fields and waveguide grids,
the optimum design of CT system may be accomplished.

2. OPTICAL CT DIAGNOSIS AND LASER FIELD IN BIOLOGICAL RANDOM MEDIA

The computer simulation by the FDTD method is studied by using the model of biological tissues
in Fig. 2. The scattering characteristic I of the laser beam in random biological medium is given
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by correlation length pg, wavenumber, and index deviation An2. Parallel computation is required,
dividing analytical area into small areas for study of optical scattering in large random media and
the spatial filter characteristic by the FDTD method.
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Figure 1: Optical CT system. (a) Diagnostic imag-  Figure 2: Scattering of laser beam and grid filter. (a)

ing by optical CT. (b) Computer-aided diagnosis Laser optical beam and waveguide type grid filter

and optical scattered wave filter system. in biological tissue. (b) Laser beam and scattered
waves in random biological media.
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3. FDTD CALCULATION OF SCATTERED FIELDS IN RANDOM MEDIA

The model of the FDTD calculation is random medium of biological tissues as shown in Fig. 3.
Here, two dimensional model is used for simplicity. The electric field is assumed to be = polarized
electromagnetic wave. The difference E,H of the FDTD method for the electric and magnetic
fields E,H (1). Here, the size of the cell is assumed to be As and coordinates are assumed to be
y = 1As and z = jAs. Moreover, the time ¢ is assumed to be t = nAt. An analytical area is given
by 0 <y </{,=(Ny—1)Asand 0 < z </, = (Nz — 1)As. Material constants are £(¢,j) and
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where

At

D=
poAs

As: cell size, At: time step.

A boundary initial condition of the incidence wave is equivalently given by the current .J,, in
z=2zp=As (j = 1) shown in Fig. 4.

(i — ’io) AS

To

2
J2(i,1) = Jpexp {— ( ) } H(nAt)sin (27 fnAt) (2)

Here, 7 is a pulse width, and

1, nAt<rt
H(nAt) = { 0, nAt<0, nAt>rT

f and X are frequency and wavenumber, and further, the beam center is yo = i9pAs = £,/2, and the
beam spot is g = 30A.

Parameters of FDTD calculation are shown in Table 1.
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Figure 8: Two biological tissues in random media and filtering (Case IV). (a) Two models of biological
tissue. (b) Electric field amplitude in z = ¢, = 100 pm when two biological tissues exist. (¢) Two models of
biological tissue in random medium (no grid filter). (d) Electric field amplitude in z = ¢, = 100 pm when
two biological tissues in random media exist (grid filter none). (e) Two biological tissue in random medium
model and waveguide type grids. (f) Electric field amplitude. (g) Electric field amplitude and random media
in z = ¢, = 100 mm when two biological tissues existed (with grid filter).
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4. NUMERIC CALCULATION RESULTS OF SCATTERING AND SPATIAL FILTER
CHARACTERISTICS

Figures 5-8 show scattering fields by random biological medium and spatial filtering characteristics.
From computer simulation results by FDTD methods shown in Figs. 5-8, it is shown that scattering
fields that disturb biological diagnosis information given by transmitted fields due to absorption
effects in biological cells are filtered by optical grids with lossy waveguide arrays.

Table 1: Numerical values of scattering and attenuation characteristic of laser beam wave.

Parameter

Numerical value

f: Frequency of incidence wave

Ao: Wavelength of incidence wave

£,: y direction length of an analytical area.

{,: z direction length of an analytical area.

yo: Center position of beam (y coordinates)

ro: Beam spot at z = 2y

As: Size of space division cell

At: Time increment

N: Number of scatterers (polymer) in analytical area

a: Length of about one of scatterer (polymer)

300 THz

Lum (¢/ )

150 pm (150A¢)

100 pm (100))

75um (£,/2 = T5X)

30 um (ro/ Ao = 30)

0.05 um (As/Ao = 1/20)

1.15x 107165

2300

0.5 ~ 1.0 um (a/Ao = 0.5 ~ 1.0)

n*: Refractive index of scatterer (polymer)

1.1

ny: Refractive index of grid wall
d: Width of grid wall

D: Interval of grid wall

{4: Length of grid wall

2.0 — 0.5
Tum (d/Xo =1)
5um (D/Ao = 5)
20 um (£4/ Ao = 20)

5. CONCLUSIONS

For optical CT in medical diagnosis using laser, spatial filtering of scattered waves by waveguides
with lossy cladding is very useful to obtain precise image processing. Scattering characteristics
in random bio-medical media consisting of bio-molecules, are studied by computer simulation by
FDTD method for electric field. Attenuation properties in the spatial filter grids of scattered fields
of large scattering angles are investigated and spatial filtering characteristics of scattered fields by
computer FDTD numerical calculations are discussed for improvement of precise diagnosis.
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Abstract— WIMAX wireless communication has been rapidly developed for broadband mo-
bile communication including image transmission. To design excellent high performance mobile
communication systems of very high speed transmission, accurate environment evaluation of com-
munication systems is indispensable. In the past, building and street effects on high speed signal
propagation have been studied by FDTD method. However, wave propagation and scattering
characteristics by presence of forest and trees have not been so much studied. Using several
material consants and structure, the effects of multiple scattering and attenuation of microwaves
over forests in WiMAX wireless communications are analyzed numerically using FDTD method.
These results may yield important factors for the optimum design of high performance and reli-
able WiMAX communication systems.

1. INTRODUCTION

In recent years, WiMAX wireless communication has been rapidly developed for broadband mobile
communication of image and TV transmission. Mobile WiMAX communication system uses mi-
crowave carrier of 2.5 GHz frequency band and modulation system is mainly OFDM for transmission
of signals. By using OFDM technique, WiMAX provides high speed and reliable communication
against the multi pass interference due to the presence of obstacles in communication channels.
To design excellent high performance wireless communication systems, accurate evaluation of com-
munication channels is indispensable. By using computer numerical simulation of parallel FDTD
method, we studied fundamental microwave propagation and scattering characteristics in urban
area [1,2]. In these analyses, building and street effects on high speed signal propagation have been
investigated by computer simulation of FDTD method. However, wave propagation and scattering
characteristics by presence of forest and trees are not so much studied [3-5]. The effects of multiple
scattering and attenuation of microwave by forest are severe factors of high speed wireless com-
munications. Size of branches and leaves of trees are comparable with microwave wavelength and
yield strong interaction phenomena between microwaves and trees of broadband propagation.

In this paper, propagation and scattering characteristics of microwave over forests in WiMAX
wireless communication is numerically analyzed using FDTD method. FDTD method can be
applied for signal and noise analysis about several different complex models and inhomogeneous
materials such as forests in communication channels. By applying FDTD method for the analysis
of communication channels of propagation over trees and forests, numerical simulations of signal
propagation for various tree structures at different frequencies and digital signal bit rates are
demonstrated. In FDTD simulations, the incident wave is assumed to be a traveling wave from
transmission antenna station at a far distance. Numerical results in this paper show and analyze
the effects of various structures of forests and beam spot size of incident waves. The shape of
forest is assumed to be constructed by random surface and distribution of branches of trees are
inhomogeneous. Forest and trees in radio communication channel is considered to be as random

D%))))W////%/@/
el \W\// l

[ ]

coo
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Figure 1: Microwave propagation in mobile WiMAX wireless communication.



1574 PIERS Proceedings, Beijing, China, March 23-27, 2009

Xo

fz

Figure 2: Two dimensional analysis model of FDTD method.

surface and inhomogeneous materials. Fig. 1 shows the situation for microwave propagation in

mobile WiMAX wireless communiction over forests.

The effects of multiple scattering and attenuation due to forests are evaluated using statistical
functions, such as avrage, variance and correlation of conductivities and permittivities for trees.
These results may yield important factors for design of high performance and more reliable WiMAX

communication systems.
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Figure 3: Forest models by random surface.
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Figure 4: Electric field of the incident wave at ¢ = 400At = 8 (ns).
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2. FDTD ANALYSIS OF MICROWAVE PROPAGATION AND SCATTERING

Microwave propagation and scattering by forests are very important phenomena for wireless broad-
band communication such as mobile WiMAX communication. Computer simulation using FDTD
method is very useful to evaluate these characteristics numerically. Two-dimensional analysis model
for microwave propagation and scattering characteristics over forests is shown in Fig. 2. Analysis
region is defined as ¢, X £,. In FDTD simulations, the incident wave is assumed to be a traveling
wave from transmission antenna station at a far distance. The incident wave is y-polarized Gaus-
sian beam wave with angular frequency w = 27 f, beam waist z = zp and beam spot size S. In the
simulation model, the electromagnetic fields are point (7, j) at time nAt are calculated by difference
equations, as Eq. (1).

Ev(V/n) Ey(V/n)

w0 20 0
(a) t=1000 At =20 (ns) (b) =3000 At =60 (ns)

Figure 5: Electric field E, in Case 1-1-(a), S = 1.6 (m).

Ey(V/m) o0 O s ; Ey(V/um)

20 0

(a) t=1000 At =20 (ns) (b) =3000 Az =60 (ns)

Figure 6: Electric field E, in Case 2-1-(a), S = 1.6 (m).

Parallel computation of FDTD using grid computer can be proceeded for these analysis of large
area propagation. The electromagnetic fields in each divided subdomain D, , (1 < v < My) are
calculated by parallel processing. To proceed the parallel processing, data transfer between adjacent
subdomains is carried out using MPI.

Ey(i,§) = By~ (6,4) + c2dy 7 (6, 4) +es {HZ 7 (i,9) = Hy 7' (6,4 = 1) = HZ7H(i,5) + HI (i = 1,5)}

Hy(,9) = HZ7H09) + e {By (G + 1) = By (g)} HEGLG) = HETH09) = ea{ B+ 1.0) = BYGa)} ()

TP, g) = 20 (j=1) o — 1—ocAt/(2e) o — At/e S T At

v 20 (A1) 0 T 110AH(2e) P T 11 oAt/2e) P T AsT T wAs
Here, x, z and t are discretized by x = iAs, z = jAsand t =nAt and 0 <i < N,, 0<j < N,.
The incident wave is generated by current density

(i, 1) = Jyexp {— (MST_””O)Q} exp {_ (%)2} - sin(2r frAt) @)
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where f is the frequency of incident wave, xg is the center point of incident beam, S is the beam
spot size at z = z9 (j = 1), T is the parameter for transmission pulse width. Mur’s boundary
condition is applied to obtain the electromagnetic fields at the boundary of analysis space.

In the analysis model, the shape of trees and forests are realized by random surfaces. Random

surface

is generated by giving rms height v Ah? and correlation length ¢. In Fig. 2, h is the average

height of random surfaces.
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Ey(V/n) EylV/m]

& 2.5

(a) Case 1-2-(a) (b) Case 1-2-(b)

Figure 7: Electric field E,, S = 2.2 (m), t = 2000At = 40 ns.
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Figure 8: Electric field E,, S = 2.2 (m), t = 2000At = 40 ns.
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3. PROPAGATION AND SCATTERING CHARACTERISTICS OF MICOWAVES OVER
FORESTS

Propagation and scattering characteristics of Gaussian beam waves with microwave frequency are
evaluated using FDTD method. In FDTD simulation, ¢; = 1000As = 10 (m), ¢, = 2000As =
20 (m), zp = 6 (m) and h = 1 (m) are used. For incident wave, f = 2.5 GHz, T' = 2 (ns), top = 5 (ns)
and Jo = 1(A/m?) are used. Here, wavelength \ is 0.12(m) and size of analysis space ¢, and
£, become 83.3\ and 166.7A, respectively. Numerical parameters for FDTD analysis are shown

in Table 1. Fig. 3 shows the forest model generated by giving rms height V Ah? and correlation
length ¢ of random surface as shown in Table 1. Fig. 4 shows incident fields of Gaussian beams in
these models.

Table 1: Numerical parameters for FDTD analysis.

Parameters Values

f . Frequency of incident wave 2.5 GHz

A . Wavelength of incident wave 0.12m

fx: Length of analysis space (x) 10m (83.3 1)
/ .. Length of analysis space (2) 20 m (166. 7))

X, . Center point of the beam (x) 6 m

S : Beam spot size 1.6 m (13.31), 2.2 m (18.3%)
fy: Peak time of incident pulse 5ns

T : Parameter for pulse width 2ns

As: Length of acell 0.01 m

At : Time increment 0.02 ns

&, :Relative dielectric constant of trees @ 4 ) 2

O ' Conductivity of forests 10-3 S/m 10- S/m
7, - Average height of forests 1.0 m

e SimCmed

{ :Correlation length of forests 8?(5) IIE Egzzz ;;

In Case 1 shown in Figs. 5 and 7, the transmitted signal keeps strong intensity above the height
of 6 (m). However, the transmitted signal in Case 2 shown in Fig. 6 is highly attenuated due to
the scattering by forests. Particularly, Fig. 6 shows the strong multiple scattering because the
correlation length of forest model is comparable to the incident wavelength. Figs. 7 and 8 are the
results with different beam spot size of the incident waves. In Figs. 8(a) shows that the attenuation
of transmitted signal is still strong and the field distribution is disturbed due to the presence of tall
trees. Therefore, in this case, it seems difficult to accomplish reliable com munication between the
transmitter and receivers. By using statistical function, such as average, variance and correlation
of random surface and time waveform of received electric field at receiving point, signal and noise
characteristics in broadband mobile communication can be evaluated, as shown in Fig. 9.

4. CONCLUSIONS

Microwave propagation and scattering by forests are very important phenomena for wireless broad-
band communication. In this paper, propagation and scattering characteristics of microwave over
forests in WiMAX wireless communication is numerically analyzed using FDTD method. Using
statistical characteristics, FDTD method can be applied for signal and noise analysis about several
different complex models and inhomogeneous materials such as forests in communication channels.
By applying FDTD method for the analysis of communication channels of propagation over trees
and forests, numerical simulations of signal propagation for various tree structures at different
frequencies and digital signal bit rates are shown, using statistical shape parameters ad material
constants.
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Abstract— Ray-tracing is an established technique for modelling wireless propagation over a
large area in an efficient manner. Existing frequency domain ray tracing simulators incur severe
computational burden when extended to model an Ultra-Wideband (UWB) channel of several
Giga-Hertz. We propose an acceleration algorithm that improves the efficiency of such simulators
by approximating the frequency domain response of individual ray at a reduced set of frequency
points. Result show time savings up to 75% with a maximum relative error in the region of 0.8%.

1. INTRODUCTION

The sanctioning of Ultra-Wideband (UWB) as a wireless communications medium by the Federal
Communication Commission (FCC), constitutes a potential for development of novel capabilities in
wireless applications [1]. In particular the large bandwidth utilized by UWB offers unprecedented
data-rates and enhancements to applications such as wireless geo-location [2]. With the arrival
of wireless schemes such as IEEE 802.11b/g, it became apparent that propagation modelling was
required for purposes of optimising performance and planning infrastructure in varied environments.
Ray tracing is one such modelling method that has came to prominence [3]. While ray-tracing is
an asymptotic method and may not be as computationally accurate as full wave methods, it offers
a deterministic but efficient means of propagation modelling in large-scale environments at high
frequencies.

Ray-tracing can be extended to model UWB wireless systems. However there are computation
penalties incurred when using ray-tracing simulators based on frequency domain computations [4],
due to the large bandwidths involved. Some ray tracing techniques rely on time-domain based
methods to avoid having to calculate channel responses at every frequency [5]. These techniques
do not consider the variations of material properties over the extensive UWB bandwidth. We
present an acceleration algorithm that reduces the computation associated with frequency domain
ray-tracing computation. This algorithm accounts for the effects of frequency dependant material
properties. In addition, a comparison of a ray tracing simulation with empirical measurements for
an indoor UWB channel is presented.

2. FREQUENCY DOMAIN RAY TRACING

Electric fields at specified receiver points are computed by a Ray-Tracing simulator. During such
computations dominant paths by which energy propagates between the receiver and transmitter
are identified. Subsequently the electromagnetic fields associated with these paths are calculated
and summed to obtain the total electric field. At a point r the electric field can be written as,

E(r,w) = ZRi (r,w), (1)

where N is the total number of rays and depends on the highest order of scattering event that is
allowed. The variation of the electric field with frequency in Equation (1) is due to the frequency
dependency of each ray, which in turn can be classed into two categories.

e An substantial contribution to frequency dependence is due to the propagation distance of a
ray. Electric lengths of a ray will differ at each individual frequency. Although this results in
a phase component that varies rapidly with frequency, the effect can be easily computed.
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e Additional frequency dependent effects are attributed to interactions of ray with object in the
propagation environment. Transmission and reflection coefficients of such object’s surfaces
undergo variations due to the frequency dependance of the constituent material’s dielectric
properties. Consequently, individual rays also exhibit frequency dependant variations. Such
effects, while significant, vary slowly with frequency.

Our technique relies on separating these widely varying frequency dependencies for each ray. Fast
variations are extracted and the remaining slowly varying effects are approximated using a low
order polynomial. Using this method a channel response can be completely specified by analysing
the ray at a reduced number of frequency sample points.

3. EFFICIENT FREQUENCY SWEEP

A channel response at a point r is given by,

H (r,w) = Z R; (r,w), (2)

where H(r,w) is the component of electric field at the point r in the direction determined by the
polarisation of the receiver antenna. Typically this quantity must be computed for many frequency
points wy for vy =1, ..., @, choosing @) large enough to ensure a satisfactory sampling rate. Hence
a computation burden occurs when the huge bandwidths of UWB channels are simulated. The
proposed acceleration technique reduces the amount of frequency samples that must be explicitly
computed by separating the fast and slow varying components of each ray. For each point r we
rewrite Equation (2) as (suppressing the r dependence for notational convenience)

N
H(w) =Y Ai(w)e ), (3)
=1

where we have made explicit the amplitude and phase frequency dependence of the ray contribution.
This can be factorized as follows,

N ~

H(w) =Y Ai (w) e 750, (4)
=1

where qbz(-d) is the phase behaviour associated with the free-space propagation of the ray and gi~>Z is
the residual phase behaviour associated with its interactions with materials.

The phase term qﬁgd) has the form,

o\ (w) = 7, (5)

where d; is the distance ray i travels in free space and c is the speed of light in a vacuum. By dividing
out this linear phase, a slowly varying term A; (w) ¢; (w) remains. Consequently this residual can
be approximated by P;, a low order polynomial of order m,

Ai (@) e @ ~ P(w), (6)
yielding,
N (d)
H(w) =Y e P (). (7)
=1

P; can be completely specified for each ray by computing exactly the channel response at m+1 < Q
frequency points.

A received signal r(t) can be obtained by multiplying the channel response by S(w), the Fourier
transform of the transmitted signal s(¢), and taking an inverse Fourier transform,

r(t) =F 1 (S (w) H (w)). (8)
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However, we present an alternative analytical approach that uses the polynomial approximation P;
and the ¢¢ free-space phase term to rapidly compute H (wy) at each of the @ frequency points w,.
To achieve this we exploit the following identities of Fourier transforms,

. d,
FHPSW) = prrel Ol (9)

s (t - ¢§d)) = F1 {S(w)e%”’)(w)}. (10)

The received time domain signal r(¢) can be considered as a sum of individual ray contribution
r;(t) where,

ri (t) = F1 (s (w) Pre%" <w>) . (11)

By utilizing the identities of Equations (9) and (5) this time domain ray can be expressed as follows,

ri(t) = aois; < - C?) — BoH {Si (t B C?)}
o o A (el (- ) e (%))
R W)

where H is the Hilbert transform, c is the speed of light and d; is the propagation length of the ray.
aygi and f(g; are the respective real and imaginary parts of the gth order coefficient of the polynomial
P; of Equation (11). A distinct advantage of using the form in Equation (11) is that s(t), Hs(t)
and their corresponding derivatives can be pre-computed prior to any simulations. This leaves the
polynomial coefficients g and [(g; and the ray path delays d;/c to be computed during runtime.
Assuming a prior known set of transmitted waveforms for s(t), this offers an efficient means of
computing the time domain received signal r(t).

n
NE

9=2,4,6...

3.1. Propagation through Walls

Transmissions through object with complex varying permittivities results in a ray undergoing an
additional frequency dependant effect. Propagation through such objects results in an addition
phase component ¢!"%"* being added to the frequency domain response of a ray. This component

is expressed as,
P = dif3, (13)

where d; is the propagation distance of the ray inside the wall and J; is the phase constant due to
the material given by,

B =w Ms’{; [\/1+(p6)+1]};. (14)

It should be noted that we assume a relative complex permittivity of the form,

Ere (W) =E&r (w) -J (p657“ (W)) ) (15)

where 1 is the permeability, € is relative permittivity and p. is the loss tangent of the wall’s
constituent material.
The total phase of a ray that propagates through an air medium and a wall can be express as

. dzw

) +di3y (16)

Cc

where d; is the free space propagation length. While ¢!°! (w) is not a linear phase response it can be
approximated by an effective linear phase ¢¢ &~ ¢!°". This is possible as the portion of a typical ray
that passes through object in an indoor environment will be significantly shorter than the free-space
propagation length such that d; < d;. The effective linear phase ¢§ can be used in Equation (4)
instead of (b? as a means of isolating the slowly varying residuals.
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4. RESULTS

In order to evaluate the accuracy and efficiency of the proposed algorithm a ray tracing simulation
was executed using a simple building environment based on the layout of the Sensor Laboratory
of the Antennas and Electromagnetic Research Group at Queen Mary University London (Fig-
ure 1(b)). For the purposes of our simulations, we use the values of the relative complex permit-
tivity for concrete as measured by Muqaibel etal. in [6] (Figure 1(a)). Rays were limited to two
orders of reflection and the transmitted signal s(t) consisted of a Gaussian doublet pulse waveform
of Equation (17), as shown in Figures 2(a) and 2(b).

t\? t\?
s(t)=1- <47T () > exp <—27T <> ), (17)
tn 2
where t,, = 0.780 nanoseconds and thus determines the bandwidth of the pulse.
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Figure 1: (a) Variation of permittivity of concrete dashed line: Dielectric constant dotted line loss tangent;
(b) Building environment.
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Figure 2: Gaussian doublet transmitted UWB pulse.

A ray trace simulation was carried out over a full set of 800 frequency samples from 0.5 MHz to
10 GHz. Subsequently a simulation using a reduced frequency sweep of 24 samples was executed and
the proposed algorithm was applied. The reduced frequency sweep consisted of 71 samples and a
11th order polynomials was used to approximate ray responses in the frequency domain. Figure 3(a)
shows a section of the time domain received signal r(t) obtained using the acceleration technique
along side the received signal computed using the original full frequency sweep ray-trace. From
Figure 3(a) it is clear that the full frequency sweep simulation results match those of the accelerated
reduced frequency sweep in the time domain. This is confirmed in Figure 3(b) where a less than 0.8%
relative error is observed. By applying the acceleration algorithm a 75% time saving was achieved.
In order to access the accuracy of our simulator it was necessary to compare simulation results
with measured data for UWB channels. This involved measuring the channel impulse response of
a UWB channel in the building environment shown in Figure 1(b). A channel bandwidth from
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3GHz to 10 GHz was used in conjunction with a pair of Planar Inverted Cone Antenna (PICA)
developed at Queen Mary University London [7]. This measured impulse response (dotted line)
is shown in Figure 3 along with simulated response (dash line). The transmitter-receiver antenna
pair was positioned 2.1 meters apart as in Figure 1(b).

Measured
' — — —Simulated [

Accelerated sim 0.7+
— — — Full sweep sim

)
error
hit)

received signal r(t)
o

V r U
|| J | 02 ‘ \ | ]
Vo \
15 oy \\ \‘ ‘ \‘ V -15
011 1 M 4
\J il W‘ I \M “\‘w ’
! S \V"W i 25
1.8 2 22 24 26 28 3 32 B 5 15 2 22 24 25 28
time seconds x10° time seconds x10° time seconds

(a) (b) (c)
Figure 3: (a) Simulated received signal r(t); (b) Relative error expressed as % of maximum received signal;
(c) Measured and simulated results for channel response.

5. CONCLUSION

We have presented a frequency domain based ray tracing acceleration technique that reduced num-
ber of frequency samples at which a ray trace has to be computed when simulating UWB propa-
gation. Deploying this accelerated simulator in a indoor building scenario yields a time saving of
75%, with a maximum relative error of less than 0.8%. Additionally, validation of simulation result
with empirical measurements has been performed.
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Abstract— Many existing and emerging broadband wireless services benefit from the Radio
on Fiber (RoF) technology offering high speed and large bandwidth over long distance at a low
attenuation. Although RoF approach works well in many cases, in fiber not feasible area, free-
space optics (FSO) communication techniques have received renewed interest as alternative for
Radio-Frequency (RF) signal transmission-concept referred to as Radio on FSO (RoFSO)-because
they can offer similar capacity while being cost effective and secure access without extensive
installation of copper or fiber infrastructure. We are currently in the development stage of
the advanced RoFSO system. On the other hand, atmospheric turbulence manifested as beam
wander, intensity fluctuation and beam spreading has significant influence on the performance
of conventional FSO as well as RoFSO systems. In order to measure, characterize and quantify
the influence of atmospheric turbulence in our system deployment environment, we described in
this paper a setup Radio Frequency-FSO (RF-FSO) link to test the basic characteristics of RF
signal transmission under various atmospheric and weather conditions e.g., clear weather, clouds,
rain, fog and snow. We have attempted to quantify the strength of atmospheric turbulence
by calculating the refractive-index structure parameter C2 from scintillation index indicating
intensity fluctuation caused by atmospheric turbulence. Correlation analysis on carrier-to-noise
ratio (CNR) and C2 was also made and presented. In addition, a comparative measurement to
characterize intensity scintillation and Angle-of-Arrival (AoA) variance has also been presented in
this paper. The experimentally derived data and results will be available for antenna design, link
margin prediction and evaluation of performance criterion of future RoFSO systems in different
deployment environments.

1. INTRODUCTION

In the future ubiquitous society, consumers will be provided with reliable and cost effective com-
munication systems that can support anytime, anywhere, any media they want. As a result,
wideband radio links will become more prevalent in communication systems. To satisfy this in-
creasing demand, the high capacity optical networks should be integrated with the flexibility of
radio networks. The aforementioned wideband demands can be specifically met with fiber based
wireless access schemes such as RoF [1] by which high-speed multimedia can be easily supported.
In areas where optical fiber or other broadband networking technologies deployment are not feasi-
ble, FSO communication links can be utilized as an alternative technology because they can offer
capacity similar to optical fiber. RoFSO [2] link can be used to reliably transport multiple RF
signals comprising of various kinds of communication and broadcasting signals.

We are developing an advanced dense wavelength division multiplexing (DWDM) RoFSO link
whereby the basic antenna design concept will be similar to the full-optical FSO antenna [3]. Full-
optical FSO links [4] in Figure 1(b) utilize seamless connection of free-space beam to single-mode
fiber (SMF) therefore eliminating the necessity of converting the transmitted signal from optical-
to-electrical (O/E) or vice versa in conventional FSO as in. Figure 1(a). The use of 1550 nm as
the transmission wavelength for FSO systems is attractive for DWDM RoFSO system as it will
be compatible with long-haul fiber optic technologies such as wavelength division multiplexing and
erbium doped fiber amplifiers [5,6]. Atmospheric turbulence, i.e., refraction-index fluctuations in
free space, will destroy light beam spatial coherence, cause phase front distortion, alter and redirect
the flow of energy in the beam, and finally lead irradiance and AoA fluctuations in the plane of
the receiver aperture. This can be characterized statistically by the variance of optical intensity
as depicted in Figure 1(c). Moreover, in full-optical FSO links, the free-space transmitted optical
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beam will be received and coupled directly onto the SMF interface with core diameter of only
10 pm, that is more difficult to ensure the stability of the RoFSO communication [7].

(@)
(c) A
Optical fiber Optical fiber
Electrical ~ Optical Electrical )
O/E PD E/O Time
signal source signal
(b) U
Optical fiber Optical fiber
Optical amplifier Control mechanism Time

Figure 1: (a) Conventional FSO link; (b) full-optical FSO link; (c) intensity variance attributed to atmo-
spheric turbulence.

2. MEASUREMENT AND ANALYSIS OF ATMOSPHERIC TURBULENCE

2.1. Measurement Setup

In order to study atmospheric turbulence impact on the quality of the envisaged RoFSO, RF-
FSO antennas (commercial available Canobeam DT-170 antennas) have been used to set up an
experimental link over lkm distance between two campuses of Waseda University in Tokyo. As
depicted in Figure 2, an RF signal generator (Agilent E4438C) is used to generate a W-CDMA
signal which is propagated through the atmosphere using the RF-FSO antenna installed on the
rooftop of Bldg. 14 at the Nishi-waseda campus. On the opposite side, the corresponding RF-
FSO installed on the rooftop of Bldg. 55 at the Okubo campus along with a signal analyzer is
used to measure the received optical power and calculate the carrier-to-noise ratio (CNR) in 1
minute interval. An optical FSO antenna has been set to measure optical attenuation and intensity
fluctuation simultaneously. And a weather meter was used to record temperature, rain rate, and
other weather condition data. Signals from both of them are sampled and processed by the monitor
personal-computer (PC).

Optical FSO antenna

Weather meter

RF-FSO antenna

RF-FSO antenna

1km

Q
Q°
Ee g
-

Sig. Analyzer Sig. Generator

Figure 2: Schematic of RF-FSO test link.

2.2. The Refractive-index Structure Parameter C2

The refractive-index structure parameter C? (m~2/3) is the parameter most commonly used to
describe the strength of atmospheric turbulence. According to Andrews etal. [8], C? can be ap-
proximately calculated as following;:

2

2 01
Cu ™ 1.23k7/6 [11/6 (1)
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where k = 27/) is wavenumber, L is link distance and o? is called the Rytov variance [8] which
can be obtained by
<IP>—<I>?

where the quantity I denotes the measured irradiance of the optical wave and the angle brackets
<> denote an ensemble average or, equivalently, a long-time average. In the RF-FSO test link,
optical power received by the optical FSO antenna was sampled as in Figure 3(a). It can be seen
that intensity denoted by the monitor voltage V caused by atmospheric turbulence fluctuates more
strongly on clear day than rainy day.

3.0 T T T 140
—— heavy rainy day 5
25 clear day g 130+
o
S 20t £ 10
£ \‘ 3 -
: Ayl Al
2l il g
i | ) "
o Q
= 0.5 MW g 0 ¢
0.0 L L L L L 80 L
0 500 1000 1500 2000 2500 3000 0:00 6:00 12:00 18:00 24:00
Time (msec) Local time
(a) (b)

Figure 3: (a) Measured intensity fluctuations; (b) minimum and average CNR (August 6, 2008).

Calculated C? values nearly show the same diurnal cycle on all clear days due to similar con-
ditions, cloudless sky when daily temperatures have also been relatively higher as shown in Fig-
ure 4(a). Around noon, maximum C? value of about 210713 m-2/3 can be found as the refraction-
index fluctuations are caused almost exclusively by temperature variations. When the air tem-
perature is close to ground temperature, for example at sunrise and during the night, C2 values
are lower and even reach the minimum (about 3-10~'° m-2/3). For the month of July in 2008, it
rained frequently even though the temperature was still higher. As presented in Figure 4(b), the
calculated C2 values were almost the same during a whole day without any characteristic diurnal
pattern identified The phenomenon was the similar in other three seasons: on rainy days, C2 values
are lower than the ones on clear days in the same season. The main reason for that is on rainy day,
temperature stratification of the atmosphere was stable. Figure 4(c) gives the C2 values on clear
days in December 2007 and July 2008. The typical diurnal cycle of C2 was both found except that
the C? values were generally higher in summer than those in winter. That is because solar radiation
is usually weaker in winter season, thus the temperature is relatively lower as well as temperature
stratification. The phenomenon can be more clearly seen on rainy days in Figure 4(d). Therefore,
when we make consideration for effect of atmospheric turbulence on the future RoFSO commu-
nication link, we should pay more attention in summer season with clear weather condition, e.g.,
system link margin should be designed to be able to tolerate the strongest strength of atmospheric
turbulence at that time with C2 value of 210713 m~—2/3 obtained from our experimental setup in
the same deployment environment.

2.3. Correlation Analysis on CNR

One-day result of the recorded CNR values from the RF-FSO test setup has been displayed in
above Figure 3(b). Both minimum and average CNR were generally above the desired minimum
threshold value of 110dBc for our present W-CDMA signal transmission. The maximum variance
of the minimum CNR was found at noon period when the strength of atmospheric turbulence was
also larger as stated in Section 2.2. We have made correlation analysis on C2 values and CNR
deviation which is defined as the difference between average and minimum CNR at the same time
point. On clear day in summer season, CNR deviations increased with the increasing C2 values as
shown in Figure 5(a). On rainy day, CNR deviations caused by the atmospheric turbulence were
thought to be mostly not larger than 6 dB as seen in Figure 5(b) while other larger deviations maybe
caused by heavy rain drops. This phenomenon can also be found in other three seasons. So, from
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Figure 4: Calculation results of C2 values on: (a) clear day in summer; (b) rainy day in summer; (c) clear
day in winter and summer; (d) rainy day in winter and summer.

the relationship between CNR deviation and C? values at corresponding time point, we can get
an estimation of redundancy for CNR deviation to mitigate the effect of atmospheric turbulence,
e.g., threshold of CNR deviation should be not less than 10dB in the setup RF-FSO link system
to withstand strongest atmospheric turbulence.

/3)

Figure 5: C2 values vs. CNR deviation: (a) on clear day; (b) on rainy day in summer of 2008.
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2.4. AoA Fluctuations

We have also set up a FSO link, depicted in Figure 6, for studying turbulence-induced phase
fluctuations on the propagating optical wave. The link distance is 300 m between two buildings in
Hamamatsu Photonics K. K. On the receiver side, optical beam propagating through atmosphere
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will be focused onto a position sensitive detector (PSD) inside one FSO antenna with aperture
diameter of 0.04m. A/D conversion of signals from the two receiving antennas will be made
by Peripheral Interface Controller (PIC). The interested data including received optical power,
scintillation index, average arrival angles and variance of AoA were sampled at 10 kHz and recoded
in 15 seconds interval in PC, as shown in Figure 6. The AoA variance is a result of phase change
and can relate to C2 according to [8,9]:

< B®>=291C2LD;"* (3)

where L is link distance, here is 300m and D is the receiver aperture of 0.04m. The C? values
can be calculated from the received intensity data of the FSO antenna with PD by applying (1)
and (2). Comparison was made between the simulated AoA variance from (3) and experimentally
recorded one from PSD. On clear day, AoA variances in both X and Y directions agreed well with
the calculated ones. And all of those variances fluctuated with the C2? values. On rainy day as
in Figure 7(b), the experimental AoA variances also agreed with the calculated ones and changed
with C2 except for some large deviation points caused by large rain drops. And AoA variance
changes more severely with clear sunny weather than cloudy or rainy ones as shown in Figure 7.
The largest deviation happens mostly at noon time on clear day. Therefore, as expected, AoA
variance fluctuates well with the strength of atmospheric turbulence. Moreover, it is helpful that
we can make a better estimation of AoA variance as long as we know the strength of atmospheric
turbulence, i.e., C2 values in the deployment environment in preparation for RoFSO system design,
e.g., setting suitable tracking characteristics.

FSO antenna with PSD

—» AD

FSO antenna with PD g

—» AD

FSO antenna

A
v
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Figure 6: Angle of arrival measurement setup.
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Figure 7: Simulated and experimental AoA variances: (a) on clear day (Mar 18th, 2008); (b) on rainy day
(Mar 19th, 2008).

3. CONCLUSIONS

We have presented some preliminary experimental results with more emphasis on the effect of
atmospheric turbulence from an existing RF-FSO test bed which is significant in the design and
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evaluation of the advanced RoFSO system. The results will be available for antenna design, link
margin prediction and evaluation of performance criterion of RoFSO systems in different deploy-
ment environments.
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Abstract— The increasing performance of microprocessors leads to higher bandwidth require-
ments for the data flow to and from the processor. Today, all signaling on a PCB is performed
electrically, using copper lines that are integrated in the board. However, issues such as prop-
agation loss and inter-channel crosstalk limit the scalability of electrical interconnects to ever
higher bandwidth densities. Optical interconnects feature a higher bandwidth x length prod-
uct, are more power-efficient and enable a higher bandwidth density than electrical interconnects
do. This paper describes a kind of two-dimensional monolayer optical interconnects providing
interconnections between chips on conventional PCB. We have designed a soft-lithography-based,
versatile coupling structure with a 45° total internal reflector (TIR), a beam duct, and a polymer
waveguide in order to vertically couple light beams between transmitter (or receiver) and the
waveguide layer. This proposed integrated architecture of a polymeric optical interconnection
has been demonstrated to be advantageous in the aspects of misalignment tolerance, ease and
low cost of fabrication, as well as relative simplicity in deployment. We also investigated the
characteristics of in-plane connections including cross-over and branching nodes in the optical
interconnects with experimental and theoretical analysis. The theoretical crosstalk, as calculated
by a function of crossing angle, was determined for a set of interconnect pairs with varying cross-
sections, and was compared with experimental measurements. Furthermore, a suitable branching
angle was found for branching node and the effects of short-distance mode scrambling in highly
multimode polymer waveguides were studied in detail in this paper too.

1. INTRODUCTION

Photonic technologies have been widely accepted as a way to alleviate bottlenecks in platform-to-
platform, machine-to-machine and board-to-board interconnections [1]. Recent breakthroughs in
the fabrication of spatial arrays of optoelectronic emitters and detectors and their heterogeneous
integration with Si-CMOS electronic chips now encourage the use of optics as an electronic wire
replacement technology also at the chip-to-chip and on-chip interconnection level as in Figure 1.
The main objective for introducing two dimensional photonic pin-outs at this level of the intercon-
nection hierarchy aims at relaxing the bandwidth limitations between these electronic processing
modules primarily imposed by fundamental electrical signal propagation issues and the limited
number of electrical chip pin-outs. With the debut of 25 Gb/s board-level interconnects, optical
interconnects have demonstrated their ability to provide communications infrastructure for next-
generation computing [2,3]. In the domain of very-high-bandwidth short-range communications,
light-based waveguides have consistently demonstrated higher placement density, more packaging
flexibility, and superior alignment reliability than their electrical counterparts [4, 5].

A kind of two-dimensional monolayer optical interconnects providing interconnections between
chips on conventional PCB are proposed in this paper. Detailed theoretical analysis along with the
experimental measurements of the interconnection circuit performance is also presented.

2. VERTICAL COUPLING

Most prior designs of optical interconnections usually call for a high-precision Vertical Cavity
Surface Emitting Laser (VCSEL)/Photodiode (PD) alignment, often with an alignment-error re-
quirement of less than a few micrometers; this exhibits an immediate difficulty in the assembly
of electro-optical PCBs. In order to increase the tolerance of the interconnection waveguide to
alignment errors, we have designed coupling structure with a 45° TIR, a beam duct, and a poly-
mer waveguide as in Figure 2(a) in order to provide high-speed optical communications within a
board; the driving electrical pulses modulate the VCSEL, and the light received at the photodiode
through the waveguide demodulates back as electric signals on the surface of the PCB. We utilized
Zemax® to simulate the efficiency of the beam duct by varying the length of duct section while
output light in the waveguide was monitored, and portion of simulation is displayed in Figure 2(b).
The coupling efficiency peaked at around 6 mm for TIR reflector’s triangular prism structure at the
proposed 0.5 x 0.5 mm with waveguide cross section of 0.3 x 0.3 mm.
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Figure 2: (a) Schematic of the coupling portion of the photonic circuits on PCB, (b) ray tracing result with
optimal beam duct length, (c¢) coupling efficiency as a function of beam duct length.

3. CROSSING AND BRANCHING OF LIGHT GUIDES IN IN-PLANE
INTERCONNECTS

However, as optical interconnects will inevitably cross in-plane when used heavily within circuits
and PCBs, cross-over or branching nodes are necessary for signal crossing, splitting, or isolation,
and the performance of these nodes in the circuit becomes critical in determining the overall quality
of optical signal transmission.

3.1. Crossing Node

For the cross-over node, as shown in Figure 3(a), crosstalk is usually required to be as low as
20-30dB for a reliable data communications. Considering the multimode nature of the waveguides
for on-board optical interconnections, we utilized both wide-angle BPM and ZEMAX® to simulate
the efficiency of polymer rectangular waveguide by varying cross angle, while the output from the
waveguide was monitored.

The results are shown in Figure 4(a) and (b) for both strong-confinement and weak-confinement
core/clad assemblies, respectively. As shown in Figure 4, crosstalk as a function of cross angle
was calculated and compared to experimental measurement for four selected cross sections of 50 x
50 um?, 100 x 100 pm?, 200 x 200 um?, and 300 x 300 um?, with a cross angle ranging from 10° to
55° for strong-confinement assembly (core 1.50, cladding 1.00) and 5° ~ 12.5° for weak-confinement
(core 1.50, cladding 1.48). For weak confinement, it is found that the crosstalk decreases linearly
with crossing angle from 5° to 9°, and then exhibits a faster-than-exponential attenuation when
cross angle increases from 9° to 12°; when above 12°, a crosstalk of less than —30dB is obtained.
For strong confinement, however, a greater crossing angle of about 52° is needed to achieve a —30 dB
crosstalk. It is also noted in Figure 4 that the —20 dB cross angle, as denoted with dotted blue lines,
increases slightly with waveguide cross-section for both strong and weak confinement conditions.
It is understood that as cross-section increases, the size of the crossing joint also increases, and
so does the window of leakage to adjoining waveguide, therefore it takes a greater cross angle to
achieve the same crosstalk.
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Figure 4: Dotted blue line shows that crossing angle changes with cross-section at —20dB crosstalk. Open
symbols and blue fitted curves stand for experimental measurements. Refractive indices of core/cladding
were at (a) 1.50/1.00 and (b) 1.50/1.48.

3.2. Branching Node

Highly multimode Y-branching deserves special attention for its possible applications in polymer
interconnects, particularly due to the special phenomenon of beam center shift in post-branching
waveguides, which significantly affects their crossing characteristics. We took the case of weak-
confinement assemblies and calculated power leakage in BPM simulation for both 50 x 50 um?
and 100 x 100 um? cross-sections as a function of branching angles at the Y-junction, as shown in
Figure 5(left), for a branching angle varying from 1° to 18°. By using BPM simulation we found
that until a branching angle of 7° is reached, the leakage for 50 x 50 um? light guides is negligible.
In the range of 7° ~ 12°, the leakage suffers a linear increase from 0 to 100%, and remains at a
constant for angles beyond 12°. The phenomenon is partly explained by Figure 5(right), which
shows part of leaking waves in Y-branching at 3°, 8°, and 15°.
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3.3. Mode Scrambling Dependence

Moreover, multimode waveguides exhibit many special transmission properties over short-range
(mm to cm) applications [6, 7], such as mode scrambling and shifting of the center of beam intensity.
Thus the single-mode beam from VCSEL should be transformed into multimode within a short
distance before its further propagation in the optical layer. In our practical layout designs, it was
found that a non-uniform mode distribution would influence follow-up circuit output by a great deal
and makes it nearly impossible to predict output power from final terminals. A mode scrambler is
thus a necessity in order to make beam output as planned. In case of board-level interconnection,
however, instead of a particularly designed structure or a coil of fibers, a short segment of polymer
rectangular waveguide with a suitable length can serve as the scrambler.

To obtain a good estimation of the shortest propagation length needed to scramble a VCSEL
beam, we conducted an analysis of beam mode scrambling in terms of intensity profile as well as
distribution of ray directionality. We define VCSEL beam filling factor as the fraction of FWHM
(full width at half maximum) of intensity profile over waveguide width. For two typical cross-
sections of waveguides used in interconnects, 50 x 50 um? and 100 x 100 pm?, the beam filling
factor was calculated as a function of propagation distance using Monte Carlo simulation and
result is shown in Figure 6(left), it follows that minimum lengths of 1.3 mm and 2.5 mm are needed,
respectively, for the beam to uniformly fill up the 50 x 50 or 100 x 100 um? waveguides in terms
of intensity regardless of incident direction. Four profiles of VCSEL beam filling factor of 10%,
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Figure 6: (Left) Calculated beam filling of light guide as a function of propagation distance when a typical
SM VCSEL (10°1/e?) is coupled to a straight rectangular light guide. Squares denote a waveguide of a
cross-section of 50 x 50 wm?, circles for 100 x 100 um?, with inset figures showing intensity profiles; (Right)
Crosstalk as a function of propagation distance from the VCSEL to crossing point at a cross angle of 9°.
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25%, 40%, and 80% are shown in the insets of Figure 6(left). However, it actually takes a much
longer propagation distance for ray direction to become completely scrambled. To demonstrate
the effect, we calculated crosstalk at a 9° cross angle as a function of straight distance between a
single mode VCSEL and crossing point and the result is displayed in Figure 6(right), in which a
peak in crosstalk from below —11dB to —9dB was shown at 1.05 mm and 2.38 mm for 50 x 50 and
100 x 100 um? light guide respectively, followed with three satellite peaks spanning to 15mm of
propagation distance.

4. CONCLUSIONS

Our analysis from the fabricated prototypes, demonstrate that this proposed integrated architecture
of a polymeric optical interconnection for conventional PCB implementation is advantageous in the
aspects of misalignment tolerance. The 2 x 2 cross-over circuit, as detailed in this paper, can
achieve acceptable crosstalk at a cross angle of greater than 12° in weak confinement. We have also
obtained suitable branching angle of a 1 x 2 branching node for the purpose of reducing leakage in
the Y-junction. We have finally found proper lengths of propagation in a branching arm for the
consideration of distribution uniformity of light rays. The results have a high degree of applicability
to future optics-integrated PCBs featuring soft-lithography-fabricated interconnect structures.
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Abstract— Rain measurement system using propagation characteristics of microwave and mil-
limeter wave is very important for disaster prevention system to foresee and prevent the occur-
rence of disasters caused by strong rainfalls and for the sensor of ITS to support safe and auto-
matic driving and cruising. In this study, propagation region is modeled as random media with
randomly distributed rainfalls. Propagation of electromagnetic wave in random media is analyzed
by three-dimensional FDTD method. FDTD analysis demonstrates the dynamic characteristics
of wave scattering and absorption phenomena in rain region where raindrops are distributed ran-
domly. Scattered field by single raindrop is compared with Rayleigh scattering theory to test
the accuracy of numerical simulation. The effects of multiple scattering and absorption due to
randomly distributed raindrops are evaluated numerically using small area analysis.

1. INTRODUCTION

Rain measurement system using propagation characteristics of microwave and millimeter wave is
very effective for disaster prevention system to disasters caused by strong rainfalls and also it is
very useful for the sensor of ITS (Intelligent Transport Systems) to support safe and automatic
driving and cruising. Measurement technique of electromagnetic scattering and attenuation char-
acteristics by rain is one of useful evaluation methods of rainfall rate. Rain measurement system
using microwave and millimeter wave has the advantage of rapid measurement of rainfall rate in
wide area compared with the direct measurement by rain gauges. To support safe driving and
cruising in automatic driving system, sensor of meteorological condition on the road, particularly
the amount of rain, fog and snow are indispensable [1]. The sensor using propagation characteristics
of microwave and millimeter wave are very useful to detect these road conditions. Also, the efficient
design for radio communication channel and radar sensing system requires accurate propagation
characteristics of microwaves, it is very important to investigate the characteristics of electromag-
netic wave propagation and multiple scattering phenomena in random media with many particles
such as raindrops [2]. The application systems of rain measurement using microwave propagation
characteristics are shown in Fig. 1.

In this study, propagation region is modeled as random media with randomly distributed rain-
drops. Propagation and scattering of electromagnetic wave in random media is analyzed by three-
dimensional FDTD method. FDTD method is very effective for analysis of scattering and ab-
sorption phenomena which depend on polarization of incident wave when the shape of raindrop is
non-spherical.

2. RAIN MEASUREMENT SYSTEM USING MICROWAVE

Rain measurement system using microwave is shown in Fig. 2. A parabolic antenna with diameter
2a = 1m is used to transmit and receive microwave of 10-20 GHz. Gaussian beam with beam spot
ro = 0.15m = 5\ ~ 10X is transmitted. Reflected wave from a conducting plate is received by the
parabolic antenna and specific attenuation A (dB/Km) is evaluated by

B B P(20)
A=a-10°/(20), a= —1010g10m (1)

where, for example, ¢ = 20 (m) is the distance from the antenna and the conducting plate. Here,
Py and P are the received powers in free space and rain region. 2¢ is propagation distance. The
conducting plate needs sufficiently area to reflect transmitted wave with spreading beam width.
Radiated field Ey(z,y,2) is microwave beam given by Eq. (2) when the distribution of electric
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ment system and ITS. using microwave.

field on the incident plane Sp is Gaussian with beam spot size 7o, and ro, in 2 and y coordinate,
respectively.
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Amplitudes of incident field at propagation distances z = 5, 10, 20 and 40 (m) are shown in Fig. 4.
The beam width at z = 20 (m) can be covered by conducting plate with a side length 2d = 2 (m).
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3. FDTD ANALYSIS OF ELECTROMAGNETIC SCATTERING AND ATTENUATION
BY RAIN

Electromagnetic scattering and attenuation characteristics due to randomly distributed raindrops
are very important information for ITS and weather measurement systems. These characteristics
can be numerically analyzed by FDTD computer simulation [3-5]. Three-dimensional analysis
model of rain attenuation is shown in Fig. 5. Analysis region is defined as £,¢,(, - z = /. is the
observation plane of the transmitted electromagnetic field to obtain the propagation loss per the
distance £,. Raindrops are distributed randomly in rain region. The incident wave is assumed the
Gaussian beam of frequency 20 GHz radiated from the surface Sy located at z = 0.

In FDTD method, the analysis region is discretized as * = iAs (0 £ ¢ £ Nz), y = jAs(0 <
j < Ny), z=kAs(0 < j < Nz)and t = nAt(0 < n < T). When radiation field in the antenna
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is expressed by equivalent current Jy(z,y, 2,t), the electromagnetic fields at point (7, j, k) at time
nAt are calculated by difference equation from Maxwell’s equation,

E;L(Z’]’ k) = ClEg_l(ivjv k) _CQJ;_I(i7j7 k)
ey {Hy (i, g, k) — Hy 7 Hi gk = 1) — HI 7N g k) + HE Vi g, k) | (3)
H;(Z,],k) = H;}_I(Z,],k‘)—C4{E§(l,j,]{2—|—l)—Eg(l,j,k‘)—E?(Z—Fl,],k)—l—Eg(Z,],kj)} (4)

where

1 — oAt/ (2e) At/e At/e 1 At

Cl = Q74 C2Z—a C3 = T AN A C4 = —— (5)

1+ oAt/ (2e) 1+ oAt/ (2) 1+ oAt/ (2e) As puAs
Here, As is cell size and At is time step. €, i and o are the dielectric constant, conductivity, and
permeability of material. Mur’s boundary condition is applied to obtain the electromagnetic fields
at the boundary of the analysis space.

In raindrop region, complex dielectric constant €* and complex refractive index n) are given by
e* = e+ 0/ (jw) = n2eo, nf = n1 — jng. Here, we consider the time harmonic electromagnetic
field with angular frequency w. By using n) = n; — jna, dielectric constant and conductivity of
raindrops are € = gy (n} — n3), 0 = 2cowniny. The dielectric constant of background medium is
€o. In this analysis, the shape of a raindrop is assumed to be cubic and generated by giving the
length of a side length of squares a;, positions of one apex (x;, y;, z;) and relative dielectric constant
er (4,4,k) =€ (i, ], k) /eo-

Equivalent current source of the incident Gaussian beam of y polarization is given by

Ty (i,5,1) = Jow(i, )p(n),

pli,j) = exp{— <W>2} exp {— (W>2} (6)

where, zg = £;/2, yo = £y/2, r is the beam spot of incident Gaussian beam.

3.1. Electromagnetic Scattering by Single Raindrop

Scattered field of incident beam wave with the relatively large beam waist by a sphere with diameter
a’ and dielectric constant € = n2g( is approximately obtained by Rayleigh scattering when diameter
is smaller than 1/10 of wavelength. The amplitudes of scattered fields by theoretical and numerical
analysis are compared to test the accuracy of FDTD analysis. Scattered field at r = (z,y, z) from
a raindrop at r; = (z;,¥;, 2;) is given by

1) /s /sl /sl
Egcatt =— CPEinc (r;) (cos 6] sin ¢i'y; + cos ¢ii ;) (7)
i
2 13 e— / / / / 2 2 2
where C = (°a"F5%, o = ¢ — i, y; =y —Yi, 2; = 2 — 2z, 1 = v — 1| =27 +y7 4+ 27,

2! Y

cos @ = =+, cos ¢ = L sin ¢, = ——2—.
Vaity? o2 ty’?

Figure 7 shows the comparison of scattered field amplitudes of cubic and spherical raindrop
model. In this figure, a is a side length of cubic model and a’ is a diameter of spherical model.
Theoretical amplitude is given by Eq. (7) and |Eg(x,y0,2)| = iy - Egztt(x,yo,zﬂ. This figure
shows that in this case, cubic model with @ = 1 (mm) in FDTD analysis corresponds to spherical
model with ¢’ = 1.7 (mm) and cubic model with ¢ = 2 (mm) in FDTD analysis corresponds to
spherical model with ¢’ = 3.6 (mm).

3.2. Electromagnetic Scattering by Randomly Distributed Raindrops

As an example of rain scattering and attenuation of microwave propagation, numerical results in
small area are discussed.
For p(n) in Eq. (6) is given by

1 |nAt—to| <T

p(n) = Ho(nAt)sin(2m fnAt),  Ho(nAt) :{ 0 [nAt—to| > T i
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Figure 5: Three dimensional analysis model for rain
scattering and attenuation.
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Figure 6: Analysis model of scattering by single rain-
drop (N =1, a; =1 ~2mm, n* = 6.46 — j2.81).
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Figure 7: Comparison of scattered field amplitudes of cubic and spherical raindrop (y = z = 0.075m).

and ¢, = £, = 5\ = 0.075 (m), xo = yo = 0.0375 (m), 7o = A = 0.015 (m) are used. The electric
field of incident wave is shown in Fig. 8. Fig. 9 shows a random media model, where N = 20 is
the number of raindrops, a; = 2 (mm) is a side length of raindrops and n; = 6.46 — j2.81 is the
refractive index of raindrops. Fig. 10 shows the numerical results of difference AE, between total
field and the incident field as scattered field. This figure shows that spherical scattering waves are

AEy (Vim)

Figure 8: Electric field of incident wave at y =
0.0375 (m), t = 250At = 0.1875 (ns).
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Figure 9: Cross sectional vies of raindrop distribu-

tion, N = 20, a; = 2 (mm), n* = 6.46 — j2.81.
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generated from the point of scatterers and the distribution of electric field is relatively complex due
to the interference of multiple scattering. Dominant term of multiple scattering could be expressed
by the first and second terms of multiple scattering effects

N N N
Escatt = Z Pi (Emc) G+ Z Z Pj (pi (Eznc) G) G (9)
i=1 j=1i=1

where p; is the equivalent dipole of Rayleigh scattering and G is Green’s function of free space.
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Figure 10: Difference of electric field AE, at y = 0.0375 (m).

Table 1: Simulation parameters.

Parameter Values
f+ Frequency of incident wave 20 GHz
A: Wavelength of incident wave 0.015m (¢/f)
£,: Length of analysis space (z) 0.075m (5X)
£,: Length of analysis space (y) 0.075m (5X)
¢: Propagation distance 0.065m (4.3\)
£,: Length of analysis space (z) 0.08m (5.3X)
V': Volume of rain region 3.66 x 1074 m3
xo: Center point of beam (z) 0.0375m
yo: Center point of beam (y) 0.0375m
ro: Beam spot at z =0 0.015m (A)
As: Length of a cell 5x 107 m (A/30)
At: Time increment 0.75ps (T/66.7)
N: Number of raindrops 20
a;: Length of a side of a raindrop 2 mm
nt: Complex refractive index of raindrops 6.46 — j2.81

4. CONCLUSIONS

In this paper, electromagnetic scattering by single raindrop and randomly distributed raindrops in
small area are analyzed by FDTD method. Scattered field by single raindrop is compared with
Rayleigh scattering theory to test the accuracy of numerical simulation. In random media model,
multiple scattering is observed due to the presence of many raindrops. These results show the
fundamental characteristics because the scattered wave which does not reach the receiving antenna
contributes to rain attenuation. To obtain the rain attenuation in large area which contains hun-
dreds of raindrops, parallel and successive computation of FDTD is indispensable. By using these
algorithms, FDTD computation will be demonstrated with less memory requirements and electro-
magnetic wave scattering and attenuation characteristics in rain can be evaluated numerically.
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Research and Application on Scattering Matrixes of the Radar
Target under Different Polarization Bases

Jian-Xun Liu, Qiang Xu, Hou-Jun Sun, and Xin Lv
School of Information Science and Technology, Beijing Institute of Technology
Beijing 100081, China

Abstract— The deduction and application of transition matrix of radar target polarization
scattering matrix under different linear polarization bases were presented in this paper. It was
proved to be correct by exemplifying the relation of scatter matrixes of two polarization bases,
h/v and (4A5O, 1350), and applied to virtual polarization synthesis successfully. Moreover, the
curve of co-polar scattering parameter to the inclining angle is presented. This method can be
used to identify the inclining angle of a plane when it is landing in the dark.

1. INTRODUCTION
Any electromagnetic wave with different polarization can be decomposed according to the orthog-

onal polarization bases, such as (h,v), (R, L) or (45", 135°). The polarization scattering matrix
which is used in target detection, recognition and anti-interference varies with different polarization
bases. As far as it is concerned, the deduction of the transition matrix between different polariza-
tion scattering matrixes is of great importance in practice. The relation between two scattering
matrixes of circular and linear polarization is already given in some papers [1]. However, some
detection radars work with linear polarization and different inclining angle. Therefore, it is neces-
sary to find the relation between different linear polarization scattering matrixes. The deduction of
transition matrix of radar target polarization scattering matrixes under different linear polarization
bases were presented in this paper, then, some research on the transition matrix is given in practice
and in theory.

2. ABOUT SCATTERING EQUATION AND POLARIZATION

Scattering equation is a basic equation of radar polarimetry, the expression under (z,y) polarization
base is Fg(XY) = S(XY)Ep(XY), which shows the polarization characteristics of a scattering
wave.

For example, for (?L, v) polarization base, the equation is as follows.

Esn|  [Shh Swo| [Ei (1)
ESU B Syh va E;

for (E, 37) polarization base, the equation is as follows.
-
Esy|  |Syz Syl | Ei

Every polarized status can be found on Poincaré sphere. All linear polarizations located on the
equator as shown in Figure 1. Only linear polarization bases are studied in this paper.

3. TRANSITION MATRIX

The broken line represents rotated linear polarization base z, ¥ as shown in Figure 2, which can
be combined by h, v as (3) and (4)

a“c:#@ﬂge-@) (3)

V1 + tg?0

b= ———r (~ta0-h ) 4)

V1 + tg?0
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Figure 1: Poincaré sphere. Figure 2: The relation between (Z, y) and (h, v).
The coefficient ! guarantee z, y unitary power density. (3) and (4) can be rewritten as

\/ 1+tg26

—~ ~ ~ 1 1 —tgh
(2.5) = (h0) = [tg& | ] (5)
Thus, transition matrix is

g1 [1 tg@} ©

V1+tg20 [tgf 1

The relation between electric field E(XY) and E(HV) is
E(XY)=U"'E(HV) (7)
where U is unitary matrix, U = U™, H represents Hermite transpose.

The relation between two polarization scattering matrixes S(XY) and S(HV) can be written
as

S(XY)=UHS(HV)U (8)
It can be deduced from (6) and (8),
S 1 tgl tgd  tg20] Sw,
Sey| 1 —tgd 1 —tg?0  tgl | | She )
Sye|  1+1tg%0 | —tgh —tg?0 1 tgh | | Sun
Syy tg?0 —tgh —tgh 1 Svw

by which a new scattering matrix can be obtained from S(HV).

4. EXPERIMENT RESULTS AND APPLICATIONS

Firstly, validation of Equation (9) in virtual polarization synthesis is brought forward. When it is
required to get horizontal and vertical information where two antennas were placed inclined at 45°
and 135°, as shown in Figure 3. The scattering matrix in 45° and 135° polarization bases can be
obtained from scattering matrix in horizontal and vertical polarization bases and transition matrix
as follows,

Figure 3: Two rotated antennas.
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S4545 1 1 1 1 Shh

S45135 _ 1= 1 1 =1 1| [Sh (10)
Sizsas | 2 |—1 —1 1 1| | Sy
S135135 1 —1 =1 1] LSw

The experiment to validate Equation (10) is shown in Figure 4.

Transmit
antenna

N

PC Vector network

analyzer

\ /

Receive

antenna

Figure 4: Polarization scattering matrix measure.

The target in this experiment is a group of level copper threads. S(HV) can be measured at
CW 15.8 GHz.

Deduced results and measuring results of Sy545 and S135135 of the target are shown in Figures 5
and 6.
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Figure 5: Sy545 deduced and measuring results. Figure 6: S135135 deduced and measuring results.

Where “o” is deduced result, and “x” is measuring result. Horizontal coordinate is real part
and vertical coordinate is image part.

The results shown above indicate that Equation (10) and Equation (9) further are correct.

Secondly, application of inclining angle recognition of radar target is presented.

S(HV) can be measured when target is placed horizontally, and S(XY') can be given when it
is placed inclined, thus, the inclining angle can be computed by placing S(HV) and S(XY) to
Equation (9). Furthermore, the relation between co-polarization parameter S(XX) and inclining
angle is shown as Figure 7. B

The upper right-hand point in the figure is S(XX) which is measured when radar target’
inclining angle § = 0, the lower left-hand point is 6§ = pi/2, and the middle point is 6 = pi/4.
Horizontal coordinate is the real part, vertical coordinate is the image part, where “x” is theoretical
result, and “A” is measuring result. Radar target’ inclining angle can be found in the figure
according to S(X X).

This method can be applied to judge whether a plane is landing or flying-off safely in the dark.
The approach is that polarization scattering matrix S(HV) under the base (h, %) can be obtained
by measuring the polarization matrix of the plane when it is level beforehand, just like S(XY')
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under the same base can be got when the plane is landing slantingly. Accordingly, the inclining
angle 0 can be calculated by Equation (9), thus, plane’ Pitch Attitude is clear.

x10°
10

Sxximage

Sxxreal x 10°

Figure 7: Co-polarization parameter S, to inclining angle.

5. CONCLUSION

The relation between two scattering matrixes under polarization base h/v and other linear polar-
ization bases was discussed. The transition matrix between different linear polarization bases was
deduced which can be applied to virtual polarization synthesis and identifying the inclining angle
of radar target.
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Air Gap Tuning Effect on the Resonant Frequency and Half-power
Bandwidth of Superconducting Microstrip Patch
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Abstract— An accurate analysis of an air gap tuned high T, superconducting microstrip an-
tenna is presented. To include the effect of the superconductivity of the microstrip patch in the
Full_wave analysis of the tunable rectangular microstrip patch, a surface complex impedance is
considered. This impedance is determined by using London’s equation and the model of Gorter
and Casimir. Numerical results obtained are found to be in excellent agreement with the the-
oretical and experimental data available in the literature. Finally, numerical results for the air
gap tuning effect on the operating frequency and bandwidth of the high T, superconducting
microstrip antenna are also presented.

1. INTRODUCTION

Rectangular microstrip patches can find an application in microwave integrated circuits as planar
resonators for oscillators and filters. Also, rectangular microstrip patches can be used as resonant
antennas fed by means of either coaxial probes, or microstrip lines. Since the bandwidth of mi-
crostrip patch resonators and antennas around their operating resonant frequencies is known to
be very narrow, it is important to develop accurate algorithms for the computation of those res-
onant frequencies. The resonant frequency value of the rectangular microstrip patch depends on
the structural parameters, and it is evident that if the resonant frequency is to be changed, a new
microstrip antenna is needed. In order to achieve tunable resonant frequency characteristics, an
adjustable air gap layer can be inserted between the ground plane and the substrate, resulting in
a two-layer structure [1, 2].

Apart from tunable microstrip patches, in the last few years, there has been a growing interest
in the use of superconducting materials in microwave integrated circuits, which is due to their main
characteristics, such as: very small losses, which means low-attenuation and low-noise, very small
dispersion up to frequencies of several tens of GHz, smaller devices due to the lower losses, which
leads to larger integration density and reduction in the time of propagation of the signals in the
circuits [3].

In this paper, a rigorous Full-wave analysis of an air gap tuned high T, superconducting mi-
crostrip antenna is presented. To the best of our knowledge, this structure has not been analyzed
previously. Only results for the case of perfectly conducting patch have been reported in the open
literature [1,2]. In Section 2, the authors provide details of the application of the Galerkin’s method
in the Fourier transform domain to the analysis of high T, superconducting microstrip antennas
with air gaps. In Section 3, the validity of the solution is tested by comparing the computed results
with theoretical and experimental data available in the literature. Numerical results for the air gap
tuning effect on the operating frequency and half power bandwidth of the high 7, superconduct-
ing microstrip patch antenna are also presented. Finally, concluding remarks are summarized in
Section 4.

2. OUTLINE OF THE NUMERICAL PROCEDURE

The high T, superconducting microstrip patch antenna considered in this work is shown in Figure 1.
It was obtained by depositing a superconducting patch of thickness e on a dielectric layer. The
dielectric layer of thickness ds is characterized by the free-space permeability po and the permittivity
€0, &r (g0 is the free-space permittivity and the relative permittivity ¢, can be complex to account
for dielectric loss). An adjustable air gap layer of thickness d; is inserted between the substrate and
the perfectly conducting ground plane. Following the conventional spectral domain approach, the
Fourier transform domain relationship between the surface electric field at z = d; 4+ dy and surface
current on the patch is given by

¢ W
‘ /
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Figure 1: Geometry of the tunable high T, superconducting microstrip antenna.

where Gz, Ggy, Gyz, and Gy, are the components of the spectral dyadic Green’s function. They
can be deduced from [4, Equation (20)] together with a simple transformation of the (TM, TE)
representation to the (z, y) coordinates. The surface electric fields at z = d; + d2 can be written

as a superposition of an electric field in the patch and another out of the patch, this yields
By = B+ B2
T e )
B, =FE, + B

The electric field in the superconducting patch is given by
Ei = Z.J,
{v : 3)
E, =ZsJy
where Z; is the surface impedance of the superconducting patch. When the thickness of the

superconducting patch is less than three times the penetration depth A at a temperature 7' = 0K,
the surface impedance can be approximated as follows

1
Zs=— 4
5= (4)
where o is the complex conductivity of the superconducting film. It is determined by using London’s

equation and the model of Gorter and Casimir as [5]
0 =01— 103 (5)

The resistive part of the complex conductivity (o1) may arise from normal electron conduction
within non-superconducting grains and scattering from grain boundaries, flux vibration at pinning
centers and normal electron conduction due to thermal agitation in the superconducting state. The
temperature dependence of o is as follows:

01 = 0np (T/Tc)4 (6)

where o, is the normal conductivity. The reactive part of the conductivity (—iog) arises from
the lossless motion of the superconducting carries which may be derived from the Lorentz-force
equation as [5]

1
7= TP @

with A(0
Ay =20 ©

)

In the above two equations, w is the angular frequency and T, is the transition temperature of
the superconductor. Substituting Equations (2) and (3) in Equation (1) yields

{ 50 = (Guz — Zs) Ju(kay ky) + Gy dy (ke y)
Yy

3 ) 9)
= Gy$J$(kz7 ky) + (ny - Zs)Jy(kzy ky)
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Now that we have include the effect of the superconductivity of the patch in the Green’s function
formulation, the well-known Galerkin procedure of the moment method can be easily applied to
Equation (9) to obtain the resonant frequencies and the bandwidths of the resonant modes of the
air gap tuned high T, superconducting microstrip antenna shown in Figure 1.

3. RESULTS AND DISCUSSION

3.1. Comparison of Numerical Results

In order to confirm the computation accuracy, our numerical results are compared with those
obtained from the cavity model [6]. The patch is fabricated with a YBCO superconducting thin
film with parameters o, = 10°S/m, T, = 89 K, A(0) = 140 nm and e = 350 nm. The patch of length
a = 1630 um is printed on a lanthanum aluminate substrate with ¢, = 23.81 and dy = 254 um.
The high permittivity of the lanthanum aluminate substrate allows the growth of high-quality (low
surface resistance) YBCO films [6]. Table 1 summarizes our computed resonant frequencies and
those obtained via the cavity model [6] for three different patch widths and differences between
these two results of less than 2% are obtained. In Table 2, we have also compared our results with
the experimental and theoretical data of Abboud et al. [7] in the case where the tunable microstrip
antenna is fabricated by a perfectly conducting patch. The comparison is done for two different
air separations. Not that the small differences between our results and the calculated data in [7]
can be attributed to the fact that the cavity model used for computing the resonant frequencies
in [7] do not account rigorously for the effect of fringing fields. The above comparisons show a good
agreement between our results and those of the literature. This validates the theory presented in
this paper.

Table 1: Comparison of our calculated resonant frequencies with those of Richard etal. [6]; a = 1630 pm,
on =105S/m, T, = 89K, A\(0) = 140nm, e = 350nm, T = 77K, ¢, = 23.81, d; = 0 and dy = 254 um.

b () Resonant frequencies (GHz) Error (%)
Cavity model [6] | Our results
935 28.95 28.76 0.66
1050 26.12 26.29 0.65
1100 25.05 25.33 1.12

Table 2: Comparison of our calculated resonant frequencies with those of Abboud et al. [7] in the case where
the tunable microstrip antenna is fabricated by a perfectly conducting patch; e, = 2.33.

Resonant frequencies (GHz)

a (mm) | b (mm) | do (mm) d1 = 0mm dy = 0.5mm
Measured [7] | Our results | Calculated [7] | Our results
57 38 3.175 2.31 241 2.51 2.55
45.5 30.5 3.175 2.89 2.96 3.05 3.11
29.5 19.5 3.175 4.24 4.43 4.42 4.59
17 11 1.524 7.87 7.75 8.16 8.24

3.2. Air Gap Tuning Effect on the Superconducting Antenna Characteristics

The effect of the air separation on the resonant frequency and bandwidth of the high T, super-
conducting microstrip antenna shown in Figure 1 is investigated. The superconducting patch of
dimension 8 x 5 mm is fabricated with a YBCO thin film and the substrate thickness is dy = 0.4 mm.
In Figure 2(a), the resonant frequency versus the air separation dy for various substrate materials
is shown. These materials are Gallium arsenide (GaAs), oxide of Magnesium (MgO) and oxide of
Berilium (BeO) with relative permittivities €, = 6.6, 9.6 and 12.5, respectively. It is observed that
when the air separation grows, the resonant frequency increases rapidly until achieving a maximum
operating frequency at a definite air separation difnax. Note that the effect of the air gap is more
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pronounced for small values of d;. When the air separation exceeds difmax, increasing the air gap
width will decrease slowly the resonant frequency. Extreme care should be taken when designing
an antenna with thin air gap; since small uncertainty in adjusting d; can result in an important
detuning of the frequency.

Graphical representation of the half-power bandwidth is shown in Figure 2(b). Note that it
increases monotonically with increasing air separation.

Resonant frequencies (GHz)

Bandwidth (%)

o 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

(b) d; (mm)

Figure 2: Resonant frequency and bandwidth of a superconducting microstrip antenna versus the air sep-
aration; a = 8mm, b = 5mm, o, = 7.4610°S/m, T. = 89K, A\(0) = 180nm, e = 150nm, 7 = 77K and
do = 0.4 mm.

4. CONCLUSIONS

A spectral domain approach has been used for the numerical calculation of the characteristics
of a high T, superconducting microstrip antenna with an air gap. To include the effect of the
superconductivity of the microstrip patch in the Full_.wave analysis of the tunable rectangular
microstrip patch, a surface complex impedance has been considered. This impedance has been
determined by using London’s equation and the model of Gorter and Casimir. The numerical
results obtained via Galerkin’s method in the Fourier transform domain have been compared with
theoretical and experimental data, and good agreement has been found. Computations show that
the air separation can be adjusted to have the maximum operating frequency of the superconducting
microstrip antenna. The half-power bandwidth, on the other hand, increases monotonically with
increasing the air gap width. Extreme care should be taken when designing a microstrip antenna
with thin air gap; since small uncertainty in adjusting the air separation can result in an important
detuning of the frequency.
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Radiation Characteristics of a Wideband Triangular Antenna for
Wireless Communications

Adel M. Abdin
Department of Communications, Faculty of Engineering, Shorouk Academy
Shorouk City, Cairo, Egypt

Abstract— A new design of a wideband printed triangular antenna with a slot and steps is fed
by a microstrip transmission line is presented which is suitable for ultra-wide band application.
Antenna impedance and bandwidth are optimized by testing the suitable slot dimension and
position and using the suitable dimension of the ground plane. A prototype antenna was fabri-
cated on a dielectric FR4 (substrate thickness = 1.5mm, &, = 4.65) and measured for VSWR
characteristics. The antenna operates in the (1.88109-3.01712) GHz frequency range and has a
bandwidth of 46% within 2:1 VSWR. Range of antenna gain is between 2.2 dBi to 3.08 dBi which
indicate that the proposed antenna can be used for various applications. Details of the antenna
design and a comparison of the simulated and measured results are presented and discussed.

1. INTRODUCTION

Microstrip antennas (MSAs) have several advantages over conventional microwave antennas (MAs).
They have small volume, light weight, low profile, and planar configuration. These antennas are
used in UHF to millimeter-wave frequency bands. The main disadvantage of these antennas is their
narrow bandwidth (BW). Fortunately, the BW can be increased by using a low dielectric constant
with a thick substrate, stacked electromagnetically coupled or aperture-coupled patches, planar
gap-coupled and directly coupled multi-resonators, log-periodic configurations, ferrite substrates,
and impedance-matching techniques [1-3]. Ultra-wide band (UWB) antennas have had many ap-
plications in communication systems with UWB and spread-spectrum features in radar systems.
A dual wideband folded microstrip-patch antenna was presented in the 3.5—4 GHz frequency range
for wireless local-area network (WLAN) applications [4]. In [5-7] different slot antennas with mi-
crostrip line feeding for wideband applications are presented. The recent systems need an antenna
with multiband or UWB characteristics for future communication systems.

In this paper, a compact, wideband, printed, microstrip antenna suitable for ultra-wide band
application is presented. The proposed antenna covering major wireless communication bands like
GSM, AWS, WCDMA, UMTS, DSR, Wi. Bro, ISM application (Wi-Fi), Wi-max, Fixed microwave
links and DMB, Onboard aircrafts internet based on the AMSS.

2. DESCRIPTION OF THE PROPOSED ANTENNA

The triangular patch with a rectangular slot is presented. More than one technique to have wide-
band is considered. The ground plane is chosen to be a partial ground and a slot with rectangular
shape is considered. The bandwidth (BW) value depends on the dimension and position of the slot
and on the dimension of the partial ground. These dimensions are optimized using Zeland IE3D
software to have the required response.

The configuration of the optimized antenna is shown in Figure 1. The proposed antenna com-
prises a 50 {2 microstrip line feed of width W; = 3 mm, the ground plane of length L, = 50 mm and
width Wy = 82mm, and a rectangular patch with steps each one has length and width (1.5x 1 mm).
It is etched on a dielectric FR4 substrate of thickness h = 1.5mm and a relative permittivity
e, = 4.65.

The proposed antenna is optimized by using Zeland IE3D software which is based on the method
of moment technique [8].

3. SIMULATED RESULTS

3.1. VSWR Characteristic

Numerical simulations and measurements were conducted on the compact wideband printed trian-
gular antenna with a slot. Simulation and optimization are based on Zeland. It should be noted
that the antenna was simulated over the full range of frequencies (0-14) GHz, which is the limit of
the Zeland software. The VSWR, characteristic of the antenna is presented in Figure 2. It shows
that it has an impedance bandwidth for (VSWR < 2) from (1.88109-3.01712) GHz.
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wgl wg2

Figure 1: Geometry of printed rectangular slot antenna fed by 50 microstrip line. Designed structure
parameters are: Wy = 29.2992mm, Wy = 52.678 mm, Ly, = 50mm, Ly = 13.5mm, Ly = 11.5mm,
Wy = 27mm, Ws = 11.5mm, L, = 49.5mm, Lg = 0.5mm, Lg; = 1.5mm, Wg; = 1mm, L, = 18mm,
h =1.5mm, ¢, = 4.65, t = 0.035 mm.
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Figure 2: Simulated VSWR curve of the proposed antenna.

3.2. Input Impedance and Smith Chart

Figure 2 illustrates the simulated VSWR curve of the optimal design of the antenna. The corre-
sponding Smith chart curve is plotted in Figure 3. It is noticed on the Smith Chart that the input
impedance around the impedance matching point within the circle of (VSWR < 2) as illustrated
in Figure 3.
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Figure 3: Simulated Smith chart of the presented antenna.

3.3. Current Distribution

The detailed EM behavior of the antenna can only be revealed by examining the current distribu-
tions or radiation patterns. The typical current distributions on the antenna close to the resonance
frequencies are plotted in Figure 4.
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(a) At 2.10064 GHz (b) At 2.48406 GHz

Figure 4: Simulated current distributions at different resonant frequencies of the proposed antenna.

3.4. Radiation Pattern

Simulated results of the radiation patterns of the proposed antenna are presented in Figure 5.

The results include the E-plane and H-plane at different frequencies 2.10064 and 2.48406 GHz
respectively.

(a) At 2.1 GHz (b) At 2.484 GHz
—&— E-plane

——8—— Hplane

Figure 5: Simulated radiation patterns of the antenna. (a) F' = 2.10064 GHz. (b) F' = 2.48406 GHz.

3.5. Gain

Figure 6 shows the simulated antenna gain in a frequency range (1.79713-2.86897) GHz. The gain
variations are between 2.2dBi and 3.08 dBi. The antenna has a slightly higher gain through out
the entire band.
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Figure 6: Simulated antenna gain in a frequency range (1.79713-2.86897) GHz.

4. MEASURED RESULTS

New compact wideband antenna with partial ground was fabricated and tested (Figure 7). The
simulated and measured return loss are shown in Figure 8. The fundamental resonant mode is
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at (2.1 and 2.48) GHz for the simulated results and (2.27660 and 2.725074) GHz for the measured
results. The —10dB impedance bandwidth is (1.79713-2.86897) GHz for the simulated result and
(1.88109-3.01712) GHz for the measured antenna. There are discrepancies between the measured
and simulated results. This is due to the simulation do not correctly model substrate losses as the
real antenna. Furthermore, the 50-SMA feeding port is not taken into account in the simulation
S0 as to ease the computational requirements and also due to the fabrication inaccuracy and some

technological challenges. Figure 9 shows the proposed antenna connected to S-parameter network
analyzer (Ailment-8719ES) and the measured return loss.

(a) (b)

Figure 7: Photo of fabricated antenna with SMA connector (a) from front view, (b) from back view.
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Figure 8: Simulated and measured return loss.

(a) (b)

Figure 9: (a) The measured return loss. (b) Shows the proposed antenna connected to S-parameter network
analyzer (Ailment-8719ES).

The simulated and measured impedance curves and the measured Smith chart of the antenna
are shown in Figure 10.
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Figure 10: (a) Simulated and measured impedance curves of the compact wideband antenna. (b) Measured
Smith chart of the proposed antenna.

5. CONCLUSIONS
A new compact wideband antenna was presented. A band of (1.88109-3.01712) GHz was achieved.

The

gain is good enough over the band of interest. Experimental results reveal that the antenna

shows very good performance in a wideband. The radiation properties of the antenna were tested

and

discussed. The simulated results were conducted by Zeland IE3D software. They have good

agreement with the measured ones.
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Characteristics of a Multi-bandwidth Gear Microstrip Antenna
Using a Taper for Feeding

Adel M. Abdin
Dept. of Communications, Faculty of Engineering, Shorouk Academy
Shorouk City, Cairo, Egypt

Abstract— In this paper, a gear microstrip antenna (GMA) using a taper as a feeder is
presented. Several techniques are demonstrated to overcome its inherent disadvantage of narrow
bandwidth of microstrip antenna. For broadening the bandwidth, different configurations for the
presented antenna using various materials are suggested. Partial ground with different dimensions
and the GMA with a slot and without a slot are tested. Different substrates such as RT5880
substrate of thickness h = 0.78 mm and a relative permittivity e, = 2.2, FR4 substrate of
h =1.5mm and &, = 4.65 and RT /Duroid 6010 substrate of h = 1.25mm and &, = 10.5 are also
taken into account in the analysis. All these cases are analyzed using Zeland IE3D software and
High Frequency Structure Simulator (HFSS). As much as 163.6% and 26% SWR < 2 bandwidths
are reported for the best case. Application of the GMA in modern wireless systems covering
AWS, DCS, DECT, PCS, PHS, GSM, WCDMA, UMTS, DSR, Wi.Bro, ISM, DMB, C band
and Ku band satellite, IMT2000, Wi-max, Wi-Fi, Fixed microwave links, DAB, and Bluetooth
bands is widely demonstrated. The antenna comprises at two bands, from (1.5-15) GHz and
(20-26) GHz having (2.9-4.5) dBi gain. This design has achieved a high average gain and low
cross-polarization across its wide operating frequencies. The measured and simulated results are
presented and discussed.

1. INTRODUCTION

In recent years ultra-wideband (UWB) systems have received a lot of attention. This is due to the
promising applications in sensors, radars, home systems, and modern wireless systems. Therefore,
the antenna of wide-bandwidth is required for a UWB system. Recently, microstrip slots antennas
have been studied [1-3]. The study shows that by using several slot shapes and a tapered feed line,
a significant widening of the bandwidth could be achieved [4].

In this paper, a gear microstrip antenna (GMA) using a taper as a feeder is presented. Several
techniques are demonstrated to overcome the inherent disadvantage of microstrip antenna which
is the narrow bandwidth. For broadening the bandwidth, different configurations using different
techniques are presented. Various materials, partial ground with different dimensions, the GMA
with a slot and without a slot, and a tapered feed line are suggested and tested. Different substrates
such as RT5880 substrate of thickness h = 0.78 mm and a relative permittivity ¢, = 2.2, FR4
substrate of h = 1.5mm and &, = 4.65 and RT/Duroid 6010 substrate of h = 1.25mm and
g, = 10.5 are taken into account in the analysis. All these cases are analyzed using Zeland TE3D
software and HFSS. The antenna comprises at two bands, from (1.5-15) GHz and (20-26) GHz,
having (2.9-4.5) dBi gain. This enables the GMA antenna to work with modern wireless systems
such as mobile and satellite applications.

2. ANTENNA STRUCTURE

The antenna structure is shown in Fig. 1. The RT5880 substrate has a dielectric constant of e, = 2.2.
The thickness of the substrate is 0.78 mm and the dimension is 45.5 mm x 44 mm. A rectangular
slot with half circle at each edge is etched at the centre of the patch. A taper microstrip line is
used as a feeder line with width equal to 1.25 mm at the antenna input and 2.74 at the other side.

3. RESULTS AND DISCUSSION

The two numerical techniques used to model the structure are Zeland IE3D software and HFSS.
The simulated return loss plot using HF'SS for the different substrates is shown in the Fig. 2. The
S11 parameter is also tested for the different substrates using the two numerical techniques and
their results are very similar. Figs. 3, 4, and 5 represent the return loss for the substrates RT5880,
FR4, and RT/Duroid 6010 respectively. The return loss is also tested using Zeland IE3D software
for different lengths of the ground plane (Hg). Fig. 6 shows that the length Hg = 20 mm gives
the widest bandwidth which is chosen in the design. The bandwidth is also tested for GMA with
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a slot and without the slot. The widest bandwidth is due to the multiple resonances introduced
due to the square slot combined with the half circles ones. One can deduce from Fig. 7 that, the
bandwidth is wider by more than 5 GHz for the existence of the slot. It was found from the previous
comparisons that the return loss plot is better for RT5880 substrate with Hg = 20 mm, and with a
slot than the others. An impedance bandwidth of (1.5-15) GHz and (20-26) GHz that corresponds
to 163.6 and 26 per cent of the centre frequency is obtained.

The simulated Smith chart curve is illustrated in Fig. 8. Most of the resonant loops in the Smith
chart are inside the circle of VSWR < 2.

Hié

HtZ2 HI
He Htl

Ht4 Hi3
lapered feed line
-

h Substrate

Ground plane

¥ =
Microstrip feed line

Figure 1: Geometry for a typical gear microstrip antenna. 71 = 21, T2 =24.5, Hg =20, H =44, Th =1,
Wif =274, Wfl=1.250978, Hf = 21.9397, Ht = 19.9295, Hc = 9.9695, Ht1 = 17.6911, Ht2 = 16.2691,
Ht3 = 2.1721, Ht4 = 3.5709, Ls = 2, Ws = 1.9491, Ht5 = 7.5117, Ht6 = 11.2541, Ht7 = 3.7424,
Lsl =2.05, Ws1 = 0.65839 (all dimension in mm).

10 . ¥ v . ¥ v : 10
1
10} Y .‘n‘\fm-:l . ml’\w f'h" g
AN A S
iw i E
i —
2 .30 E
e B
a0 - I~
— FR4th=1.5mm,Er=4.7)
—_ H:|:'|II\R|I MIEAR0 =1 87 mm, Frez.2)
-50) B eyl
il | 1 5 _40 1 1 L 1 1
it | 5 10 15 20 25 30 38 40 0 2 4 6 8 10 12 14 16 18 20
Frequency(GHz) Frequency (GHz)
Figure 2: The simulated return loss plot for the dif- Figure 3: Simulated S; for RT'5880 substrate.
ferent substrates.
10 0
o
g ' 0-
?-m . —\IJ"\(‘ i w‘l o
a0 /\f\ ral| | (':Y | "
30 I {
! &P I
-0 Toland — Zoland
Hfss Hiss
nﬁ 2 4 B B 102147618 2022 24 26 28 30 32 34 36 18 40 =°ﬁ 2 4 & B 10127476 18 20 22 24 26 I8 30 32 34 38 38 40
Frwaguinss (0020 Froagueenas (G
Figure 4: Simulated Si; for FR4 substrate. Figure 5: Simulated S1; for RT/Duroid 6010 sub-

strate.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23-27, 2009 1617

Figure 9 illustrates the variation in the input impedance against frequency for the proposed
antenna. The impedance behavior was mostly controlled by the type of the substrates, dimensions
of the ground plane, and the existence of the slot. Fig. 9 shows that the real the impedance and the
imaginary parts of the GMA is changed around 50 Q2 and 02 respectively. The 50 Q) SMA feeding
port is not taken into account in all of the simulations so as to ease the computational requirement.
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Figure 6: Simulated return loss curves of GMA for

Figure 7: The effective of the slot on the return loss.
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Figure 10: Simulated current distributions of the gear antenna.

The current distribution analyses are performed in order to provide additional information for
the performance of the antenna. The placements of the taper have been decided considering the
current distributions so that good radiation can occur at the new resonant frequencies. The current
distribution shows a different pattern for each of the seven frequencies. i.e., the first harmonic
around 2 GHz in Fig. 10(a), the second harmonic around 3 GHz in Fig. 10(b), the third harmonic
around 4 GHz in Fig. 10(c), the fourth harmonic around 5.6 GHz in Fig. 10(d), the fifth harmonic
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around 8.3 GHz in Fig. 10(e), the sixth harmonic around 12 GHz in Fig. 10(f), and the seventh
harmonic around 13.8 GHz in Fig. 10(g). This confirms that the gear slot is capable for supporting
wide-band resonant modes.

The radiation patterns are shown for the proposed antenna in polar form with a dB strength
scale. Simulated results of the radiation patterns of the proposed antenna are presented in Fig. 11.
The results include the F-plane and H-plane at different frequencies 2, 3, 4, 5.6, 8.3, 12, and 13.8
respectively.

Gain versus frequency plot is shown in Fig. 12, in the frequency range (2-17.7) GHz. One
should not expect an excellent gain bandwidth for this design as the gain maximization in the
center frequency has been the goal function for this optimized antenna. The gain variations are
between 2.9dBi and 4.5dBi. The antenna has a slightly higher gain throughout the entire band,
but it is lower at the edges of the band.

The photo of fabricated antenna with SMA connector is shown in Fig. 13.

For the return loss measurement, an edge-mount SMA connector was soldered to the edge of the
board, and the return loss was measured on a network analyzer (Agilent 8719ES). The simulated

(a) At2GHz (d) At 5.6 GHz

(e) At 8.3 GHz (f) At 12 GHz (g) At 13.8 GHz

Figure 11: Simulated radiation patterns at different resonant frequencies for GMA.
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Figure 12: Simulated antenna gain in a frequency range (2-17.7) GHz.
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Figure 13: Photo of fabricated antenna with SMA connector (a) from front view, (b) from back view.
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and measured return loss versus frequency is presented in Fig. 14. There is a shift in the level of
return loss between the measured and simulated about 10dB. This is due to the SMA connector
is not taken into consideration in the simulation and on the other side the measurement is done
without using anechoic chamber but with using a man made chamber with some plates of rubber
to reduce reflections. The difference between the two results can possibly be attributed to a small
tolerance in the substrate RT5880 and over etching of the metal. The bandwidths of the measured
prototype are 17.6%, 51.6%, 30.4%, 9.9%, 37.66%, 9.5%, 9.7%, and 9.6% while for the simulated
design are 163.6% and 26%. The broadened bandwidth of the measured design is suitable for
wideband applications.
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Figure 14: Simulated and measured return loss.

4. CONCLUSIONS

In this paper, a multi-bandwidth gear microstrip antenna fed by a taper is presented. The design is
tested by Zeland IE3D and HFSS software and then measured. This design demonstrates a multi-
wide impedance bandwidth. These are greatly due to using the appropriate substrate (RT5880), a
slot with suitable dimensions, and a ground plane with an adjusted length. The proposed antenna
is printed on a rectangle substrate which is processed easily. The multiple bands of the antenna and
its suitable gain enable it for a wideband of applications for the wireless communication systems.

ACKNOWLEDGMENT

The measurement is done under the supervision of Dr. Ayman Eltager in MTC lab.

REFERENCES

1. Kharakhili, F. G.; M. Fardis, G. Dadashzadeh, A. Ahmadi, and N. Hojjat, “Circular slot with
a novel circular microstrip open ended microstrip feed for UWB applications,” Progress In
Electromagnetics Research, PIER 68, 161-167, 2007.

2. Jang, Y. W., “Characteristics of a large bandwidth rectangular microstrip fed inserted tri-
angular patch in a circular slot antenna,” Microwave Journal, Vol. 45, No. 5, 288-298, May
2002.

3. Habib, M. A., T. A. Denidni, and G. Y. Delisle, “Design of a new wide-band CPW-fed a
circular slot antenna,” Conference IEEE, 565-568, 2005.

4. Abuhalima, S. S. S., E. A. F. Abdallah, and D. A. E. Mohamed, “Ultrawideband elliptical
microstrip antenna using different taper lines for feeding,” Proceedings of the 11th WSEAS
International Conference on Communications, 144-149, Agios Nikolaos, Crete Island, Greece,
July 26-28, 2007.



1620 PIERS Proceedings, Beijing, China, March 23-27, 2009

Design and Analysis of Coplanar-waveguide-fed Dual-band Antenna
by FDTD

Hou Zhang and Jian Wang
Airforce Engineering University, Xi’an 710021, China

Abstract— In this paper, an improved FDTD adopting mode match method is employed to
design and analyze a CPW-fed dual-band antenna. Compared to the traditional FDTD, the
improved FDTD can decrease both memory requirements and computational time. Finally, a
good agreement between calculated and measured results is presented by comparison.

1. INTRODUCTION

With the rapid development of MMIC and the presence of low-loss dielectric material, coplanar-
Waveguide has found many applications and attracted many researcher’s attention on its advantages
such as low dispersion and coplanar characteristics [1,2]. However, a large number of literatures
focused on the new structure of the device [2-7], there were fewer reports concerned with its
numeric calculations [8]. In this paper, a dual-band antenna fed with CPW structure is analyzed
and designed by using FDTD. The traditional FDTD is improved by introducing a mode-matching
set of excitation source to decrease both memory requirements and computational time. The
calculated results are in good agreement with the measured ones.

2. STRUCTURE OF DUAL-BAND ANTENNA

The antenna considered in the paper is shown in Figure 1. It is printed on a FR4 board with
thickness of 1.6 mm and dielectric constant of 4.4. The area of the ground plane is 88 x 75 mm?. A
printed rectangular slot of L x W is loaded with an open metal ring with a strip width of d.

tetal strip

o Fround
I - B |
h

Subsatrate

Figure 1: Geometry of the dual-band slot antenna fed by CPW.

The antenna can be divided into two slot antennas coupled with each other. The first antenna
consists of a rectangular slot with dimension of L x Wy, and the second one consists of a rectangular
loop slot whose width is .S. The two slot antennas are fed in capacitive way by CPW, the width of
the CPW signal strip is denoted with W1, and S1 represents the gap between the ground and the
CPW signal strip. A segment length of ¢ of the CPW signal strip and a segment length of b of the
metal strip can be adjusted to change the resonant mode and the impedance of the antenna. Thus
two equivalent magnetic current loop circuits are established to work at two different operating
frequency band.

By choosing the appropriate lengths of b and ¢ the antenna resonance of two modes can be
inspired and a good impedance matching can be achieved. The first resonant frequency is decided
mainly by the rectangular perimeter of the loop antenna (2L + 2W), and the second resonant
frequency is largely dependent on L, the length of the rectangular slot antenna.
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3. FDTD ALGORITHM

FDTD (Finite-Difference Time-domain Method, referred to as FDTD) is a numerical algorithm to
solve electromagnetic field problems. The electromagnetic fields components are expressed with
a finite difference format, space grids with the same electromagnetic properties of the antenna is
used to simulate the objects, appropriate initial value and absorbing boundary conditions in the
calculating space are selected to make simulation of electromagnetic wave transmission in space
and interaction between the waves and the object, getting four-dimensional numerical solutions to
Maxwell’s equation [9].

3.1. Excitation Settings

According to the geometric symmetry of CPW structure, magnetic symmetry boundary conditions
is applied to simplify the procedures for calculation, the simulation space can be reduced by half,
which can accelerate the speed of calculation. Figure 2 shows the calculation model. The traditional
FDTD has a demand of large memory and time-consuming with its usual excitation, this paper uses
a new type of excitation approach producing an electric field distribution similar to that produced
by CPW structure. This can be done by using electrostatic charge theory as illustrated in Figure 3.
The method is known as mode match method.

P

Magnetic wall Calculsting space

PhiL
t ST I TA ST I TS
PML
Figure 2: Calculation model. Figure 3: Field distribution by electrostatic charge

theory.

In Figure 3, the conductor is distributed with electric charge, which will produce electric field.
Therefore the electric field at every point on X-Z plane can be calculated. This electric field
distribution is basically same to the CPW electric field distribution, which can be used as the
source of excitation. The calculation formula is as follows:

b —X> £, — T X, o
z = a )2}3/2 + : 9 513/2

s [(:co - $5)2 + (20 — 25 X [(1‘0 —5)" + (20 — 25)

_/°° { j — 2}3/2 .

(zo — xs)” + (20 — 25)

where xg, zg is the coordinates of the field point, and x4, 25 represent the coordinates of the source
point.

3.2. Absorbing Boundary

FDTD algorithm needs Yee’s grid to calculate electromagnetic fields in all regions. However the
calculation space couldn’t be unlimited, so there is a cut-off of the border in order to carry out
the antenna radiation simulation. On the other hand, it is necessary to consider the true free-
space simulation. A good set of non-reflective boundary conditions, that is, absorbing boundary
conditions (Absorbing Boundary Conditions, ABC) was introduced. The commonly used absorbing
boundary conditions include Mur absorbing boundary, Dispersion Boundary Condition (DBC)
absorbing boundary, Berenger’s Perfect matched layer (PML) [6], PML is ¢ selected in the paper.

3.3. Fields Transformation from Near-fields to Far-fields

The fields calculated by FDTD are limited in near-fields region. The far-fields can be achieved by
transformation from the calculated near-fields. Scalar Kirchhoff integral equation shows that the
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relationships between the fields inside a closed volume and the fields on the surface of the volume

are as follows [10]:
¢(f’7t+§) — Lﬂﬁ
c 4

s’

V¢ R R 09| .,
R B’ amal® 2)

where R denotes the distance between the field point and the source point, c¢ is the light velocity,
s’ represents the surface of the source, ¢ is potential function, and time is expressed with t.

In the grid space, the integral is substituted with the sum, the differential with the central
difference, The integral is calculated over a rectangular surface area. Thus the sum equation can
be deduced. In this way, the near-field calculated by every step on the surface can be added to its
far-field at all times. The transformation can be carried out with time-step iteration of FDTD at
the same time.

3.4. FDTD Simulation Model

The antenna is designed by using the improved FDTD stated above, the upper and lower spaces
in metal patches are divided into eight units, the step lengths of the grid in three coordinates
direction are 0.6 mm, 0.6 mm and 0.5 mm, respectively. Frequency is limited to 1 GHz~3 GHz. The
final geometry parameters of the antenna are illustrated in Table 1. Figure 4 and Figure 5 show the
measured return loss and calculated return loss respectively. Figure 6 is electric field distribution
of the antenna working at 1680 MHz and 2340 MHz. Figure 7 gives the calculated radiation pattern
of the antenna at 1680 MHz and 2340 MHz.

Table 1: Geometry parameters of the antenna.

LxW (mmxmm) | Ly x Wy (mm x mm) | S (mm) | d (mm) | ¢ (mm) | b (mm)
44.9 x 19.8 34.3x9.2 1.9 3.4 12.9 3.5

Return loss (dB)
o
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Figure 4: Measured return loss. Figure 5: Calculated return loss.
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Figure 6: Electric field distribution of the antenna at (a) 1680 MHz and (b) 2340 MHz.
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Figure 7: Radiation pattern of the antenna at (a) 1680 MHz and (b) 2340 MHz.

4. CONCLUSION

An improved FDTD adopting mode match method is employed to design and analyze a CPW-fed
dual-band antenna. A good agreement between calculated and measured return loss is presented by
comparison. Compared to the traditional FDTD, the improved FDTD can decrease both memory
requirements and computational time.
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Abstract— For optimum design of the feed of an antenna, the location of the feed with respect
to the antenna is critical. The location and design of the feed is a function of the antenna target
frequency, material characteristics of the substrate, and the physical measures of the antenna.
The objective is to match the impedance of the feed to the impedance at the feed point. In this
paper the design of an antenna system is implemented using the design of experiment statistical
approach. A micro strip patch antenna is used as a test case to illustrate the design methodology.
All the parameters that define the antenna and the feed are taken into consideration in the
experiment to ensure maximum power transfer from the feed to the antenna and minimize return
loss. A screening experiment is run to characterize the parameters that affect the maximum
power transfer. Later a custom design is presented using the screened transmission system input
variables to enable maximize power transfer. The result of this process creates a simple empirical
function to design an efficient antenna.

1. INTRODUCTION

The design of a microwave system is instrumented for maximum power transfer from source to load
using optimum impedance matching techniques [1]. Given that different components of the system
are characterized by a range of physical and material parameters, a detailed analysis of the impact of
the different parameters on the system performance is essential. The oversight of the impact of any
parameter, particularly not accounting for sensitivity of system performance to variations in design
definitions can render a system useless or at the least make the design inefficient. Mathematical
and simulation tools do exist that allow for the modeling and simulation of point designs. However,
this paper intends to highlight approaches which can be used to look not at point solutions or the
performance variations over a range of values, but analyze impact of different parameters to system
performance criteria.

In this paper, we have selected to study a micro strip patch antenna, which is widely used in
communications and microwave applications. We will look at the impact of several critical design
parameters, such as length and width of the patch, the dielectric thickness and its permittivity
constant, the antenna feed impedance, width, and its locations. The performance metric is limited
to the resonant frequency, which is the optimum frequency of operation for the antenna and return
loss S11 (dB), which characterizes the matching of the feed impedance to the antenna. The impact
of a low efficient prod