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Abstract— A new artefact standard to calibrate electric field probes in liquid has been de-
veloped at the National Physical Laboratory to cover the frequency range 100 kHz to 400 MHz,
as required for the traceable measurement of the specific absorption rate of energy (SAR) in
phantoms at these frequencies. The system is a calorimeter consisting of a short-circuited coaxial
transmission line in which the liquid forms part of the inner conductor. This arrangement gives
a good input match for the system, high efficiency, and results in a uniform field distribution in
the liquid, thus limiting thermal gradients. A thermometer measures the rate of temperature rise
in the liquid due to the applied RF power, and the liquid density and specific heat capacity are
used to calculate the SAR level. Substituting an electric field probe for the thermometer allows
its calibration factor to be measured.

1. INTRODUCTION

To avoid biological effects, it is necessary to limit the heating of tissues caused by exposure to
electromagnetic fields (EMF), and this heating is related to the specific absorption rate (SAR) of
energy (units Wkg−1). SAR forms the basic restriction of the International Commission on Non-
Ionizing Radiation Protection (ICNIRP) for human exposure to EMF [1] over the frequency range
100 kHz to 10 GHz. The SAR from a transmitter can be determined by placing a liquid phantom
having similar electrical properties to human tissues next to the transmitter, and measuring the
electric field distribution in the phantom. SAR is related to the electric field, E, and rate of increase
in temperature, dT/dt, by

SAR =
E2σ

ρ
= k

dT

dt
(1)

where E is the electric field in a liquid phantom having conductivity σ, density ρ, and specific heat k.
Measuring the electric field yields higher sensitivity than measuring the resulting temperature rises
in the liquid, and facilitates volume scanning as required to determine 1 g or 10 g mass-averaged
values. However, the calibration factor of the electric field probe is dependent on the complex
permittivity of the liquid phantom, so the probe needs to be calibrated in the liquid.

The method for calibrating the electric field probe in liquid are well established for at wire-
less communications frequencies, and NPL has such systems for 450 MHz, 900 MHz, 1800 MHz,
2450MHz, 5200MHz and 5800 MHz, with calibration uncertainties as low as 6.5% at k = 2, which
gives approximately 95% confidence interval [2–4]. These systems are based on waveguides, and
establish calculable field distributions in the liquid. Power is fed to a waveguide via a waveguide
to coaxial adapter, and the liquid phantom terminates the waveguide. A ceramic or plastic spacer
separates the liquid from the adapter, and acts as a matching section to provide efficient power
transfer into the liquid, and thus good input match for the system. However, these systems have
the disadvantage that they are narrow-band, due to the tuned nature of the matching spacer, and
cannot practically be used below 380 MHz, due to the size of the waveguide required and also the
associated volume of the liquid phantom required for the calibration.

The directive EC/40/2004 of the European Parliament [5] will makes ICNIRP occupational
exposure limits for EMF mandatory for workers, and this is due to be adopted into the National
Law of member states by 2011. This legislation will impact some industries using high power
RF processing, plastic welding and medical applications such Magnetic Resonance Imaging (MRI)
and radio frequency (RF) physiotherapy, where high exposures to EMF can occur. Also device
measurement standards are being extended to cover frequencies down to 30 MHz [6, 7]. This has
created an urgent requirement for SAR calibration standards for frequencies in the range 100 kHz
to 400 MHz, particularly at the Industrial Scientific and Medical (ISM) frequencies. This paper
describes the development of a low frequency SAR standard based on a coaxial line calorimeter,
in which the SAR in the liquid phantom is determined from the rate of temperature rise at the
calibration point, and the electric field probe is then used to measure the electric field at this
position. In this way the calibration factor of the electric field probe can be measured. The system
provides continuous frequency coverage from 100 kHz to 400MHz.
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2. DESIGN OF THE SYSTEM

The aim was to design a system that gave continuous frequency coverage and low uncertainties
for calibrating electric field probes in liquids over the frequency range 100 kHz to 400MHz. To
avoid potential interference effects with the probe meters, which are high sensitivity voltmeters,
the calibration system should not radiate fields into the laboratory. Also, the fields at the probe
sensors should be higher than those at the position of the high-impedance lines connecting the
diodes to the meter, as signal pickup on these lines can occur. Three calibration methods were
considered: Calculable field methods, where the SAR distribution in the liquid can be determined
analytically, methods that determine the ratio of probe calibration factor in liquid compared to
that in air [8], and also calorimeter methods in which temperature measurements in the liquid
determine the SAR. A calorimeter approach was chosen, as this method can yield a broadband
system with low measurement uncertainties. To achieve a high accuracy for this system, the rate of
temperature rise should be linear with time, so it is important that the liquid is well insulated from
the surroundings and that thermal gradients in the liquid should be limited. The latter requires
the RF power is absorbed uniformly in the liquid, and this also reduces positional errors when
substituting the SAR probe for the temperature probe, and errors due to the different size of the
thermal and electric field sensors.

The SAR calibration system, Fig. 1(a), is a short-circuited 50 Ω coaxial transmission line of
length 700mm with a shield inner diameter of 203 mm, and inner conductor diameter of 88 mm,
in which the liquid forms part of the inner conductor. The phantom liquid is contained within a
Perspex cylinder with metal ends Fig. 1(b), which can be removed from the system when changing
liquids. The liquid acts as the load to terminate the coaxial line, and absorbs most of the power
put into the system. A thermometer is inserted to the centre of the liquid volume, through an
aperture at the top of system, Fig. 1(c), and this measures the rate of temperature rise in the liquid
due to the applied RF power. Substituting an electric field probe for the thermometer allows its
calibration factor, CF, to be determined using

SAR = k

(
dT

dt

)
= CF (VlinX + VlinY + VlinZ) (2)

where dT/dt is the rate of increase in temperature in the liquid having specific heat k, and
VlinX , VlinY , VlinZ are the linearised output voltages from the three orthogonal sensors in the electric
field probe.

 

   

(a) (c)(b)

Figure 1: Low frequency SAR system (a) photo of system, (b) container for liquid phantom removed from
the system, (c) SAR probe inserted into the liquid.

Figure 2(a) shows a cross-section through the system, and gives the electric field distribution
at 30 MHz, simulated with CST Microwave Studio. The electric field distribution and SAR are
uniform in the liquid, thus limiting thermal gradients, and the electric field is aligned with the axis
of the cylinder. This arrangement provides good input match over the operating frequency of the
system, as shown in Fig. 2(b).

By limiting the thermal gradients in the liquid, the temperature increases at a constant rate
over many minutes, and this improves the accuracy of the calibration. However, it is important
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Figure 2: (a) Cross-section through system showing computed electric field distribution, (b) measured input
return loss for the system.

to limit the liquid temperature rise to around 1◦C, since the conductivity of the liquids phantoms
changes by between three percent and five percent per degree Celsius.

3. UNCERTAINTY ESTIMATES FOR SAR

Table 1 gives the estimates for the calibration uncertainties for SAR in the low frequency system.
Because the system uses temperature measurements to establish the SAR, the absolute power
input to the system need not be known, but directional power sensor is used to monitor the power
during the thermal measurement and E-field measurement. The main uncertainties relate to the
temperature coefficient of the liquid, that is the change in conductivity with temperature. It is
essential that the liquid temperature rise is limited to 1◦C for to achieve accurate calibration.
The uncertainty is similar to that for the calculable waveguide standards that are used at higher
frequencies.

Table 1: Estimated uncertainties for SAR.

Source of uncertainty Value (±%)
Probability

Distribution
Divisor

Sensitivity

coefficient

Ci

Standard

Uncertainty

ui

(±%)

Linearity and drift of

the power sensor
1.5 Normal 1 1 1.5

Temperature

coefficient of liquid
5.0 Rectangular

√
3 1 2.9

Specific heat capacity

of liquid
2.0 Normal 2 1 1.0

Linearity of

temperature probe
2.0 Normal 2 1 1.0

Thermal effects

giving rise to

non-linear temperature rise

4.0 Rectangular
√

3 1 2.3

Positional errors 0.6 Normal 2 1 0.3

Measured liquid density 1.0 Normal 2 1 0.5

Combined uncertainty Normal 4.3

Expanded uncertainty

Ui
k = 2 8.6
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4. CONCLUSIONS

A new low frequency artefact standard for SAR has been built and tested which gives continuous
frequency coverage from 100 kHz to 400MHz, with best measurement uncertainty of 8.6% at k = 2.
This system allows the calibration factor of electric field probes when used in liquid phantoms to be
measured, as required for the assessment of specific absorption rate. It is based on a 50Ω coaxial
in which the liquid forms part of the inner conductor that terminates the line. In this way the
power input to the system is absorbed uniformly in the liquid sample, and this reduces thermal
gradients. The SAR in the liquid is determined by measuring the rate of change of temperature,
and the electric field probe is then substituted for the temperature probe. Applications for this
standard include patient SAR assessment during magnetic resonance imaging and assessment of
worker exposures for compliance with EU directive EC/40/2004. Future work will compare SAR
to induced current standards below 110 MHz.
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Abstract— The purpose of this study is to estimate the Electromagnetic field (EMF) dis-
tributions emitted by Cellular radios in environments surrounded by conductive surfaces, e.g.,
elevators using precise numerical analysis based on the FDTD method. Since portable radios may
be used in various environments, accurate and reliable estimations of EMF in practical environ-
ments are required. In this paper, we discuss the EMF absorption effects due to lossy materials
being present in elevators. Simplified field histograms and cumulative ratios are derived from
3-dimensional EMF distributions throughout the inner space of the elevator. The lossy material
consisted of almost the same volume as a human body and can decrease the strength of EMF
distributions inside the elevator by about 20 dB.

1. INTRODUCTION

With regard to the EMC of the portable radio terminals such as cellular phones and data commu-
nication transceivers that transmit RF waves, one of the most important and substantial issues is
to prevent the occurrence of unwanted effects on human health due to RF exposure from such radio
devices. The Bioelectromagnetics effects and RF interferences on implantable medical devices are
the major subjects to be considered. Since portable radios may be used in various environments,
accurate and reliable estimations of EMC in practical environments are required. For example,
places surrounded by conductive surfaces, e.g., trains or elevators, are typical environments re-
quiring assessment. There is a concern that the use of cellular phone in elevator might cause
unexpectedly high exposure levels due to the reflection and accumulation of RF waves [1, 2]. A
report from a primitive study, which ignored energy absorption effects due to lossy material inside
elevators, states that there is an effect due to signal reflection in elevators that can cause EMI to
impact implantable cardiac pacemakers [3]. In the actual environment, however, the effects of losses
due to the human body cannot be disregarded. Previously, in order to examine more realistic and
complicated situations where humans are present in elevators, we have carried out precise numerical
simulations applying homogeneous human phantom models and some elevator models [4–6]. Based
on the results of our study, a quantitative evaluation of the EMI risk to pacemakers by cellular
radio transmission has been performed.

In this paper, we discuss the EMF absorption effects due to the lossy materials which have
different volume being present in elevators using precise numerical analysis based on the FDTD
method. The computation method is used in order to obtain 3-dimensional spatial electric field
distributions throughout the inner space of the elevator. Finally, cumulative ratios are derived from
the spatial distributions to estimate the percentage of the area having the same strength, and the
effects of losses due to humans in elevators are discussed.

2. METHOD

The numerical simulations are carried out using the Finite-Difference-Time-Domain (FDTD) Method.
The FDTD technique is a versatile and efficient tool for the solution of Maxwell’s equations in com-
plex structures, and is used in order to obtain spatial electric field distributions throughout the
inner space of the elevator. Additionally, the simplified cumulative ratio is used to deal with the
complicated EMF distributions. These methods are useful for carrying out a complete estimation
in the whole area.

A 3-D representation of the numerical model of the elevator is shown in Figure 1. The elevator
model’s dimensions are 1.4m×1.35 m×2.3m (Length×Width×Height). In creating the model to
represent the elevator’s body, the material whose physical properties were used is Perfect Electric
Conductor (PEC). The elevator door is closed. The openings in the roof of the elevator are the
means by which cellular signals are able to propagate into and out of the elevator. We use a
half-wavelength dipole antenna to represent a cellular radio operating in the 800 MHz, 1.5 GHz
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and 2GHz bands. The antenna is set 1.15 m from the floor. The details of the FDTD analysis
configurations are summarized in Table 1.

To achieve quantitative estimation of the absorption effects due to the lossy material inside
the elevator, some simplified rectangular phantoms that have homogeneous electric parameters
are applied in the analysis, as shown in Figure 2. The phantom sizes are 0.05m × 0.4m × 0.4m
(Phantom 1) and 0.1m× 0.4 m× 1.8m (Phantom 2), respectively. Phantom 2 is considered to be
the average height and weight of male adults. The phantom material corresponds to 2/3 muscle-
equivalent tissue of human for each frequency band [7]. The locations of the lossy materials are
varied in order to observe the position dependency of the absorption effect inside the elevator.
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Modeling the scenario when there is only a single antenna but no lossy material present allowed
the background electric field distribution to be determined in the absence of materials whose phys-
ical properties disturb the electric field being measured. Following this, the case where Phantom 1

Table 1: FDTD analysis configuration.
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or Phantom 2 is present in the elevator is modeled. This is followed by additional cases where the
phantom model’s position is changed to be in one of the corners of the elevator. In the elevator
models, the cellular radio has identical values for each frequency. For each of these scenarios, cu-
mulative ratios are used to estimate the percentage of areas having the same field strength inside
the elevator.

3. RESULTS

The estimation results for the absorbing effects due to a simplified rectangular phantom are shown
in Figure 3. The x axis denotes the relative value of electric field strength normalized by 100V/m.
In these cases, a dipole antenna is set 0.08 m from a metallic wall near the corner of the elevator
as shown in Figure 1. The input voltage of the dipole antenna is 1 V. The absorption effects due
to two kinds of phantoms existing in the elevator are estimated by comparing with the case of no
phantom existing. These figures suggest that a small phantom (Phantom 1) results in a decrease
of about 10 dB of the field strength in the elevator. In addition, the position dependency of the
absorption effect inside the elevator is ±5 dB.
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-120 -100 -80 -60 -40 -20 0
0

20

40

60

80

100

C
u
m

u
la

ti
v
e
 R

a
ti

o
 (

%
)

Relative E field Strength (dB)

 800MHz antenna only

 800MHz with Phantom1

 800MHz with Phantom2

-120 -100 -80 -60 -40 -20 0
0

20

40

60

80

100

C
u

m
u

la
ti

v
e
 R

a
ti

o
 (

%
)

Relative E field Strength (dB)

 1500MHz antenna only

 1500MHz with Phantom1

 1500MHz with Phantom2

-120 -100 -80 -60 -40 -20 0
0

20

40

60

80

100

C
u

m
u

la
ti

v
e
 R

a
ti
o

 (
%

)

Relative E field Strength (dB)

 2000MHz antenna only

 2000MHz with Phantom1

 2000MHz with Phantom2

Figure 3: Absorption effects due to lossy materials in the elevator.

Also, comparing the cases when no phantom is present, and when Phantom 2 is present, the
field strength inside the elevator is seem to decrease by 20 dB (800 MHz), 24 dB (1.5GHz) and
17 dB (2GHz), respectively. The absorption of the Phantom 2 is increased by about 10 dB in each
frequency band when compared with that of Phantom 1, in proportion to volume of lossy material.

4. DISCUSSION AND CONCLUSIONS

In this paper, the EMF absorption effects due to the presence of lossy materials having different
volumes in an elevator were discussed using precise FDTD analysis and cumulative ratio estima-
tions.
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From our study, even if there is a small lossy material in the elevator, the energy absorption
effect due to the material is not small and it should not be ignored. The material consisted of almost
the same volume and same electrical parameters as the human body can decrease the strength of
EMF distributions inside the elevator by about 20 dB throughout the inner space.
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Helsinki 00180, Finland

Abstract— The physiological adverse health effects to humans through electromagnetic-wave
exposure are induced by temperature increases although the safety standards at the moment are
regulated in terms of the local peak specific absorption rate (SAR). The temperature rise the
Magnetic Resonance Imaging MRI based adult and child head models following exposure to two
commercially available mobile phones are calculated. Also the temperature rise in child and adult
head models were compared. Four (MRI) based head models; one female, one adult, two child
head models aged 3 and 5 years were used. The finite-difference time-domain method (FDTD)
was employed for calculating the temperature. The results show that the temperature rise in the
brain region remains below 0.15◦C.

1. BACKGROUND AND OBJECTIVES

When RF electromagnetic energy is transmitted into a body tissue or a lossy medium it causes
energy dissipation in the tissue in the form of heat. This is a well-known phenomenon which is
characterized by the SAR distribution. SAR distribution is then transformed into a distribution of
temperature, T , based on the thermal properties of the tissue. It is temperature which ultimately
causes tissue damage. Consideration of thermal effects in setting standards for limiting human
exposure to non-ionizing radiation is playing very important role. That is why the assessment of
the temperature increase inside tissues under various exposure conditions has been gaining more
attention. The relationship between RF energy absorption rate, SAR, and induced temperature
change, ∆T , in biological tissues are very complex biophysical phenomenon.

Normal body temperature is maintained by a complex control system of heat loss or gain re-
sponses, at a value of around 37◦C. Body temperature is maintained within a narrow range of
0.5◦C fluctuation by the processes of sweating and/or increasing metabolic heat production. The
blood circulation beneath the skin, local metabolism and heat exchange between the skin and its
environment controls body surface temperature. Changes in any of these parameters can induce
variation of temperature and heat flux at the skin surface, reflecting the physiological state of hu-
man body. For calculating the temperature increase in the human head, the Bio-Heat equation [1],
which takes into account the heat exchange mechanisms such as heat conduction, blood flow, and
EM heating was used. The Bio-Heat equation is as follows:

Ctρt
dT

dt
= kt∇2T − cbWb(T − Tart) + P

where ρt is tissue density, Ct tissue specific heat capacity, kt tissue thermal conductivity, Wb the
blood perfusion, Tart the temperature of the arterial blood entering the discritized volum and P
the power density. Minus sign in front of the second term in the right hand side of the equation
represents the cooling effect of the blood entering the volume.

2. METHODS

2.1. Numerical Technique

Simulations were performed using a commercially available EM solver, SEMCAD-X, which is based
on the FDTD technique. The numerical technique used by the thermal solver of the software
employed in this study was the FDTD method. The numerical solution of a differential equation
like bioheat equation consists of a limited set of numbers, from which the distribution of the
dependent variable T can be reconstructed. Thus, when solving a differential equation numerically,
the basic unknowns are the values of T at a discrete number of locations in the calculation domain.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 451

2.2. Head Models
I. The High Resolution European Female head was generated from magnetic resonance images

(MRI) taken of a 40 year old female volunteer. During the MRI scan the ear was slightly
compressed against the surface of the head in order to simulate the correct shape of the pinna
while using a mobile phone. The MRI data consist of 121 different slices. In the ear region, the
slices have a thickness of 1mm; all other slices have a thickness of 3 mm. The high resolution
of the ear region allows the accurate representation of the pinna as well as the anatomical
details of the inner ear. 15 different tissues are distinguished.

II. The adult male head model is based on the data set provided by the Visible Human Project.
The slices were taken normal to the body axis at distances of 2mm (±0.2mm) considering
more than 100 different tissue or organ types. The ear reference point is set 15 mm above
and behind the auditory canal opening. The outer range of the pinna is cut of such that the
overall thickness of the ear does not exceed 6mm.

III. The CAD model of the SAM head phantom was also used in this study. The SAM CAD model
in SAT format has been made available for download from the IEEE TC34 SC2 website.

2.3. Commercial Mobile Phone as Exposure Source
The CAD model of Nokia 8310 mobile phone (Figure 1) was used as exposure source. Nokia 8310
mobile phone is a dual band transceiver unit designed for the GSM 900 (including EGSM) and
GSM 1800 networks. The original model contained approximately 850 subparts including almost
all Integrated Circuits (IC) on the Printed Circuit Board (PCB). A stepwise approach was used to
import and arrange the model logically in the simulation platform. First, the most significant parts
were identified (antenna, feed structure, PCB) and used for harmonic and transient simulations
to determine relevant gridding parameters and verify the excitation modes. The complexity of
the model was then increased by adding the remaining parts according to their RF significance.
This enabled a construction of a reliable exposure source with all key material parameters and
essential electrical properties, which well represented the original phone model. Components with
dimensions less than 1 mm were removed from the model due to their insignificant role in the RF
simulations. The final models which were used in the simulations are shown in Figure 2, together
with the phantoms. Target power levels of the mobile phones used in this study are shown in
Table 1.

Table 1: Target levels for the phones’ power amplifiers with different bands. Transmitted power is calculated
assuming standing wave ratio, i.e., SWR=2.

Frequency Band Forward power Transmitted power (SWR=2)
GSM900 32 dBm 31.49 dBm
GSM1800 29 dBm 28.49 dBm

Figure 1: Nokia 8310 mobile phone.
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Figure 2: Temperature increase on the skin (left) and in the brain of the adult mal head model.

2.3.1. Phone Position next to the Head
Each simulation is carried out with the phone on the right side of the head model in both the Cheek
(Touch) and Tilted positions as described in IEEE-1528.1.

3. RESULTS

Part of the results presented here is shown as bar graphs. Each bar represents the temperature rise
for specified position and the frequency. The temperature rise on the skin and in the brain region
is presented (Figures 2, 3 and 4).

Figure 3: Temperature increase on the skin (left) and in the brain of the adult female head model.
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Figure 4: Temperature increase in the SAM phantom exposed to 8310 Nokia phone.

4. CONCLUSIONS

The results of this study show that the temperature increase on the skin in both models may
increase over 5 degrees centigrade, but in the brain region the temperature increase remain below
0.15 degrees centigrade. The temperature increase in the SAM phantom is too high compared to
the temperature increase in the brain region of MRI based models used in this study. This could
mean that for temperature evaluation the SAM phantom is too conservative.
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Abstract— Optimization is one of the fundamental processes frequently encountered in the
engineering problems and is highly nonlinear in terms of the descriptive parameters of the system.
In this work, the fuzzy logic performance data sheets of the transistor are employed to determine
the feasible design target space in the optimization of a microwave amplifier. The potential
gain characteristics with the associated source ZS(ω) and load ZL(ω) terminations functions
are utilized combined with the artificial immune data processing in the design of the microwave
amplifiers. A typical example is given and its resulted performance ingredients are compared
with the design targets.

1. INTRODUCTION

Optimization is one of the fundamental processes frequently encountered in the engineering prob-
lems and is highly nonlinear in terms of the descriptive parameters of the system. Nowadays,
microwave amplifier design is doubtlessly one of the major interests of microwave engineering.
Considering all the stringent requirements which include high gain, low input VSWR together with
the low-power consumption from the low- battery, the wideband miniature LNA design is one of
the biggest challenges to UWB transceiver integrations. An optimization process generally con-
tains two fundamental problems: (i) The first is to form a feasible Design Space which is defined
in terms of the design variables and targets; (ii) The second is that the global minimum of the
error (objective) function governing the optimization must be obtained with respect to the design
variables within the feasible design space.

For optimization of a microwave amplifier, design variables are generally the matching circuit
parameters whose lower and upper limits are very often determined by the technology to be uti-
lized in the realization stage of the design. Certainly, within the optimization process one can easily
embed the desired performance goals without knowing the physical limits and/or compromise re-
lations among F , Vi and GT appropriately. Unfortunately this process often fails to attain the
desired goals. However, the Fuzzy Performance Data Sheets (FPDS) of the transistor overcomes
all the above — mentioned handicaps and embeds the compatible (F , Vi, GT ) triplets with their
source (ZS) and load (ZL) terminations together over a predetermined frequency band of operation.
Thus, combining this performance characterisation with the Fuzzy Logic model of the device [1, 2],
the compatible (Noise Figure F , Input VSWR Vi, Gain GT ) triplets together with their source ZS ,
and load ZL terminations can be obtained as the functions of the operation variables VDS, IDS, f
of the device (Fig. 1).

2. MICROSTRIP AMPLIFIER

Block Diagramme of the microwave amplifier is given in the Fig. 2(a), where the input matching
(IMC) and output matching circuits (OMC) are lossless and reciprocal, which are designed by the
elements of distributed or lumped parameters in the various configurations. In these matching
circuits, two types of distibuted element are employed: (i) The series line (ii) The shunt type of
shorted line.

Circuit analysis is based upon the modular structure using either ABCD or wave-amplitude
transmission parameters. So the ABCD parameter matrices of the series and shunt line can be
given, respectively as follows:

A = cosβl, B = jZ0 sinβl, C = j sinβl/Z0, D = cosβl (1.1)
A = 1, B = 0, C = −j/Z0tgβl, D = 1 (1.2)
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Figure 1: A block diagram for the compatible performance triplets of a microwave transistor.

(a) (b)

Figure 2: (a) The two-port representation of a single-transistor microwave amplifiers. (b) T-type matching
circuit structure used in the amplifier.

Similarly, wave-amplitude transmission matrices of the series and shunt lines can be expressed.
Scattering and noise parameters of the transistor are approximated by a simple neural network

having one hidden layer using the manufacturer’s supplied data [3]. The total ABCD or wave-
amplitude transmission matrix of the network can be obtained by multiplying each respective
matrix; the circuit functions employed in the objective functions can be expressed in either the
transfer of port impedance forms in terms of the network parameters. So the transducer power
gain of a two-port in term of ABCD parameters can be given as

GT =
4RSRL

P
(2.1)

where
P = |AZL + B + ZS(CZL + D)|2 (2.2)

with RS = Re{ZS}, RL = Re{ZL}, and ZS and ZL are the complex source and load impedances
respectively. The noise performance measure function can be expressed as follows:

F =
(S/N)i

(S/N)o
= F {RS , XS} = Fmin +

RN

|Zopt|2
|ZS − Zopt|2

RS
(3.1)

which can be reexpressed in terms of loss of the input matching circuit terminated by Z∗opt, 1/GTF

as

F = Fmin +
4RNROPT

|Zopt|2
(

1
GTF

− 1
)

(3.2)

So, the non-negative inequality noise constraint can be written as

EN = 1 +
Fref − Fmin

4RNRopt
|Zopt|2 − 1

GTFC
> 0 (3.3)

where 1/GTFC is the calculated loss of the input matching circuit terminated by Z∗opt.



456 PIERS Proceedings, Beijing, China, March 23–27, 2009

The input VSWR is defined at the generator port as the measure of the mismatching of the
input impedance with respect to the source impedance

Vi =
1 + |ρi|
1− |ρi| , ρi =

Zi− Z∗s
Zi + Zs

(4)

Here we define a logarithmic inequality constrain function as follows

Evi = log10 |ρiref |2 − log10 |ρic|2 > 0 (5)

3. ARTIFICIAL IMMUNE SYSTEMS

Drawing inspiration from the vertebrate immune system, a new research field of Artificial Immune
Systems (AIS) is springing up. The vertebrate immune system is a rich source of theories and acts
as an inspiration for computer-based solutions. Over the last few years there has been an increasing
interest in the area of artificial immune system [4]. AIS uses ideas gleaned from immunology in order
to develop systems capable of performing tasks in various engineering applications [5]. Artificial
Immune Systems have come on the scene in the 1990s as a new system consolidating a number of
biologically-based calculating methods such as Artificial Neural Networks and Artificial Life [6, 7].

The artificial immune system has been formed on the basis of the working principles of the
natural immune system found in the human body. Tissues and organs related with the natural
immune system in the body are the thymus gland, the bone marrow, the lymph nodes, the spleen
and the tonsils. A central organ coordinating the functions of the associated tissue, the organ,
the molecule and the cells does not exist in the immune system. The immune system, via its
special cells, recognizes the foreign (external) cells filtering through the body and neutralizes them.
The basic immunity cell is the lymphocyte [8]. The lymphocytes are grouped into two categories:
“T” and “B” cells. The “B” cells can recognize the antigens without restraint in liquid solutions
whereas the “T” cells need the recognition of antigens by means of other assisting cells [9]. A
natural immune response is given simply as follows: When an external molecule enters the body,
the special molecules (macrophages) surround that external molecule and get other immunity cells
to notice it. When the assisting “T” cells notice the special cells, they forewarn the white blood
cells and these cells become larger in number. The “B” cells begin to produce chemical substances
called antibodies; the antibodies combining with the antigens exterminate the antigens with ease.
The exterminating “T” cells alerted by the assisting “T” cells make it possible for the antigen to
be exterminated. The body needs to be able to distinguish between its own cells and external cells
plus molecules (antigens) in order for the natural immune system cells to carry out the activities
defined above. The cells belonging to the body itself are called the “self” cells and the external
cells are called the “non-self” cells. It is important to keep the “self” cells unharmed in the course
of exterminating the “non-self” cells.

These problem-solving methods that are used in artificial immune systems thoroughly imitate
the mechanisms found in the natural immune system that the human body possesses. We used a
Clonal Selection algorithm (CLONALG) to solve the optimization problem at this study.

4. COMPUTED RESULTS

NE329S01 is biased at IC = 5 mA and VCE = 10 V, for which the termination functions ZS(ωi),
ZL(ωi) for Freq(ωi) = 0.46 dB, Vireq(ωi) = 1.0, GTreq(ωi)) = 12 dB, i = 2, . . . 11 are supplied
into the optimization process as the target values over the operation bandwidth. These tar-
get values are the physically realizable ZS(ωi) = RS(ωi) + jXSωi); ZL(ωi) = RL(ω) + jXL(ωi),
i = 2, . . . 11 termination solutions to the simultaneous nonlinear equations of F (RS , XS) = Freq,
Vi(RS , XS , RL, XL) = Vireq, GT = (RS , XS , RL, XL) = GTreq for the transistor. Since the opti-
mization process also find out the approximately solution set to the same equations in terms of
the predetermined variables, so the resulted values will no longer be equal to the target values, but
will be values nearly to the target values, ruled by the objective function and its data processing
method. So Figs. 3(a), 3(b) and 3(c) give the resulted GT (ω), F (ω), Vi(ω)-frequency variations.
Bandwidth of amplifier is between 2 GHz and 11GHz.

T-type matching circuit parameters for NE329S01 transistor are found as follows:
`1 = 14.99 cm, `2 = 1.23 cm, `3 = 0.32 cm, Zo1 = 5 Ω, Zo2 = 150Ω, Zo3 = 89.78Ω;
`4 = 13.76 cm, `5 = 0.69 cm, `6 = 1.02 cm, Zo4 = 135.8Ω, Zo5 = 148.8 Ω, Zo6 = 88.25Ω
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Figure 3: (a) GT (ratio) variation of the microwave amplifier (GTreq (ratio)= 15.85; Vireq (ratio)= 1.0; Freq

(ratio)= 1.11). (b) Noise(ratio) variation of the microwave amplifier (GTreq (ratio) = 15.85; Vireq (ratio)= 1.0;
Freq (ratio)= 1.11). (c) Input reflection coefficient variation of the microwave amplifier (GTreq (ratio)= 15.85;
Vireq (ratio)= 1.0; Freq (ratio)= 1.11).

5. CONCLUSIONS

Quality of the microwave amplifier performance can be determined by the flat gain level as well
as the percent of the maximum power delivered into the input port, which is characterized by the
module square of the input reflection coefficient, over the operation bandwidth. Noise figure is also
important performance ingredient depending on the position of the amplifier in system order. So
this work may have the following originalities:

Gain, Input VSWR and Noise Figure are taken into account simultaneously over a pre-determined
operation bandwidth in a Multi- Objective Error Function;

Manufacturers Data Sheets of the transistor utilized are replaced by the Fuzzy Performance
Data Sheets to determine the Feasible Design Space;

Novel Soft Computing Methods of Fuzzy Logic, Artificial Immune Algorithm are utilized;
The Resulted Design Space can be utilized efficiently in the realization by the MMIC (Monolithic

Microwave Integrated Circuit) technology.
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Abstract— Microstrip patch antennas are used in many communication systems as they are
low-weight, low-cost and as they have multi band properties and effective performances. Mi-
crostrip antennas gain importance because they have a great range of usage area such as, GSM,
space vehicles, planes, radars, satellite communication in many military services and their pro-
duction is easy with printed circuit technology [1].
At the antenna design, small changes affects the performance of the antenna. While optimizing
the shape, the probality of the finding best configuration is very low, because of possible wide
range geometries. If the geometry can be determined by formulations, then optimized geometry
range can be more computable.
Cellular Automata, is a geometri determination method which has a system with simple rules and
becomes from stages affecting by themselves mentioned at 1982 by Stephen Wolfram. Through
this method, beginning from black box, it is possible to reach the whole different rules that
models the system.

1. INTRODUCTION

The concept of CA was initiated in the early 1950’s by J. Von Neumann and Stan Ulam [2].
Von Neumann showed that a cellular automaton can be universal and devised a CA, each cell of
which has a state space of 29 states, and showed that the devised CA can execute any computable
operation. However, due to its complexity, Von Neumann rules were never implemented on a
computer. Von Neumann’s research pointed to a dichotomy in CA research. It was proven that a
decentralized machine can be designed to simulate any arbitrary function [3, 4].

Cellular automata are simple mathematical idealizations of natural systems. They consist of a
lattice of discrete identical sites, each site taking on a finite set of, say, integer values. The values
of the sites evolve in discrete time steps according to deterministic rules that specify the value of
each site in terms of the values of neighboring sites. Cellular automata may thus be considered as
discrete idealizations of the partial differential equations often used to describe natural systems.
Their discrete nature also allows an important analogy with digital computers: cellular automata
may be viewed as parallelprocessing computers of simple construction. As a first example of a
cellular automaton, consider a line of sites, each with value 0 or 1 (Figure 1). Take the value of
a site at position i on step t to be a(t). One very simple rule for the time evolution of these site
values is

a
(t+1)
i = a

(t)
i−1 + a

(t)
i+1 mod 2 (1)

where mod 2 indicates that the 0 or 1 remainder after division by 2 is taken. According to this rule,
the value of a particular site is given by the sum modulo 2 (or equivalently, the Boolean algebra
“exclusive or”) of the values of its left- and right- and nearest neighbor sites on the previous time
step. The rule is implemented simultaneously at each site. Even with this very simple rule quite
complicated behavior is nevertheless found.

Figure 1: Cellular automata design with the binary form of the cellular automata rule.

The simplest nontrivial CA would be one-dimensional, with two possible states per cell, and a
cell’s neighbors defined to be the adjacent cells on either side of it. A cell and its two neighbors
form a neighborhood of 3 cells, so there are 23 = 8 possible patterns for a neighborhood. There are
then 28 = 256 possible rules. These 256 CAs are generally referred to using Wolfram notation, a
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standard naming convention invented by Wolfram. The name of a CA is the decimal number which,
in binary, gives the rule table, with the eight possible neighborhoods listed in reverse counting order.
For example, below are tables defining the “rule 30 CA” and the “rule 110 CA” (in binary, 30 and
110 are written 11110 and 1101110, respectively) and graphical representations of them starting
from a 1 in the center of each image:

Table 1: Rule 30 cellular automata.

current pattern 111 110 101 100 011 010 001 000
new state for center cell 0 0 0 1 1 1 1 0

Table 2: Rule 110 cellular automata.

current pattern 111 110 101 100 011 010 001 000
new state for center cell 0 1 1 0 1 1 1 0

A table completely defines a CA rule. For example, the rule 30 table says that if three adjacent
cells in the CA currently have the pattern 100 (left cell is on, middle and right cells are off), then
the middle cell will become 1 (on) on the next time step. The rule 110 CA says the opposite for
that particular case.

A number of papers have analyzed and compared these 256 CAs, either individually or collec-
tively. The rule 30 and rule 110 CAs are particularly interesting.

Rule 30 generates apparent randomness despite the lack of anything that could reasonably be
considered random input. Wolfram proposed using its center column as a pseudorandom number
generator (PRNG); it passes many standard tests for randomness, and Wolfram uses this rule in
the Mathematica product for creating random integers [3–5].

2. METHODS OF ANALYSIS

While analyzig antenna using MoM based on RWG, the surface of a metal antenna is divided into
seperate triangels, each pair of triangles, and each pair of triangles has a common edge constituting
the corresponding RWG edge element. Figure 1 shows two triangles, one has a plus sign and the
other a minus sign, to the nth edge of a triangulated surface modeling a scatterer. A basis function
associated with the nth edge is given as below (2).

f(r) =





(l/2A+)ρ+(r) r in T+

(l/2A−)ρ−(r) r in T−
0, otherwise

(2)

where l is the edge length and A± is the area of triangle T± Vector ρ connects the free vertex of
the triangle T± to the observation point r, while vector ρ− connects the observation point to the
free vertex of the triangle T−. The surface current density on the antenna surface is the sum of
basis functions over all edge elements, with unknown coefficients. These unknown coefficients are
found by using the MoM. The surface current density (3) for a given triangle k is obtained in the

Figure 2: Schematics of a RWG edge element.
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form;

Jk =
M∑

m=1

Imfm(r) (3)

where J is the vector sum of surface currents, and Im are the unknown coefficients. The expansion
coefficients, Im, form vector I, which is the unique solution of the moment equation, and the solution
can be obtained using matrix inversion as at (4);

I = Z−1V (4)

where Z is the impedance matrix and V is the voltage excitation vector [7, 8].

3. ANTENNA DESIGN

In its most basic form, a Microstrip patch antenna consists of a radiating patch on one side of a
dielectric substrate which has a ground plane on the other side. The patch is generally made of
conducting material and can take any possible shape. As the cellular automata algorithm is the
geometri determination method, the genetic algorithm can be used to choose the best configuration
of patch. Dimensions of the antennas are configured as L = 0.10; W = 0.05; and the height of the
patch from the ground is h = 0.0150.

Figure 3: Feeding patch configuration.

The following examples Figures 4 and 5 are designed with the CA. To increase the active regions
on antenna, feeding point is configured as Figure 3.
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Figure 4: (a)Antenna designed by the rule number 167. (b) The active regions on antenna. (c) Rule 167
cellular automata design. (d) Rule 167 return loss graph.
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Figure 5: (a) Antenna designed by the rule number 73. (b) The active regions on antenna. (c) Rule 73
cellular automata design. (d) Rule 73 return loss graph.

4. GENETIC OPTIMIZATION

The evolutionary process of a population in GA is based upon the principle of “survival of the
fittest” and directed to genetic operators after the genetic operations emerging naturally. The
most widely used genetic operators are recombination, crossover and mutation. The individuals
from the population to be worked on must be selected in order to apply the genetic operators. The
optimized fitness funcion value is the rule number of the cellular automat of the individuals in the
population, will be employed by following algorithm Figure 6.

Figure 6: Genetic optimization algorithm.
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With GA and CA the design and result are shown at Figures 5(a), (b), (c), (d). 4.5 GHz 33 dB.
The dimensions of the antennas are configured as L = 0.10; W = 0.05; and the height of the patch
from the ground is h = 0.0150. The patch of the area is 15 × 15 squares configured with cellular
automata.
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Figure 7: (a) Three band antenna designed by the rule number 39. (b) The active regions on antenna. (c)
Rule 39 cellular automata design. (d) Rule 39 return loss graph.

5. RESULTS AND CONCLUSION

At this work, the three methods, CA, MoM anaylsis and GA has been configured to work to gether,
Some different examples has been given at the Figures 3, 4, 5. Figure 3 shows three band antenna
configuration. Works at 1.7 GHz with 12 dB, 2.5 GHz with 16 dB and 3 GHz 16.7 dB created with
the cellular automata 333. Figure 4 shows an antenna works at 2 GHz with 14 dB created with the
cellular automata rule 167. Figure 5 shows an antenna works at 3.7GHz with 16 dB created with
the cellular automata rule 73. Lastly the optimized figure as shown at the Figure 7 with cellular
automata rule 39 works at 4.5 GHz with 34 dB.

At this work CA is used for saving the iteration number of GA, by selecting the best geometry
among the figures created with CA, by using the rule number as a fitness function value.
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Abstract— This work presents the design of a single-stage, low noise, stable and matched
amplifier at 5GHz. The amplifier is designed around the Agilent ATF-551M4 low noise enhance-
ment mode pseudomorphic HEMT (EpHEMT). An Artificial Neural Network (ANN) model of
the Smith Chart is proposed for an alternative solution to impedance matching of this LNA (Low
Noise Amplifier) design which has been entitled “Neural Smith Chart (NSC)” shortly. The input
and the output impedance matching networks are performed using NSC outputs and MATLABr
RF Toolbox simulation solutions for comparison.

1. INTRODUCTION

In wireless communications, receivers need to be able to detect and amplify incoming low-power
signals without adding much more noise. Therefore, a LNA is often used as the first stage of these
receivers. As the usage of wireless communication in 2.4 GHz band grows, it causes uncontrolled
occupancy by users in that band. Since it is an unregulated frequency, the 2.4 GHz band also
suffers from enormous interference effects generated by devices like microwave ovens and 2.4 GHz
transmitters that will reduce performance especially in wireless local area networks (WLANs). On
the other hand, the 5 GHz band provides lots of unlicensed spectrum and it has less interference.
Recently, many researchers have been focused on the 5 GHz standard in the design of wireless
transceivers which should be used in 802.11a, HiperLAN2 and HiSWANa applications.

Analysis and design of microwave circuits are generally tedious with their highly nonlinear
equations and lack in the insight to their related problems. The Smith Chart provides a very useful
graphical tool to these types of the problems with its numerous applications. However, the manual
interpretation of the Smith Chart can be error prone. In the literature, works on the computerized
Smith Chart took place between 1992–1995 by Prasad and her group in [1–3]. In their work, the
Smith Chart is represented firstly by a (n× n) numerical matrix [1], and then this model has been
developed as a massively distributed computing network [3]. Thus, due to this discrete nature of
these CAD systems, use of these types of the Smith Chart models remained limited.

Neural networks are universal function approximators [9, 10] allowing reuse of the same modeling
technology for both linear and nonlinear problems at both device and circuit levels [8]. Yet neural
network models are simple and model evaluation is very fast. Recent works have let to their use
for modeling of both active and passive components such as transistors [4, 5], planar transmission
line microstrip, coplanar wave (CPW) guides [6], vias, CPW discontinuities, spiral inductors [4].
Furthermore ANNs have found modeling in Smith Chart representation and automatic impedance
matching [7].

To design a sample LNA, in this work the available gain design technique is used, which involves
selecting a single-stub matching network that provides a suitable compromise between gain and
noise. After designing the input and output matching networks using lossless transmission lines, it
is verified that the design by analyzing the matched LNA and plotting its gain, noise and return
loss. The simulated results of theoretical calculations by MATLABr RF Toolbox are compared
with impedance matching response of NSC.

2. ANN MODEL OF THE SMITH CHART: NEURAL SMITH CHART (NSC)

The black-box model of the Smith Chart for analysis and design of the fundamental transmission
line circuit is given in Fig. 1, where the termination ZS = RS + jXS ; the transmission line with `,
Z0; operation bandwidth B between fmin, fmax and the dielectric are the inputs, the corresponding
outputs are the standing waves, impedance matching and impedance transformation properties of
the transmission line. For this purpose, the two fairly simple, similar ANN modules are generated:
One is for the standing waves and impedance matching properties of the transmission line and the
other is for the modeling of impedance transformation. As given in Figs. 2(a) and 2(b), NSC is
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generated by the two ANN modules, each of which is a multilayer perceptron (MLP) with the three
inputs of the same termination (RS , XS) and the electrical length (β`) [11].

 

Standing 

Waves 

Impedance 

Transformation 

Impedance 

Matching 

Figure 1: Black-Box Model of the Smith Chart with the variable definitions.

There are four steps designing this model as a view of programmer. Firstly, the input-output
data space is mined from the Smith Chart and the analytical equations (formulas) to train and
test selected ANN structure. In this session it has obeyed universal data mining rules. The data
space is divided into two parts of 50% training and 50% testing data. ANN training and testing are
the second and third step, respectively. Unless the testing results satisfy, different types of ANN
structures with varied hidden sizes and training algorithms will be tried. These trying operations
are being a loop for best test results. At the last step, the fourth step, the targets are compared in
the verified error interval.

Three key rules are applied in the data generation from the Smith Chart:

• The whole Smith Chart is divided into the N transmission circles (ideally N →∞);
• Each transmission circle is divided into the n(r) arcs with adaptive radius r sampling algo-

rithm [11];
• Resistive, capacitive, inductive regions of the Smith Chart can be determined by a rule which

may be named as “the f` product” [11] depending on the ratio of ZS/Z0 which may be either
greater or smaller than the unity.

The Levenberg-Marquardt (LM) back-propagation algorithm for the smallest testing error and
four layered network with the minimum number of neuron for faster training are performed with
the MLP type of network. The performance function of MLP is the Mean Squared Error (MSE).

3. LNA DESIGN AND WORKED EXAMPLE

The LNA design initial specifications are as follows: Bandwidth: 4–6GHz; Noise Figure ≤ 1 dB;
Transducer Gain > 11 dB; Operating between 50 Ω load and source terminations. Before proceeding
with this design, it is determined the calculated frequencies at which the amplifier is unconditionally
stable. µ and µ′ defines the distance from the center of the Smith Chart to the nearest output
(load) and input (source) stability circle, respectively. Having µ > 1 (or µ′ > 1) is necessary and
sufficient for the 2-port linear network to be unconditionally stable. This stability factor is given
by where ∆ = s11s22 − s21s12:

µ =
1− |s11|2

|s22 − s∗11 ·∆|+ |s21 · s12|

(
or µ′ =

1− |s22|2
|s11 − s∗22 ·∆|+ |s21 · s12|

)
(1)

One way to stabilize an amplifier is to add a shunt resistor at the output of the amplifier. However,
this approach will also reduce gain and add noise. The maximum shunt resistor value makes µ = 1
that makes the amplifier unconditionally stable. Fig. 3 shows the stable LNA structure with 50 Ω
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terminals, input-output matching networks and shunt resistor. In the Fig. 4, input and output
stability, available gain and NF circles at 5 GHz are drawn. A star (′∗′) and a circle-in-dashed-line
will also appear on the Smith Chart. The star represents the matching load reflection coefficient
(ΓL) that is the complex conjugate of Γout. The gain is maximized when ΓL is the complex conjugate
of Γout. The data cursor (black square point) represents the matching values of ΓS and Γout with
high available gain and less NF.

 

(a) Neural Smith Chart Module-I (b) Neural Smith Chart Module-II

Figure 2: Neural Smith Chart modules.

Input Matching 
Network Γ S Γ out Γ LΓ in

ZS=50Ω ZL=50Ω

TL 2 TL 3

TL 1 TL 4

Output Matching 
Network

R

Figure 3: Desired LNA schematic with matching networks.

Table 1: NSC and simulation results of designed LNA.

GT [dB] |S11| [dB] |S22| [dB] NF [dB]
NSC 12.81 −5.15 −76.87 0.77

RF Toolbox 13.00 −4.74 −28.36 0.78

The s-parameters of ATF-551M4 transistor which biased at 2 V and 20 mA are collected from the
data sheet and converted to s2p format for LNA analyzing. Then, single-stub lossless transmission
line matching network stub positions and lengths are calculated for both input and output by
using the data in Fig. 4(b). After finding Zs and ZL using ΓS and ΓL (conjugate of Γout), these
impedances are inputted to the NSC for achieving short-circuit terminated parallel single-stub
matching network positions and lengths for both input and output. In Table 1, performance of
NSC matched LNA is compared. Transducer and available gain, noise figure, input and output
return losses of both simulated matched LNA and NSC matched LNA are figured in Figs. 5(a),
5(b), 5(c) and 5(d).
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Figure 4: Stability, gain and NF circles at 5 GHz. (a) Without a shunt resistor at the output. (b) With a
R = 150 Ω shunt resistor at the output.
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Figure 5: Gain, NF and return loss at 4–6 GHz.
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4. CONCLUSIONS

A “Neural Smith Chart” is formed by using the ANNs in the simple MLP structures as the nonlinear
learning machines from the input space to the output space [11]. An application of LNA design
for above specifications is achieved. Especially it is stressed on matching performance of NSC. The
graphics in Fig. 5 show that the NSC matching results of a LNA design procedures ensure similarity
and availability when initial specifications reviewed.

REFERENCES

1. Vai, M., S. Prasad, and H. Wang, “A Smith Chart represented by a neural network and its
applications,” IEEE MTT-S International Microwave Symposium Digest, 1565–1568, 1992.

2. Vai, M. and S. Prasad, “Automatic impedance matching with a neural network,” IEEE Mi-
crowave and Guided Wave Letters, Vol. 3, No. 10, 353–354, 1993.

3. Vai, M. and S. Prasad, “Microwave circuit analysis and design by a massively distributed
computer network,” IEEE Microwave Theory and Techniques, Vol. 43, No. 5, 1087–1094, 1995.
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Abstract— The edge-preserving regularization (EPR) method is applied to the reconstruction
of physical properties from ground-penetrating radar (GPR) data, and the relation between the
regularization parameters and signal to noise ratio (SNR) is discussed. The regularization method
is stable and is able to preserve boundaries, and protects resolution. It is necessary to investigate
the relationship between the regularization parameters and the error of data because the effect
of regularization depends to a great extent on the suitable choice of regularization parameters.
Several numerical reconstruction examples are conducted. From the reconstruction examples
using different SNR data, the relationship between the regularization parameters and the level
of noise is obtained.

1. INTRODUCTION

The key of the application of regularization is to construct a regularization operator and to deter-
mine regularization parameters. A simple and well-known regularization method is to suppose the
model is globally smooth. However, realistic geological model consists of not only smooth regions,
but also evident boundaries that are important characters of the model. These boundaries need
be preserved in order to obtain high-resolution reconstruction images with a clear background and
boundaries. It is a difficulty to preserve the boundaries and avoid excessive smooth in the effective
application of the regularization method [1]. Conventional smooth method cannot overcome the
conflict of suppressing noise and preserving edges [2] since the noise and the edges are both high
frequency components of a reconstructed image. Conventional smooth method deals with the noise
and boundaries equally. As a result the noise is weakened, and the boundaries are blurred. Contrar-
ily, the boundaries are reserved, the ability to resist noise is lowered. In practical reconstructions
it is necessary to tradeoff the edge preservation and noise suppression. In this paper we use the
edge-preserving method to reconstruct the subsurface.

We try to investigate the relation between the parameters and error of data by theoretical anal-
ysis and numerical calculation, in order to find a rule to determine the edge preserving parameters
reasonably and efficiently.

2. INVERSE SCATTERING WITH EDGE-PRESERVING

Construct a cost functional Q(p̄, b̄) with a regularization term [3, 4]

Q
(
p̄, b̄

)
= Q1 (p̄) + λ̄ · Q̄2

(
p̄, b̄

)
, (1)

Q1(p̄) =
∫ cT

0

M∑

m=1

N∑

n=1

Km (r̄r
n, t) |v̄m (p̄; r̄r

n, t)− ¯̃vm (r̄r
n, t)|2 d(ct), (2)

Q2i

(
p̄, b̄

)
=

∫∫

S

bi

[
|∇pi/χi|2 + φ (bi)

]
ds, i = 1, 2, . . . , I, (3)

M is the number of illuminations, N is the number of receivers for each source, Km(r̄r
n, t) is a

weighting function, r̄r
n is the position vector of the nth receiver, t is time, c is the speed of light

in free space, S is the reconstruction region, I is the number of parameters to be reconstructed,
¯̃vm(r̄r

n, t) is the observed data at r̄r
ncorresponding to the mth source, v̄m(p̄; r̄r

n, t) is the calculated
data for the mth source by using the guessed parameter p̄, v̄m(p̄; r̄r

n, t) are electric and magnetic
field components. p̄ consists of permittivity, permeability and conductivity. Q2(p̄, b̄) is the gradient
of the model parameters. It acts as a damping factor to control perturbation of error, and to
increase the stability. λi and χi are regularization parameters. λi is a smooth parameter used to
balance the weight of the data and the prior term. χi is a threshold parameter used to determine
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the preserved and smoothed gradient. This parameter plays a key role in edge preservation by
using the cost functional (1) [5].

This paper uses the potential function proposed by [6]

ϕ(x) =
x2

1 + x2
. (4)

Substitution of (4) into (3) gives
φ (bi) = bi − 2

√
bi + 1, (5)

where bi is an auxiliary variable introduced in the half-square regularization method by [7]. The
introduction of this variable can simplify the calculation. By derivation if bi is given by

bi = ϕ′
(∣∣∣∣
∇pi

χi

∣∣∣∣
) /(

2
∣∣∣∣
∇pi

χi

∣∣∣∣
)

=

[
1 +

∣∣∣∣
∇pi

χi

∣∣∣∣
2
]−2

, (6)

Eq. (3) reaches its minimum.

3. THEORETICAL ANALYSIS

The EPR method used in this paper is different from the traditional Tikhonov regularization
method. In the EPR method the prior weight term relates to not only the regularization parameter
λ̄, but also the choice of potential function and the regularization parameter χ̄. From (3) it is seen
that the prior term is a function of χ̄, as a result it is impossible to determine the weight only from
λ̄.

Define an auxiliary parameter θ̄
θi = Q1/λiQ2. (7)

From (7) it is known that θ̄ is a function of λ̄ and χ̄, and it plays a role to balance the weight
between the data and the prior term. It is clear that the function of θ̄ is similar to that of the
regularization parameter λ̄ in the traditional Tikhonov regularization method. Once χ̄ and θ̄ are
determined, λ̄ is determined uniquely too. Therefore we will determine the relationship of the
regularization parameter χ̄ and auxiliary parameter θ̄ with other factors.

According to the prior analysis and deviation theory the auxiliary parameter θ̄ is a function of
error of data δ̄

θ̄ = f
(
δ̄
)
. (8)

Since the auxiliary parameter θ̄, which balances the data and prior term, replaces the original
regularization parameter λ̄, if the error of data δ̄ is large, θ̄ increases to enlarge the weight of the
prior term. On the contrary, if δ̄ is small, θ̄ decreases to increase the weight of the data.

Figure 1 is the relation of the potential function ϕ with χ̄ and the gradient |∇p|. It is seen that
the curve consists of two variable sections, one is on the left side with large slopes, and another
is on the right side with little slopes, and χ controls the position of the boundary between the
two sections. Eq. (4) indicates that the potential function is monotonously increasing and has a
horizontal asymptote, its value is in the range of [0, 1]. The gradient located in the left section is
smoothed and that in the right section is protected.
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Figure 1: The relation of ϕ with χ and |∇p|.
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If χ tends to 0 the length of the left section tends to 0 too, the value of the potential function is
1 for all |∇p|. For this case the prior term is of no effect, and the reconstruction result is equivalent
to the least-square solution. With the increase of χ the length of the left section gets long. If χ
is large enough, the relation between the potential function and the gradient of the model |∇p|
is approximately linear. The gradients located in this linear part are smoothed identically. For
this case the edge is not protected neither. As a result χ should be selected to let the gradient (be
protected) of the actual model be located in the right section, and to let the gradient (be smoothed)
created by error and noise be located in the left section.

4. THE RELATION OF REGULARIZATION PARAMETERS AND ERROR

By using two-dimensional numerical reconstruction examples we draw the relation of SNR and
regularization parameters. Only permittivity is reconstructed. As shown in Fig. 2 there are two
buried objects with relative permittivity of 4 in a background with relative permittivity of 6. The
numerals in the x and z directions represent grid number. There are 9 transmitting positions and
19 receivers for each source. The gap between the source and the first receiver is 2 grids, the interval
of receiver is 1 grid, the interval of source point is 10 grids. The initial guess of permittivity of
the reconstruction region is that of the background. The highest frequency is 1GHz, grid size is
1.2 cm.

2

4

6

8
rε

Figure 2: Actual distribution of relative permittivity in the reconstruction region.

Figures 3(a) and 3(b) are the reconstructed result after 100 iterations from noisy data with
SNR = 20 dB without and with EPR. Fig. 3(b) is the best result by testing time after time, the
regularization parameters are θ = 0.1 and χ = 0.08. It is clear that in Fig. 3(b) the influence of
noise on the reconstructed result is weak, however the reconstructed value is not so good, and the
edges are not protected quite well. From this example it is deduced that the application of the
EPR is not so effective for the case of SNR > 20 dB. Figs. 3(c) and 3(d) are the reconstructed result
from the data of SNR = 15 dB without and with EPR. Fig. 3(d) is the best result by testing with
θ = 0.2 and χ = 0.09. It is clear from Figs. 3(c) and 3(d) that the effect of the EPR is evident, the
background of Fig. 3(d) is less affected by noise and the boundaries are much clearer than those of
Fig. 3(c).

Figures 3(e), 3(f) and 3(g) are the reconstructed results the data with SNR = 5dB without and
with EPR. Fig. 3(f) is the result for θ = 0.3 and χ = 0.2, and Fig. 3(g) is the result for θ = 0.35 and
χ = 0.15. It is clear from Figs. 3(c) and 3(d) that the effect of EPR is evident, the background of
Fig. 3(d) is less affected by noise and the boundaries are clearer than those of Fig. 3(c). Figs. 3(f)
and (g) are better than Fig. 3(e). It is almost impossible from Fig. 3(e) to recognize the two objects
due to the influence of noise. With the increase of iterations the image becomes even worse. It is
noted that with the increase of noise the conventional reconstruction method fails to reconstruct
the models. By utilizing the EPR method a stable reconstruction result can be obtained. Fig. 3(f)
for θ = 0.3 and χ = 0.2 is more affected by noise than Fig. 3(g) for θ = 0.35 and χ = 0.15. However
the boundaries in Fig. 3(f) are protected much better and the value of permittivity is more accurate
than those in Fig. 3(g).

Figures 3(h), 3(i) and 3(j) are the result from noisy data with SNR = 0dB without and with
EPR. Fig. 3(i) is the result for θ = 0.4 and χ = 0.3, and Fig. 3(j) is the result for θ = 0.4 and
χ = 0.25. The phenomena are almost the same as the case of SNR = 5 dB, but the influence of
noise is more evident. It is clearer that the EPR plays a very important role in suppressing noise
and protecting boundaries.

By fitting two graphs of θ-SNR and χ-EN/ES are plotted in Fig. 4. It shows that θ-SNR and
χ-EN/ES are nearly linear. Sequentially it is possible to determine θ and χ by SNR. However
this paper does not give a regression formula since the regression coefficients of the formula are
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Figure 3: Reconstructed image after 100 iterations from the data of SNR = 20 dB (a) using non-regularization
method (NRM), (b) using EPR method for θ = 0.1, χ = 0.08. From 15 dB data (c) using NRM, (d) using
EPR method for θ = 0.2, χ = 0.09. From 5 dB data (e) using NRM, (f) using EPR method for θ = 0.3,
χ = 0.2, (g) θ = 0.35, χ = 0.15. From 0dB data (h) using NRM, (i) using EPR method for θ = 0.4, χ = 0.3,
(j) θ = 0.4, χ = 0.25.
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strongly related the variance of the model, initial guess of the model, the reconstruction method,
the type of noise. For example, if the initial model is very close to the actual one, θ should be
large to emphasize the prior term, if the initial model is little bit far from the actual one, θ should
be small to emphasize the data term. If variance of model is large, χ is increased to smooth the
noise. But the variance and degree of close to the actual model are not estimated as easy as SNR,
maneuverability is low.

5. CONCLUSIONS

In this paper the edge-preserving regularization (EPR) method in the reconstruction of physical
parameters is discussed. This method can provide a stable, edge protected, and high resolution
result. By theoretical analysis and a great deal of numerical computation, this paper finds the
relation between the parameter and error of data. Based on these a way to select regularization
parameters is given to avoid the blindness and randomness in the applications.

The EPR method used in this paper always protects large gradients and smoothes small gradi-
ents. It is based on the assumption that larger gradients are the result of real boundaries, and small
gradients are the result of, such as, noise. This assumption is not tenable for the case of low SNR.
As a result when the error of data is large, attention should be paid to apply this regularization
method. It is better to use other regularization methods and compare these results to judge the
quality of the results. In addition, the rule to determine the regularization parameters obtained in
this paper is qualitative. Experience and understanding of the regularization method are sometimes
needed. As a result this method needs to be researched further more.
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Abstract— The GL TM model inversion is used to detect the dielectric parameter in this paper.
A nonlinear operator on the dielectric parameter is defined to present the transverse magnetic
model inversion to detect the dielectric parameter. We present to use the GL TM model inversion
method to detect the dielectric parameter. The GL TM inversion method can be extended to
solve the 2.5D and 3D dimensional inverse problems. The 2D and 3D GL TM inversion with non
impulse source excitation is investigated and suitable regularized. The 2D TM synthetic data
inversion images are presented.

1. INTRODUCTION

There are several research works for the electromagnetic parameter inversion in frequency domain.
Habashy and Oristaglio proposed Born Approximation inversion for the conductivity and permit-
tivity in frequency domain in 1994 [1]. Oristaglio and Habashy proposed the conductivity inversion
based on reciprocity in wavefield inversion in 1995 [2]. Xie proposed a new iterative method for
solving the coefficient inverse problem of wave equation in time domain in 1986 [3]. Xie and Chen
proposed 2D inversion in frequency domain 1985 [4]. Xie and Li proposed the 2D and 3D wave
velocity inversion methods in the time domain from 1986 to 1990 [5–11]. Lee and Xie proposed
a pesudo wave field tomography inversion in the q domain in 1993 [12]. Xie and Li proposed the
GILD, AGILD and GL EM nonlinear inversion in [13–19]. According to [1, 3] and [6–8], in this
paper, we use the GL TM model inversion to detect the dielectric parameter in time domain [1, 20].
We present GL TM model inversion method to detect the dielectric parameter. The GL TM inver-
sion method can be used to solve the 2.5D and 3D dimensional inverse problem. The 2.5D and 3D
TM inversion with non impulse source excitation is investigated and suitable regularized. The TM
inversion method and theory in this paper are from GLGEO technology patent report [20]. The
2D TM synthetic data inversion images are presented.

The description arrangement of this paper is as follows. The introduction is described in Sec-
tion 1. The 1-D TM forward and inverse problems are presented in Section 2. We present GL
TM inversion method for solving the dielectric inverse problem in Section 3. The simulation and
discussions are described in Section 4. We conclude this paper in Section 5.

2. THE 1-D TM FORWARD MODELING AND INVERSE PROBLEMS

2.1. The 1-D TM forward Modeling Equation
We describe the one dimensional transversal magnetic (TM) forward modeling equation in this
section.

Let Hy(x, t) denote the nonzero y component of the magnetic field, the 1-D TM forward modeling
is governed by the following wave equation,

µ
∂2Hy

∂t2
− ∂

∂x

(
1

εe(x)
∂Hy

∂x

)
= s(x, t), x > 0, t > 0, (1)

where µ is basic permeability constant µ0 = 10−7 × 4π = 1.2566 × 10−6 m kg s−2A−2. The ef-
fective dielectric parameter εe(x) = εrε0. The ε0 is the basic permittivity, ε0 = 8.85418 ×
10−12 m−3 kg−1 s4A2. Let Hy(x, t) = H(x, t), x = cx′, c is the light speed, the TM model wave
Equation (1) is translated to the following wave equation

∂2H

∂t2
− ∂

∂x′

(
1

εr(cx′)
∂H

∂x′

)
= s

(
cx′, t

)
, x′ > 0, t > 0, (2)

Let 1
εr(cx′) = ε−1(x′), s(cx′, t) = S(x′, t), and remove the superscript of x′ in the Equation (2), we

obtain
∂2H

∂t2
− ∂

∂x

(
ε−1(x)

∂H

∂x

)
= S(x, t), x > 0, t > 0, (3)
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2.2. The 1-D TM Inverse Problem to Find the Dielectric Parameter

Suppose that the magnetic permeability µ = µ0, let the source term in right hand of (1) s(x, t) = 0,
the initial magnetic field and its time derivative are zero at the initial time t = 0. The y component
of the transverse magnetic field Hy satisfies the following wave equation and initial and boundary
conditions,

µ
∂2Hy

∂t2
− ∂

∂x

(
1

εe(x)
∂Hy

∂x

)
= s(x, t), x > 0, t > 0,

Hy(x, 0) =
∂

∂t
Hy(x, 0) = 0, x > 0,

∂Hy

∂x
(0, t) = h(t), t > 0.

(4)

From the magnetic wave y component Hy measurement on the boundary point

Hy(0, t) = f(t), t > 0, (5)

to find the effective dielectric parameter that is called the 1-D TM dielectric inverse problem. The
inverse problem is translated the following TM inversion to find relative dielectric parameter ε(x)
from the following wave equation system:

∂2H

∂t2
− ∂

∂x

(
ε−1(x)

∂H

∂x

)
= s(x, t), x > 0, t > 0,

H(x, 0) =
∂

∂t
H(x, 0) = 0, x > 0,

∂H

∂x
(0, t) = g(t), t > 0.

(6)

and the measure data on the boundary

H(0, t) = f(t), t > 0, (7)

to find the relative dielectric permittivity ε(x) ≥ 1.

3. 1-D TM INVERSION METHOD FOR SOLVING THE DIELECTRIC INVERSE
PROBLEM

When the boundary excitation is exited by the impulse, g(t) = δ(t), let

H1(x, t) =
∂a(x)
∂x

S(t− φ(x)) +
∂

∂x
Hs(x, t), (8)

a(x) is amplitude, φ(x) is wave front, Hs(x, t) is the scattering wave solution of the Equation (6) [1, 7, 20].
The GL TM inversion algorithm is proposed by Xie et al. [20] as following steps [20]:

(3.1) Let the start dielectric model be ε0(x) = ε(0), ε(0) is known boundary value of the ε(x).
(3.2) By induction, suppose that the εk−1(x) is known, to replace ε(x) by εk−1(x) in (6) and solve
the Equation (6) and get Hk−1(x, t) by GL Method [14–16].
(3.3) Solve the following well posed Second kind of integral equation

ε−1(0) (Hk−1(0, t)− f(t)) =

∞∫

0

((
ε−2
k−1(x)

)
δεk(x)

∂Hk−1

∂x
∗t

∂

∂x
(G(x, t))

)
dx′ (9)

and get the increment dielectric δεk(x). Where G(x, t) is Green′s function [14-20]
(3.4) update

εk(x) = εk−1(x) + δεk(x). (10)
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4. 2D DIELECTRIC IMAGING

The GL TM dielectric inversion method can be used to make 2-D dielectric imaging. The dielectric
model is embedded in to the background medium which is shown in the Figure 1. The magnetic
moment dipole source “STAR” is located in x = 0, z = 0 on the surface boundary in the Figure 1.
The Figure 2 shows that the surface magnetic field Hy(x, z, t) wave curve is excited by the magnetic
moment dipole source. The dielectric imaging from the first iteration of the 2D TM inversion is
shown in the Figure 3. The surface response of the magnetic field through the dielectric medium
in Figure 3 is presented in Figure 4. The dielectric imaging from the eighth iteration of the 2D TM
inversion is shown in the Figure 5. It scatters the surface response of the magnetic field which is
shown in Figure 6. The frequency band is from 1 MHz to 1 GHz.

Figure 1: The dielectric bulk model, star is source. Figure 2: Hy in Y = 500 m on surface. Left: Hy,
Right: SHy.

Figure 3: The dielectric imaging from the first iter-
ation of the 2D TM inversion.

Figure 4: Hy in Y = 500m on surface. Left: Uz,
Right: SHy by first iteration.

Figure 5: The dielectric image from the eighth iter-
ation of the 2D TM inversion.

Figure 6: Hy in section Y = 0 on surface. Left: Hy,
Right: SHy by eighth iteration.
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5. CONCLUSION

The synthetic data interpretations show that the GL TM dielectric inversion is stable and is of
high resolution. We use a small and suitable regularizing parameter to control the inversion process
stable. The GL EM modeling is used for forward modeling in the inversion. The GL TM inversion
method has applications in the geophysical, earthquake, and oil explorations, materials, nanometer
and metamaterial dispersion design. The GL modeling and the GL TM inversion are patented to
GLGEO and all rights are reserved to GL Geophysical Laboratory.
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Abstract— The inversion of the multi-parameters of the electrical array lateral-logging is a
nonlinear and multi-solution problem. To avoid the defects of the traditional inversion algorithms
and enhance the inversion speed, the three layer back propagation (BP) neural network is built
to inverse formation parameters. The inputs of the BP neural networks are the logging responses
and the target outputs are the formation parameters. The training results of different networks
are given and compared, and the inversion results with trained net are all very close to the real
values. Once the BP neural network has been trained successfully, it doesn’t need any initial
parameters and can be used without any iterative calculation, so the inversion speed can be
enhanced greatly.

1. INTRODUCTION

To judge which layer or what depth of the earth is of petroleum or gas, a measurement sonde is
put into a borehole and moved down to measure the physical characteristics of the soil, which is
called logging. Extracting the electrical and the structure parameters of the formations from the
measured data, which is an inversion problem, is the most important objective of logging. The
rapid one-dimensional (1-D) inversion is always needed at the logging field to provide real-time
and rough formation model parameters, and it also can be used as the initial formation model
parameters for the traditional accurate inversion method. The principal parameters need to be
inversed involve the resistivity of invasion (Rxo) surrounding the borehole, the resistivity of the
true formation (Rt), and the diameter of the invasion (Di).

The inversion of parameters is a nonlinear and multi-solution problem. The linearization meth-
ods are often used to solve the problems, which gets a convergent solution by an iterative process
with suitable initial parameters. The linearization methods may converge to a local optimal so-
lution if the initial parameters deviate far from the real solution. And the forward problem must
be calculated for many times during the iterative process. To avoid calculating forward responses
and enhance the inversion speed, the Look-Up Tables of precalculated forward responses are gen-
erated over a set of cylindrical 1D earth model covering a large range of resistivity contrasts and
invasion length [1–3]. But large numbers of Look-Up Tables must be stored in advance and many
interpolations need to be calculated.

To avoid these defects of the iterative algorithms, the back propagation (BP) neural network is
applied to inverse the formation parameters in this paper. It doesn’t need any initial parameters
and can be used without any iterative calculation.

2. BP NEURAL NETWORKS

The backpropagation (BP) neural network is widely used as supervised neural nets in solving
nonlinear problems. Its typical architecture is composed of three kinds of layers: input, hidden and
output layers. The input layer nodes only receive inputs from the outside. The number of nodes of
input and output layers is usually determined by the variables and targets for a particular problem,
while the number of nodes in the hidden layer is difficult to determine and is usually determined
by experiences or trial and error. Unlike the input and output layers, the number of hidden layers
can be any positive number. Studies have shown that one hidden layer is generally sufficient to
solve complex problems if enough nodes are used. Here, a three layer network architecture shown
in Fig. 1 has been chosen to solve inverse problem.

In Fig. 1, X = (x1, . . . , xi, . . . , xn)T is the inputs vector of the input layer, Y = (y1, . . . , yj , . . . ,
yh)T is the inputs vector of the hidden layer, and the O = (o1, . . . , ok, . . . , om)T is the outputs
vector of the output layer. x0 and y0 are both set to be −1 as the biases for the hidden and output
layer. Bias nodes are usually included for faster convergence and better decision. These inputs
layer nodes are connected to every node in the hidden layer via weights Wij represented by the
lines as shown in the Fig. 1, the output layer nodes are connected to those of hidden layer with
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Figure 1: Schematic model of a three layer network.

Wjk and they can provide output vector (eg., formation model parameters) according to a given
set of input vector (eg., logging responses).

The training is an essential part in using neural networks. This process requires training a num-
ber of input samples paired with target outputs. If the target vector is d = (d1, . . . , dk, . . . , dm)T ,
the aim of training is to minimize the differences between the target outputs for all the training
pairs, which can be defined as the error function

E =
1
2

m∑

k=1

(dk − ok)2. (1)

Before beginning training, some small random values are usually used to initialize the weights
and biases. BP neural network is a forward propagation step followed by a backward-propagation
step. The forward-propagation step begins by sending the inputs through the nodes of each layer. A
nonlinear function, called the sigmoid function, is usually used at each node for the transformation
of the inputs to outputs. This process repeats until an output vector is calculated. The backward-
propagation step calculates the error vector by comparing the calculated outputs and targets, and
the network weights and biases are modified to reduce the error.

The weight adjustment in hidden layer and output layer is:

∆wjk = −η
∂E

∂wjk
= η(dk − ok)ok(1− ok)yj = ηδo

kyj (j = 0, 1, 2, . . . , h, k = 1, 2, . . . , m) (2)

where η is the learning rate, and δo
k = (dk − ok)ok(1− ok).

The weight adjustment in input layer and hidden layer is:

∆wij = −η
∂E

∂wij
= η

(
m∑

k=1

δo
kwjk

)
yj(1− yj)xi = ηδy

j xi (i = 0, 1, 2, . . . , n, j = 1, 2, . . . , h) (3)

where δy
j = (

m∑
k=1

δo
kwjk)yj(1− yj).

By training, a set of weights and biases will be produced finally and can be used for calculating
target values (eg., the formation model parameters) when the actual output is unknown. More
details about BP neural network can be found in references [4] and [5].

3. PARAMETERS INVERSION OF ARRAY LATERAL-LOGGING

3.1. The Characteristic of Array Lateral-logging Responses
By the array lateral-logging sonde as shown in Fig. 2, a total of six apparent resistivity (Ra)
responses are measured, among which the shallowest apparent resistivity (Ra0) is most sensitive
to the mud in the borehole and can be used to estimate Rm, and the other five responses, Ra1
to Ra5, are all sensitive to the formation parameters (Rxo, Di and Rt) as shown in Fig. 2. If the
thickness (H) of the formation is quite thick, the shoulder effect to the apparent resistivity Ra1 to
Ra5 is very small, and the 2-D formation can be simplified to a 1-D problem. Then, a supervised
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BP network can be trained based on the simplified model, here, the logging responses Ra0 to Ra5
are used as the input training samples, and the corresponding formation parameters as the training
targets. Therefore, the unknown formation parameters will be calculated with the trained network
if the logging responses are given.

Figure 2: The parameters of formation model.

3.2. Training of BP Neural Networks
Before training, 3166 representative input samples paired with targets according to the practical
engineering logging are precalculated by the forward problem solution. The input samples (Ra0
to Ra5) should be preprocessed by two steps. The first is borehole correction which can eliminate
the effect of different Rm, and only one set of network needs to be trained under some Rm (such
as 1.0). The second step is calculating the logarithm (base 10) of the input samples. While the
training targets just need to calculate its logarithm (base 10).

A supervised BP networks with three layers is built to inverse the formation parameters. The
transfer function between the input layer and the hidden layer is sigmoid function, between the
hidden layer and the output layer is linear function, and the Levenberg-Marquardt method is
adopted as the training function. The learning rate of the network is set to 0.05, the stop iteration
is set to 2000, and the nodes of hidden layer are 8, 10, 12, . . . , 22, respectively. The mean absolute
error (MAE) threshold is set to 0.001, and the formula of MAE is as follows

MAE =
1

pm

p∑

s=1

m∑

k=1

|dsk − osk|,

where p is the number of training samples, m is the number of output nodes, dsk and osk are the
target output and net output of sample p at output node k. The training result is in Table 1 and
6-8-3 network means 6 inputs, 8 hidden layer nodes and 3 outputs. The error will be lower than
0.001 when the number of hidden layer nodes is 22, so the following calculation is based on the
network with 22 hidden layer nodes.

Table 1: Training results of different hidden layer nodes.

Network size MAE Network size MAE
6-8-3 0.006715 6-16-3 0.001998
6-10-3 0.003715 6-18-3 0.001086
6-12-3 0.002722 6-20-3 0.001039
6-14-3 0.002704 6-22-3 0.000928

3.3. Inversion Parameters with BP Neural Networks
To validate the inverse precision of the trained network (the training samples are calculated under
Rm = 1.0), ten set of formation models that are all different with the training samples has been
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chosen to be inversed with the trained network 6-22-3. The inversion results of two group (under
Rm = 1.0 and Rm = 0.5) are given in Table 2 and Table 3, respectively. The Di real, Rxo real
and Rt real mean real formation parameters, and the Di inv, Rxo inv and Rt inv are the inversion
results. It only takes 0.24 second to inverse 10 set of formation parameters with the trained network,
and the inversion formation parameters are all very close to the real values.

Table 2: The comparison between inversion parameters and real values (Rm = 1.0).

No. Di inv Di real Rxo inv Rxo real Rt inv Rt real
1 0.4962 0.5 4.9473 5.0 10.007 10.0
2 0.7021 0.7 4.9936 5.0 29.985 30.0
3 0.8986 0.9 4.9943 5.0 50.049 50.0
4 1.1011 1.1 5.0111 5.0 79.799 80.0
5 1.2984 1.3 5.0056 5.0 99.66 100.0
6 0.5023 0.5 10.1 10.0 20.034 20.0
7 0.6997 0.7 10.093 10.0 29.994 30.0
8 0.8990 0.9 10.036 10.0 50.008 50.0
9 1.0979 1.1 9.9881 10.0 79.943 80.0
10 1.2988 1.3 9.9817 10.0 100.04 100.0

Table 3: The comparison between inversion parameters and real values (Rm = 0.5).

No. Di inv Di real Rxo inv Rxo real Rt inv Rt real
1 0.4971 0.5 5.0152 5.0 9.8971 10.0
2 0.6846 0.7 4.897 5.0 29.483 30.0
3 0.8827 0.9 4.8814 5.0 49.264 50.0
4 1.0914 1.1 4.9019 5.0 78.613 80.0
5 1.2938 1.3 4.9218 5.0 98.584 100.0
6 0.4938 0.5 9.9316 10.0 19.897 20.0
7 0.6918 0.7 9.958 10.0 29.714 30.0
8 0.8912 0.9 9.9255 10.0 49.555 50.0
9 1.0917 1.1 9.8971 10.0 79.256 80.0
10 1.2963 1.3 9.9142 10.0 99.11 100.0

4. CONCLUSIONS

In the study of multi-parameter inversion of array lateral-logging, we adopt the three layer BP neural
network to inverse the thick formation parameters. According to the characteristic of the array
lateral-logging responses, a great number of preprocessed training samples pared with targets have
been trained. The hidden layer nodes has been chosen to be 22 by comparing the training results
under different hidden layer nodes, and the supervised BP network was trained under Rm = 1.0.
The inversion results under different Rm with the trained net are all very close to the real values.
It shows the validity of borehole correction of the logging responses. Once the BP neural network
has been trained successfully, it doesnt need any initial parameters and can be used without any
iterative calculation. Hence the inversion speed will be quite fast, and it can be used as the rapid
inversion at the logging field.
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Abstract— TIR anomaly before tectonic earthquake is becoming a research hotspot for seis-
mology and remote sensing. Past study showed the thermal infrared (TIR) anomaly precursors
appear before violent earthquake, and the anomaly appeared mostly in the water area of earth
surface. To study the mechanisms of Infrared anomaly a group of contrastive infrared radia-
tion imaging detection experiment of dry rock and wet rock in uniaxially compressing process
is carried out. The experimental results show that: The increment of IR radiation temperature
of wet rock increases greater than the dry rock in the loading process. AIRT (average infrared
radiation temperature)-time curve of the wet rock keeps more accordant variation with the load-
time curve. On the basis of the experimental result analysis the mechanism of TIR anomaly
before tectonic earthquake are discussed, and some views are also put forward to explain the TIR
anomaly phenomenon.

1. INTRODUCTION

TIR anomaly before tectonic earthquake is becoming a research hotspot for seismology and remote
sensing. Past study showed the TIR anomaly precursors appeared before violent earthquake, and
many anomalies appeared in the water area of earth surface. Even though the earthquake occurred
in the land the TIR anomaly appeared frequently in river, lake or the vicinity of sea. Qiang [7],
Kong [4], Xu [10], Lu [5] and Yurur [11] reported that there were large area of TIR anomalies
in satellite remote sensing images before ocean earthquakes. Cui [1] reported that TIR anomaly
appeared on the northwest of Bohai bay in China before Zhangbei Ms 6.2 earthquake. Fig. 1
shows a positive thermal anomaly area appeared on the Northwest of Bohai bay 1 days before the
Zhangbei Ms 6.2 earthquake. The highest temperature area limited originally by coastline had
broken though the limitation and developed towards the northwest of Bohai bay. Fig. 2 shows
TIR anomaly of Hualian Ms 6.8 earthquake appearing in the surrounding sea region of Twaiwan
island four days before the earthquake. The color of the anomaly area in the images is wine and
its expressive temperature is 2–4◦C higher than the background area whose color is yellow.

Why did the TIR anomalies frequently appear in water region? What is the mechanism of this
phenomenon?

To answer above question the paper carries out a group of contrastive IR detection experiments
of dry rock and wet rock in uniaxially compressing process. Some views are also put forward to
explain the TIR anomaly phenomenon based on the experimental results.

2. COMPARATIVE EXPERIMENT OF IR RADIATION OF WET ROCK AND DRY
ROCK IN LOADING PROCESS

2.1. Eperimental Design

Three kinds of typical crustal rock, sandstone, marble and granodiorite are processed as standard
cylindrical samples of diameter 50 mm and length 100 mm. Every kind of rock samples are divides
into two groups, one group is dried and the another group is dipped in water up to saturation.
A servocontrol loader, WAW-200, is used to uniaxially load the samples. A modern TIR imaging
system, VarioSCAN 3021ST with temperature precision 0.03◦C and 360× 240 pixel is applied for
the TIR radiation detection and image recording. The IR imaging system is aligned in level with
the rock sample and approximately 1m away from it. The loading was displacement controlled at
0.3mm/min. In order to minimize environmental effects on the detection of TIR radiation from
the rock surface, a paper box with a circular hole was used for enclosing both the rock sample and
the load platform.
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Figure 1: Satellite thermal IR anomaly images before Zhangbei earthquake (Jan. 10, 1998), (a) TIR image
18 days before earthquake, (b) TIR anomaly image 1 day before earthquake.

April 16, 06:12

125 E 

 

26

22

24

28 N 

302K292K282K272K

121 123119

epicenter 

122 124 126 E 

 

120

302K292K282K272K

27

25

21

23

29 N 

April 17, 06:00

epicenter 

Figure 2: Satellite TIR anomaly distribution before Hualian Ms 6.8 earthquake (April 20, 1991).

2.2. Experimental Results
2.2.1. Comparison of AIRT-time Curve
AIRT (average IR radiation temperature) represents the average TIR radiation energy from the rock
sample’s surface. The experimental results show that the AIRT variation of wet rock is different
from the that of dry rock in the loading process. Fig. 3 shows AIRT -time curve comparison of wet
sandstone with dry sandstone in the loading process. The curves show the features:

1) The AIRT -time curve of dry rock fluctuates more strongly than wet rock, which indicates
that the IR radiation variation of wet rock is more smooth;

2) AIRT variation of dry rock in initial loading stage is little or the AIRT decreases, but the
AIRT of wet rock increases in initial stage;

3) the AIRT variation pattern of wet rock is consistent with the stress variation. But the AIRT -
time curve of dry rock departures from its stress-time curve. This indicates that the relation-
ship between IR radiation and stress for wet rock is closer than that for dry rock. The result
indicates that infrared detection technique can be applied to monitor the stress change of the
wet rock;

4) Under the action of equal load, the IR radiation temperature of wet rock increases greater
than the dry rock. Fig. 3 shows that the AIRT of a dry sandstone sample increases about
0.1◦C before rock fracture, but the AIRT of a wet sandstone sample increases about 0.5◦C.
Table 1 shows that the mean AIRT increment of 5 dry sandstone samples before fracture is
0.073◦C, whereas that of 5 wet sandstone samples is 0.318◦C, which is 4 times of the former.
This indicates that the wet rock can give out more quantity of heat when it is loaded.
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Figure 3: AIRT -time curve comparison of dry sandstone sample with wet sandstone sample, (a) Dry sand-
stone, (b) Wet sandstone.

Table 1: Statistic result on the AIRT increment of all rock samples before fracture.

Rock type Wet or dry Sample number
AIRT increment before

fracture/◦C
Mean AIRT increment/◦C

Sandstone

s-01 0.268

s-02 0.248

Wet s-03 0.314 0.318

s-04 0.492

s-05 0.271

gs-01 −0.044

gs-02 0.065

Dry gs-03 0.107 0.073

gs-04 0.161

gs-05 0.075

Granodiorite
Wet

5d-8 0.146
0.130

5d-10 0.114

Dry 5-c5 0.110 0.110

Marble

2-1 0.209

Wet 2-2 0.362 0.297

2-3 0.321

Dry
2-g1 0.058 0.0185

2-g2 −0.021

2.2.2. Comparison of IR Image
The infrared image reflects the temperature field distribution of rock sample. Fig. 4 shows the
comparison result of IR image of wet rock sample with dry rock sample in the loading process. The
images of Fig. 4 are got by the difference with the first image.

1) The radiation temperature of rock part near the loading head (top part of sample) is higher
than the part far from the loading head for all samples, but the maximal radiation temperature
increment of wet rock samples in the top part is higher than that of dry rock samples. Fig. 4
shows that the maximal increment of wet rock sample in the top part is up to 1.04◦C, which
is 0.6◦C higher than that of dry rock sample;
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2) The IR image feature of wet rock samples is different from that of dry rock samples at the
moment of failure. The IR radiation temperature of most dry rock samples rises obviously
along the fracture at the moment of failure, but that of wet rock sample rises lesser. This
indicates when the deep and wet rock fractures to result in a earthquake happening, the stress
heat effect is not more obvious than that before quake.

 

50s 100s 146s 164s 165s 1s 1s 

50s 100s 150s 175s 177s 1s 

Figure 4: Difference IR image comparison of a wet sandstone sample (top) with a dry sandstone sample
(low) in loading process, the right part is the photos of two samples after fracture.

3. DISCUSSION ON THE MECHANISM OF IR ANOMALY BEFORE EARTHQUAKE

Qiang [8] considered that those gases such as CO2, CH4, H2 etc. go up from the deep earth and the
cranny of the rock and then enhance the greenhouse effect in the atmosphere though the radiation
of the sun and electromagnetic field action. Tronin [9] thought that the temperature increase of
the earth surface before earthquake maybe hydro-geologyical factors or the greenhouse effect play
a main role in the forming of anomalies. Geng [3] put forward stress-thermal viewpoint based
on physical experiment. He deemed that the thermal anomaly before earthquake was caused by
tectonic stress. Freund [2] thought the recombination of stress-activated positive hole in rock face
resulting in infrared emission. Pulinets [6] thought the near-ground air ionization due to enhanced
radon emission leading to the condensation of water vapor from the atmosphere and, hence, to the
release of latent heat.

It is well known that earthquake is the result of crustal stress action. Therefore all phenomena
related to earthquake is the effect of crustal stress action, including the satellite TIR anomaly.
Above experiments indicate that the temperature of wet rock rises more than the dry rock under
loading. As the experimental loading mode is uniaxilaly compression the temperature increment
under loading is relatively lower. However the actual earthquake occurs in the deep crust where the
stress is hundreds times of the experiment’s. Thus the temperature increment induced by stress
action will be very high. These stress-heat can be transferred by the water or gas of crust up
to the surface of earth to make the temperature rise. Meanwhile the greenhouse effect caused by
the high-density gases (CO2, CH4, H2 etc.) and the thermal effect caused by the wakening up
of electromagnetic field are the factors to sub-effect of stress-thermal effect. Finally multi-factor
interaction leads to the TIR anomaly before earthquake.

4. CONCLUSIONS

Many TIR anomaly precursors appear before violent earthquake, and the anomaly appeared mostly
in the water area of earth surface. In order to realize the mechanism of this phenomenon the
contrastive infrared radiation imaging detection experiment of dry rock and wet rock in uniaxially
compressing process is carried out. The experimental results show that the increment of IR radiation
temperature of wet rock increases more than the dry rock. Relationship of wet rock between stress
and IR radiation temperature is closer than that of dry rock. The results indicate there is a mass
of heat produced by the wet rock under stress action. We think that the IR anomaly appearing
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before earthquake is mainly due to the stress heat from wet rock in the deep curst, multi-factor
interaction leads to the TIR anomaly before earthquake. Water plays a intensifying role in the TIR
Anomaly before Earthquake.

ACKNOWLEDGMENT

This work is supported by the National Natural Science Foundations of China (No. 50774017) and
the National Outstanding Youth Fund (No. 50525414).

REFERENCES

1. Cui, C. Y., et al., “Monitoring the thermal IR anomaly of Zhangbei earthquake precursor
by satellite remote sensing technique,” Proc. 20th Asia RS Congress, 1179–1184, Hongkong,
China, 1999.

2. Freund, F. T., “Rocks that crackle and sparkle and glow: Strange pre-earthquake phenomena,”
Journal of Scientific Exploreation, Vol. 17, 37–71, 2003.

3. Geng, N., P. Yu, et al., “The simulated experimental studies on cause of thermal infrared
precursor of earthquake,” Earthquake, Vol. 18, No. 1, 83–88, 1998.

4. Kong, L. and Z. Qiang, “Anomaly of thermal infrared increase temperature before Taiwan
strait earthquake of Ms 7.3,” Journal of Seismology, No. 3, 34–37, 1997.

5. Lu, Z., Z. Qiang, and B. Wu, “A tentative interpretation of the formation of high temperature
anomaly in satellite based thermal infrared scanning images(STISI) of the South China Sea
before earthquake,” Acta Geoscientia Sinica, Vol. 23, No. 1, 42–46, 2002.

6. Pulinets, S., D. Ouzounov, A. Karelin, et al., “The physical nature of thermal anomalies ob-
served before strong earthquakes,” Physics and Chemistry of the Earth, Vol. 31, 143–153,
2006.

7. Qiang, Z., C. Dian, L. Li, et al., “Satellite thermal infrared anomaly and earthquake prediction
in advance and in short-term,” Proceedings of The the 30th International Geological Congress,
186–194, Beijing, China, 1996.

8. Qiang, Z., “Satellite-based prediction earthquakes,” Earsel Newsletter, Vol. 47, 21–26, 2001.
9. Tronin, A. A., “Thermal IR satellite sensor data application for earthquake research in china,”

Int. J. Remote Sensing, Vol. 21, 3169–3177, 2000.
10. Xu, X., X. Xu, and Y. Wang, “Satellite infrared anomaly before Nantou Ms = 7.6 earthquake

in Taiwan, China,” Acta Seismologica Sinica, Vol. 22, No. 6, 666–669, 2000.
11. Yurur, M. T., “The positive temperature anomaly as detected by Landsat TM data in the

eastern Marmara Sea (Turkey): Possible link with the 1999 Umit earthquake,” International
Journal of Remote Sensing, Vol. 27, No. 5–6, 1205–1218, 2006.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 489

A Novel RSW Antenna

Kai Ma1, Di Wu1, and Seo Kazuyuki2

1Jiangsu Key Laboratory of Wireless Communications
Nanjing University of Posts & Telecommunications, Nanjing 210003, China

2Development 2nd Dept., Nippon Pillar Packing Co. Ltd.
Sanda, Hyogo 669-1333, Japan

Abstract— In this paper, a novel design of reduced-surface wave (RSW) antenna that have
minimum surface-wave excitation and radiation at the horizon is presented. The antenna is a rect-
angular patch which is a classic rectangular patch and has its inner edge shorted by a rectangular
conducting wall. Different from other RSW antenna, the upper substrate of the antenna is air
substrate. The feed network is achieved by using H-sharp aperture-coupled configuration. These
patch designs excite very little surface-wave power, and thus have better radiation characteristics
when mounted on finite-size ground planes.

1. INTRODUCTION

Microstrip antennas are one of the most widely used type of antennas in the modern communication
systems. Their advantages are simple but very robust construction, low profile and weight, and
compatibility with microwave circuits. However microstrip antennas have a series of disadvantages
like narrow bandwidth, low directivity and gain, poor front-to-back ratio. One of the methods to
obtain a higher gain property of microstrip antenna is to reduce the surface wave power excited
by antenna [1–3]. A common property of most microstrip antennas is that the antenna element
launches surface wave modes, in addition to the fields radiated into space. The power launched
into the surface waves is the power which will eventually be lost, at least for the case of an infinite
substrate; hence the excitation of surface waves lowers the overall radiation efficiency of the antenna.
In the former work [4–6], some novel types of RSW antennas are presented. In [4] the antenna is
annular with its inner edge shorted by a elliptical conducting wall, then the sharp of the antenna is
transformed to a square one with its with its inner edge shorted by a square conducting wall in [6].
Our novel antenna is based on the design of [6], we remodel the antenna in [6] to a rectangular one
and instead the upper substrate of the antenna of air. The feed network is achieved by using H-sharp
aperture-coupled configuration. Due to the shorted wall and the upper air substrate structure, the
gain of the antenna is higher than the ordinary RSW antenna. Simulation and designer make use of
CST MICROWAVE STUDIO, which is based on the FDTD method. Simulation and measurements
of the antenna’s return loss, radiation pattern and gain are also deduced. These results show this
antenna has better performance on the gain property.

2. CONFIGURATION

According to the transmission-line model and to the equivalence principle, the radiation from a
rectangular patch antenna working on the dominant mode, TM10, can be modeled considering two
slots with uniform magnetic current along the width of the patch. In general, each slot lunches
surface wave modes into the dielectric and even if this phenomenon can be reduced using thin
substrates, it can not be completely cancelled [7]. The problem is solved in [6] by has an inner
rectangular boundary shorted to the ground plane. In this paper, we present an improved antenna
based on [6].

The novel antenna as shown in Fig. 1 is composed of two substrates. The upper substrate is air
substrate. The patch is supported with its inner edge shorted rectangular conducting wall, which
coupled an H-sharp aperture slot in the ground. The feed network is etched on the lower substrate.

The proposed antenna is designed to resonate at 2.4GHz. It is printed on a substrate with a
dielectric constant of 2.65, a conductor loss (tan δ) of 0.005. The geometry, parameters, and top
and bottom views for the prototype of the proposed antenna are shown in Figs. 2(a)–(c). GL and
GW are the length and width of the ground, while L and W are the length and width of the patch.
d is the ratio of the inner side of the single patch to the outer side of it. The height of the patch
and wall is 0.5 mm. dx is the distance from the end of the feed line to the centre of the patch, while
dy is the distance from the centre of the H-sharp aperture to the centre of the single element patch.
hx, hy and hz can describe the sharp of the H-sharp aperture wid is the width of the feed line.
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Figure 1: Configuration of the novel RSW antenna.

The dimensions of our antenna are shown in Table 1. The antenna can be viewed as two coupled
quarter wavelength resonators consisting of short circuited microstrip lines of width W and length
(L − L ∗ d)/2. The antenna can be thus designed to cancel the surface wave emissions choosing
L to be λ/2 and adjusting the other parameters to obtain the desired operating frequency and to
keep in phase the two radiating edges of the patch [7].

(a)

(b) (c)

Figure 2: Antenna geometry, parameters and prototype. (a) Antenna geometry. (b) Prototype top view.
(c) Prototype bottom view.

Compared with RSW antenna in Ref. [6], the antenna discussed in this paper has two superior
improvements. Firstly, the upper substrate of the antenna is changed to air substrate, which will
increase the gain property of the antenna. Secondly, the feed network is achieved by using H-sharp
aperture-coupled configuration, which is easily achieved in engineering but will cause huger back
lobe. The RSW antenna will get higher gain characteristic than the antenna in Ref. [6].
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3. SIMULATION AND MEASUREMENT RESULTS

The novel RSW antenna with air substrate are arrayed; the antenna is designed to resonate at
2.4GHz. The design is simulated by the CST MICROWAVE STUDIO software and measured in
the microwave chamber. Fig. 3 shows the reflection of the 4-element array antenna, the measured
S11 parameter reach its lowest point (−16.842 dB) when frequency is 2.4 GHz, while the simulated
S11 parameter reach its lowest point (−16.842 dB) at the same resonating frequency point. The
array achieved a 2.9% bandwidth from 2.37GHz to 2.44 GHz in the measured results, and the
simulated bandwidth is 4.37% from 2.345GHz to 2.45 GHz. The radiation pattern property of the
array is shown in Fig. 4. The measured gain of the antenna is 10.66 dB and its cross-polar is lower
than −30 dB in the main direction, and the simulated gain of the antenna achieved 11.35 dB. The
gain and reflection characteristic of the antenna is lower than the simulated results, which may be
due to the processing error. As shown in Figs. 4(a)(b), we can see the cross-polar property of the
E-plane direction is better than it of the H-plane direction.

Figure 3: Reflection characteristic (S11).

(a) E-plane gain (b) H-plane gain

Co-polar

Cross-polar

Co-polar

Cross-polar

Figure 4: Radiation Pattern of 4-elements array antenna.

4. CONCLUSION

A novel microstrip RSW (Reduced-surface wave) antenna with high gain property is presented.
The antenna can achieve high gain property because the novel shorted wall structure effectively
reduced the surface wave power excited by the patch. The measured gain of the 4-element array
antenna is 10.66 dBi at 2.4GHz with a 2.9% bandwidth from 2.37 GHz to 2.44 GHz. And its cross-
polar is lower than −30 dB in the main direction. The H-sharp aperture-coupled configuration feed
network is easily achieved in engineering. The antenna can be used as a department of phased
array antennas.
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Abstract— This paper presents a dual band planar inverted-F antenna (PIFA) which has
been designed to get less effect of handset internal components than previous ones in 900 and
1800MHz. The applied technique based on decreasing the space between radiation plane and
ground plane in some parts of the antenna. Two shapes of a handset ground plane, as well as the
antenna alone are examined. VSWR and radiation pattern of the antenna has been computed,
and compared in each case. All numerical simulations are performed using the Ansoft HFSS
software.

1. INTRODUCTION

In the early 20th century, wireless telecommunication hardware was so heavy and large that their
equipments would occupy a car carrying the device. Furthermore, the required power to operate
these systems was too high, which would lead to a very poor battery life. However, the advent
of microelectronics held a revolution in the mobile communication technologies. With this rev-
olution, mobile communication devices became lighter and smaller, and consumed less power to
operate [1, 2].

Nowadays, the spread of mobile communications technologies is really remarkable and the hand-
sets are reduced in sized as much as possible. It is well-known that the most significant factor in
decreasing the size of a handset is reducing the dimension of its antenna, yet maintaining the good
radiation performance. A mobile handset consists of internal components such as a PCB (that
may roll as a ground plane), a battery, a locking member for securing the battery, etc. In fact,
the various types of these components from handset to handset can remarkably affect the antenna
radiation characteristics [3–5].

For instance, [3] presents results from a comprehensive investigation on the performance of a
conventional PIFA mounted on ground planes with various shapes and sizes. It has been shown
there is significant impact of ground plane size of more than 0.4λ on any radiation characteristics
of the PIFA. [4] investigates a modified ground plane to design ultra thin PIFA. It offers a slotted
meandered ground plane to gain this specification. It is seen in [5], depending on size and situation,
the presence of other components around the antenna may damage the antenna’s total radiated
power to the far field, and also increase the VSWR quantity. Furthermore, a modified miniature
antenna in [6], which operates at 2.45GHz, exhibits low coupling to the PCB.

The main purpose of this paper is designing a dual band PIFA antenna for various mobile
phones with any size and any shape. Therefore, it should get less effect of other handset internal
components to be able to work independent from the type of the handsets. This antenna is designed
to be used in 900 MHz and 1800 MHz, the typical frequencies in the mobile communication. This
antenna also includes other advantages of PIFAs, such as low profile, easy fabrication, etc.

2. DESIGNED ANTENNA

Figure 1 shows the dual band PIFA antenna designed by this paper in the presence of a typical
ground plane. In addition to this, the details of the antenna’s structure are depicted in Fig. 2. The
applied technique, which supports the idea of this paper, based on decreasing the space between
radiation and ground plane in some parts of the antenna [6], which is well seen in the figures.

For more studies of the radiation performance in presence of any handset internal components
around the antenna, two more other structures have been considered covering this purpose. One
without presence of the phone ground plane and the other with presence of both the phone ground
plane and the battery, as shown in Fig. 3.

3. RESULTS

Figure 4 and Fig. 5 illustrate the computed VSWR in various cases considered in Section 2 around
900 and 1800MHz. Normalizing to 900 and 1800, It is seen that there is less than 5% variations
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Figure 1: Dual band PIFA antenna in presence of the phone ground plane (phone box).

Figure 2: The dimensions and the details of designed antenna in Fig. 1.

Figure 3: (a) Antenna with phone box and a component like battery; (b) Antenna without phone box.

in the frequency resonances of the designed antenna when the battery is added or even when the
handset ground plane is totally removed. Therefore effect of the handset internal components on
the frequency resonances at 900MHz and 1800 MHz can be neglected. Moreover the variation of
the bandwidth except in the one case (900 MHz without ground plane) can be neglected.

Radiation patterns of the antenna are shown in Fig. 6. It can be seen the variations of the
radiation patterns can be neglected when the battery is added. However the presence of the
handset ground plane has great effect on the radiation patterns, which was predictable (it plays
reflector roll).



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 495

850 860 870 880 890 900 910 920 930 940 950 960
0

2

4

6

8

10

12

 

 

Designed

With Battery

Without Handset Ground Plane

Figure 4: VSWR plots for various cases around 900 MHz.
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Figure 5: VSWR plots for various cases around 1800 MHz.
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Figure 6: Radiation patters for antenna in three different cases in 900MHz and 1800 MHz, the coordinate
system is shown in Fig. 1. (a) Antenna with phone box in 900MHz; (b) Antenna without phone box in
900MHz; (c) Antenna with phone box and battery in 900MHz; (d) Antenna with phone box in 1800 MHz;
(e) Antenna without phone box in 1800MHz; (f) Antenna with phone box and battery in 1800 MHz.

4. CONCLUSION

In this paper, a dual band PIFA antenna in 900 MHz and 1800MHz has been designed to get less
effect of handset internal components. The obtained results confirmed the idea of the paper. It
is seen that there is less than 5% variations in the frequency resonances of the designed antenna
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when the battery is added or even when the handset ground plane is totally removed. Moreover,
except the one case, the effect on bandwidth is not noticeable. Finally, it is shown the variations
of the radiation patterns can be neglected when the battery is added.
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Abstract— Future space-based radar and spaceborne SAR require very large aperture and
high-gain phased array antennas. Membrane-based deployable antennas provide a means to
reduce mass, stowage volume, and overall cost of radar antenna system. JPL has developed
some array antennas which are based on thin-membrane structure, and the elements of these
antennas are microstrip antenna. But there are some distinct disadvantages associated with
these thin-membrane microstrip antennas, as shown in Section 1 of this paper. As an improved
antenna element, a novel printed dipole which based on thin-membrane structure is presented
in this paper. This thin-membrane printed dipole is center fed by parallel-strip (PS), which is
transformed from coplanar waveguide (CPW) by using a vertical transition balun. This vertical
transition between CPW and PS has a wide frequency band due to the two waveguide structures
have little or no variation of their characteristic impedance with respect to frequency and can meet
the design requirement of thin-membrane printed dipole. The use of CPW in the feed network
makes this printed dipole easily be integrated with T/R modules. The whole thin-membrane
printed dipole with vertical transition balun is simulated by means of Ansoft HFSS. From the
simulation result, it is know that this printed dipole has wide bandwidth of 190 MHz (15.2%)
and good radiation characteristic with low cross-polarization (< −30 dB). The thin-membrane
printed dipole is a very useful antenna element for future large aperture, lightweight, deployable
and high-gain phased array application.

1. INTRODUCTION

The large aperture, lightweight, deployable and high-gain phased array antennas are indispensable
for future space-based radar and spaceborne SAR system. At the same time, however, low mass
and small stowage volume are emphasized on these antennas, in order to reduce payload weight and
size. The deployable array antenna using thin-membrane structure has been identified as one of
enabling technology to achieve low-mass, high packaging efficiency, low cost and reliable deployment
for future spaceborne high-gain and large aperture antennas. Both the membrane layers and the
metal conductors should be thin enough for low mass and deployability considerations. The thin
metal conductors are supported by thin membranes. The antenna elements are etched on very thin
membrane substrate and the inflatable tubular frame structure to support multilayer membrane.

To keep the antenna low profile and light weight, the elements of array antennas that are
developed by JPL are microstrip antennas [1–3]. But the microstrip antennas based on thin-
membrane structure also have some limitations. Coplanar microstrip feed that is used in paper [1]
need only two thin-membrane layers, and so the structure is simple. But frequency bandwidth of
this microstrip antenna is only a few percent and cross-polarization is high due to the radiation
from the feed network interfering with the radiation pattern of antenna. Although the aperture
coupled microstrip antenna can increase bandwidth beyond the few percent and reduce the cross-
polarization, this antenna needs three thin-membrane layers so the structure is complicated, and
the characteristics of antenna are sensitive to the flatness of the thin-membrane. Additionally the
two type’s thin-membrane microstrip antennas are difficult to be integrated with T/R modules.
As an improved antenna element, a novel aperture coupled microstrip antenna element that only
needs two thin-membrane layers is presented [2, 3]. The feed network and ground plane are on the
two sides of the same membrane. This approach allows easier integration with T/R modules where
a single-layer CPW transmission line is used. But the microstrip line of this element is so thin that
the high loss is unacceptable. Furthermore, the fabricated precision of thin microstrip line and
couple slot is too high.

The thin-membrane printed dipole that is based on thin-membrane structure is presented in
this paper. This printed dipole has three thin-membrane layers, each made of 5-micro copper on
a 0.05-mm Kapton sheet with relative dielectric constant of 3.4. The dipole is etched on the top
radiating membrane. The middle ground plane membrane has a cut-out that allows the PS to
through. The bottom membrane has the CPW feed network. The configuration of this dipole is
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shown in Fig. 1. The CPW on the bottom membrane is transformed to PS transmission line by
using a vertical transition balun, and then the printed dipole on the radiating membrane is center
fed by the PS. The thin-membrane printed dipole is easily integrated with T/R modules by using
CPW in the bottom membrane.

Radiating
Membrane

Figure 1: Cross-section configuration of thin-membrane printed dipole.

2. THIN-MEMBRANE PRINTED DIPOLE DESIGN

2.1. Vertical Balun Design
The vertical transition between CPW and PS transmission line is very important for design the
thin-membrane printed dipole. The vertical transition balun transform a CPW unbalanced mode
to balanced PS mode, and then the balanced PS feeds the printed dipole. This balun is presented
by D.-H. Kwon in [5], as shown in Fig. 2 and Fig. 3. The CPW that is fabricated on thin membrane
is terminated with the open-circuit discontinuity and two parallel strips are attached vertically at
the point of the discontinuity. The two strips can have landing soldering pads formed by sharply
bending a small section of the metal strips at their ends for reliable connection, as shown in Fig. 2.
It is note that, the two parallel strips are also etched on thin membrane and need foam struts to
keep the distance between them. In our study, when the width of the two strips is chosen to be
equal to the width of the CPW signal line (w1 = w2), the transition realizes unbalanced-to-balanced
transformation, which can be useful in driving antenna elements in balanced modes.

Figure 2: Geometry of the vertical CPW-PS transi-
tion.

Figure 3: Top view of the CPW-PS transition.

Going through the transition from the CPW to the PS transmission line, the electric field
inevitably undergoes reflection at the junction mainly due to two differences. To minimize the
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reflection of the signal at the junction, the two distinct transmission lines are designed to have the
same characteristic impedance. For given membrane substrate, w1 and g are properly chosen to
realize particular characteristic impedance for the CPW. The separation h can be adjusted for the
parallel strips to match this impedance for given w1.

To verify the performance of the CPW-PS transition, back-to-back transition with the char-
acteristic impedance of the CPW and the PS transmission line equal to 80Ω is simulated in the
simulation software Ansoft HFSS. The CPW and PS geometry are given by w1 = w2 = 6.56mm,
g = 0.77mm and h = 2mm to realize the required characteristic impedance. The simulated result
for |S11| and |S21| of the CPW-PS-CPW transition with 80Ω characteristic impedance is shown
in Fig. 4 from 0.6 to 2.0GHz. From simulated result shown in Fig. 4, we know that the transi-
tion has a wide frequency band due to the two waveguide structures have little or no variation of
their characteristic impedance with respect to frequency and can meet the design requirement of
thin-membrane printed dipole.
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Figure 4: Simulated results for |S21| and |S11| for the CPW-PS-CPW transition.

Figure 5: Configuration of thin-membrane printed dipole.
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2.2. Printed Dipole Design
The printed dipole that is etched on the top radiating membrane is center fed by PS transmission
line, and the distance between top radiating membrane and ground plane membrane is 55mm
(0.25λ0, λ0 is wavelength of free-space). The configuration of thin-membrane printed dipole is
shown in Fig. 5.

We can create the coarse model of printed dipole in the simulation software Ansoft HFSS with
the length of it is nearly 0.5λ0 and the width is less than 0.05λ0. Then the dipole is balanced
fed by PS transmission line with characteristic impedance is 80 Ω, and the PS transmission line
is transformed from CPW by using the balun that is designed in Section 2.1. The CPW with
80Ω characteristic impedance is transformed to 50 Ω by adding a quarter-wave transformer. The
impedance bandwidth and resonant point is optimized by varying the length and width of the dipole
in the simulation software Ansoft HFSS. The optimized configuration is: the length and width of
dipole is 104.5 mm and 6 mm.
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Figure 6: Simulated VSWR of thin-membrane printed dipole.

The simulated VSWR of dipole is shown in Fig. 6. Far field co-polarization and cross-polarization
patterns of the E-plane and H-plane at 1.25 GHz are shown in Fig. 7 and Fig. 8. It can be observed
that the bandwidth is nearly 15.2% with VSWR of 2 and the radiation characteristic is good with
cross-polarization is below −30 dB.
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Figure 7: E-plane radiation pattern.
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Figure 8: H-plane radiation pattern.
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3. CONCLUSIONS

In this paper, the development of thin-membrane printed dipole is presented. This thin membrane
printed dipole is center fed by PS, which is transformed from CPW through a vertical transition
balun. From the simulation result, we know that this dipole has wide bandwidth (nearly 16%),
good radiation characteristic and good cross-polarization (< −30 dB) due to the shield of ground
plane membrane. The use of CPW in the feed network makes the dipole easily integrated with
T/R module. The thin-membrane printed dipole is very useful antenna element for future thin-
membrane phased array application.
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CPW-fed Compact Planar UWB Antenna with Circular Disc and
Spiral Split Ring Resonators
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Abstract— This paper presents a novel compact-size (the diameter of the radiating element
is only 0.05λ at the lower end of the operating band, 1.2 GHz) coplanar waveguide (CPW)-fed
planar antenna with 10 dB return loss (VSWR < 2) bandwidth from 1.2 to 25 GHz, 182%, for
ultra-wideband (UWB) communications. The proposed antenna consists of a circular disc and a
spiral split ring resonator displayed on an inexpensive FR4 expoxy substrate. This UWB printed
monopole antenna adopts CPW-fed and two tapered transmission lines for improving broadband
impedance matching in the required band. Numerical simulations using finite element method
(FEM) show that the radiation patterns over the mostly operation band are omni-directional in
H-plane and symmetrical in E-plane, with an average gain of 4.5 dB.

1. INTRODUCTION

Federal Communications Commission (FCC) has allocated 7.5 GHz of the spectrum from 3.1 GHz to
10.6GHz for Ultra wideband (UWB) radio applications from February 2002. Then, UWB have wide
applications in short range and high speed wireless systems, such as ground penetrating radars,
medical imaging system, high data rate wireless local area networks (WLAN), communication
systems for military, and short pulse radars for automotive even or robotics. Recently, due to
low-profile, low weight, inexpensive, and easy fabrication and integration with monolithic systems,
planar UWB antennas with printed circuit boards (PCB) technology have been widely studied and
reported for UWB communications, like circular disc [1], PICA [2], tapered-slot-fed annular slot
antenna [3], and so on. However, these antennas have relatively large size or complex structures.

Metamaterials are artificially constructed materials based on the designed structure rather than
the constituent materials from which it is composed, so metamaterials can exhibit exotic electro-
magnetic properties which not be readily found in nature. Because the dimensions of the element
structure are less than the wavelengths (usually termed sub-wavelength) of the resonant frequen-
cies, it will open the door to the development of small-size electromagnetic (EM) devices. In our
previous work [4], it was shown that by using different circular/ring microstrip resonators (like
split-ring resonator, closed-ring resonator, and circular disc resonator), the dimension of antenna
can be effectively reduced and overcome the classical half-wavelength size limitation. Split-ring
resonator (SRR) is well-known artificial magnetic metamaterial and one of the essential compo-
nents of left-handed material (LHM). It consists of two metal rings separated by a gap, each with
a split at opposite sides. Though it was built up by nonmagnetic conductors (like copper), it can
yield negative effective magnetic permeability, which was introduced by Pendry et al. in 1999 [5]
and experimentally confirmed by Smith et al. in 2000 [6]. Yang et al. have used an SRR to design
an UWB antenna [7]. However, spiral split ring has smaller size than SRR, about half of it, at the
same resonant frequency [8].

In this paper, we presents a CPW-fed antenna for the UWB applications that achieves a phys-
ically compact planar profile, sufficient impedance bandwidth, high radiation pattern and near
omni-directional radiation pattern. The planar antenna consists of a circular disc and a spiral
split ring resonator displayed on an inexpensive FR4 expoxy substrate. Properties of the antenna
are investigated by three-dimensional (3D) EM full-wave finite element method (FEM) simulation
software package High Frequency Structure Simulator (HFSS). The diameter of the radiating ele-
ment is approximately 0.05λ at the lower end of the operating band. Namely, a 1.2–25 GHz UWB
antenna will only have a circular area radiating element with diameter of approximately 26 mm.

2. ANTENNA CONFIGURATION

The configuration of the proposed UWB antenna is illustrated in Figure 1. The proposed antenna
consists of a circular disc and a spiral split ring resonator developed on a H = 1.6mm FR4 epoxy
substrate with relatively permittivity εr = 4.4 and loss tangent tanσ = 0.025. A 50 Ω CPW feed
line, which has a width of the signal strip wf fixed at 1.5 mm and a gap of distance between the
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strip and the coplanar ground plane g at 0.22mm, is used to excite the antenna. The metal lines
of the resonators and CPW are fabricated with 0.018mm-thick copper. r1 and r2 are the radius of
the a circular disc and the outer ring of spiral split ring, respectively. h is the spacing between the
feed point and the ground plane. Two tapered impedance transformer lines have been applied for
improving impedance matching. The width of the tapered transmission line at the feed point is wf

(equal to 1.5 mm), and the width of two tapered transmission lines can be described as

Ln = 0.8n × wf (n = 1, 2) (1)

(a) (b)

Figure 1: Configuration of the proposed antenna. (a) Top view; (b) Side view.

3. PERFORMANCE OF THE ANTENNA

To find the characterization of the antenna, a 3D EM full-wave technique is required to accurately
mode the dimensions and simulate the performance of it. Here, FEM-based Ansoft HFSS, which
is a powerful and efficient method for EM problems through subdividing a large problem into
individually simple constituent units and then reassembling the solution for the entire problem
space as a matrix of simultaneous equations [9], have been carried out to give the characterizations
of the antenna.

Figure 2: Return loss of proposed antenna with the parameters. wf = 1.5, g = 0.22, r1 = 8, r2 = 13, t =
1, s = 1, s1 = 1, h = 0.2, H = 1.6, all parameters unit in mm.

Figure 2 shows the return loss for the proposed antenna. As can be seen from this figure, the
impedance bandwidth of the proposed antenna for return loss of better than −10 dB is from 1.2 GHz
to 25 GHz, which covers the whole FCC-defined UWB frequency region (3.1–10.6 GHz).
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Radiation patterns of the antenna in E-plane and H-plane are shown in Figure 3(a)–(d) at four
different frequencies, 1.5 GHz, 3.5 GHz, 6.5 GHz, 9.5 GHz, over the operation frequency band.
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Figure 3: Radiation parrerns in the E-plane (solid line) and H-plane (dotted line) of the proposed antenna
at (a) 1.5 GHz, (b) 3.5GHz, (c) 6.5 GHz, and (d) 9.5GHz with the same parameters as Figure 2.

As can be seen from Figure 3, the H-plane radiation patterns of the proposed antenna are omni-
directional and the E-plane radiation patterns are symetric in the most UWB band. The antenna
gain is also calculated by HFSS. From the whole operenting band, the antenna has an average gain
of about 4.5 dB.

4. CONCLUSIONS

A novel compact-size configuration of CPW-fed UWB antenna gives large bandwidth has been
investigated. The bandwidth of the proposed antenna is from 1.2 to 25 GHz (182%) for return loss
of better than 10 dB (VSWR < 2), which covers the required commercial UWB band approved
by the FCC. This planar-type antenna has a simple structure, good impedance matching, also an
omni-directional radiation pattern in the H-plane during the mostly operation band. Meantime,
the antenna size may be scaled to any desired frequencies for other wireless applications. All these
advantages make it a very good candidate for UWB applications or even very suitable for wideband
array design.
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Abstract— This paper presents a wideband printed multi-ring fractal antenna. The ground
plane is only under part of the feed line. Good performance of S-parameters is obtained. This
optimized fractal antenna has the potential of operating in several of the currently broad band
commercial existing systems such as, Bluetooth and GSM.

1. INTRODUCTION

Microstrip patch fractal antennas have been rapidly developed for multi-band and broad band in
high data rate systems known as wideband communication systems. The use of microstrip fractal
geometry antennas in electromagnetic radiations has been a recent topic of interest in the world. It
has been shown that fractal shaped antennas exhibit features that are directly associated with the
geometric properties of fractals. One property associated with fractal geometry that is used in the
design of super special antennas is self-similarity, which means that some of their parts have the
same shape as the whole object but at a different scale [1–3]. The construction of many ideal fractal
shapes is usually carried out by applying an infinite number of times an iterative algorithm such as
the multiple reduction copy machine (MRCM) algorithm [1]. In such iterative procedure, an initial
structure called generator is replicated many times at different scales, positions and directions, to
grow the final fractal structure. A fractal antenna can be designed to receive and transmit over
a wide range of frequencies using the self-similarity properties associated with fractal geometry
structures. The applications of fractal shapes are on scattering problems, array techniques, reduced
size and multi-band and wide-band antennas. In antenna application, the Minkowski loop [4, 5], the
Koch curve monopole [4, 5], the Koch island patch [6], the Sierpinski carpet [7, 8] and the Sierpinski
gasket have been reported [9, 10]. Therefore, traditional fractals such as Koch curves, Sierpinski
triangles, and Minkowski fractals, etc, have been used to design compact antennas for multiband or
broadband operation. D. L. Jaggard et al. [11] showed that the same kind of geometrical similarity
relations at several growth stages were found in the electromagnetic behavior of the fractal body.
The diffraction of fractally serrated apertures [12], [13] the reflection and transmission coefficients
of fractal multilayers [14] and the sidelobe properties of some fractal arrays [15], [16] are other
examples of studies currently available in the literature that relate fractals and electromagnetic.

In our work, a simple structure of printed multiple elliptic ring fractal antennas has investigated
and also demonstrated. A significant matched bandwidth compared to the conventional multiple
ring monopole antenna has obtained. Many possibilities of improved design have been investigated
by varying the width of the rings. On the other hand, this type of structure can achieve larger
matched bandwidth in comparison to conventional multiple ring monopole antennas. Simulation
and experimental results confirm that this type of antenna can achieve better performance than
the conventional multiple ring monopole antennas, and obtain very wide bandwidth of more than
14GHz under −10 dB. By tuning of elliptic ring partial ground size the optimum operation is
obtained. The gap between antenna and ground plane is the key point for impedance matching
performance of radiation pattern and S-parameters. On the other hand, a novel wide-band fractal
patch antenna is designed, measured and analyzed. Based on these concepts, a compact printed
fractal antenna has constructed with the aid of an electromagnetic (EM) simulator using Ansoft
HFSS (a full wave simulator). The impedance antenna structure bandwidth of the proposed antenna
could reach 64%, which has rarely been reported for patch antennas. All results and performance
are validated and confirmed experimentally.

2. DESCRIPTION OF THE ANTENNA STRUCTURE

Figure 1 shows the geometry of the fabricated antenna. The exact dimensions for the proposed
antenna are also given in Figure 1. The antenna is fed by microstrip line of width of 3.864mm
to match the 50 Ω SMA connector is then attached to end of the microstrip line, under which is
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Partial Ground Plane

Feed Line

Fractal Antenna

Figure 1: Fractal antenna structure using Ansoft HFSS software.

(a)

(b) (c)

Figure 2: (a) Exact dimensions of proposed planar microstrip multi-ring fractal antenna in mm, (b) Fabri-
cated antenna structure, (c) Feed and partial ground plane.

the ground plane. There is no plane under antenna and the antenna’s ground plane is only under
the feed. The gap between ground plane and antenna is 0.663 mm to achieve better performance.
The optimized length and width of the ground plane is 28 and 112mm respectively. The patch is
printed on a microwave substrate with low relative permittivity and thickness H = 0.62 mil.
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Figure 3: Simulated and measured results for fabricated antenna. (a) Simulated return loss, (b) Simulated
VSWR, (c) Measured return loss, (d) Measured VSWR.
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Figure 4: Radiation patterns of proposed antenna in the some operation frequencies.

3. SIMULATED AND EXPERIMENTAL RESULTS

Design procedure and simulation of the proposed antenna is carried out by commercially full wave
simulator, Ansoft HFSS (Figure 1) and measured with a vector network analyzer (VNA). The
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exact dimensions and fabricated antenna is shown in Figure 2. Figure 3 compares the simulated
and measured return loss and VSWR of the antenna. The measured impedance bandwidth of
the optimized antenna is approximately 64% (2 GHz–16GHz). In addition, the Good agreement
can be seen between the simulated and measured results. From the measured results, it can be
clearly concluded that the antenna has good improved performance for all 2–16 GHz band. In
order to determine the antenna’s radiation patterns of the antenna in zx-plane and xy-plane at
four different frequencies in dB over the operation frequency band are measured in an anechoic
chamber and acceptable radiation patterns were obtained and were well controlled over frequency
range for this wideband antenna, as shown in Figure 4. It is observed that the results are in good
agreement in all the patterns, though some deviations are noticeable due to the interference of the
feeding cable during the measurement procedure. The patterns of the bands exhibit some degree
of similarity, although it is not strong. It is expected that when operating at higher frequencies,
ripples along the plots are inevitable due to the fixed ground plane size. Therefore, The fact that
the ground plane is not self-scalable, i.e., its electrical size becomes longer as the frequency increases
or on the other hand, as the wavelength becomes smaller, the microstrip feed ground plane begins
to look much larger, is responsible for the characteristic ripple displayed at the higher frequencies.

4. CONCLUSION

A novel 2–16 GHz fractal planar microstrip antenna with excellent very wide band performance has
been successfully demonstrated. This antenna has VSWR 2 : 1 or better, inherent 50Ω, linear po-
larization, SMA center fed, partial ground plane and no balun required. The impedance bandwidth
of the antenna is 64%. The antenna is compact, simple to design and easy to fabricate and ap-
plicable in wide band communication systems and commercial existing systems such as, Bluetooth
and GSM.
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Abstract— In this study, we developed a novel broadband printed monopole antenna for
PCS/IMT-2000/WLAN terminals by widening the current flow. To compensate for the narrow
bandwidth characteristic, which is one of the disadvantages of the general printed monopole
antenna, we added a diamond shape patch to induce the current to move in various directions.
In addition, the frequency characteristics were optimized with various design parameters. The
bandwidth of the realized antenna was 1.66∼3.04GHz (58.72%) at a return loss that was below
−10 dB, which contains the bandwidth required for the PCS/IMT-2000/WLAN band.

1. INTRODUCTION

Currently, mobile communication systems have an advantage in that various mobile communication
services including voice, data, moving images, and digital TV broadcasting can be easily exchanged
without time and spatial limitations. As a result of the convenience of mobile communication,
the number of users and the development of mobile communication systems has rapidly increased.
The advancement of various mobile communication systems including cellular, PCS, IMT-2000,
WLAN (Wireless LAN), PDA, and satellite DMB, requires the development of high-functioning
and high-performance personal portable terminals and small, light and thin antennas.

In this study, we developed a novel broadband printed monopole antenna by widening the sur-
face current flow. A diamond shape patch was inserted into the dual band antenna (1.60∼2.32GHz,
2.73∼3.04GHz) to resonant the middle band (2.30∼2.73GHz). The proposed antenna was manu-
factured and its performance was evaluated.

2. STRUCTURE OF ANTENNA

The antenna proposed in this study has two different types of resonant bands, which originate from
the different lengths of the antenna. The diamond shaped patch was added for the resonance of
the stopband between the two resonant bands and to extend the current flow. In addition, the
diamond patch was designed to operate at the broadband frequency. Figure 1 shows a schematic of
the proposed monopole antenna. The size of the antenna was 30×60×1mm3 and a substrate with
a heritability of 4.62 was used. The size of the ground plane was 30×45mm2, and the size of patch
was 30 × 10 mm2. The height and heritability of the substrate were determined and impedance
matching was achieved by adjusting the micro-strip line width. This was done to smooth the
current flow identity width of the whole lines. The optimized parameters are shown in Table 1.

Figure 1: Structure of the proposed printed monopole antenna.
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Table 1: Optimized parameter for the proposed antenna.

Parameter Definition of Parameter Value (mm)

L Length of substrate 60

W Width of substrate 30

FW Width of feeding line 1.856

H Height of substrate 1

GL Length of ground plane 45

P1 Length of patch 10

P2 Width of patch 15

3. DESIGN AND ANALYSIS OF THE PROPOSED ANTENNA

Microwave Studio was used to design and simulate the proposed antenna. Since the proposed
antenna was an internal antenna, an antenna size of 30×60mm2 was chosen prior to the simulation.
In order to guarantee a minimum frequency range we first decided that the longest line would be
40mm. In addition, in order to design to the dual band structure, the shortest line decided 30mm.

By using the optimized ground plane length the current flow at each resonance frequency was
tested. Figure 2 shows the surface current flow at each resonance frequency, 1.75 GHz and 2.88GHz.
As shown in Figure 2, the first resonance part increased the left patch by 40 mm, and the second
resonance part increased the right patch by 30 mm.

There was a −10 dB return loss of the dual band antenna as a result of the optimization process
Figure 3. From the results of the simulation, the −10 dB bandwidth of the proposed dual-band
antenna was found to have dual-band characteristic.

(a) (b)

Figure 2: Surface current on the radiator, (a) f = 1.75GHz, (b) f = 2.88GHz.

Figure 3: Return loss of the dual band antenna.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 513

In order to achieve a resonance that was not the resonance part in the proposed dual band an-
tenna, we analyzed the dual band antenna from the perspective of the current flow. The resonance
length of the monopole antenna must satisfy the following criteria; λ/4 length of the frequency.
However, the band did not satisfy this criterion. Therefore, we inserted a diamond shape patch
that did satisfy the resonance length, while not altering the dual band characteristic of the antenna.
When this was done we were able to achieve broadband characteristics. We also examined patches
that were in the form of a triangle, circle and diamond to create and examine a variety of current
paths that have broadband characteristics. From this analysis, we found that the diamond shape
patch was optimal. Figure 4 shows the multi current flow and surface current flow at 2.4 GHz. Fig-
ure 4(a) shows that the conventional dual band antenna has only the two paths (¬,  Figure 4(a))
but the proposed antenna has other paths (®, ¯, ° Figure 4(a)) in addition to the two paths of
the conventional dual band antenna (¬,  Figure 4 (a)). Figure 5 shows the −10 dB return loss of
the proposed broadband monopole antenna.

As a result of the optimization process, the resonance band was 1.67∼3.02GHz (57.57%), which
satisfies the PCS/IMT-2000/WLAN band.

(a) (b)

Figure 4: Current flow of the proposed antenna and surface current at 2.4 GHz. (a) Current flow of the
proposed antenna. (b) Surface current at 2.4 GHz.

Figure 5: Return loss of the proposed broadband monopole antenna.

4. MANUFACTURING AND MEASUREMENT OF ANTENNA

Figure 6 shows the actual structure of the manufactured antenna. The simulation results and
the experimental measurements of the proposed antenna are compared in Figure 7. As shown in
Figure 7, the experimental results were very similar to the results obtained from the simulation. The
−10 dB return loss in the simulation resulted in a bandwidth of 1.67∼3.02GHz (57.57%), and the
bandwidth determined from the experiments was 1.66∼3.04GHz. These bandwidths are capable of
satisfying PCS (1.750∼1.870GHz), IMT-2000 (1.920∼2.170GHz) and WLAN (2.400∼2.480GHz).
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Figure 6: Photograph of the fabricated antenna. Figure 7: Comparison of the simulated and exper-
imentally measured return loss.

5. CONCLUSION

In this study, we designed and manufactured a broadband monopole antenna that satisfied the
PCS/IMT-2000/WLAN band. The current flow of a basic antenna, which has dual resonances,
was analyzed by simulation. After analysis, the design of the broadband antenna was modified by
adding a diamond shape patch. Using this novel design, the efficiency of the antenna was verified
by experimental measurements in an anechoic chamber. From the experimental measurements, the
−10 dB bandwidth of the proposed antenna was found to be 1.66∼3.04GHz (58.72%)

The antenna proposed in this paper has a simple structure and from the point of view of the
current flow, this novel design has the potential to greatly expand the field of broadband antenna
research.
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Divided Two-arms Spiral Slot Antenna fed by Coplanar Waveguide
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Abstract— In this paper, we proposed a divided two-arms spiral slot antenna fed by coplanar
waveguide using the magnetic flow at slots. This antenna has characteristics of which one is to
short-circuit at the end of the slot and another is to turn spirals separately. To reduce the offset of
the magnetic flow, two spiral slots are fed by the different phase of π (180◦). Because we proposed
the printed two-arms spiral slot antenna without a balun circuit, the antenna size become smaller
substantially. And frequency characteristics are studied by using the various design parameters.
The bandwidth of the fabricated antenna is 2.7 GHz∼ 12GHz below the return loss of −10 dB.

1. INTRODUCTION

In the last years, there are various demands for high capacity wireless systems. One of the demands
is to downsize antennas. There are merits that small antennas are loaded in the portable devices,
and then have bad effects that increase the current density and quality factor that seriously decrease
the bandwidth. Moreover, an upward trend of working frequency is going up to the ultra high
frequency range (3∼ 30GHz) due to Limited frequency resource. Because of these things, although
microstrip antennas have long been used as the efficient radiators at microwave frequencies, the
coplanar waveguide (CPW) feeding method is compatible for new research trends. The CPW feed
is smaller the radiation loss and the dispersion than the microstrip and removes the via holes that
deteriorate the antenna performance at high frequencies.

The characteristics of the spiral antenna are wider bandwidth and circular polarization. Ad-
vantages of the spiral antenna are various radiation patterns and wide beam width. Recently,
multi-functions of the spiral antenna that are wideband, multi-band, beam-control antenna, etc.
are actively researched. At the synchronous time, a progress wave between the adjacent arms
radiates, and then does not happen as countervailed at the reverse phase.

In this paper, we propose the new spiral slot antenna fed by coplanar waveguide and analyze
this antenna by using the FDTD method. Since the magnetic fields are induced with 180◦ different
phase at the starting points of spiral slots, an offset by different phase is minimized, by using this,
a balun circuit that limits bandwidth of an antenna is useless unlike the microstrip. Advantages of
this antenna are to decrease in 3-dimensional volume and simplify the antenna design or progresses.
And one of the characteristics of this structure is that the end of the slots is made of a short circuit
at the electric field. So, the magnetic flow is the source of radiations.

2. ANTENNA DESIGN

The planar two-arms Archimedean spiral antenna fed at the center of the spiral plane radiates a
circularly polarized wave in the direction normal to the spiral plane. But, the two-arms eccentric
spiral antenna generates a circularly polarized wave with a main beam off-normal to the spiral plane.
The proposed antenna is similar to the eccentric antenna in that they are fed at the eccentricity.
Because of the narrow spaces of the center of arms, the power feeding must be performed by the
vertical. This contributes the device to expanding the volume. In addition, two-port feeing needs
a balun circuit that complicates a physical processing. To supplement these disadvantages, we
attempt to introduce a CPW feeding.

The geometry of the divided spiral slot antenna is shown in Figure 1. The short ends have the
higher inductance and lower resonance frequency than the open. The whole size of the antenna is
75×45×1mm3, the substrate is FR-4 consist of the copper and the dielectric constant of 4.62. The
left and right slot are same size and design but the feed has a phase difference. Usually, An existing
two-arms spiral antenna rotates with two adjacent line dependently, and then we proposed that
the left and right spiral slot rotate separately, decided the position S1, S2 to minimize unintended
coupling between slots and the feeding line, and frequency characteristics are optimized with various
design parameters.
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Figure 1: Structure of the spiral antenna.

3. ANTENNA FABRICATION AND MEASUREMENT

Figure 2 is the photograph of the fabricated antenna. The parameters shown in Table 1 represent
values optimized through sweeping function of the computer simulation tool. And Figure 3 shows
the simulated and measured return loss on the optimized antenna. Between the frequency ranges
of 2.7 GHz to 12GHz, this antenna has a −10 dB return loss response. The simulated results
reasonably agree with the experimental results.

Parameters Value [mm]

W 75

L 45

H 1

P 7

Ws 0.5

Wf 4

Table 1: Optimized parameters for
the proposed antenna. Figure 2: Photograph of the fabricated antenna.

Figure 3: The simulated and measured return loss on the optimized antenna.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 517

Figure 4 shows the measured gain. In the operating frequency range, the gain of this antenna
is values from 3.4 to 6.1 dBi, the maximum variation is 6.1 dBi. This results confirm the proposed
antenna to apply to UWB (Ultra Wide Band) antenna. Figure 5 shows the axial ratio in the
direction of the main beam. A minimum axial ratio level of 0.7 dB was obtained at 6.2GHz and the
3 dB fractional bandwidth of the axial ratio was 4.2GHz∼ 4.7GHz, 5.9 GHz∼ 6.8GHz. Figure 6
presents the measured radiation patterns. This antenna radiates a circularly polarized wave in the
vertical direction to the spiral plane at 4.5 GHz, and the higher the operating frequency is, the
more horizontal the direction of main beam is.

Figure 4: The measured gain of the proposed an-
tenna.

Figure 5: The axial ratio in the direction of the main
beam.

4.5 GHz 6 GHz 6.5 GHz 

Figure 6: The measured radiation pattern of the circular polarization.

4. CONCLUSIONS

We designed and fabricated the divided two-arms spiral slot antenna fed by the coplanar waveguide
using the magnetic flow. This antenna has characteristics of which one is to short-circuit at the
end of the slot and another is to turn spirals separately. Advantages of this antenna are that the
3-dimensional volume is reduced using the CPW structure and the balun circuit is useless. Because
two spiral slots are fed by the different phase of π (180◦). we are able to minimize the offset caused
by the different magnetic flow. And frequency characteristics are studied using the parameter
sweeping. The bandwidth of the realized antenna is 2.7 GHz∼ 12GHz below the return loss of
−10 dB, the gain of this antenna is values from 3.4 to 6.1 dBi, and the 3 dB fractional bandwidth of
the axial ratio is 4.2 GHz∼ 4.7 GHz, 5.9 GHz∼ 6.8GHz. We validate the various radiation patterns.
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Abstract— In this paper, a novel compact size E-shape microstrip single-layer patch antenna
is designed, analyzed, and fabricated for multi-band wireless applications. This E-shape antenna
is designed to operate at three sub-bands, namely 5GHZ, 10GHz and 20GHz with about 8%
bandwidth at each frequency. It has two ports excited with microstrip line feed mechanism.
The physical parameters of the novel structure as well as its partial ground plane are analyzed,
and optimized using commercial 3D electromagnetic simulation packages. Return loss at both
ports (S11, S22), voltage standing wave ratio (VSWR), and isolation between ports (S21) are
carried out. Measurements are in good agreement with simulated results, which validates the
design strategy and the proposed structure. Therefore, the proposed antenna is very promising
for various modern communication applications.

1. INTRODUCTION

With the increased development of wireless communications, the urgency to design low volume,
compact, low profile planar configuration and wideband multi-frequency planar antennas become
highly desirable. Such antennas would greatly simplify the installation of multi-band systems and
provide a much more aesthetic appearance. The approach of the microstrip antenna can fulfill
these requirements because it enjoys all the advantages of printed circuit technology. On the other
hand, the drawbacks of basic microstrip structures include narrow bandwidth, loss, half plane
radiation and limitation on the maximum gain. For many practical designs, the advantages of
microstrip antennas far outweigh their disadvantages [1]. However, research is still continuing
today to overcome some of these disadvantages.

To improve the microstrip antenna bandwidth, some techniques may be obtained such as in-
creasing the substrate thickness, introducing parasitic element either in coplanar or in multilayer
configuration, and performing slots in radiator patch. The last approach is very promising because
it can provide excellent bandwidth improvement and maintain a single-layer radiating structure
to preserve the antenna’s thin profile characteristic. Therefore, U-slot patch antennas are intro-
duced [2] and finally E-shape patches are developed [3, 4].

Dual frequency operations can be realized by exciting the microstrip patch antenna using a single
feed [5] or dual feed [6]. Dual Feed has the advantage of facilitating the use of multi-polarization
therefore it attracts many researchers [7, 8]. But most of these introduced antennas are based on
multilayer structures. Therefore, this paper, introduces a novel E-shape microstrip patch antenna
for multi-band wireless applications and multi-polarization facility using the advantage of a single
layer structure.

2. ANTENNA STRUCTURE

The proposed antenna is shown in Fig. 1. The initial rectangular patch is groundless with parame-
ters width Wp and length Lp. It is fed by two microstrip lines at the center of each side with widths
Wf1 and Wf2. In this case both lines are chosen to be 50Ω with the shown ground underneath.
The partial ground has width Wsub and length Lsub with hollow rectangle inside (Ws and Ls). Two
parallel slots are incorporated inside the rectangular patch antenna to perturb the surface current
path, introducing local inductive effects that are responsible for multi-mode excitation. The two
slots and the center arm dimensions of the E-shaped patch control the higher resonant frequencies.
On the other hand, the two perpendicular excitation ports are controlling the polarization whether
it is linear or circular.

This E-shape antenna is designed to operate at three sub-bands, namely 5GHz, 10 GHz and
20GHz with greater than 8% bandwidth at each frequency. Antenna size and performance are
compromised at these frequencies by using RT/Duroid 6010 substrate with (εr = 10.5 and h =
1.25mm).
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Figure 1: The E-shape microstrip antenna fed by
two 50 Ω microstrip lines.

Figure 2: 3D model of the proposed E-shape mi-
crostrip antenna.

3. 3D EM MODELING AND OPTIMIZATION

This initial design of the proposed E-shape antenna is modeled using advanced 3D electromagnetic
(EM) simulation packages; namely IE3D from Zeland and HFSS from Ansoft. The parameters are
optimized to obtain the required specifications. The resultant physical dimensions are shown in
Table 1. The created 3D model of the final structure is shown in Fig. 2. Fig. 3 shows the simulated
insertion loss and return loss of the proposed E-shape microstrip antenna which guarantee the
radiation at 5, 10 and 20 GHz with enough isolation between the two ports.

Table 1: Designed structure parameters (all dimensions are in mm).

Lp Wp Ls Ws Lf2 Lf1 Wf1 = Wf2 L3 L2 L1 W2 W1 Lsub Wsub

20 17.2 25 20 7.5 64 2 1.5 3.2 6.9 7.2 10 35 30
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Figure 3: Simulated insertion loss and return loss of the proposed E-shape microstrip antenna.
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4. FABRICATION AND MEASUREMENTS

The optimized antenna is fabricated using photolithographic technique. The measurement setup
of the fabricated prototype is shown in Fig. 4. The antenna is measured using HP8510C VNA.
The measured S parameters are plotted as shown in Fig. 5. S11 and S22 have many resonating
points but they coincide with each other and maintain good isolation between ports at 5, 9.7, and
20GHz only. This means that the proposed prototype is radiating at these three sub-bands, while
other resonating points perform filtration between the 2 circuit ports. Fig. 6 is given as an example
to show that there is fair agreement between simulation and measurements at the frequencies of
interest. Table 2 summarizes measured S-parameters at each radiating frequency sub-band as well
as its associated impedance bandwidth. It shows good agreement between required and achieved
results, which validates the proposed prototype. This proposed antenna shows many advantages
over the conventional E-shape ones [9], such as multi-band operation and multi polarization facility
due to excitation using 2 perpendicular ports. Therefore, it is very promising for modern wireless
applications.

Table 2: Measured results at each radiating frequency sub-band.

Frequency [GHz]
S11 [dB] S22 [dB] Isolation [dB] Bandwidth [%]

Required Achieved

5 5 −17 −20 −27 10

10 9.7 −26 −21 −12 8

20 19.8 −30 −21 −18 7

Figure 4: Photograph of the proposed E-shape microstrip antenna.
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Figure 5: Measured S-parameters of the proposed E-shape microstrip antenna.
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Figure 6: Comparison between simulated and measured return loss at port 2.

5. CONCLUSIONS

This paper introduces a novel E-shape microstrip patch antenna for multi-band and dual-polarization
facility using single layer structure. This E-shape antenna operates at three sub-bands, namely 5,
9.7 and 20 GHz with 10%, 8%, and 7% bandwidths respectively. The physical parameters of the
novel structure as well as its partial ground plane are analyzed, and optimized using commercial
3D electromagnetic simulation tools. Return loss at both ports (S11, S22) and isolation between
both ports (S21) are carried out to fulfill the requirements of the targeted communication system.
Measurements are in good agreement with simulated results, which validates the design strategy
and the proposed structure. Therefore, the proposed antenna is very promising for various modern
communication applications.
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Abstract— In this paper, a circularly polarized, dual-frequency, slotted square patch is designed
with probe feeding mechanism to operate as the telemetry, telecommand and control (TT&C)
antenna for satellite spacecrafts at 2.25 GHz and 3 GHz. This antenna is designed and optimized
using 3D EM modeling. Several optimizations are performed to obtain the optimum values of
the antenna physical parameters. Then a prototype is fabricated on a low loss teflon microstrip
substrate and measured using VNA. Measurements are in great agreement with simulations,
which verifies the design procedure and strongly recommends the proposed structure for TT&C
satellite system applications.

1. INTRODUCTION

Due to size reduction of modern spacecrafts, onboard antennas of mini-satellites require a great
deal of research and development. The dimensions of mini and microsatellites generally make
reflector antennas inadequate, even if they are small [1, 2]. In addition, the placement of mechanical
elements needed to deploy such antennas after reaching space is a significant problem. On the other
hand, helical antennas were widely used in traditional spacecrafts, because of their wide beam and
circular polarization. But, they have become unsuitable for mini-satellites [3]. The protrusion of
such antenna on a retractable boom needs mechanical elements especially susceptible to mechanical
failure. Inflatable antennas, despite their large dimensions, do not need protrusion mechanisms, but
the technology is still in their infancy. Also, the deployment of a large bowl may easily block solar
energy. For these reasons, the type of onboard antennas for small spacecraft should be investigated
very carefully.

The main feature of minisatellite antennas is the lightweight structure and the high degree
of integration. In small satellites, it is preferred to use antennas placed on outer walls, which
may easily be bonded with a thermal blanket. Among the different types of low profile antennas,
microstrip antennas gained the greatest interest. In this paper, a circularly polarized dual-frequency
square patch probe-fed antenna is proposed, designed, fabricated and measured for TT&C satellite
applications. The main advantage of CP versus linear polarization is that CP eliminates polarization
mismatch losses caused by Faraday’s rotation and varies the squint angle of polarization vectors
between stations on the Earth.

2. INITIAL DESIGN

The uplink (U/L) depends on the strength of the signal originating on the earth and the manner
in which the satellite receives it. The downlink (D/L), on the other hand, depends on how strongly
the satellite can transmit the received signal and how good the reception is at the ground station.
Thus by calculating a link budget, it can be determined whether the proposed link will function
properly or not. This worst case link condition corresponds to the spacecraft being 10◦ above the
horizon. Margin calculations for different kinds of antennas are shown in Table 1 based on the
given equations in [4]. As a result, the margin of the microstrip patch antenna is found to be the
best after that of the helical antenna. Moreover, single patch is suitable for this kind of satellites
due to:

• Smaller size (6 cm× 6 cm).
• Omni directional antenna pattern characteristics with beamwidth > 100◦.
• Antenna gain (≥ 5 dB).
• Low and comformal profile.
• Low cost and light weight.
• Fixed antenna (no deployment for small sat.).
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Table 1: Spacecraft to ground station link budget (worst case).

Single

Patch
Monopole Helical Horn

2 element

patch array

3 db beam width of

transmitting antenna
θt 101.4◦ 77.3◦ 66◦ 51.4◦ 77.2◦

Alignment loss (includes

the antenna pointing

and misalignment losses)

Lptx −1.92 −3.213 −4.407 −7.26 −3.2216

Transmitting antenna gain Gtx 6.93 2.2 10.18 8.1 7.6

Effective isotropic radiated power EIRP 7.52 1.496 8.28 3.342 6.884

The carrier level C −128.37 −134.38 −127.59 −132.53 −129.009

Carrier-to-noise

spectral density ratio
C/No 81.17 74.99 81.78 76.84 80.37

Energy in a bit relative to

noise spectral density
Eb/No 30.38 24.38 31.16 26.22 29.75

Margin 14.98 8.98 15.76 10.82 14.35

It is preferable to use dual-frequency antenna for up and downlink to reduce size. In addition,
the transmission wave can be circularly polarized to eliminate the effects that craft rotation could
have on a linearly polarized wave. Some planar structures are proposed to obtain dual-frequency
circular polarization (CP) radiation of a single-feed square microstrip antenna as in [5].

Initially, a square patch is designed. Then, central slot is perturbed to obtain circular polariza-
tion, as shown in Figure 1. Its initial design equations are as follows[6]:

c =
L

2.72
=

W

2.72
(1)

d =
c

10
=

L

27.2
=

W

27.2
(2)

where L = W is the length of the patch, c is the length of the slot, d is the width of the slot.
To get dual-frequency operation, 2 pairs of slots are added to the square patch antenna as

shown in Figure 2. The dual-frequency operation in the slotted structure can be interpreted as
that associated with two modes that arise from the perturbation of the TM100 and of the TM300

mode. Let f100 and f300 be the resonant frequencies associated with the modified TM100 and TM300

modes, respectively. In order to design for two frequencies, simple semi-empirical formulas, based
on physical models, can be used [7].

f100 =
c

2(W + ∆W )
√

εe(L/t, εr)
G, (3)

(Xp , Yp)

c
d

Figure 1: Circular polarized (CP) central slot.

Ls

ds

ws

Figure 2: Slotted square-patch antenna.
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where c is the free-space speed of light,

εe(x, y) =
y + 1

2
+

y − 1
2

[
1 +

10
x

]−1/2

(4)

∆W =
t

π

L/t + 0.336
L/t + 0.556

{
0.28 +

εr + 1
εr

[
0.274 + ln

(
L

t
+ 2.518

)]}
, (5)

G = 1.13− 0.19
Ls

W
− 0.73

w

W
(6)

f300 =
c

2 (L− 2l + d)
√

εe (w/t, εr)
(7)

A low-loss teflon substrate with εr = 2.2 and h = 1.6mm is employed and Equations (1)–(7) are
used to calculate the mentioned parameters of the dual-frequency circularly polarized patch antenna
at f100 = 2.25GHz and f300 = 3 GHz. The calculated parameters are found to be W = L = 43 mm,
XP = 5 mm, YP = 5mm, Ls = 32 mm, ds = 6.5mm, ws = 0.5mm, c = 16 mm, d = 1.6mm.

3. 3D MODELING AND OPTIMIZATION

A 3D EM model is built for the initially designed antenna using HFSS10 as shown in Figure 3. The
return loss is simulated. The physical parameters of the proposed antenna are optimized to obtain
enough impedance bandwidth at the required frequencies. The final optimized physical parameters
are: W = L = 40.6mm, XP = YP = 6 mm, Ls = 19 mm, ds = 6.5mm, ws = 0.5mm, c = 10 mm,
d = 1 mm.

Figure 3: 3D EM model of the proposed antenna.

(a) (b)

Figure 4: E-field plots of (a) linearly polarized design of Figure 2 and (b) circularly polarized patch of
Figure 3.
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Figure 4 compares Electric field magnitude of the linear polarized patch of Figure 2 and that
of the CP antenna of Figure 3. Therefore, circular polarization and dual frequency operation
are achieved, while maintaining simpler design and lower profile than some other published struc-
tures [8, 9].

4. FABRICATION AND MEASUREMENTS

The proposed antenna is fabricated using low loss Teflon microstrip substrate with εr = 2.2 and
1.6mm height. Figure 5 shows a photograph of the fabricated probe-fed dual frequency circularly
polarized antenna. Finally, the fabricated antenna is measured suing HP8510c VNA achieving S11

of −24 dB at 2.255GHz and −17.5 dB at 3.01 GHz. Figure 6 shows a comparison between simulated
and measured return loss. The measured impedance bandwidth is about 60MHz at f1 and 30 MHz
at f2, which are sufficient for both uplink and downlink operations. Measurements are in great
agreement with simulations, which verifies the design procedure. Therefore, the proposed structure
is very promising in TT&C satellite applications.

Figure 5: Photograph of the fabricated prototype.
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Figure 6: Comparison between measured and simulated return loss of the proposed antenna.

5. CONCLUSIONS

This paper introduces a dual frequency circularly polarized patch antenna to fulfill the requirements
of a TT&C antennas for mini satellites. A probe-fed square patch is used with center slot for
circular polarization adjustment and edge slots for dual frequency applications. 3D EM modeling
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is used to optimize the initially designed antenna, while maintaining simpler design and lower profile
than some other published structures. The proposed antenna is fabricated using low loss Teflon
microstrip substrate and measured suing HP8510c VNA achieving S11 of −24 dB at 2.255 GHz
and −17.5 dB at 3.01 GHz with 60MHz and 30 MHz bandwidth respectively. Measurements are in
great agreement with simulations, which verifies the design procedure and make this antenna very
promising in TT&C satellite applications.
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Abstract— This paper presents a low-cost rectifying antenna (rectenna) has been developed
and measured at 900–950 MHz (Radio Frequency Identification Device, RFID band) for low-
power applications involving wireless power transmission (WPT) and data communication. In
order to validate the rectenna, we have been developed a loop antenna which was photo-etched
from copper-clad FR-4 material (εr = 4.4) with the volume of 60 × 80 × 0.8mm3. The loop
antenna used a meander line structure to reduce its size to 50% of the regular loop antenna and
measured operating frequency of 925 MHz with bandwidth of 52MHz at return loss −10 dB. The
maximum antenna gain is 4.22 dBi and radiation efficiency is 97% at 925 MHz. Results show the
satisfactory agreement for the loop antenna design to meet the RFID specifications.
Furthermore, to contribute a rectenna for RF power conversion, the back side of the loop antenna
is the doubler rectifier circuit with input filter for efficiency optimization and rejects higher order
harmonics produced by the rectifying diode. For the Schottky diode we used the commercial
Agilent HSMS-285C surface mount zero bias schottky detector diode pair for small signal appli-
cations at frequencies below 1.5 GHz was used as the rectifying device, and there are two diodes
are mounted into a single package to be the best in reduce the size and the efficiency.
In addition, the rectenna has a RF-DC conversion efficiency of 47% is achieved when 0 dBm RF
power is received at 925MHz. Measured results of rectenna proved that the rectenna is suitable
for component of the WPT system.

1. INTRODUCTION

Recently, numerous applications involving radio frequency identification device (RFID) components
have been developed (such as cases of product, persons, pets, luggage and electronic devices in
order to identify, track, and access control). Considering the RFID tag functionalities and the
reading range, available energy is a key point. In order to achieve such a result, a rectifying
antenna (rectenna) was used. The rectenna is plays an important role in free space wireless power
transmission (WPT) [2], which can efficiently converts radio frequency (RF) energy into useful
direct current (DC) power, and typically store it in a capacitor until it is required. In this paper, a
planar loop antenna is adopted here as a power receiving part and combined with RF rectifier for
RF-DC conversion. Furthermore, the doubler rectifier with match network placed on the back side
of the receiving antenna (loop) provides high output voltage as well as great RF-DC conversion
efficiency when 0 dBm RF power is received at 925 MHz. The rectenna has been optimized to

Figure 1: Block diagram of the proposed rectenna. Figure 2: Configuration of the antenna and rectify-
ing circuit of the proposed rectenna.
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achieve maximum sensitivity by characterizing both the impedance transformation network and
the rectifier circuit and choosing the optimum values for the circuit parameters.

2. RECTENNA ELEMENT DESIGN

The block diagram of the proposed rectenna is shown in Figure 1. And the rectenna developed in
this paper is shown in Figure 2. The antenna and the rectifying circuit are fabricated on double
sides FR-4 substrate (εr = 4.4) with the volume of 60× 80× 0.8 mm3. The sections below describe
the steps taken to design the rectenna.

2.1. Loop Antenna

The steps taken to design the rectenna begin at the receiving antenna, and a planar loop antenna
was designed. The gap between the two extremities of feed point is designed to accommodate
the size of the chip elements (inductors, capacitor and diode) package. The loop antenna used a
meander line structure to reduce its size to 50% of the regular loop antenna.

Figure 3: Measured and simulated return loss for
the loop antenna.

Figure 4: Measured gain and simulated radiation
efficiency levels for operating frequency.

The return loss for the loop antenna is shown in Figure 3 and measured operating frequency
of 925 MHz with bandwidth of 52MHz at return loss −10 dB. Figure 4 shows the peak gain and
radiation efficiency across the operating band, respectively. The maximum antenna gain is 4.22 dBi
and radiation efficiency is 97% at 925MHz. At last, the radiation patterns of the loop antenna
at 925 MHz are plotted in Figure 5. Results show the satisfactory agreement for the loop antenna
design to meet the RFID specifications.

 

Figure 5: Measured and simulated radiation pattern of the loop antenna.
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2.2. Band-pass Filter and Match Network

The antenna integrated with nonlinear circuits, such as diodes and FETs, it is well known that har-
monics of the fundamental frequency would be generated. The unwanted harmonics cause problems
of harmonics re-radiation and efficiency reduction of rectenna, then the BPF is required to suppress
harmonics to improve system performance and prevent harmonics interference. Furthermore, the
input filter also transforms the input impedance of the loop antenna to the input impedance of the
rectifier.

2.3. Configure of Rectifier

The rectifying circuit with the doubler rectifier with input filter is shown in Figure 6. A commercial
Agilent HSMS-285C surface mount zero bias schottky detector diode pair for small signal applica-
tions at frequencies below 1.5 GHz was used as the rectifying device, and there are two diodes are
mounted into a single package to be the best in reduce the size and the efficiency [6]. It is ideal
for RFID and RF tag applications. The return loss of the rectifier with input filter is shows in
Figure 7.

Figure 6: Schematic of doubler rectifier with input
filter for rejects higher order harmonics produced by
the rectifying diode. The dotted line represents the
input filter. The solid line represents the doubler
rectifier.

Figure 7: Measured result of return loss for the rec-
tifier with input filter.

2.4. Output DC Pass Filter

The output filter is used to effectively block the RF energy and to pass the DC power to a load
or battery [7]. The chip capacitor is also used to maximize the diode’s conversion efficiency. The
distance between the diode and the output capacitor constitutes an inductance which tunes the
capacitance reactance of the diode. Its resonance is needed to maximize the diode efficiency.

Figure 8: Measurements setup of the proposed rectenna.
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3. RECTENNA MEASUREMENTS

After the validation of the rectifying circuit and the planar loop antenna, we have to measure the
performances of the rectenna. The rectenna is measured in free space, and the measurement setup
is shown in Figure 8. The RF signal generator is used, and allows the power and frequency to be
varied. A linear patch antenna is used for provides the RF power to the rectenna. The wireless
transmission distance R is equal to 0.5 m.

We measured an RF-DC conversion efficiency of 47% for the rectifying system at the reception
level, and an overall conversion efficiency of 4.7% between the emitter and output of the rectenna.
Furthermore, the sensitivity if the rectenna can be improved by increasing the gain of the receiving
antenna. Figures 9 and 10 are show output voltage and conversion efficiencies of the proposed
rectenna when 0 dBm RF power is received with 5 kΩ load.

Figure 9: Measured output voltage and conversion
efficiency of the proposed rectenna as a function of
load resistance when 0 dBm RF power is received.

Figure 10: Measured output voltage of the proposed
rectenna by sweeping frequency when 0 dBm RF
power is received with 5 kΩ load.

4. CONCLUSIONS

A new rectenna with a loop antenna and a designed rectifierby commercial Schottky diode has
been developed. The used doubler rectifier provides optimum output DC voltage of 1.54 V as well
as 47% RF-DC conversion efficiency is achieved when 0 dBm RF power is received at 925 MHz.
The rectifier has good impedance matching with the loop antenna corresponding to its optimum
frequency response.
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Abstract— This article presents a new compact antenna with loop-slotted structure to achieve
the dual-band operation. This loop-slotted structure on the printed antenna is presented, and
is measured the impedance bandwidth, radiation patterns, and gain requirements of the 2.4-
and 5-GHz wireless local area network (WLAN) applications. The investigated numerically and
experimentally results demonstrate that a tunable dual-operating band and an enhancement of
the antenna bandwidth are obtained owing to the proposed antenna with compact radiators.

1. INTRODUCTION

Compact design and dual-band operations for the wireless communication systems have been sig-
nificant investigated and widely developed, which has the strong design advantages over low-profile,
easy fabrication, low manufacturing cost, and easy integrating circuit boards. Many compact anten-
nas with broadband and dual-band performances including printed antenna, inverted-F antenna,
and planar antenna configurations have been reported [1–3]. These are printed antennas with
moderate radiating characteristics and can be operative at dual- and multiple-frequency bands.
Moreover, for the antenna fabrication designs, the slot structures are required to provide broad-
band and dual-band systems including the 2.4- and 5-GHz wireless local area network (WLAN)
bands. These antennas based on the slot design configurations and the tunable antenna fabrications
have been developed to obtain wide impedance bandwidth and small size, but also have complex
designed structure. However, the designed antennas improve multi- and dual-band for the wireless
communication operations. The feed point structure of the slot antennas by using CPW-fed and
microstrip line fed have been developed to obtain integrating the circuit boards over the wide and
dual-bandwidth of operating band. The proposed antenna of this paper is presented and experi-
mented by way of arranging in loop-slot shape and compact metal patch, we could be applied to
the dipole antenna, and a wide dual-band characteristic with the slot improves the narrow band of
the printed dipole antenna for WLAN dual-band applications.

2. ANTENNA DESIGN

The geometry and configuration of the printed antennas with loop-slot structure is illustrated with
Figure 1. The compact design of proposed antenna has a loop-slot structure and a rectangular-
shaped plane on the coplanar ground plane. The inner fed conductor and the outer metal sheath
of the coaxial line are connected to the feed point and the ground plane and both with a distance
of 1.5mm between two points, respectively. The proposed antenna is printed on the FR4 substrate
with thickness of 0.8mm, dielectric constant of 4.3, and loss tangent of 0.0245 and has a compact
dimension of 32× 22.5 mm2 in this study.

3. RESULTS

Figure 2 shows the simulated and measured return loss of the proposed antenna with slotted
structure for dual-operating wireless communication applications. It shows the measured return
loss of the loop-slot antenna and it is noted that three main resonant modes at around 2.5, 4.6 and
5.7GHz are excited with −10 dB return loss. The measured return loss of operation bandwidth
portion has a 280 MHz within 2.33–2.61 GHz at the lower resonance band. Nevertheless, this
resonance bandwidth has the signification operation on the 2.4-GHz WLAN system. The upper
resonance band of 1700MHz within 4.35–6.05 GHz is resulted, which cover the 5-GHz for WLAN
operation including 5.2- and 5.8-GHz operating area. The measured bandwidth of loop-slot antenna
is covered two impedance bandwidths, 11.3% on the lower bandwidth and 32.7% on the upper
bandwidth, respectively.

The measured radiation patterns of the proposed slot antenna at 2.45 and 5.2 GHz are illustrated
with Figure 3. It is noticed that the radiation patterns in two main planes are conventional dipole
antenna of the same. The x-z plane radiation pattern is omni-directional pattern at two presented
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Figure 1: The geometry of proposed antenna. Figure 2: Simulated and measured return loss of
the proposed antenna.

operations. So the radiation patterns are generally omni-directional over the entire bandwidth,
similar to a conventional antenna for wireless communication systems. As shown in Figure 4,
the maximum measured gain at all radiation planes is obtained a 4.98 dBi at the 2.5 GHz within
the lower operating frequency band and from 5.16 dBi to 1.86 dBi within 5–6GHz at the upper
operating frequency band, respectively.

(a)

(b)

Figure 3: Radiation patterns of the proposed antenna (a) at 2.45 GHz, (b) at 5.2 GHz.
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(a) (b)

Figure 4: Peak gains of the proposed antenna (a) at lower band, (b) at upper band.

4. CONCLUSIONS

New printed compact slot antenna has been developed and could achieve the dual-band wireless
communication operations by using the loop-slot structure. The experimental results of the slot on
the metal plane in the printed compact antenna make a strong effect on the antenna’s operating
resonance modes and impedance bandwidths, so the characteristics of compact antenna with the
slot configuration are improved and verified. Experimental results show that by using proposed
design and tuning their dimensions, operating bandwidth, measured gain and radiation patterns
can be obtained for 2.4- and 5-GHz WLAN applications.
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Abstract— We are proposing the method of supplying driving power of the RFID tag contain-
ing transponder control signal by the electro-magnetic field besides the communication signal.
From this viewpoint, we are also proposing power supplying method to RF tags within specific
distance using two antennas. In the method, we use two properties: (1) The intensity of the
electromagnetic field from two loop antennas sharply decreases depending on the distance, and
(2) the supplied-signal phase difference sharply changes at a position 1/(2π) of the wavelength.
We used transmitting resonance-type antennas composed of capacitor of 1 pF and the five turns
coil of 30 cm in diameter, and receiving antennas composed of variable capacitor from 10 pF to
120 pF and the card-type coil with five turns. The amplitude is 10 V at the transmitting side,
and the resonance-frequency is about 17.6 MHz. Under this condition, we were able to drive
an IC-encoder-chip of 2V and 0.3 mA within the distance up to 70 cm. Next, we proposed the
ball-type antenna to induce only magnetic fields mainly.

1. INTRODUCTION

The RFID (Radio Frequency Identification) technology [1] has been rapidly attracted attention in
recent years, and its applications for various purposes have been considered. In these circumstances,
we have thought that the applicability of the RFID technology would be highly improved by sup-
plying power to RFID tags using a method different from a signal communication [2]. Meanwhile,
new method of wireless energy transfer has been reported [3]. We proposed the new system to
supply power to RFID tags within a restricted transmission distance using two small loop antennas
before [4]. In this paper, we now report the problem on using this system and the solution.

2. DEMONSTRATION

We report methods and results of the demonstration.

• We used a loop antenna for the power transmitting antenna and card type antenna. Each
parameter of these antennas is shown in Table 1.

• Figure 3 shows the card-type antenna with DC rectification circuit and the resistance 7 kΩ
that in equivalent circuit of IC chip.

• We measured the rectified Voltage of IC chip (7 kΩ) on the card.
• Variations in DC voltage versus the distance are shown in Figure 4.
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Figure 1: Power-transmitting antenna and a power-
receiving antenna.

θ

λ

Figure 2: Distance characteristics of the phases of
Hr1, Hθ2 and Eφ2 fields.



536 PIERS Proceedings, Beijing, China, March 23–27, 2009

Figure 3: Card-type antenna. Figure 4: DC Rectified voltage for distance r.

Table 1: Parameters of the transmitting and receiving antennas.

Capacitor [pF] Resonance-freq. [MHz] Size [cm] Turn [times]
Loop antenna 1 17.6 30 (diameter) 5

Card-type antenna 10 ∼ 120 17.6 6 (length) 5.5 (width) 5

(20 Vp-p at the Oscillator)

As a result, we were able to drive an IC-encoder-chip of 2 V and 0.3 mA within the distance up
to 70 cm. And we could also achieve power feeding of 0.3 V to same one within the distance up to
100 cm.

3. BALL ANTENNA

We need the antennas which emit stronger magnetic fields to various directions. So we propose a
ball antenna to induce only magnetic fields mainly. We explain the ball antenna shown in Figures 5
and 6.

• We select the sphere of C-60 structure. We fix four loop antennas to the surface of the ball.
These loop antennas are connected serially.

• We put excitation loop on the xy plane around the ball.

We perform the experiments to compare a ball antenna with a loop antenna.

• Each parameter of these antennas is shown in Table 2.
• The results are shown in Figure 7.

We can emit both magnetic field Hr and Hθ to various direction except upper side of the ball.
There is room for correction in the way to excite the ball antenna.

x

y

z
r

θ

φ

Figure 5: The ball antenna. Figure 6: Structure of the ball antenna.
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Figure 7: The field intensity characteristics of the ball antenna at distance r.

Table 2: Parameters of the transmitting antenna.

Capacitor [pF] Resonance-freq. [MHz] Size [cm] Turn [times]
Ball antenna 10 ∼ 70 21.5 30 (diameter) 5

(20 Vp-p at the Oscillator)

4. CONCLUSIONS

We proposed the ball antenna could emit magnetic field elements Hr and Hθ to various directions.
Based on the results, we can develop the ball antenna and the new power supply system in which
the maximum distance from the transmitting unit to RFID tags can be restricted effectively.
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Abstract— We propose the system of wireless IC tag that is fed with electromagnetic wave
power and communicates with very weak radio wave. In this paper, we study the coupling
the transmitting/receiving antennas with Super Regenerative circuit. Receiver sensitivity and
transmitting electromagnetic field strength are clarified.

1. INTRODUCTION

Recently, RFID technology [1] to discriminate individuals with radio wave has fast been noticed
and studied at full length in many fields. RFID has a great many possible applications. However,
it is worried whether demands necessary hereafter can be satisfied or not because frequency bands
allotted for RFID are not so broad. Thus, we are considering utilization of faint radio wave.
For, very broad frequency band can be used as well as its use requires no license. In a common
sense, it may be considered that reading probability from the tag must be near 100%. In this
time, sufficient role can be played even though reading probability is 70% or 50%. In the case
of stray pet, for instance, it is considered that finding probability can get fairly higher than with
past methods by installing sensors from place to place. Application range becomes very broad
when including such ways of use. Thus, we are proposing utilization of faint radio wave and the
super-regenerative receiver [2] as transponder for demand expansion RFID system [3]. The roles of
SRGT are reception from reader/writer, amplification of faint radio wave and transmitting. The
transmitting radio wave strength must be faint. Therefore, voltage must be controlled by SRGT. In
this paper, first, describe about the transmitting/receiving antennas. Next, describe about super
regenerative circuit, describe the coupling, finally, receiving sensitivity.

2. TRNSMITTING/RECEIVING ANTENNAS

Figure 1 shows the loop antennas which are 4.5 cm, 3 cm, 2 cm in length. Figure 2 shows the
resonance-frequency characteristics for the capacitance. Figure 3 shows the Q value characteristics.
We selected the #2 antenna (C = 5pF, Freq = 238.2MHz, Q = 183), combined the antenna and
SRGT. Parameters are R = 24 kΩ, L = 89.29 nH, C = 5 pF for #2.

4.5cm

3cm
2cm

#3#2#1

Figure 1: Loop antennas.

3. SUPER REGENERATIVE CIRCUIT

Figure 4 shows the super-regenerative circuit. We decided C1 = 3pF, C2 = 5pF, C3 = 1 pF. In
the resonance circuit of Figure 4, the parameters (R = 24 kΩ, L = 89.29 nH, C = 5 pF) are used.
Figure 5 shows the waveform of resonance circuit voltage Vrs without input signal. We can see the
quenching behavior of oscillation.
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Figure 4: Super-regenerative circuit.

4. COUPLING OF ANTENNAS AND SUPER REGENERATIVE CIRCUIT

Figure 6 shows the variation of the maximum amplitude of oscillation for input signal current Ia.
As input signal increasing, vrs max increasing. This behavior suggests the operation of the super-
regenerative receiver. Next, we describe about transmitting electromagnetic field strength. When
20% of the loss in resistance R = 24 kohm is radiation resistance of the antenna, the radiation
power is below 37.5 nW (vr max = −21 dB) shown in Fig. 6 with a line corresponding to faint radio
wave.

Figure 5: Waveform of resonant circuit voltage vrs

when Ia = 0. Vertical axis is 20 log vrs.
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Figure 6: Vrs characteristics for Ia.

5. RECIVINRG SENSITIVITY

Figure 7 shows variation of peak values of vrs for input power. We can see that the super-
regenerative circuit has sensitivity over 0.1 nW (= −70 dBm) of the input power. When trans-
mitting power is 37.5 nW, the receiving power by isotropic antenna at distance 1.3 m is −63 dBm.
When radiation efficiency of receiving antenna is 20%, the receiving power is −70 dBm. If trans-
mitting distance is 1.3 m, this system is used without license. Thus, we can see relationship among
the voltage, radiation power and receiving sensitivity of super-regenerative circuit.
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6. CONCLUSION

We studied the coupling the transmitting/receiving antennas with super-regenerative circuit. We
could clarify receiver sensitivity and transmitting electromagnetic field strength.
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Abstract— The attenuation due to rain for various percentages of time has been analyzed.
By using the rainfall amounts data measured in Lithuanian Weather Stations with 10-minutes
integration time, the rain rates for different percentages of time have been determined. The rain
rate-values obtained in Seacoast were compared with one obtained in Continental Regions of
Lithuania. One-minute rain rate-values were determined according to the known model. Using
measured rainfall data the relationships between rain rates and percentages of time suitable for
use under Lithuanian climate conditions were derived. The suitability of the model, which was
proposed in previous papers, was proven using the measured rainfall data of longer period. The
specific rain attenuation was determined by using the rain rate-value obtained here.

1. INTRODUCTION

The conditions of electromagnetic wave propagation in atmosphere and quality of wireless com-
munication depend strongly on the rain rate R. Therefore, rain rate data and rain attenuation
prediction models are being required for establishing any microwave communication systems [1].
The values of R differ for various percentages of time. In [2], the maps of rain regions and the
values of the rain rates for various percentages of time are presented. According to [2], Lithuania
is in the Rain Zone E. The values of R for various percentages of time are presented in Table 1.
In [3], it was mentioned, that the R-value ascribed to rain Zone E, is too low for use in Latvia.
The analysis of the rainfall data collected in Lithuanian Weather Stations shows that the values of
R, presented in [1], are too low to be used in territory of Lithuania also. The data presented in [3]
and in our previous papers [4, 5] confirm this fact.

Table 1: Rain rates for various percentages of time in Rain Zone E [1].

Percentage of time, % 0.01 0.003 0.001

R, mm/h 22.0 41.0 70.0

Lithuania is in the geographical center of Europe in the Southeast Coast of Baltic Sea. The
territory of Lithuania extends by 373 km starting from the East up to Seacoast in the West and by
276 km starting from the North up to the South. Though the territory of Lithuania is no large, the
differences in the climatic conditions of various localities are observed. The climate of Continental
part of Lithuania is typical climate of the middle part of the East Europe. The climate of the west
part of Lithuania (for example, of Klaipeda) is specified as the moderate warm climate. The average
temperature of the coldest month is more than −3◦C. Such type of the climate is dominating in the
West Europe [6]. This is the reason to compare the attenuation due to rain of the electromagnetic
waves propagating over Seacoast and Continental parts of Lithuania.

The main goals of this paper are to analyze the rainfall data in the localities of Lithuania, to
determine the rain rates-values for various percentages of time in Seacoast and Continental parts
of Lithuania, to compare the R-values obtained here with the values presented in [2] and with ones
obtained by using model (1) and to determine values of the specific rain attenuation.
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2. DETERMINATION OF RAIN ATTENUATION

One of the most accepted rain attenuation prediction methods is an empirical relationship between
the specific rain attenuation α and the rain rate R [2]:

α = aRb (1)

where a and b are functions of frequency f and rain temperature t; the value of R is the value for
an exceedance of 0.01% of the time for point rainfall rates with an integration time of one minute.

Evaluation of the rain rate value R is the first step in the determination of rain attenuation.
Presented in [6], model for determination of R(1min) for 0.01% of time using rainfall amount data
and considering the Lithuanian climate peculiarities can be written as

R(1min) =
ln(0.0163 ·Mw)

0.03
(2)

where Mw is amount of rainfall, which falls during the months starting from May up to September.

2.1. The Rainfalll Data
The rainfall data set, used here, consists the rainfall amounts data of measurements performed in
latter five years in Klaipeda (Seacoast), Kaunas (Continental part), and Birzai (Continental part
in North of Lithuania); and the data of measurements performed in Vilnius (Continental part in
Southeast of Lithuania; the distance from Baltic Sea is 312 km) starting from the year 1967 up to the
year 2007. The rainfall data were collected in Lithuanian Weather Stations. It is worth to mention,
that R-values were determined by using the rainfall amount data measured with integration time
τ = 10 min in most cases. The highest values of R were selected in such a way that the sum of
intervals of time would be equal 0.001, 0.002, 0.003, 0.004, 0.005, 0.006, 0.007, 0.008, 0.009, and
0.01% of time. However, 10 min integration time is too long for communications purposes and the
known rain rate conversion model [7] was used in determination of one-minute values of R0.01%.
In this method, the relationship between one-minute rain rate for 0.01% of time Rm0.01%, and
τ -minutes rain rate for 0.01% of time R (τ min)0.01% is expressed as:

Rm0.01% =
(
R (τ min)0.01%

)d
, (3)

where d = 0.987 (τ min)0.061 and R (τ min)0.01% is R-value, which may be exceeded during 0.01
percent of time, for τ -minute integration time.

2.2. Variation of Rain Rates Values Both in the Location and Time
In order to emphasize the differences of rain rates in time, in Table 2 we present the rain rates
values in Birzai (in northernmost location of Lithuania) in five latter years. This data shows that
the differences in rain rates-values from year to year are obvious even for the same percentage of
time. For example, the value of rain rate for 0.01% of time of the year R0.01% = 73.0mm/h (in
the year 2004) is more than by three times higher than the value R0.01% = 23.6mm/h (in the year
2003) and by 1.6 times higher than the average value R0.01% = 45 mm/h obtained by averaging
over the period of five latter years.

The analysis of 10-min rain rates data presented in Table 2 shows that under Lithuanian climate
conditions, a use of averaged R-values can to hide the probable rainfall peaks. It is worth to mention,
that during the rainfall peaks, the highest outages take place [8].

The dependences of 10-minutes R-values percentages of time in the year 2004 in the localities
of Lithuania are presented in Fig. 1. There are clearly seen the differences in rain rate-values in
Vilnius, Klaipeda, Birzai, and Kaunas. The value R0.01% = 73.0mm/h obtained for Birzai is by
3.4 times higher than one obtained for Klaipeda (in Seacoast). The R-value for 0.001% of time
R0.001% = 128.4mm/h obtained for Birzai in the year 2004 is approximately by 1.8 times higher
than the value R0.01% = 73.0mm/h obtained for 0.01% of time. However, The R-value for 0.001%
of time R0.001% = 22.8mm/h obtained for Klaipeda in the year 2004 is approximately only by 1.1
times higher than the value R0.01% = 21.2mm/h obtained for 0.01% of time. In Klaipeda, the
dependence of R-value on the percentage of time was low in the year 2004. It is obvious, that
the R-values (see Table 2 and Fig. 1) strongly differ for various percentages of time in Birzai and
Kaunas. The dependence of R-value on the percentage of time in Vilnius is lesser than one in Birzai
and one in Klaipeda is the lowest.
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Figure 1: Dependences of rain rates values R on the percentages of time in the localities of Lithuania in the
year 2004.

Table 2: The 10-minutes R-values for various percentages of time in Birzai.

PPPPPPPP%
Years 2003 2004 2005 2006 2007 Average

R, mm/h R, mm/h R, mm/h R, mm/h R, mm/h R, mm/h

0.001 94.8 128.4 128.4 47.9 77.8 69.8

0.002 55.1 125.3 127.6 40.4 72.0 84.1

0.003 44.2 115.6 106.1 37.9 66.8 74.1

0.004 38.1 108.7 94.8 35.3 64.0 68.2

0.005 33.8 98.6 82.2 33.1 62.3 62.2

0.006 30.4 90.3 71.3 30.5 60.1 56.5

0.007 28.4 84.9 65.3 28.8 58.1 53.1

0.008 26.4 80.5 60.7 27.5 55.7 50.2

0.009 25.0 76.7 56.8 26.1 53.1 47.5

0.01 23.6 73.0 53.2 24.7 50.5 45.0

Analysis of rainfall data shows, that the dependence of R (in mm/h) on percentage of time P
in Vilnius could be described as relationship [9]

R = 45.236 + 65.828 exp
(
− P

0.00471

)
. (4)

The dependence of R (in mm/h) on percentage of time P in Birzai (in North of Lithuania) could
be described as relationship

R = 36.785 + 72.493exp
(
− P

0.00468

)
(5)

and one in Klaipeda (in Seacoast of Baltic Sea) can be written as

R = 24.202 + 20.504exp
(
− P

0.00424

)
. (6)

It is worth to mention, that the relationships (5)–(6) were obtained by using the average 10-min
R-values averaged over latter five years period. In [9], the relationship (4) was obtained by using
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the average 10-min R-values averaged over decadal values starting from the year 1967 up to the
year 2007.

The average value of ratios of R0.001% and R0.01%-values in Vilnius is equal 2.17 and one presented
in [2] (see Table 1) is 3.18. The average value of R0.01% in Vilnius is equal 50.1 mm/h and it is near
the one-minute-value R0.01% = 50.2mm/h, which was obtained, using value R0.01% = 22.0mm/h [1]
and converting it by using relationship (3) into 1-min-value.

Using the data of rainfall amounts M , gathered during period of years 1997–2007 [9], and
the model, proposed in [6], we determined the R-value for 0.01% of time in Vilnius. The value
R0.01% = 48.1mm/h was obtained. This value differs by 2.0 mm/h from the average value R0.01% =
27mm/h, obtained here by using ten-minutes rainfall data, measured at the Weather Station and
converted to one-min value by using relationship (3). The average 10-min values R0.01%=26.4mm/h
(for Klaipeda) and R0.01% = 45.0mm/h (for Birzai) were obtained. After conversion by using
relationship (3) the values R0.01% = 41.2mm/h (for Klaipeda) and R0.01% = 75.5mm/h (for Birzai)
were obtained. The marked difference in the values obtained in Seacoast (in Klaipeda) and in
Continental Part of Lithuania (for example, in Birzai) has been observed.

Some regularity in the rain rates values was observed when analyzing the rain rates values
in Vilnius Birzai and Klaipeda: the average 1-min R0.01%-values obtained by averaging over the
period of the years 2003–2007 were near 10-minutes R0.01%-values obtained in the worst year in the
localities named above.

The value of the specific rain attenuation α (in Vilnius), which was determined using the method
presented in [2] and the average value R0.01% = 50.1 mm/h, obtained here is α = 1.5 dB/km when
frequency is f = 10 GHz, and α = 13.8 dB/km when f = 40 GHz, temperature is t = 20◦C, and
the wave is horizontally polarized. In Klaipeda, α = 1.3 dB/km when frequency is f = 10 GHz,
and α = 11.5 dB/km when f = 40GHz and R0.01% = 41.2mm/h. The value of the specific rain
attenuation in Klaipeda is by 2.3 dB/km lower than one in Vilnius and by 8.8 dB/km lower than
one in Birzai, when the wave is horizontally polarized and f = 40 GHz.

3. CONCLUSIONS

There are clearly seen the differences in rain rate-values in Klaipeda (Seacoast) and in Continental
parts of Lithuania. The dependences of R-value on the percentage of time in Vilnius and Kaunas
are lesser than in Birzai and one in Klaipeda is the lowest. The E-Zone R0.01%-value, presented
in [1] are near the one-hour-value obtained here for Vilnius. The model proposed in [6] may be
used in calculation of the R0.01%-value under Lithuanian climatic conditions in cases, when only
monthly rainfall amount data is available and the rainfall data measured with short integration
time is unavailable. The relationships presented here may be revised when the rainfall data of
longer period would be analyzed.
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Abstract— A fully integrated voltage-controlled oscillator (VCO) fabricated with tsmc 0.18µm
1P6M CMOS technology for Bluetooth specifications is presented. With the memory reduction
tail current source and coupling capacitors, the proposed VCO achieves phase noise as low as
−126.1 dBc/Hz at 1 MHz offset from 2.4GHz carrier frequency. Figure-of-Merit (FOM) value at
2.4GHz is around −188.8 dBc/Hz at 1 MHz offset. The power consumption is only 3.1 mW.

1. INTRODUCTION

Voltage-controlled oscillator (VCO) is an important part of wireless communication systems, espe-
cially in frequency synthesizer and Phase-Locked Loop (PLL). VCO is widely used to generate the
local oscillation (LO) carrier frequency for up-conversion and down-conversion mixing of the input
baseband and RF signal in a superheterodyne transceiver, respectively.

As a local oscillator in the transceiver, phase noise of VCO is one of the most important pa-
rameters for the quality and reliability. Phase noise in the oscillator can be determined by the
VCO gain (Kvco) [1]. A large VCO gain will amplify the noise coupling to the control node and
hence degrade the phase noise performance. It also makes VCO very susceptible to noise, because
of AM to FM conversion. A VCO with a small Kvco is desirable because of its less susceptibility to
noise. But when suffer from process and temperature variations, small Kvco may cause the central
frequency of VCO drift away from the desired frequency. Tuning range and phase noise are the
trade-off in optimization of VCO performance.

2. PHASE NOISE ANALYSES OF THE VCO

To minimize the flicker noise generated after up-conversion, all even harmonics must be suppressed,
meaning the circuit must be symmetric [2]. The complementary differential structure can enhance
the symmetry of the circuit and further minimize the flicker noise. By proper sizing of the tran-
sistors, the circuit can be optimized to have more symmetry in the output waveform, thus it can
get lower 1/f3 noise corner frequency. To achieve low phase noise and low power consumption,
complementary cross-coupled structure would be chosen in this design. Phase noise can be modeled
by the modified Lesson’s formula [3]:

L(fm) = 10 log

{[
1 +

(
f0

2fmQ

)2
](

1 +
fc

fm

)
FkT

2Pav
+

2kTRK2
vco

f2
m

}
, (1)

where

L(fm) phase noise in dBc/Hz;

fm frequency offset from the carrier in Hz;

f0 central frequency in Hz;

fc flicker noise corner frequency in Hz;

Q the loaded quality factor (Q) of the tuned circuit;

F noise factor;

k Boltzmann’s constant in J/K;

T temperature in K;

Pav average power at oscillator output;

R the equivalent noise resistance of the varactor;
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Kvco oscillator voltage gain in Hz/V.

From (1), Kvco dominates the phase noise performance in the modified Lesson’s formula, thus phase
noise performance can be improved by reduction Kvco. Kvco can be written as:

Kvco =
df

dV
=

df

dC
· dC

dV
=
−1
4π

· L−1/2 · C−3/2 · dC

dV
= −2π2Lf3 dC

dV
, (2)

Thus for a given inductance L, Kvco is proportional to dC/dV of varactor within a small range of
frequency.

3. PROPOSED LOW PHASE NOISE VCO

Figure 1 shows the proposed low phase noise VCO. The complementary structure has high transcon-
ductance compared to that of NMOS-only or PMOS-only architecture. Current reusing in double
cross-coupled pairs (PMOS and NMOS) can be used to decrease the supply current so as to achieve
low power design.

 

Vdd
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C3
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L

M3 M4

M5 M6

Figure 1: Proposed low phase noise VCO.

The cross-coupled pairs (M1 ∼ M4) provide the negative resistances to compensate the parasitic
resistance of an LC-resonator to have better quality factor. The negative resistance can be expressed
as:

Rnegnative =
−2

GMn + GMp
, (3)

where GMn and GMp are the transconductances of NMOS and PMOS pair.

Table 1: Definition of four types of VCOs.

Type Definition

VCO1 Traditional LC-tank VCO (Figure 1 without C1 ∼ C3 and M5, M6)

VCO2 Proposed VCO with C1 = C2 = 0.5 pF without memory reduction tail current source (M5 and M6)

VCO3 Proposed VCO with C1 = C2 = 1 pF without memory reduction tail current source (M5 and M6)

VCO4 Proposed VCO with C1 = C2 = 1pF and memory reduction tail current source (M5 and M6)

The oscillator frequency can be expressed as

fosc =
1

2π
√

LC
, (4)
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where L is the inductance of LC-tank, C is mainly the capacity of Cv1 and Cv2 in parallel. The
effect of C3 and coupling capacitors C1 and C2 are included in the total capacitance C.

In the previous section, Kvco is proportional to dC/dV . Coupling capacitors C1, C2, and
fixed capacitor C3 are added to decrease dC/dV . The slope of CV curve is smoother than the
traditional LC-tank VCO. When coupling capacitors become larger, the tuning range of VCO would
be narrower. Thus a VCO with low phase noise can be achieved.

A small tuning range will result in central frequency drifting due to the process and temperature
variations. In order to reduce phase noise while maintaining tuning range large enough to cover
the process and temperature variation, C1 and C2 are designed with 1 pF.

Tail current source is usually added for two reasons. One is for the limiting of the VCO output
amplitude, hence preventing devices from going into deep triode region which degrades phase noise
performance [4]. The other is to provide large common-mode impedance to reject the noise coupling
from ground. Unfortunately, the tail current source is one of the major contributor to the phase
noise of VCO. Besides, traditional biasing circuit needs an extra biasing voltage, which increase
the power consumption and also introduces noise to the VCO.

Hence, a memory reduction tail current source is formed with M5 and M6. M5 and M6 were
used to force a trap and release its capture electron, rendering the transistors to be memory-less [5].
Since all the transistors in Figure 1 are switched biasing, it is expected to have lower flicker noise.

4. SIMULATION RESULTS

The VCOs are simulated with tsmc 0.18µm CMOS process. Four types of VCOs are defined in
Table 1 to demonstrate the performance of the proposed VCO.

When coupling capacitors C1 and C2 becomes larger, the tuning range of VCO would be narrow
as shown in Figure 2. Thus low phase noise can be achieved by decreasing Kvco. Figure 3 shows
a phase noise comparison with four types of VCOs. By adding the memory reduction tail current
source (M5 and M6) with the same power consumption, phase noise of VCO4 at 1 MHz offset is
about 1.5 dB lower than VCO3.
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Figure 3: Phase noise performance.

Simulation results show that VCO4 has the lowest phase noise. The simulated phase noise of the
proposed VCO4 is −126.1 dBc/Hz at 1 MHz offset frequency from the carrier frequency of 2.4GHz.
Figure 4 shows the output power 5 dBm at 2.4 GHz. The figure of merit (FOM) which used to
depict the performance of VCO is defined as [6]:

FOM = L{∆f} − 20 log
(

f0

∆f

)
+ 10 log

(
PDC

1mW

)
, (5)

where L{∆f} is the phase noise at the offset frequency ∆f from the carrier frequency of f0 and
PDC is the power consumption in mW. The layout of the fabricated chip is shown in Figure 5. The
whole chip area is 0.816× 0.976mm2.
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5 dBm@2.4 GHz

Figure 4: Output spectrum of the proposed VCO. Figure 5: Layout of the proposed low phase noise
VCO.

Table 2: Performance comparison of VCOs in 0.18 µm CMOS.

Ref PDC (mW) Freq (GHz) Tuning Range (MHz) Phase Noise (dBc/Hz) FOM (dBc/Hz)

Figure 1 3.1 2.4 330 −126.1@1M −188.8

[7] 2.77 1.95 341 −112.75@0.6M −178.6

[8] 1.5 2.55 131 −119.2@1M −185.6

[9] 2.7 2.6 560 −122.3@1M −186.3

[10] 3.06 1.57 240 −120@1M −179.1

5. CONCLUSIONS

Low phase noise and low power VCO in 0.18µm CMOS technology is presented. With the memory
reduction tail current source and coupling capacitors, the proposed VCO achieves phase noise as
low as −126.1 dBc/Hz at 1MHz offset from 2.4 GHz carrier frequency. The output oscillation
frequency can be tuned from 2.25 GHz to 2.58GHz with 14% tuning range. The performance
comparison with the proposed VCO and some prior works are summarized in Table 2, a superior
FOM of −188.8 dBc/Hz compared with other VCOs is proved. The proposed low phase noise VCO
is suitable for 2.4 ∼ 2.4835 GHz ISM band of the Bluetooth standard.
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Novel Super Regenerative Transponder (SRGT) for RFID Tags and
ASK signals
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Abstract— Recently, RFID technology to discriminate individuals with radio wave has fast
been noticed and studied at full length in many fields. In this paper, we are proposing uti-
lization of faint radio wave and super-regenerative transponder (SRGT) with power feeding by
electromagnetic wave. We also study the SRGT circuit that transmits and receives the digital
signals.

1. INTRODUCTION

RFID technology has fast been noticed and studied at full length in many fields [1]. RFID has
a great many possible applications. However, it is worried whether demands necessary hereafter
can be satisfied or not because frequency bands allotted for RFID are not so broad. Thus we are
considering utilization of very weak radio wave. Very broad frequency band can be used as well as
its use requires no license.

Solar power generation with satellites is a grand project [2]. Derived from this concept, there
is an idea that unmanned airplane is kept flying by using energy transmitted with electromagnetic
wave to use for wireless relay [3]. Regarding the wireless IC tag, we plan to use tag fed with
electromagnetic wave instead of battery. We have considered that the tag fed with electromagnetic
wave and communicating with very weak radio wave becomes an important element to support
gigantic demand [4], and wrestled with research from this standpoint.

The roles of SRGT are reception from reader/writer, amplification of faint radio wave and
transmitting. The transmitting radio wave strength must be faint.

Described first of all in this paper is the system of wireless IC tag that is fed with electromagnetic
wave power and communicates with very weak radio wave. Next, we also study the SRGT circuit
that transmits and receives the digital signals.

Figure 1: Concept of a system prepared for demand expansion.
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2. A SYSTEM PREPARED FOR DEMAND EXPANSION

Very many applications of RFID are possible. It seems impossible to prepare for future demands
only with frequency bands that have been allotted for RFID. Accordingly, very weak radio wave
that requires no license is actively utilized though its definition will differ by country, too. As it
can use a very broad frequency band, a large demand can be accommodated. In a common sense,
it may be considered that reading probability from the tag must be near 100%. Sufficient role can
be played even though reading probability is 70% or 50%. In the case of stray pet, for instance,
it is considered that finding probability can get fairly higher than with past methods by installing
sensors from place to place. Application range becomes very broad when including such ways of
use.

Besides, use of battery for the tag is adverse from the viewpoint of management cost. Con-
sequently, electromagnetic wave feeding is conducted by using frequency different from that for
communication with the tag, as shown in Figure 1. As mentioned above, we have considered that
the tag feeding with electromagnetic wave and communication with a very weak radio wave becomes
an important element for supporting extravagant demand.

3. SRGT

The roles of SRGT are to receive, to amplify the faint wave from the reader/writer (R/W), and to
reply to R/W. Basic operation of SRGT is shown in Figure 2. The SRGT circuit transmits and
receives the digital signals as shown in Figure 3. Figure 4 shows an example of super-regenerative
circuit. Figure 5 shows the simulation results of the SRGT response wave form for various input
signal current levels injected into resonant circuit. It is understand the SRGT circuit is to be able
to operate the digital signal as shown in Figure 3.

Figure 2: Basic operation of super-regenerative receiver.

Figure 3: Operation of super-regenerative transponder.
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Figure 4: Super-regenerative circuit.

Figure 5: Oscillation amplitude construction.

4. SAFETY AND SAFE SOCIETY

Figure 6: Support to safety and safe society.

5. CONCLUSIONS

Concept of a system of wireless IC tag that is fed with electromagnetic wave power and communi-
cates with very weak radio wave was proposed.
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WiMAX Applications
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Abstract— This paper presents the design and implementation of a low-cost 1 Watt Doherty
Amplifier with high efficiency for the WLAN and WiMAX applications. Two 1 Watt Heterostruc-
ture FETs with SOT-89 surface-mount package are adopted as the final stage of the carrier ampli-
fier and the peak amplifier. The proposed Doherty amplifier has the characteristic of both high
power added efficiency (PAE) and acceptable linearity. The superior performance is achieved
through selecting the best operation point of the peak amplifier. The sweet point of the de-
veloped Doherty amplifier is about 3.5 dB back-off from the saturated power. According to the
experimental results, the output P1dB power is about 33.5 dBm. When the output power is
30 dBm, the tested PAE is about 31.5% and the IMD3 is about −34 dBc.

1. INTRODUCTION

It is well known that the power amplifier (PA) is one of the most important components in an RF
transceiver. With the fast development and commercial applications of transmitters for the wireless
local area network (WLAN) and worldwide interoperability for microwave access (WiMAX), the
demand of medium output PA (about 1 Watt) is increasing rapidly [1].

Because of the high peak-to-average power ratio (PAPR) signals in the WLAN and WiMAX
transceivers, the linearity of the transmitter becomes one of the most key factors in the system
design. In fact, as the power amplifier operates close to the saturation region where both high
efficiency and high output power are achieved, the degradation in linearity becomes significant.
Consequently PA must operate at a large amount of back-off from the peak output power, thus
efficiency is rather poor.

Power amplification architectures with inherently more power efficient are being considered to
improve the power efficiency. Such techniques are included load modulation technique [2], envelope
elimination and restoration (EER) [3], switching mode amplifiers [4], and envelope tracking [5].
These techniques can provide high PEA, however the architectures are complicated with other
disadvantages. The Doherty Power Amplifier (DPA) is a promising candidate with advantages of
high PAE, low cost and simple construction [6]. Doherty amplifier techniques have been exten-
sively studied to improve efficiency, and could provide the advantage of improving the efficiency
and linearity simultaneously using a simple circuit [7]. Some advanced techniques of DPA have
been reported [8–10] such as envelop tracking technique, using defected ground structure (DGS)
microstrip line and weighted polynomial digital predistortion technique. These methods improve
performance of DPA however there are many drawbacks including complex circuit configuration,
modest enhancement and high cost.

In this paper, two Heterostructure FETs (HFET) are adopted to construct a low-cost 1 Watt
2.4GHz DPA for WLAN and WiMAX applications as shown in Figure 1. By selecting bias level of
the peak amplifier, the PAE of the DPA is significantly improved with acceptable linearity at the
30 dBm output power. Additionally comparison between DPA and conventional Class-AB balanced
power amplifiers (CPA) is discussed in terms of power gain, PAE and IMD3.

2. CIRCUIT CONFIGURATION OF DOHERTY AMPLIFIER

The Doherty amplifier was first proposed by W. H. Doherty in 1936 [11]. A DPA consists of a
carrier amplifier and a peak amplifier. At low input levels the peak amplifier is cut off and carrier
amplifier operates as a linear class-AB amplifier. For the input power above the transition point
peak amplifier turns on. Carrier amplifier is still saturated to achieve high efficiency and peak
amplifier provides additional power required. At peak output power both power amplifiers are
saturated. The output load is connected to the carrier amplifier through an impedance inverter
(a quarter-wave transmission line) and directly to the peaking amplifier. Key concept of DPA is
obtaining maximum efficiency over 6 dB dynamic range using load modulation. The details of the
discussion about the efficiency enhancement principles are in [12].
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Figure 1 shows the schematic diagram of a DPA with off-set transmission lines at the output
circuits which are used to fully match the two amplifiers and enhance efficiency of DPA [13].

Figure 1: Schematic diagram of Doherty power amplifier.

3. EXPERIMENTAL RESULTS

3.1. Performance of Doherty Amplifier at Different Bias Level
The research on the performance of the Doherty amplifier focuses on different bias voltage of peak
amplifier. P1dB of HFET used to construct the proposed Doherty amplifier is 30.8 dBm and the
quiescent drain current is 250 mA operating at 2.4 GHz. At different bias level the peak amplifier
works at different operation points. As the bias voltage decreases, drain current degrades and peak
amplifier operates from class AB to class C. The carrier amplifier is biased at class AB when peak
amplifier is cut-off to provide linear output power.

Figure 2(a) shows measured PAE of Doherty amplifier working at different bias level. Figure 2(b)
shows the IMD3 character of two-tone signals measurement. The center of the two-tone signals is
2.4GHz with space of 10MHz. Table 1 shows values of quiescent drain current, IMD3, power gain
and PAE at the average output power of 30 dBm.

When the peak amplifier is biased at class AB, both of quiescent drain current and power are
higher. The peak amplifier starts working at low input power so the PAE cannot hold a high level

(a) (b)

Figure 2: (a) Measured PAE performance of Doherty power amplifier at different operation points, (b)
measured IMD3 performance of Doherty power amplifier at different operation points.

Table 1: Measure performance of Doherty amplifier at different bias point.

Drain Current [mA] IMD3 [dBc] Gain [dB] PAE [%]

86 −36.2 14.1 28.6

42 −33.6 13.7 31.6

13 −32 13.3 33.1

1 −28.1 12.8 34.3
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over a broad range at high input level. At class c level peak amplifier turns on hardly when carrier
amplifier is saturated. Consequently PAE is improved. Because peak amplifier turns on later when
biased at deeper class c, the peak PEA is lower than other biased level. Although PAE performance
of deeper class c is best at output power of 30 dBm the IMD3 deteriorates greatly. We can draw the
conclusion that DPA with the bias voltage of −2.2V and quiescent drain current of 13 mA works
better than other operation points because of high PAE and acceptable linearity.

3.2. Measured Performance of the Proposed Doherty Amplifier Biased at Perfect Point
Figure 3 shows a photograph of the implemented Doherty amplifier applying technique of off-set
line. In order to validate the proposed DPA, we design a CPA. Both amplifiers use the same HFETs
and work at 2.4 GHz. Peak amplifier of the Doherty amplifier is biased at the point we select above.
The implemented Doherty amplifiers have been further optimized experimentally to achieve high
efficiency and good linearity by modifying the off-set lines.

Figure 3: A photograph of the proposed Doherty amplifier with off-set lines.

Figure 4(a) shows the power gain characters and measured PAE performance of the two ampli-
fiers at different output power levels. We can see that gain of DPA is degraded about 0.6–1.1 dB
due to the lower bias voltage. The PAE of the Doherty amplifier is improved over a broad average
output power levels and enhanced by 9.1% at the output power of 30 dBm. The enhancement of
PAE is not significantly high because of consideration the linearity of Doherty amplifier. Two-tone
measurements results of the two amplifiers are shown in Figure 4(b). Input signals are centered
at 2.4GHz with 10MHz and 5 MHz spacing. Due to the different phase between carrier amplifier
and peak amplifier third order harmonics tend to cancel out with each other. Through modifying
the off-set lines we can change the phase to trade off between PAE and linearity. As shown in the
figure, there is a trough around the output power of 30 dBm and the linearity is improved 2–4 dBc
by harmonic cancellation.

(a) (b)

Figure 4: (a) Measured gain and PAE performance of Doherty amplifier and balanced amplifier, (b) measured
IMD3 performance of Doherty amplifier and balanced amplifier with the two-tone signal.

4. CONCLUSION

In this paper, we have constructed a low-cost 1 Watt average output power Doherty power amplifier
using two 1 Watt HFETs. To select the suitable operation point we measured the performance of
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the DPA with different bias level and chose the quiescent drain current of 13 mA as the perfect level.
Additionally we optimized the Doherty amplifier by modifying the off-set line. Working at 2.4 GHz
the proposed DPA has significantly improved the efficiency over a broad average output power
compared to the conventional balanced amplifier. Moreover because of the harmonic cancellation of
different IM3 phase the linearity of DPA is improved without any linearity enhancement techniques.
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Abstract— This UMPC will co-integration and co-design of the antennas for 2.5G/3G cel-
lular, WLAN, BT, and GPS applications of 3G mobile handset (Figure 1), respectively. This
2.5G/3G antenna shows a wide operating bandwidth for low band and high band bandwidth,
making it easy to cover the GSM, EDGE, CDMA, CDMA 2000, W-CDMA and UMTS band for
wireless communication and dual mode operation of a mobile handset phone. Embedded Wi-Fi
(2.4–2.5GHz) and BT antenna in mobile handset for VoIP/IPTV and wireless connection. The
resonance mode of a small PIFA antenna covers the GPS communication bandwidth of 1571.42–
1579.42MHz. The patch tuning expansion are introduced to confine the resonance mode region
and to facilitate the frequency modes and impedance match expansion easily for antenna and
wireless system integration design.

1. DESIGN AND RESULTS

Monopole planar antenna structure [1] have been implemented and developed to satisfy specific
bandwidth specifications for modern wireless cellular communication systems like GSM (824–
894MHz), EGSM (880–960MHz), DCS (1710–1880 MHz), PCS (1850–1990 MHz), CDMA Cellular
(824–894MHz), CDMA PCS (1750–1990MHz) and W-CDMA/UMTS (1900–2200 MHz). Wi-Fi
and BT antenna structure [2, 3] (PIFA) have been developed to satisfy specific bandwidth specifi-
cations for modern wireless LAN communication systems such as, IEEE 802.11b (2.4–2.485 GHz)
and IEEE 802.11g (2.4–2.485GHz). A GPS receiver can accurately determine its position world-
wide to within a few meters. Signals for civil use are transmitted at a frequency of 1575.42 MHz
and bands. Assisted GPS supports the mobile phone with assisted data in addition to the GPS
data. The assisted data is transmitted over the cellular network. It contains information about the
current position of the satellites and an error vector which is measured in the base station. With
this information, the mobile phone is able to reduce the time to first fix, which is an advantage
for travelers at the airport, and to increase the position accuracy. The general GPS functions of
PDA support the assisted functionality in 2.5/3G wireless networks. In this paper, compact and
low profile PIFA antenna for GPS function have been proposed and those antennas were designed
and 3D measured [4, 5], as shown in Figure 2 to Figure 7 and Table 1 to Table 4.

(a)
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(b)

Figure 1: (a) The proposed antennas structure for UMPC application and integration (Dimension: 120 mm×
110mm × 8mm). (b) The proposed antennas structure for UMPC application and integration (Antennas
dimension: L1×W1×H1 = 110 mm× 18mm× 8 mm).
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Figure 2: Measured data of phone & BT antenna.
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Figure 3: Measured data of phone and GPS antenna.
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Figure 4: Measured data of WiFi and BT antenna.
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Figure 5: Measured data of WiFi and GPS antenna.

Table 1: Measured data of phone antenna.

Frequency (MHz) 800 850 900 950 1700
Efficiency (dB) −4.2 −3.1 −1.2 −1.4 −3.2

Frequency (MHz) 1800 1900 2000 2100 2200
Efficiency (dB) −3.5 −2.1 −2.4 −4.1 −3.8
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Figure 6: Measured data of BT and GPS antenna.
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Figure 7: Measured data of phone and WiFi an-
tenna.

Table 2: Measured data of WiFi antenna.

Frequency (MHz) 2400 2450 2500
Efficiency (dB) −4.1 −4.3 −4.2

Table 3: Measured data of BT antenna.

Frequency (MHz) 2400 2450 2500
Efficiency (dB) −3.3 −3.1 −3.5

Table 4: Measured data of GPS antenna.

Frequency (MHz) 1550 1575 1600
Efficiency (dB) −1.5 −0.3 −0.52

2. CONCLUSION

In the UMPC antennas study, the author introduces several kinds of structures of cellular phone
antenna, WLAN antenna, BT antenna, GPS antenna for multi-band applications.
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Abstract— A high performance monopole antenna fabricated using a folded planar line as
radiator is presented. A prototype of the proposed monopole antenna with a compact area
size of 20 mm × 9mm is implemented, and the multi-band WLAN/Bluetooth antenna shows
a wide operating bandwidth of about 200 MHz and 1000 MHz for low band and high band,
bandwidth, making it easy to cover the IEEE 802.11a, IEEE 802.11b, IEEE 802.11g and IEEE
802.11n (MIMO) bands for wireless communication and future 4G wireless operation of a mobile
VoIP/VoWLAN handset phone.

1. INFORMATION

Recently, antennas that can be easily integrated on the RF circuit board to satisfy the band speci-
fications for wireless LAN applications such as IEEE802.11a (5.15–5.35 GHz and 5.47–5.825GHz),
IEEE802.11b (2.4–2.485 GHz), IEEE802.11g (2.4–2.485GHz) and IEEE802.11n (2.4–2.485GHz,
5.15–5.35GHz and 5.47–5.825 GHz) have been reported [1–3]. The main study of this paper is
to develop a compact and low profile antenna for WLAN applications on multi-media PDA and
smart mobile phone. By utilizing the proposed planar antenna structure, it is easy to be embedded
and co-integrated into a compact mobile handset. This proposed antenna is suitable for WLAN
IEEE 802.11a/b/g/n and VoIP/WiFi applications. With the broadside radiations, the proposed
dual wideband monopole antenna carries a stable gain variation in 2.4–2.5 GHz and 5–6 GHz bands,
respectively.

Figure 1: Dual-band shorting monopole antenna.
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2. WLAN ANTENNA AND DESIGN

In this paper, the dual wideband monopole antenna has several advantages over conventional
monopole-like antenna and planar antenna for mobile handsets. The co-design of folded metal
patch antenna can overcome the problem of narrow band of the conventional antenna. By adding
a low-Q resonator as a wideband radiator, the coupling between the lower band and higher band
of the antenna can be improved. The design of a dual wideband monopole antenna with dual path
of planar radiator for WLAN applications is shown in Figure 1. The proposed dual planar antenna
is designed of compact size of 20 mm × 9mm. This long folded wire radiator has a total length
of about 29 mm, which excited lower band. The short metal patch radiator has a total length
of about 12 mm, which excited higher band. The total length of the effective radiator wire path
of the designed antenna is close to one quarter wavelength at free space of the center frequency
about 2450MHz of lower band and about 5700MHz of higher band. By fine-tuning the length
of the length of the long and short radiators, the antenna resonant frequencies can be effectively
controlled.

3. RESULTS

An internal small antenna usually suffers from degradation in performance of narrow bandwidth
and radiation efficiency. In this experiment, we design and fabricate a dual broadband interior type
radiator and shorting monopole antenna with a high performance radiation pattern over a design
operation band using dual path. It has a measured return loss bandwidth (referenced−10 dB) about
200MHz with center frequency at 2.45 GHz (2.35–2.55 GHz) and 600MHz with center frequency at
5.7GHz (5.4–6GHz), as shown in Table 1. The measured antenna gain is larger than 2 dBi. The
compact shorting planar monopole dual-band antenna is easily to be applied on a practical mobile
phone with VoIP/Wi-Fi applications.

Table 1: Measured gain data.

Frequency (MHz) 2400 2450 2500 5400 5600 6000
Gain (dBi) 3.3 3.1 3.5 3.6 3.5 4.2

4. CONCLUSIONS

A compact internal planar monopole antenna with folded radiator for WLAN applications on a
practical multi-medium PDA phone has been implemented. The proposed antenna shows a wider
operating bandwidth to cover the bands applied for IEEE 802.11a/b/g/n and VoIP/VoWLAN
applications.
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Abstract— In mobile TV technology, 3 G UMTS and DVB-H antenna co-design for PDA phone
in future. We have proposed a novel digital video broadcast for handheld (DVB-H) antenna for
mobile handheld terminal using a meander monopole radiator and a simple matching circuit.
The antenna impedance covers the DVB-H frequency band of 1452–1492MHz. The proposed
antenna was designed, fabricated, and measured. And the proposed 3 G antenna covers the
entire UMTS/WCDMA (1900–2200 MHz) band for VSWR < 2. The simulated antenna gain
varies from 1 to 3 dBi over the operating frequency range. The obtained radiation patterns are
very close to those of a conventional omni-directional antenna. Details of the proposed antenna
design and the simulated and measured results are presented and discussed.

1. INTRODUCTION

Digital video broadcasting handheld (DVB-H) is an adaptation of the digital terrestrial TV stan-
dard DVB-T to the requirements of mobile applications, particularly with battery-powered hand-
held equipment. DVB-H is one of three prevalent mobile TV formats. It is a technical specification
for bringing broadcast services to mobile handsets. The addition of time slicing, forward error
correction and a further modulation mode to DVB-T produces a transmission system that is just
as good at meeting the requirements of battery-powered devices as it is at handling the reception
conditions at high speed. DVB-H is the latest development within the set of DVB transmission
standards. DVB-H technology adapts the successful DVB-T system for digital terrestrial television
to the specific requirements of handheld, battery-powered receivers. DVB-H can offer a downstream
channel at high data rates which can be used standalone or as an enhancement of mobile telecoms
networks which many typical handheld terminals are able to access anywhere. Time slicing tech-
nology is employed to reduce power consumption for small handheld terminals. IP datagrams are
transmitted as data bursts in small time slots. DVB-H is designed to work in VHF band (174–
230MHz), UHF band (470–830MHz), and L band (1.452–1.492GHz). It can coexist with DVB-T
in the same multiplex. DVB-H is intended to provide digital transmission of multimedia for the
fast moving handheld devices by allowing the reception of digital content through mobile phones,
PDA phone, etc. To reduce the amount of power required to receive the content, DVB-H uses time
slicing, which allows the handheld device to be switched on only at particular intervals. In addi-
tion, the error correction and mobility is improved. DVB-H can easily be implemented in DVB-T
networks.

Figure 1: The proposed UMTS antenna (wire
inverse-F type).

Figure 2: The proposed L-band DVB-H antenna
(meander wire monopole type).
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2. ANTENNA AND DESIGN

In this study, two simple structures of wire antennas with inverse-F and meander structure (Figure 1
and Figure 2) and bands for UMTS and DVB-H are investigated. Those antennas provide a wide
input impedance bandwidth, and a small size for handset co-integration, as shown in Figure 3.
The measured results show that the return loss, isolation (Figure 4), and wider antenna matching
impedance of the shorting monopole and meander monopole type antenna provide a considerably
large bandwidth even with a radiating area. The measured results are shown a simple monopole
antenna performance. This design also reviews some mobile TV specifications, future progress and
applications [1–3]. Simple monopole antennas for UMTS and DVB-H wireless mobile TV systems
are presented. For some applications, it is required that a digital video broadcast-handheld (DVB-
H) antenna be integrated into a PDA or smart phone to provide DVB-H signal reception. These
compact designs and experimental results (Table 1) are described in detail in this study. This
technique is suitable for creating wideband antenna with bandwidth improved and bandwidth and
antenna impedance control.

Figure 3: The practical antennas.
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Figure 4: The measured data (return loss and antenna isolation).

Table 1: The measured antenna gain.

Band/Frequency
UMTS 1900MHz 2000MHz 2100 MHz 2200MHz
Gain 2.8 3.2 3.4 3.6

DVB-H 1425MHz 1450MHz 1475 MHz 1500MHz
Gain 2.3 2.2 2.4 2.6



566 PIERS Proceedings, Beijing, China, March 23–27, 2009

3. CONCLUSIONS

Two simple and very compact embedded low profile antennas for UMTS/WCDMA and DVB-H
applications on a practical PDA phone have been successfully implemented. The designed antennas
show the fairly good radiation characteristics. It demonstrates the coverage bandwidth for the lower
band and higher band, respectively. Evidently, it is quite suitable to be implemented on a practical
mobile PDA phone with 3 G mobile TV applications.
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Abstract— In this paper, the trapezoidal ring antenna using the conductor-backed CPW is
designed and fabricated. The antenna has a broadband characteristic by the coupling effects
through inserted the H-shaped parasitic patch. The conductor-backed CPW shows more sta-
ble characteristics than the CPW structure when there is occurred the variation between the
feed-line and the ground plane in the front side. The bandwidth of the designed antenna is
2.2GHz∼4.6GHz below −10 dB.

1. INTRODUCTION

For the broadband or multiband characteristics of resonant antenna, there are some methods which
are the use of higher order mode, the parasitic patch inserted in main radiation elements, slot
structure, and CPW-fed structure. Especially, a more effective designing method of wideband
antennas is by using coupled resonators. In particular, the patch antenna does not require being
very special structure, but should be coupled to another patch or to resonant elements, which are
near resonant slot in the ground plane, a resonant slot on the main patch, or a near resonant feed
probe in general. If the resonant frequencies of two circuits are nearly the same, then a critical
coupling coefficient can be found to match the dissimilar impedances [1].

Coplanar waveguide (CPW) structure is similar to the microstrip structure, but the ground
plane located in the front side, which is beside to the feed line. Until now, the researched CPW
fed slot antenna is the structure of the dipole slot shape, there are designed by various types for
broadbanding and applying. In addition, the reason why the CPW fed slot antenna is interested is
low radiation loss, low dispersion, and small impedance variation [2–4].

However, CPW structure is difficult to the impedance matching because of instability that is
caused by the distance or the gap between the feed line and the ground plane. To solve this
problem, the conductor-backed CPW structure is designed. The conductor-backed CPW structure
is combined two types of the antenna, which are CPW and microstrip structure. So, even if the
gap or the distance between the feed line and the ground plane is changed, they would not be
significant effect to the impedance matching or the return loss. Moreover, it has small impedance
and a large effective permittivity compared to CPW structure.

In this paper the proposed antenna has stable and broadband characteristics using CPWG fed.
The basic structure is the trapezoidal antenna of the slot type, and H-shaped parasitic patch is
inserted in the antenna. This antenna will be applicable to Wibro, WLAN, and UWB communi-
cations.

2. ANTENNA DESIGN

Figure 1 presents the layout of the proposed conductor-backed CPW-fed trapezoidal antenna. The
antenna dimensions are 35 mm (W) × 70mm (L) × 1mm (T), and the substrate is used the FR-4
material having the permittivity 4.62. Generally, the patch antenna used the rectangular shape,
but the trapezoidal shape makes that the current flows smoothly in the patch [4]. These types of
the antenna are useful to UWB communication over 3 GHz band frequencies. From a long time, the
circular ring (or the rectangular ring) antenna is used to make the broadband, and so the central
parts of the plane type patch are removed to make the ring type, then this should appear the
broadband characteristic [5].

Hence, in this research, the trapezoidal patch is removed as the antenna pattern design left
only the base 3.5 mm, the upper side 3.5 mm, and both sides 3.2mm. The resonant is occurred by
adjust the antenna sizes at frequencies for the applications. Although the rectangular ring type
of the antenna has the broadband frequencies, the beamwidth is the narrow. The other hand,
the H-shaped patch has characteristics which are the narrow bandwidth and the wide beamwidth.
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Figure 1: The structure of the proposed antenna.

Then, these types of the patches is coming the results, which are stable impedance matching and
the resonant frequencies by using the coupling effect [6].

As mentioned, the reverse side ground plane is inserted to minimize the effect from the feed line
or the front side ground plane. The impedance variation or the radiation loss is decreased by the
stability of the structure. Also, the U-shape or n-shape patch is inserted instead of the H-shaped
patch, but the results are not significantly different, just slightly shifted at the low frequency band.

3. SIMULATION AND MEASUREMENT RESULTS

Figure 2 presents the variation of the return loss according to the existence and nonexistence H-
patch and patch types. The existence and nonexistence of the parasitic patch leads to very different
results. In case of nonexistence parasitic patch, the resonant frequency band is very narrow, and
the return loss is also small. The other case, the resonant frequency band and the return loss is
obviously improved because of the coupling effect.

Table 1 presents the optimized parameters which are simulated by conditions that are the an-
tenna and ground plane size, existence of the parasitic patch, etc. for using the 2.4GHz frequency
bands. The compared graphs between simulated results and measured results by using the op-
timized antenna parameters in Table 1 presents in Figure 3. For the VSWR < 2 : 1, the first
resonance of simulated results is 1.4 GHz to 1.73 GHz bands, and the second resonance is 2.1GHz
to 4.85 GHz bands. Likewise the resonances of the measured results of the fabricated antenna are

Table 1: The optimized parameters of the designed antenna.

Parameters Definition values (mm)

AB The base length of the trapezoid shape 16.6
AU The upper length of the trapezoid shape 28.7
AH The height of the trapezoid shape 28
pw The width of the parasitic patch 2
ph The height of the ground plane 18
gx The width of the front ground plane 15
gy The height of the ground plane 36
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1.5GHz to 1.7GHz and 2.2GHz to 4.6GHz bands. They have very similar characteristics over
2GHz bands, but the return loss decrease in 1.5 GHz band which is the center frequency. The error
is not a big problem because the measurement of the return loss on the experimental environment
is variable cause by the environmental effects, experimenter effects, etc. In addition, we do not
use the 1.5 GHz band which is not adapted in our purpose, only use over the 2.2GHz bands. As
the measured results, the maximum gain is 3.4 dBi, and 2.3 GHz band for Wibro service is 1.3 dBi,
2.4GHz band for WLAN service is 1.3 dBi.
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Figure 2: Variation of return loss by exis-
tence/nonexistence of the parasitic patch.
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Figure 3: Comparison of VSWR of the antenna.
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Figure 4: Radiation patterns of the antenna.

Figures 4(a)∼(f) presents the measured radiation patterns of the designed antenna. The radia-
tion patterns measure at 2.3 GHz, 2.4GHz and 2.5 GHz respectively, and show E- and H-plane. In
case of the monopole antennas, they generally have omnidirectional radiation patterns in H-plane.
The designed antenna has nearly omnidirectional patterns except 2.4GHz, and E-plane also has
similar radiation patterns at each frequencies.



570 PIERS Proceedings, Beijing, China, March 23–27, 2009

4. CONCLUSION

We designed the CPWG antenna with trapezoidal slot antenna inserted to H-shaped patch for
broadband characteristics in this paper. The original trapezoidal shaped antennas use UWB com-
munications because it has broadband characteristics, but for Wibro and WLAN communications
the slotted trapezoidal structure is used. Moreover H-shaped parasitic patch is inserted in the
slotted trapezoidal shape for the product of the resonance at the wanted frequencies and 50-ohm
impedance matching. CPWG structure reduced the error for reason by the distance between the
front ground plane and the feed line. As the results, the antenna size is reduced by the CPWG struc-
ture, and the resonance or impedance matching is stabilized by the H-shaped parasitic patch. We
confirmed the possibility by the simulations and experiments. The antenna is working in 1.5 GHz
to 1.7GHz and 2.2 GHz to 4.6 GHz by measurements, and they can be applicable to Wibro, WLAN,
and UWB communications. Besides, the radiation pattern of the antenna is omnidirectional shape
and the maximum gain is 3.4 dBi in the resonant bands, Wibro and WLAN services are 1.3 dBi
respectively, and UWB communication has 1.7 dBi.
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Design and Implementation of a Smart Antenna Using Butler
Matrix for ISM-band
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Abstract— In this paper, an ISM-band smart antenna system of 4-element microstrip linear
array antenna with Butler matrix beamforming network is designed, analyzed and implemented
using microstrip technology in completely planar structure without suffering from power losses or
poor antenna pattern characteristics. The performance of this smart antenna system is analyzed
and the beamforming features are monitored as function of geometrical antenna and Butler matrix
parameters in the ISM-band at frequency from 2.4 to 2.48 GHz. Smart antenna efficiency and
directivity are improved and its side lobe level is enhanced which make it very promising.

1. INTRODUCTION

Recently, switched beam smart antenna systems are investigated to improve the performance of
wireless networks. Antenna arrays using microstrip fabrication technology are versatile in terms of
their geometrical shapes and implementations. The popularity of Butler matrix as a beamformer
in a switched multiple beam smart antenna is due to many advantages. First, it can be imple-
mented easily using hybrids and phase shifters. Second, the generated beams are orthogonal of the
Woodward-Lawson type and have narrow beamwidth and high directivity. Third, it has minimum
path length and number of components compared to other uniform excitation beamforming net-
works. Fourth, it has a high and almost constant beam crossover level that does not change with
frequency. This allows a good coverage pattern and full system gain at any point in the coverage
area. It can achieve continuous beam scanning without any mechanical motion in the scanning
process [1].

Several strategies for Butler matrix implementation are published. First, reflective Butler ma-
trices are introduced in [2], but they need circulators, which add complexity to the circuit. Second,
high-permittivity substrates are used to reduce the structure’s size [3], but this creates difficul-
ties in implementation and measurements. Third, hybrid [4] and multilayered implementations [5]
are not easy as single layer structures. Therefore, planner implementation was very attractive for
researchers [6–9].

This paper presents a planar design, simulation and implementation of a smart antenna system
for wireless networks using microstrip antenna array with beamforming network in the ISM-band
at 2.45 GHz. An antenna array is proposed in Section 2. A Butler matrix beamforming network is
proposed in Section 3. The overall performance of both is presented in Section 4.

2. DESIGN AND ANALYSIS OF LINEAR MICROSTRIP ANTENNA ARRAY

The proposed 4 × 4 beamforming smart antenna (BFSA) consists of a linear antenna array and
a beamforming network. The later consists of four directional couplers, two 0 dB cross over, and
phase shifters. The objective is to design, optimize and implement this BFSA on a planar low loss
teflon substrate. Rogers RT/Duroid 5880 (εr = 2.2, tan δ = 0.0009, and h = 0.157 cm) is chosen
for best antenna performance.

Initially, a single rectangular patch with inset-fed stripline matching is designed and optimized
using 3D modeling, namely HFSS, to be the antenna radiator element. The final patch size is
W = 48.4mm and L = 40.025mm. The fabricated patch is shown in Figure 1(a). A very good
agreement is achieved between measured and simulated S parameters as in Figure 1(b).

Then a 4-element linear array is designed with an initial inter-element spacing of 0.5λ and
variable phase between elements based on the butler matrix outputs, using PCAAD software. The
optimum inter-element spacing is found to be 0.45λ. The linear array is realized using microstrip
technology and optimized using ADS/Momentum simulation, which is based on the method of
moments. Table 1 summarizes the results obtained from the implemented single patch and the
array compared to required specifications. Thus, it is clear from these results that the 4-element
antenna array fulfills most of required specifications. Some other specifications such as beam
steering in one of four directions and beam coverage will be achieved after the design of Butler
matrix beamforming network.
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Figure 1: (a) Fabricated antenna, (b) Measured S-parameters (continuous) versus simulated results (dotted).

Table 1: Achieved single patch and linear array parameters compared to required specifications.

Bandwidth
[GHz]

Directivity
[dB]

Efficiency
[%]

Gain
[dB]

Beam Width

Required
specs.

2.4 : 2.48 12 > 90 > 10 dB 30◦

Achieved single
patch specs.

2.443 : 2.475 7.5422 90 7.0244 99.1◦

Achieved array
specs.

2.35 : 2.55 11.389 92 11.0452 25.2◦

3. DESIGN AND IMPLEMENTATION OF BUTLER BEAMFORMING

In this section, a multiple-beam forming network using Butler matrix is designed and realized with
microstrip technology to feed the antenna array of the previous section at frequency 2.45 GHz. A
4 × 4 butler matrix creates a set of 4 orthogonal beams in space by processing the signal from
the 4 antenna elements of an equi-spaced linear array. The Butler matrix is realized using four
directional couplers, two 0 dB cross couplers, and phase shifters. Its components are designed and
fabricated separately as shown in Figure 2. In addition, measured results are compared to simulated
ones as shown in Table 2, achieving good agreement, which validates both design and simulation
methodologies. The four-beam smart antenna generates four orthogonal beams to cover 120◦ area.
Careful design and optimization procedure are performed to obtain accurate phase shift (β) results
between ports as summarized in Table 3.

Table 2: Simulated versus measured results for both quadrature and cross couplers.

Quadrature 3dB Coupler 0dB Cross Coupler
Simulated Measured Simulated Measured

Return Loss (S11) [dB] −30.904 −19 −24.956 −10.7
Isolation (S41) [dB] −31.425 −18 −38.036 −23.7

S21, S43 [dB] −3.005 −3.5 −24.942 −28.9
S31, S42 [dB] −3.086 −3.8 −0.085 0.6
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Table 3: Summery of phase shift results between different ports of the optimized Butler network.

P5 P6 P7 P8 β

P1 62.718 16.935 −28.747 −72.850 45
P2 −28.478 107.768 −117.055 16.946 −135
P3 16.951 −117.045 107.760 −28.456 135
P4 −72.832 −28.739 16.925 62.717 −45

(a) (b) 

Figure 2: (a) Fabricated directional microstrip coupler, (b) Fabricated cross coupler.

4. VERIFICATION OF THE ANTENNA ARRAY WITH ITS BEAMFORMING
NETWORK

The final layout of the optimized antenna with its beamforming network is shown in Figure 3.
Beamforming characteristics of the proposed smart antenna system are obtained for uniform am-
plitude distribution. 2-D polar far field patterns are obtained and plotted in Figure 4, which achieve
the targeted specifications.

Figure 3: Final layout of the proposed antenna array with its beamforming network.

Furthermore, smart antenna efficiency and directivity are improved, while minimizing its size to
cope with the required constraints. Finally, the implemented antenna is also compared to similar
recent published implementation in Table 4. This comparison proves that this work enhances many
parameters which shows an outstanding performance of the proposed antenna due to design and
optimization efforts.
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Figure 4: Simulated E-theta (in) and E-phi (out) beam patterns of the proposed BFSA at different β using
ADS.

Table 4: Proposed BFSA versus other similar published ones.

Features Ref. [9] Proposed Antenna Enhancement
Centre Frequency 2.4GHz 2.45GHz ----

Physical size cm× cm 24.2× 18.5 21.3× 18.6 11.5%

Microstrip substrate
εr = 3.38,

h = 0.51 mm
tan δ = 0.0027

εr = 2.2,
h = 1.57 mm

tan δ = 0.0009
----

Radiator Element
S11 = −23 dB @ fo

BW = 0.54%; (13 MHz)
S11 = −33 dB @ fo

BW = 1.31%; (32 MHz)
43.4%
146%

Amplitude taper Uniform Uniform ----

Antenna Gain ---- 11.0452 ----

Antenna Directivity ---- 11.389 ----

Spatial scan coverage 84◦ 97.4◦ 15.9%
Maximum scan angle

@ β = ±45◦ ±12◦ ±14.3◦ 19.2%
@ β = ±135◦ ±42◦ ±47.8◦ 13.8%

SLL:
@ β = ±45◦ −14 dB −14 dB ----

@ β = ±135◦ −8 dB −8 dB
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5. CONCLUSIONS

This paper presents a planar design, simulation and implementation of a smart antenna system
using microstrip antenna array with Butler beamforming network for wireless applications in the
ISM-band at 2.45 GHz. A linear antenna array is initially designed using PCAAD software. Then,
realized and optimized using ADS Momentum simulation. The Beamforming/feeder network is
designed using a 4× 4 Butler matrix, and realized using 4 quadrature hybrids, 2 phase shifters and
2 crossover circuits. To verify modeling and simulation procedures, the main basic elements such
as patch antenna, directional coupler, and cross coupler are fabricated and measured. Very good
agreement between measurements and simulations is obtained which validates the design. Finally,
the microstrip antenna array and the Butler matrix feed network are simulated and optimized to
achieve the required parameters in the ISM-band. Smart antenna parameters such as efficiency,
directivity and maximum scan angle are improved, while minimizing the physical size. This vali-
dates antenna parameters and shows that it has an outstanding performance compared to what is
found in corresponding published literatures.
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The Current Status of Automotive Electromagnetic Compatibility
Research

Yi Sun and Chaoqun Jiao
Department of Electrical Engineering, Beijing Jiaotong University, China

Abstract— With the growing development of automobile market and increasing electronic and
electrical appliances in vehicle, automotive EMC (electromagnetic compatibility) study has be-
come a new hot spot of research. Automotive EMC, which comes into being in recent years as
the automobile technical term, is still unfamiliar to many people, but it relates to the particular
electronic systems, the surrounding electric and electronic system of auto, up to the security
and stability of the whole car system. In this paper, through collection and analysis of related
literature, technical information and research reports, it detailed described the current auto-
motive EMC research from these three aspects: the electromagnetic environment of the auto,
international organizations and standards for automotive EMC, experiment testing technologies.
Furthermore, it pointed out the long-term developing trend of automotive EMC research and
analyzed its influence on the development of related study in China.

1. INTRODUCTION

With the rapid development of the auto industry and the electronic technology, more and more
new technology in modern cars has been widely used, especially micro-electronics technology, more
effectively promoted the auto industry to the high value-added direction [2–4]. However, these new
technologies also put forward higher requirements for the reliability of the entire vehicle system,
that is, all electronic devices and electronic control systems must adapt to each other, automotive
electronics applications will be related to a common problem — the automotive EMC [5–10].

2. AUTOMOTIVE ELECTROMAGNETIC COMPATIBILITY AND RESEARCH
SIGNIFICANCE

EMC is that the electronic equipment in its electromagnetic environment does not interfere with
the normal work of surrounding electrical equipments when it operating, and as well as has the
capability of resisting to environmental EMI (electromagnetic interference) and working normally
at meantime. Automotive EMC is to ensure the car’s electrical and electronic equipments do not
affect each other when the car is running, which can make them compatibly work [1].

The research of Automotive EMC has important significance. Although it is still unfamiliar to
many people, which comes into being in recent years as the automobile technical term, it relates
to the particular electronic systems, the surrounding electric and electronic system of auto, up to
the security and stability of the whole car system. For example, Automotive electrical systems
or electrical and electronic equipments would emit electromagnetic energy to the ambient during
their working time, impacting the operation of the radio, television receivers and computer sys-
tems, causing electromagnetic pollution, meanwhile, auto radio generates the noise because of the
interference. These interferences may be temporary and have the small influence, but it also may
be fatal, such as the failure of the auto electronic ABS (anti-lock braking system) and the error
trigger of the auto SRS (supplemental restraint system) due to the interference in the process of
running, which may cause great harm to the person and a great loss of property [3–9].

3. ELECTROMAGNETIC ENVIRONMENT OF AUTO

For the unceasing change of the driving environment, the electromagnetic energy constitution in the
work environment of the automotive electronics equipment would be very complex and changeable.
Its electromagnetic disturbing source can be divided into three:

3.1. The Inner Electromagnetic Interference
EMI in the vehicle is because that the inside electronic products have many wire, coil and the
electrical appliances with contacts, all with different inductors and capacitors, and any one of
closed loop with the inductors and capacitors will form the oscillation circuit [6]. So the automotive
electronic equipment at work would create the inner mutual interference. The most serious is the
high-frequency radiation produced by the auto ignition system, which with the largest energy.
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Secondly, it also would produce electromagnetic waves during the abrupt change and rectification
of the load current in generator [2, 3]. Starters, generators, flash, contact electromagnetic vibration
electric speakers, Wiper and instrument systems will also generate electromagnetic waves which
could cause the smaller conducted and radiated interference.

Disturbing electromagnetic waves produced by auto electric implements can be divided into the
conducted interference and the radiated interference [5–7]. The electromagnetic waves of conducted
interference directly enter into radio and electronic equipments through the automotive wire. And
the electromagnetic waves of radiated interference spread in space, coming into the inside of radio
equipments through an antenna (such as the ignition system high-tension line is equivalent to the
antenna) [11]. All these disturbing electromagnetic waves have the pulse characteristic and a wide
frequency band, which the frequency is typically between 0.15 MHz and 1000 MHz [1–8].

The inner electromagnetic interference can be further divided into three:

(1) Frequency spectrum range from 10 kHz to 1000 MHz, a broadband interference generated by
the high-voltage ignition devices;

(2) Frequency spectrum range from 10 kHz to 500MHz, a broadband interference generated by
DC motor and discrete output stage;

(3) Frequency spectrum range from the fundamental frequency to 4000 MHz, a narrowband inter-
ference generated by on-board digital computer (various electronic control units and on-board
digital office equipments) [2].

If these EMI do not carry out any measures to be removed, the automotive receiving antenna
could induct voltage up to 50 dBV.

3.2. The Body Static Interference
The body static interference is concerned with the car and the external environment. As the auto
in motion has the high-speed friction with the air, it would form the uneven distributing static on
the body. Then ESD (electrostatic discharge) would form the interference current and produce a
high frequency radiation, causing EMI to the automotive electronic equipments [2–7].

3.3. The Outer Interference
The outer EMI is the interference to the traveling car when it has to go through a variety of external
electromagnetic environment, which arises from the natural phenomenon, the social environment,
etc. [4]. This type of interference consists in the particular space or the specific time: for exam-
ple, the high-voltage transmission line, the place near the tramway, the broadcast and television
equipment and the radio communication equipment. Other electronic devices closing to the car in
environment also could cause interference, such as the close moving car [2].

To sum up, the auto outer EMI reduces with the increasing active distance, only if its energy is
very large can it impact on the farther automotive electronic equipments. Years of research results
show that large energy electromagnetic effect has harm to the human health [10]. At present,
it has instituted various corresponding standards to limit these interferences, making automotive
electronic equipments to reduce the influence. However, to the inner electromagnetic interference
and the body static interference, because the interference distance is short and the disrupted time
is long, their interfering intensity is relatively larger [3–9].

4. INTERNATIONAL ORGANIZATIONS AND STANDARDS FOR AUTOMOTIVE
ELECTROMAGNETIC COMPATIBILITY

In order to ensure the EMC of vehicles, the EMI and EMS (electromagnetic susceptibility) technical
parameters of automotive electrical systems, subsystems, electrical and electronic equipments must
accord with the relevant international or national standards.

The automotive developed country in the world have been with a better automotive EMC testing
standards and norms, with the effective institution for EMC test, management and certification of
the complete car and vehicle component parts, with the high-precision automotive EMC testing
system, and have developed a large-scale automotive EMC forecast, analysis and design software [5].
Third-party testing certification bodies, auto research institutions, and so on, have carried out the
automotive EMC research, and successively set up their own EMC laboratory [6].

At present, in the field of EMC test for vehicles and on-board electronic equipments, the stan-
dards mainly have the following categories: international standards for automotive EMC, such as
ISO, CISPR, etc.; European automotive EMC standards; American SAE (society of automotive
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engineers) standards for EMC, etc. [3–7]. Of course, relatively well-developed large auto manufac-
turers, such as Volkswagen, BMW, Opel, Fiat, Ford, General Motors, Toyota, and other companies,
all have their own EMC test standards and norms.

China automobile industry developed rapidly in recent years, but the development in automotive
EMC testing standards and norms is lagging behind. However, these years the update of the
standards and the release of the new standards in China all proved the rapid development in
making standards. Subsequently, the Chinese auto test institutions and manufacturers began to
buy measurement equipments and establish the EMC test sites.

For the complete vehicle test standards, there are ISO11451 and CISPR12. ISO11451 is divided
into standard ISO11451-1-2000 “Road vehicles — Electrical disturbances by narrow-band radiated
electromagnetic energy; vehicle test methods — Part 1: General and definitions” and standard
ISO11451-2-2000 “Road vehicles — Electrical disturbances by narrow-band radiated electromagnetic
energy; vehicle test methods — Part 2: Off-vehicle radiation source”. CISPR12: 1997, is of the
same use in China, the corresponding national standard is GB14023-2000 “Limits and measurement
methods of the radio disturbance characteristics of vehicles, motor boats and the devices driven by
the spark ignition engine”.

For the vehicle component parts test standards, there are ISO11452 and CISPR25. ISO11452
is divided into standard ISO11452-1-2000 “Road vehicles — Electrical disturbances by narrow-band
radiated electromagnetic energy; component test methods — Part 1: General and definitions”,
and standard ISO11452-2-2000 “Road vehicles — Electrical disturbances by narrow-band radiated
electromagnetic energy; component test methods — Part 2: Absorber lined chamber”. CISPR25:
1995, is of the same use in China, the corresponding national standard is GB18655-2002 “Limits
and measurement methods of the radio disturbance characteristics for the protection of on-board
receivers” [1–6].

5. EXPERIMENT TESTING TECHNOLOGIES AND THE CURRENT STATUS OF
RESEARCH

EMC is not a kind of parameters which can be directly measured. Only through the test of EMI
and EMS can its indicators in the technical evidence be provided. Automotive EMC research
is basically limited to the test before. But with the inventions of the electric automobile and
the hybrid driven car, the rapidly increasing automotive electrical systems and the rising signal
frequency, the automotive EMC problems have become a heavy burden to auto manufacturers. In
order to enhance problem-solving efficiency and reduce costs, applying the digital modeling and
simulation technology to the automotive EMC research is becoming a hot spot.

It has carried out a lot of researches on the automotive EMC test mode abroad and the current
methods which can be practically applied are various. The common EMC test methods are shown
in Table 1.

Table 1: The common EMC test methods.

EMI Test

Conducted Interference Test
LISN Mode

Current Clamp Mode

Radiated Interference Test

GTEM Cell Mode
Shielded Chamber Mode

Absorb-wave Darkroom Mode
Open Area Test Site Mode

EMS Test

Conducted Sensitivity Test Simulating Interference Pulse Mode

Radiated Sensitivity Test

Stripline Mode
TEM Cell Mode

GTEM Cell Mode
High Current Injection Mode
Reverberation Chamber Mode
Absorb-wave Darkroom Mode
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The “Auto EMC” working group which is composed of the two major European auto man-
ufacturers (BMW and Renault), two European software providers (ESI and Analogy), the Fiat
Technology Research Center and others is attending to develop a set of the computer analysis
method for the automotive EMC simulation and prediction [1–3]. Research focused on the follows:

(1) CAD modeling;
(2) Ensure the scientificalness of computer simulation;
(3) Ensure the industrial effectiveness of computer simulation;
(4) Integrate different simulation tools;
(5) Determine the standards of EMC computer simulation.

In order to reduce the auto own weight and save material cost, now the materials of auto are
using the composite materials to replace the previous steel. However, it brought a problem that the
EMI shielding capability of vehicles had been reduced. In addition, it also increased the difficulty
of automotive wiring, because there no longer exist in a common ground loop. At present, the
“WHEELS” working group (the main members: the University of Warwick in Britain, the Volvo
Group, Lucas Wiring Systems Company, etc.) is studying how to optimize the design and wiring
of the light car to improve its electromagnetic compatibility [1–7].

China auto industry in this area has a late start. In 1994, China Automotive Technology
Research Center firstly carried out the radio interference characteristic measure to the car and the
thoroughly survey to the national various automobile (new). The results of the survey showed that
the passing rate was 24%, a considerable amount of vehicles belonged to the serious failure of the
standard. In 1998, Shanghai General Motors has proposed to establish China automotive EMC
research system, and considered that the main task is composed of four aspects: the complete vehicle
radiated emitting test, the complete vehicle radiated sensitivity test, the complete vehicle conducted
emitting tests, the complete vehicle conducted sensitivity test. In the 1990s, China started to
control the car radio interference [8]. The domestic auto test institutions and manufacturers have
purchased the EMI receiver systems for research and testing the level of car radio interference, and
control the limit-exceeding disturbance. Since then, China began to carry out the EMC technical
research of the auto and parts and construct the large-scale EMC test facilities.

In March 2001, the China Automotive Technology Research Center EMC test laboratory was
approved by the CNAL (China National Accreditation Board for laboratories), marking the new
development of China automotive EMC test technology. The EMC test facilities in China Auto-
motive Technology Research Center Laboratory include the wild open area test site, the anechoic
chamber, the conductive shielded chamber, the amplifier room and the measuring control system.
As the main body of EMC laboratory, the anechoic chamber can achieve the uniformity and decay
of the indoor electromagnetic fields, simulate the electromagnetic distribution in the open area,
and complete a variety of tests relating to the electromagnetic fields [1, 2]. The lab has passed the
test of SIS test institution in the United States. Its performance indicators have met the technical
requirements of international relative standards.

So far, the new EMC lab (including the anechoic chamber) in the auto industry is coming on
stream in China. The current main test institutions are Shanghai-Volkswagen Co. Ltd., Tianjin
China Automotive Technology Research Center, and Changchun Automobile National Center for
Quality Supervision and Test. The other EMC laboratories also provide the corresponding tests.

6. THE LONG-TERM DEVELOPING TREND

On the whole, auto and automotive electronic market will strongly grow driven by the demands
of the consumer, and lead to other electronic industry at the same time. The automotive safety
system is one of the demands which have the strongest growth in the automotive electronic field,
so automotive electronic EMC is an extremely important field, which can not be ignored. Whether
on the market, economic or technical point of view, it is very attractive.

The current EMC study can not provide engineering to effectively solve the problems of auto-
motive EMC, yet to be further developed [1]. The new issues, which would emerge along with the
development of automobile technology, also need to be discovered and solved. Furthermore, the
present domestic automotive EMC research, including standard regulations, testing technology, de-
sign forecast and so on, have a wide gap comparing with other automotive developed countries [2].
It believes that with the related standard regulations constantly improving, the domestic auto-
motive EMC will become a research hot spot, and the study will also carry to a new and higher
level.
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Abstract— The EMC issues become possible critical problems for high speed, large scale or
complex systems such as PCs, servers or automotive application, which cause significant time
delay or extra developmental cost. A novel electromagnetic band-gap (EBG) structure is proposed
in this paper. It can be easily fabricated on standard PCB material and can be used where space
is at a premium. The cells of EBG structures are designed and developed to provide two stop
bands at 2.8GHz∼3.2GHz and 4.3 GHz∼4.8GHz. By properly arranging the unit cell dimension
and location, the mutual coupling between transmission lines in multi-layers structure can be
reduced. Several cases of different layout skill have been studied in this paper. The experimental
results demonstrate that the mutual coupling between signal lines is effectively suppressed when
the EBG structures are properly designed. They are suitable for EMC applications.

1. INTRODUCTION

When many devices switching at the same time cause voltage fluctuations or disturbances within
the power distribution system (PDS), which is called simultaneous switching noise (SSN), it will
influence the circuits performance. This problem of SSN has been investigated intensively in the
recent year and different approaches have been taken to mitigate it. Typical technique can place
decoupling capacitors between power and ground planes. Another method is to isolate the sensitive
RF and analog circuits from the noisy digital circuits by separating the power plane and ground
plane. The gap between the power plane and ground plane can partially block the propagation of
electromagnetic wave.

Electromagnetic Band Gap (EBG) structures proposed in recent year have confirmed successfully
for noise suppression at specific frequency. The EBG structures are increasingly considered as a
viable solution to the problem of switching noise in high-speed power plane structures. The EBG
structures are periodic structures that have some particular electromagnetic properties, such as
negative permeability and permittivity [1], capable of blocking the surface electromagnetic wave
propagation within a particular frequency band (stop band). For example, mushroom-like and
folk-like EBG structure had shown agreement band-gap behavior in microwave frequency band.
The concept was recently proposed in [2] and [3], and some applications had been reported in [4–6].

In this paper, a novel EBG structure on printed circuit board (PCB) is developed. It is used
for multi-layer mutual coupling mitigation. The experimental result shows that the EBG exhibits
a two-stopband characteristic. The two band-gap bandwidths of the EBG structure are 400MHz
(2.8GHz∼3.2GHz) and 500 MHz (4.3 GHz∼4.8GHz), respectively.

2. THE EBG STRUCTURE MODEL AND DESIGN METHOD

Figure 1 shows a typical two-layer mushroom-like EBG structure. The EBG pattern put on top
layer and the bottom layer is ground plane. The top layer metal pattern and bottom layer are
connected by a via locating at the center of patch (EBG patch). The EBG-based circuit model for
unit cell is shown in Figure 2. Capacitance C1 is the equivalent capacitance of the gap between
any two adjacent patches. Capacitance C2 is the equivalent capacitance between patch and lower
plane. Inductance L1 is the equivalent inductance per metal patch for EBG pattern and L2 is the
equivalent inductance of the via connecting the patch to the lower plane.

The proposed unit cell of EBG structure consists of three elements: a square patch, slots and
via, as shown in Figure 3. In this figure, the gray part is metallic pattern which is etched on top
layer of dielectric substrate. The width (W1) is 1 mm and the length (L1) is 2.75 mm for large slot.
The width (W2) is 0.25 mm and the length (L2) is 1.5mm for small slot. The gap between any
two unit cell patches is 1 mm. The patch is connected to the lower ground plane by a metal via.
Photograph of proposed EBG array is shown in Figure 4. A 6× 6 EBG array is built on a 0.8 mm
thick FR4 substrate with relative permittivity of 4.4.
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Table 1 shows the parameters of physical dimension relating to each EBG structure. The simu-
lated and measured results of the EBG are illustrated in Figure 5. The two band-gap bandwidths
of the EBG structure are 400 MHz (2.8 GHz∼3.2GHz) and 500 MHz (4.3 GHz∼4.8GHz). Figure 6
indicates simulated results under the conditions of various slot length. When the length of slot is
increased, the band-gap position moves toward lower frequency. From the experimental demon-
stration, inserting slots to the EBG pattern can effectively turn band-gap position.

(a)

(b)

Unit cell 

Figure 1: Mushroom-like EBG structure. (a) Top
view of board. (b) Cross-section view of the EBG
plane.

Unit cell 

Figure 2: Mushroom-like EBG structure equivalent
circuit for unit cell.

L

W

W1

W2

L2

L1

Central square 

metal patch 

Figure 3: The schematic unit cell of EBG structure. Figure 4: Photograph of proposed EBG array.

Parameter Dimension 

W 11 mm 

W1 1 mm 

W2 0.25 mm 

L 11 mm 

L1 2.75 mm 

L2 1.5 mm 

Radius of via 0.6 mm 

εr (FR4) 4.4 mm 

Substrate 0.8 mm

Table 1: Parameters of EBG structure.
Figure 5: Simulated and measured results of pro-
posed EBG structures.
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Figure 7 depicts simulated results of different size of EBG central square metal patch. When the
length of central square metal patch is 4 mm, the band-gap position varies from 7GHz to 8.8 GHz.
The two band-gap bandwidths of simulated result are 300MHz (2.6 GHz∼2.9GHz) and 1000 MHz
(4.9GHz∼5.9GHz) when increases the length to 9mm. A tunable stop-band of EBG structure is
easily achieved by this way.

Figure 6: Comparison of simulated results of EBG
structure with different slot length.

Figure 7: Simulated results of EBG structure with
different size of central square metal patch.

3. EBG STRUCTURE FOR MUTUAL COUPLING REDUCTION

This section will discuss the impact of the proposed EBG structure on mutual coupling of multilayer
layout design. Figure 8 illustrates measured results of with/without EBG for mutual coupling
suppression of multilayer layout design. Photograph of proposed EBG array for multilayer layout
design is shown in Figure 9. The layout skill is locating perpendicular transmission lines on different
layer. In this case, the proposed EBG is embedded in the multilayer structure. The mutual coupling
can be effectively suppressed within EBG stop-band range. The experimental result demonstrates
that mutual coupling is reduced more than 20 dB when EBG structures are inserted.

Figure 8: Measured result (S31) of proposed EBG
for mutual coupling suppression of multilayer lay-
out design.

2

4

3

1

Figure 9: Photograph of proposed EBG array of
multilayer layout design.

In the second case, we will discuss the influence when the metal traces are connected to the
lower layer by means of shorting via, as shown in Figure 10. The signal trace starts from Port 1
pass through via to Port 2. The mutual coupling with/without EBG is compared. The coupling
coefficient is around −20 dB in the normal condition. When the EBG structures are inserted, the
mutual coupling effect is mitigated obviously.



584 PIERS Proceedings, Beijing, China, March 23–27, 2009

1
2

3

Figure 10: Comparison of simulated results that connecting different layer transmission line by via.

4. CONCLUSIONS

In this paper, a novel EBG structure is presented. The effects of proposed EBG structure on mutual
coupling suppression of multilayer layout skill are discussed. Those cases include perpendicular
transmission line and shorting via connect two transmission lines on different layers. More than
20 dB mutual coupling suppression of perpendicular transmission line is observed. The mutual
coupling effect is mitigated when the EBG structures are inserted. This mutual coupling reduction
technique can be used for multilayer layout applications.

ACKNOWLEDGMENT

The authors would like to thank the supports of the researcher in Electromagnetic Application
Technology Lab, Feng-Chia University.

REFERENCES

1. Cheype, C., C. Serier, M. Thevenot, T. Monediere, A. Reineix, and B. Jecko, “An electromag-
netic bandgap resonator antenna,” IEEE Trans. Antennas Propag., Vol. 50, No. 9, 1285–1290,
Sep. 2002.

2. Sievenpiper, D., L. Zhang, R. F. J. Broas, N. G. Alexopolous, and E. Yablonovitch, “High-
impedance electromagnetic surfaces with a forbidden frequency band,” IEEE Trans. Microwave
Theory Tech., Vol. 47, 2059–2074, Nov. 1999.

3. Yang, L., M. Y. Fan, F. L. Chen, J. Z. She, and Z. H. Feng, “A novel compact Electromagnetic
Bandgap structure and its applications for microwave circuits,” IEEE Trans. Microwave Theory
Tech., Vol. 53, No. 1, 183–190, Jan. 2005.

4. Wu, T.-L., et al., “A novel power plane with super-wideband elimination of ground bounce
noise on high speed circuits,” IEEE Microwave and Wireless Components Letters, Vol. 15,
No. 3, 174–176, 2005.

5. Ciccomancini Scogna, A., A. Orlandi, and V. Ricchiuti, “Signal integrity analysis of single-
ended and differential signaling in PCBs with EBG structure,” IEEE International Symposium
on Electromagnetic Compatibility, EMC 2008, 2008.

6. Choi, J., V. Govind, and M. Swaminathan, “A novel electromagnetic bandgap (EBG) structure
for mixed-signal system applications,” IEEE Radio and Wireless Conference, 2004.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 585

Antenna Effect Analysis of Laptop Platform Noise on WLAN
Performance

Han-Nien Lin, Ching-Hsien Lin, Tai-Jung Cheng, and Min-Chih Liao
Department of Communications Engineering, Feng-Chia University

100 Wen-Hua Rd., Taichung 40724, Taiwan, R.O.C.

Abstract— Nowadays, due to increasingly high integration of multi-radios and high-speed dig-
ital system, serious platform noise is generated by ever higher speed digital clocking and signaling
technologies. There are many sources of interference, such as EMI spectrum from CPU, LCD,
and memory, which may be in the form of radiation or conduction emission and thus affect the
quality of signal perceived at the transceiver. While encroaching upon the wireless communica-
tion band, those noises could result in a significant degradation to the throughput performance of
wireless communications. It is very important to analyze the proximity effect on antenna perfor-
mance due to different locations and types of antenna. An antenna was used to measure the noise
floor of RF systems and examine its performance for different locations on a laptop. The laptop
tested and analyzed in this paper has the following modules: CPU (Intel (R) T9400:2.53 GHz)
and built-in 802.11a/b/g WLAN module. The measurement result demonstrates the impact of
LCD noise on throughput for 802.11g. We also found the sensitivity of the receiver decreases
(throughput decreases) as the LCD interference was injected to the communication link between
the AP and NIC card. Furthermore, we will also use the different type of antennas for 2.4G band
to compare the communication performance, such as antenna efficiency, the radiation pattern,
noise floor, for different locations. We will then show the increasing throughput of system by
optimizing the design of antennas.

1. INTRODUCTION

With the advance of semi-conductor technology in recent years, the clocking speed and efficiency
of the electronic parts are improving up progressively. In addition, the electronic product is made
smaller but the function is more powerful. Products with collocated intented emission sources for
compact size result in mutual interferences, and hence affect the wireless communication perfor-
mances. There are many sources of interference on the system platform, such as EMI spectrum
from CPU, LCD, and memory, which may be in the form of radiation or conduction emission and
affect the quality of signal perceived at the transceiver [1]. Degradation of wireless performance
could occur when platform noise encroaches in the wireless communication bands, to reduce the
signal to noise ratio of the transceiver [2]. Since the antenna performance plays a key role in the
complete link for reliable data assurance, it is very important to analyze the proximity effect on
antenna performance for different locations and types of antenna.

In this paper we use the different types of antennas for WLAN band to compare the perfor-
mance for free space and placement on laptop enclosure respectively. Three key parameters are
investigated and discussed design and evaluation of laptop antenna design and evaluation: return
loss (RL), average antenna gain, and pass-loss [3]. We also demonstrates the impact of LCD noise
on throughput of 802.11g WLAN. The sensitivity of the receiver is found decreased (throughput
decreases) as the LCD interference was coupled to the communication link between the AP and
NIC card [4, 5]. Furthermore, the performance of the wireless communication could be improved
by the antenna placement.

2. ANALYSIS OF THE LAPTOP STRUCTURE EFFECT ON ANTENNA

2.1. Characterization of Antennas Performance in the Free Space
The geometry of the simple dual-band monopole antenna for WLAN is depicted in Fig. 1. The
proposed antenna consists of two monopoles and is printed on a FR4 substrate with a thickness
of 1.6 mm (h) and relative permittivity of 4.4 (εr). The return loss of the antenna is calculated
with CST EM simulator and measured with Agilent E5071B vector network analyzer (VNA). The
simulated and measured return loss for both the proposed antenna and reference antenna are given
and compared in Fig. 2. It shows good agreement between simulation and measurement results.
Proposed design of microstrip-fed monopole antenna for dual-band operation has been proposed
successfully implemented in laptop. In addition, we also use slot and chip antennas and measure
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their performance in free space. Table 1 lists the center frequencies and bandwidths of antennas
measured in the free space. Table 1 shows that the slot antenna has wider impedance bandwidths
than monopole antenna and chip antenna. However, the size of slot antenna is larger than monopole
antenna and chip antenna. Chip antenna with high dielectric loading could further reduce the
antenna size, but its bandwidth would be unacceptably narrow. Those antennas investigated are
very popular for laptop application because of easy design, overall performance and low cost.

Figure 1: Geometry of dual-band monopole an-
tenna.

Figure 2: Return loss of monopole antenna.

Table 1: Measured characteristics of antennas in the free space.

Antenna type
Free space Frequency (MHz)

Bandwidth (MHz)
f-c f-min f-max

Chip antenna 2445 2375 2515 140

Slot antenna 2443 2395 2640 245

Monopole antenna 2400 2290 2500 210

Figure 3 shows the antenna has been integrated in a laptop prototype for WLAN applications.
Because the proximity with attached dielectric material results in parasitic capacitive effect, the
resonance frequency is slightly shifted to lower frequency as shown in Fig. 4. In order to compensate
the frequency shift, the impedance bandwidth must be wide enough to cover both bands and
antenna is reshaped as shown in Fig. 5. This bandwidth is therefore adjusted by reducing antenna
area to minimized frequency deviation phenomenon. Photograph of the fabricated prototypes is
shown in Fig. 6.

Figure 3: Monopole antenna placed in a laptop. Figure 4: Measured return losses for monopole an-
tenna in free space and a laptop.
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Figure 5: Size reduction for monopole antenna. Figure 6: Photograph of the fabricated prototypes.

2.2. Characterization Antenna Performance vs. Location on the Laptop
Since the laptop case plays a significant role for the built-in antenna design, it is very important
to determine the effects of antenna placement on laptops to antenna performance. The antenna
performance strongly depends upon its location on the laptop, because an antenna detuned in a
specific location may not have same effect for other locations. Hence, slight modification to the
antenna is needed to an acceptable return loss (RL) requirement in each case. Table 2 compares
the performance of different types of antennas for both 2.4 GHz and 5 GHz bands. The measured
results clearly show that the monopole antenna has wider bandwidth than the chip antenna on the
laptop, especially when antennas are placed on left-top and right-top positions for better WLAN
performance. Radiation efficiency of chip antenna is lower than monopole antenna and slot antenna,
because of its high dielectric constant effect. It may also be influenced by shielding aluminum foil
on the laptop. Table 2 indicates that antenna placed on top position tends to yield maximum
radiation, except for monopole and slot antennas placed on left-center location Fig. 7 shows the
antenna locations under investigation. In addition, Fig. 8 shows the Pass-Loss measurement setup
and test procedures as following:

(1) Put EUT into shielding box.
(2) Connect VNA port1 to Tx antenna and laptop antenna to port 2.
(3) Measure for specific frequencies antenna efficiency of Tx antenna and Rx antenna (laptop

antenna).

Figure 7: Antenna location on laptop display for
comparison.

Figure 8: Test setup to measure Path-Loss.

3. IMPACT OF LCD EMI ANALYSIS ON 802.11G THROUGHPUT

In a laptop, there are many interference sources which can be in the form of radiation or conduction.
LCD noise is the major interference to the wireless performance. Fig. 9 shows the frequency domain
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Table 2: Performance of antennas on different laptop locations.

Monopole antenna

Antenna location

on laptop

Frequency and Bandwidth (MHz)
Path Loss (dB) Efficiency

f-c gain (dBi) bandwidth

Left-top 2445 0.10 175 −38.50 33.75%

Right-top 2480 −0.46 140 −36.67 22.19%

Left-center 2270 0.12 311 −39.38 35.75%

Right-center 2410 0.09 275 −32.49 27.39%

Antenna location

on laptop

Frequency and Bandwidth (MHz)
Path Loss(dB)

f-c f-min bandwidth

Left-top 5565 5280 1715 −39.85

Right-top 5105 4870 2125 −37.23

Left-center 5665 4775 2115 −48.50

Right-center 5735 5280 1050 −33.00

Slot antenna

Antenna location

on laptop

Frequency and Bandwidth (MHz)
Path Loss (dB) Efficiency

f-c gain (dBi) bandwidth

Left-top 2445 −1.22 105 −39.07 15.56%

Right-top 2445 −1.00 105 −33.18 21.80%

Left-center 2550 0.36 105 −40.29 28.08%

Right-center 2340 −2.36 70 −36.29 18.10%

Antenna location

on laptop

Frequency and Bandwidth (MHz)
Path Loss(dB)

f-c f-min bandwidth

Left-top 5565 5280 1785 −55.78

Right-top 5805 5280 1765 −48.38

Left-center 5560 5100 1755 −57.57

Right-center 5805 5315 1575 −42.82

Chip antenna

Antenna location

on laptop

Frequency and Bandwidth (MHz)
Path Loss (dB) Efficiency

f-c gain (dBi) bandwidth

Left-top 2585 −4.57 105 −37.48 8%

Right-top 2375 −6.54 175 −29.79 7.53%

Left-center 2375 −9.17 210 −37.39 3.46%

Right-center 2445 −8.70 210 −29.51 4.45%

(a) Platform noise measurement setup. 

(b)  Comparison of the different antennas measurement at different locations on the LCD panle. 

Shielding Box  

Figure 9: LCD noise measured at antenna port in WLAN band.
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measurement setup and measured results for platform noise from LCD. The measurement setup is
shown in Fig. 9(a) and the test procedures are described as following:

(1) Put EUT into shielding box.
(2) Connect antenna cable to AMP/Spectrum analyzer via coaxial cable.
(3) Power on EUT.
(4) Measure noise level for the chosen target frequency.

Figure 9(b) shows the different antenna placements along the horizontal edge on top of a LCD
panel. The measured results show that the noises at 2.400GHz, 2.450GHz, 2.490GHz (harmonics
of the pixel clock) are major interference sources that fall into WLAN band. We can obtain 2–5 dB
noise suppression by simply moving the antenna several millimeters away from its initial location.
The comparison for different antenna measurements at different locations shows that the LCD
noise might have an significant impact on desensitization to 802.11g. The measurement of antenna
positioned towards the left 20 mm serves as a reference to quantify the impact of antenna placement
on the platform noise measurement. The noise picked up by antennas would desensitizes the receiver
and reduced the throughput. Meanwhile, the throughput test procedure and test setup are as
follows: the setup consists of an AP (access point), EUT (laptop) and Chariot console throughput
software. The AP (access point) and EUT (laptop) are connected through path-loss attenuators
to control RFI strength, and the communication traffic is controlled and monitored by a desktop
using Ixia Chariotr software as shown in Fig. 4. The system path-loss includes cable loss, space
loss and attenuators. The results in Fig. 10(b) the real line and dotted line, clearly show that the
sensitivity and the throughput decrease as the LCD interference is injected to the communication
link between the AP and NIC card. It is found that there is about 10dB desensitization between the

(a) Throughput measurement setup.

(b) Throughput comparison for in 802.11g antenna 2 and antenna 3 at two different positions.

(c) Photograph of the antenna integrate into a laptop.

Figure 10: Throughput comparison in 802.11g for different locations on the LCD panel.
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two throughput measurements for different locations. It is show that when the LCD noise increases
the sensitivity is reduced and performance is also degraded. Moreover, it is again shown that the
location of antenna placement is significant to wireless communication performance. Fig. 10(c)
shows the photograph of the antenna integrated into a laptop for investigation.

4. CONCLUSION

To maintain the characteristics of antenna performance, the antenna should be redesigned and
size reduced to resolve the laptop parasitic capacitive effect. The measured results are used for
WLAN performance analysis in laptop. Those antennas placed in different locations have different
performances, and when antennas placed on left-top and right-top position will have better perfor-
mance found in this study. This paper also demonstrates the impact of LCD noise on the wireless
performance, and we found that there is about 10 dB desensitization between the two throughput
measurements for different locations. Hence, optimization of the antenna placement location could
help to mitigate the LCD platform noise, and improve the performance for WLAN applications.
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Optimized ARC Filters Using Goal-lossy GIC
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Abstract— The ARC filters based on RLC ladder prototypes realized using noncascade filter
synthesis method exhibit some advantages-namely low sensitivity. On the other hand there are
disadvantages which are coupled with ARC simulation of required ideal inductors of LC ladder
prototypes what brings higher sensitivities to real parasitic properties of ARC simulation. Usage
of new principle of goal-directed lossy RLC ladder prototypes enables to design ARC realizations
with optimized parameters and minimized influence of real active elements. In paper are new
possibilities of ARC filter optimization in some practical examples presented.

1. INTRODUCTION

By classical filter design there are usually single or double-sided termination RLC filter prototypes
used. In many catalogues are these standard LC ladder prototypes which are using ideal lossless
reactive L and C elements wide tabled. Here the terminal resistances are transformed to the internal
structure and dumped the LC circuit to realize the required transfer function.

In [2] was described a new method how to optimize resulting active filter structures based on
classical ladder prototypes using goal-lossy filter prototype design where the losses are dispersed to
the whole ladder structure. It was shown that the performances of these filters designed with the
lossy structures like sensitivities, components ratio etc, may be better than the synthesis based on
the classical loss-less RLC ladder prototypes. Theoretically can be used goal-lossy ladder prototypes
with losses dispersed to the all branches of network. In the practice, there are most often used two
basic circuit LRC ladder configurations are to active filters used — with serial losses and parallel
losses in parallel branches (Fig. 2).

In [2, 3], the design algorithm of these goal-lossy ladder prototypes with parallel lossy resistors
was described and special software to goal-lossy filter synthesis was presented, for standard types
of approximations in form of tables too. For many cases the width of approximation types or
parameter ranges is not sufficient, requirement of special software is also some disadvantage for
many designers. Therefore also a new method how to design the goal-lossy filter structures using
usually accessible analysis software [4] was presented.

2. THE SYNTHESIS OF GOAL-DIRECTED LOSSY PROTOTYPES

2.1. Lossy Prototypes with Parallel Lossy Elements

The procedure of filter synthesis can be leaden to compute lossy ladder structure: a) to obtain the
required quality factor of passive elements, b) to reach the transfer function with required resistor
value. The accuracy of goal-lossy ladder prototype transfer response with comparison to ideal
lossless can be in a case of 3rd order ladder RLC filter analysis demonstrated. Transfer function
H(s) of ideal LP filter from Fig. 1 and voltage transfer HL(s) of goal-lossy structure (with parallel

FDNR

R1 R2

C 
R 

C1

L1 L2

C2

FDNR 

R 

C1 C2

GIGIR 

C1

L1 L2

C2

Figure 1: The transformation of LC ladder prototypes to active filters.
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resistors Rp) from Fig. 2 can be written as:

H(s) =
1

a0 + a1s1 + a2s2 + . . . + ansn
(1)

HL(s) =
1

a0 + (a1 + k1) s1 + (a2 + k2) s2 + . . . + ansn
(2)

where a0 − an are coefficients of denominator, s the complex frequency jω, and k1,2 are the parts
which are inserted due to losses. By comparison of this two equations, we can observe, that the exact
solution of design (transfer function of goal-lossy prototypes with parallel dumped resistors which
is equivalent with ideal transfer response) evidently can be (in limited range of parameters) found.
As an example here are presented resulting normalized parameters of Tchebyshev and Butterworth
LP filters from 5th to 9th order which has been ordered to the Table 1. The parameters have been
calculated using developed programs based on iterative numerical methods.

L1 L2

L1 L2

R 

C1
C2

RS1 RS2

R 

C1 C2

RP1 RP2

Figure 2: The RLC ladder prototype with parallel and serial losses.

Table 1: The prototypes of Tschebyschev and Butterworth single terminated RLC ladder filter (Fig. 2(a)),
normalized to ω = 1 with terminal resistor r = 1 Ω — parallel losses.

Type o R p l1 c1 l2 c2 l3 c3 l4 c4 l5

- 1.5443 1.6936 1.3813 0.894 0.3089 - - - -

6 1.1040 2.1440 1.2400 1.0290 0.3336 - - - -

4 0.9630 2.3700 1.1590 1.0980 0.3450 - - - -
5 

2 0.6928 3.0570 0.9805 1.2820 0.3726 - - - -

- 1.5571 1.7982 1.6583 1.3967 1.0546 0.6557 0.2224 - -

6 0.9751 2.5700 1.2700 1.1800 0.9382 0.7628 0.2422 - -

4 0.8167 2.9500 1.1400 2.0100 0.8876 0.8132 0.2507 - -
7 

2 0.5438 4.1200 0.8605 2.6100 0.7593 0.9585 0.2725 - -

- 1.5624 1.8419 1.7767 1.6198 1.4034 1.1405 0.8411 0.5154 0.1736

B
U

T
T

E
R

W
O

R
T

H
 

9 
6 0.8628 2.9200 1.2000 2.3500 1.0800 1.4800 0.7567 0.6009 0.1869

- 2.1489 1.3016 2.6224 1.2502 1.7406 - - - -

6 0.8225 2.0080 2.3880 1.5428 2.6329 - - - -5 

4 0.5053 2.8621 2.2035 1.6660 3.0700 - - - -

- 2.1828 1.3281 2.7143 1.3613 2.6752 1.2665 1.7593 - -

6 0.3768 3.5100 2.0600 2.0600 2.5300 1.4700 3.0600 - -7 

4 0.2207 5.7500 1.5700 2.3800 2.2200 1.5900 3.8100 - -

- 2.197 1.338 2.7413 1.3827 2.7576 1.3733 2.6915 1.2762 1.767 

6 0.1887 6.4000 1.6500 2.4900 1.8900 1.9000 2.6800 1.4300 3.7300

T
S

C
H

E
B

Y
S

H
E

V
 

9 

4 0.0928 12.790 1.0600 3.1200 1.4600 2.3500 2.3900 1.6000 4.9300

2.2. Lossy Prototypes with Serial Lossy Elements
The synthesis of goal-lossy network with serial resistors RS (see Fig. 2) brings more problems.
Transfer function of 3rd order mentioned filter network with serial lossy resistors can be expressed
as:

H(s) =
rn + r1rnc1s

rn + (r1rnc1 + l1 + l2) s + (r1l1 + r1l2 + rnl1) c1s2 + l2c1l1s3
. (3)
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However by comparison with Eq. (1), it is clear, that exact solution (equivalent transfer function by
lossy structure) cannot be found. The nominator of transfer function (3) of goal-lossy RLC ladder
prototype with serial dumped resistors exhibit inserted zero of transfer function. Therefore for this
network structures, the range of possible filter solutions is limited. However, by proper optimized
network value parameters can be successfully found solution with allowable difference of transfer
function from ideal required transfer response.

As an example here are also presented derived resulting normalized parameters of Tchebyshev
and Butterworth LP filters of 5th and 7th orders.

Table 2: The prototypes of Tschebyschev and Butterworth single terminated RLC ladder filter (Fig. 2(b)),
normalized to ω = 1 with terminal resistor r = 1 Ω — serial losses.

Type order R s l1 c1 l2 c2 l3 c3 l4

- 1.5443 1.6936 1.3813 0.894 0.3089 - -

0.05 1.3487 1.7132 1.4194 0.9068 0.3355 - -5 

0.1 1.1284 1.7808 1.4705 0.9247 0.3651 - -

- 1.5571 1.7982 1.6583 1.3967 1.0546 0.6557 0.2224

0.05 1.2676 1.8322 1.6896 1.4187 1.0953 0.6709 0.2439B
u

tt
er

w
o

rt
h

 

7 

0.1 0.8987 2.0297 1.76 1.4588 1.1472 0.6915 0.2685

- 2.1489 1.3016 2.6224 1.2502 1.7406 - -

0.025 1.898 1.2964 2.65 1.2908 1.8893 - -5 

0.05 1.5203 1.3316 2.7802 1.3656 2.0765 - -

- 2.1828 1.3281 2.7143 1.3613 2.6752 1.2665 1.7593

0.025 1.7158 1.3066 2.7485 1.4008 2.7863 1.3409 1.9799T
sc

h
eb

y
sh

ev
 

7 

0.035 1.1636 1.4291 2.9934 1.4907 2.922 1.4003 2.1028

3. SOME EXAMPLES OF OPTIMIZED ARC FILTER DESIGN

As the first example a low-pass Butterworth filter of 5th order with active building block — FDNR
with parallel lossy and resulting magnitude response here is demonstrated (Fig. 3). As we can see
from Fig. 3(b), the optimized version (with sufficient high GBW of operational amplifier) is very
closely to ideal filter response.

(a)
(a) (b)

Figure 3: (a) The active low-pass filter, (b) the resulting magnitude transfer response.

The next Fig. 4 is shown real measured magnitude response (Fig. 4(a)) and dynamic range
(output-input) response (Fig. 4(b)) of ARC filter from Fig. 3(a), which has been designed using
normalized RLC ladder prototype with parallel losses.

As the second example here is presented the low-pass Butterworth filter of 5th order designed
using active — FDNR block with serial lossy based on serial lossy prototypes. From the comparison
of ideal and real magnitude transfer responses (see Fig. 5(c)) is evidently seen the influence of
parasitic pole for RLC lossy structure with serial resistors bringing effect of slope degradation in



594 PIERS Proceedings, Beijing, China, March 23–27, 2009

the stop-band. The computed characteristic are agree with ideal approximately up to −80 dB what
is in practice fully acceptable in more cases. Thus the active realization of serial lossy structures can
be successfully used by synthesis with simple one op-amp synthetic elements with serial losses. This
realization can exhibit in some cases an advantage as better properties in the stop-band (smaller
effect of transfer response degradation due to absence of parasitic transfer zeros).

(a) (b)

Figure 4: (a) The measured magnitude transfer response, (b) the resulting dynamic range (output-input)
response of realized ARC filter.

(a)

(b) (c)

Figure 5: The ARC Butterworth LP filter: (a) RLC ladder prototype, (b) ARC filter circuit diagram, (c)
magnitude transfer response.

The comparison between classically designed active filter of 7th order with active real building
blocks (Fig. 6(b)) and active filter designed using goal-directed serial and parallel lossy prototype
(Fig. 6(a)) we can see from next figures. How is very clearly seen from figures, optimized filter
designed using serial goal-directed lossy synthesis method exhibit the magnitude response very near
to filter with parallel losses, which is very nearly to ideal response. The classically designed low-pass
filter starting from ideal LC ladder prototypes with real building active elements (with supposed
Q = 10) exhibit significant degeneracy of magnitude response namely in area of corner frequency
of filter, the similar degeneracy are visible also at higher frequencies of magnitude response. The
resulting influences of real parameters of active block are also very significant by degeneracy of
group delay (gd) curve.

In last year have been developed special programs for calculating goal-directed ladder prototypes
with parallel lossy resistors [2], in present time is fully function also program for calculating of ladder
prototypes with serial lossy resistors in parallel branches of filter. In [4] was published also a new
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optimizing method, which can be used very easy to design of the goal–lossy filter structures using
usually accessible analysis software. To easy design non-cascade active filter synthesis using goal–
directed lossy prototypes a new short program ACTLOSS was developed. It enables to calculate all
elements of low-pass and high-pass filters growing from goal–directed lossy LCR ladder prototypes.
The main screens of designed program are for both types of filters shown in Fig. 7.

(a) (b)

Figure 6: The comparison of result of difference synthesis method (a) goal-directed lossy prototypes, (b)
classical ideal prototypes.

Figure 7: The main screen of ACTLOSS program.

4. CONCLUSION

In the paper, there is described the simple network synthesis method which brings further possibility
to improve filter design and optimization in area of passive as well active filters. Here described
method allows wider expansion of the filter synthesis based on goal-directed lossy filter RLC ladder
prototypes. New presented filter synthesis method and programs developed to filter design and
optimization enables to design and optimize above discussed group of ARC filters very easy. In some
examples are here also presented the results, which declare many advantages of goal-directed lossy
filter design as minimization of element value spread [5], optimization of sensitivities, minimization
of OAs number and increasing of ARC filter dynamic range.
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Abstract— The design, preparation, etc of newly multipurpose ferrites (i.e., a magnetoelectric
ceramic materials) Ba6−xR2x(Nb1−x Fe2+x)O3, etc, which it exhibiting the piezoelectricity and
the piezomagnetic effect (i.e., the ferrite is a multifunctional electroceramic) have been studied.
The functional integrated devices including, with the magnetoelectric ceramic materials be made
of a had piezoelectric vibration (electro-strctive type thickness extension vibration) and piezo-
magnetic vibration (magnetostriction type longitudinal extension vibration) both in the same
vibrator (i.e., a functional integrated device of having two functions) which that is a composite
acoustic transducer, and their applications have been investigated in acoustics etc, as may be
noted.

1. MOTIVATION

Multifunctional electronic materials and integrated intelligent devices are needed in the develop-
ment of advanced technologies, especially mechano-electronic integrative units. This work reports
the preparation of new type piezomagnetic ferrite materialsacoustical transducers and their new
applications in this study. These materials and devices will be of great significance for acoustics,
information engineering, and other uses. However, Ferrites are magnetic ceramic materials. Piezo-
magnetic ferrite materials are the dielectric analog of piezoelectric ceramic materials. Their uses
parallel those of piezoelectric materials in such applications as high permeability materials, elec-
trostrictive transducer, delay lines, energy storage, memory devices etc. Piezomagnetic materials
could be used as reversible electroacoustical or electromechanical transducing etc acoustical devices
by piezomagnetic effect. This paper briefly reports on gave emphasis to the new type piezomagnetic
ferrite materials, acoustical transducers, etc.

2. METHODS

In conventional ceramic processing techniques are modified and adapted to the fabrication of test
specimens. Such as, parameters of chemical state and particle size of the reactants, method of
mixing, forming process, and heat-treatment are must be considered.

Chemical, physical and structural measurements are made and correlated to the fabrication
variables. X-ray diffraction, metallurgical microscopy and chemical analysis are employed in making
these measurements. The fabrication and physicochemical parameters are studied in connection
with structure-sensitive microwave properties such as Faraday rotation.

In this work, the formula for the new multifunctional piezomagnetic ferrite material.
FER1 is expressed as:

Ba6−xR2x(Nb1−xFe2+x)O3 (x = 0.25 ∼ 0.5) (1)

in there R stands for the rare-earth elements.
FER2 is expressed as:

Bi2−xFexO2 (x = 0.35 ∼ 0.65) (2)

In a word, the applications of piezomagnetic ferrite materials have (1) Magnetostrictor (includ-
ing transverse length extension vibration mode, thickness- or width-flexure vibration mode, and
twist magnetostriction vibration mode etc): Small change in the length of a piece of piezomagnetic
material, which is accompanied the process of magnetization. Ferrite bar (rod), ferrite frequency
meter, ferrite head, ferrite keeper, ferrite core, ferrite bead, ferrite-filled waveguide, ferrite-plate
memory, ferrite-roe antenna, and ferrite-tuning devices, etc can also made of piezomagnetic ferrite
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material. (2) More correctly, a magnetostrictive transducer is a device for converting electrical
oscillations to mechanical oscillations by employing the property of magnetostriction. It consists
in essence of a bar of piezomagnetic magnetic material, anchored at one point, and subjected to an
oscillating magnetizing force, i.e., an oscillating current circulating in a coil carried by the magnetic
member. The magnetostriction effect (change of length of ferrite with change of magnetization)
results in oscillating movement of the free end or ends of the bar. In order to achieve maximum
energy transmission, the system must be driven at or near its natural frequency. The oscillat-
ing magnetizing current can be derived from a dynamo-electric alternator or from a thermoionic
generator. In the latter case the generator must either include an oscillating valve or receive an
input consisting of an oscillating current induced in a pick-up coil incorporated in the transducer
itself. The direction of the change of length is, in most material, independent of the direction of
the applied magnetizing force, and the frequency of the mechanical oscillations is therefore twice
the frequency of the field. However, by providing a magnetic bias by means of a superimposed
unidirectional field produced by a direct current flowing in the main or in an auxiliary winging,
the mechanical oscillation frequency can be made equal to the field frequency. The acoustical
transducers are principally employed for producing pressure waves of ultrasonic frequency. This
works were based on the principle theories and related techniques of materials, acoustics, chemistry,
physics, electronics and mechanism etc, to pass the creation and the leap of the conception and
technology, then to select is able to accomplishing methods and ways in our laboratory, starting
from the formula, composition and testing of its properties of some new type piezomagnetic ferrite
materials, and to improve on development techniques of the piezomagnetic community, to obtain
better properties of the materials and their applications of new acoustic devices was made of the
new multifunctional piezomagnetic ferrite materials.

3. RESULTS

Our investigation into piezomagnetic ferrite materials and their applications have shown good
progress and results. However, in the development of new piezomagnetic ferrites and acoustical
devices, there are many parts, which need precision processing techniques, electronics and thermal
treatment techniques, and measurement of piezomagnetic properties, etc to be applied, also make
the needs for physics, chemistry and engineering etc combining. To summarized:

Modern physics, chemistry and engineering etc combining make the needs for theory and tech-
nique ability etc of new type piezomagnetic ferrite materials. On the other hand, based upon
present work, new multifunctional materials and acoustical devices of piezomagnetic ferrite ma-
terials exhibited piezomagnetic property and good piezoelectricity, which are investigated, such
as Ba6−xR2x(Nb1−xFe2+x)O3 (in there R stands for the rare-earth elements), Bi2−xFexO3 and
Ga2−xFexO3, etc. In the properties, these multifunctional materials and acoustical devices will be

(a)
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(b)

Figure 1: (a) Schematic diagram of the principle of the model of the had symmetrical bearing cap and
single-leg magnetostrictiion ultrasonic transducer. (b) Schematic diagram of the principle of the model of
the had symmetrical bearing cap and coupling piece (45] steel), and single-leg composite ultrasonic transducer
exhibiting piezoelectricity and piezomagnetic effect.

exhibited the sum effect or product effect which they suit the needs of the rapid development of
modern electronic industry and other technologies fields. For examples, the tests of the presumable
new acoustic devices are given in Fig. 1(a) (Schematic diagram of the principle of the model of
the had symmetrical bearing cap and single-leg magnetostriction ultrasonic transducer), Fig. 1(b)
(Schematic diagram of the principle of the model of the had symmetrical coupling piece (45] steel)
piezoelectric (ceramic prismatic) ultrasonic transducer) and Fig. 2 (Schematic diagram of the prin-

Figure 2: Schematic diagram of the principle of the model of the had symmetrical bearing cap and coupling
piece (45] steel), and single-leg composite ultrasonic transducer exhibiting piezoelectricity and piezomagnetic
effect.
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ciple of the model of the had symmetrical bearing cap and coupling piece (45] steel), and single-leg
composite ultrasonic transducer exhibiting piezoelectricity and piezomagnetic effect).

We make comparison between Fig. 1(a), Fig. 1(b) and Fig. 2, in the Fig. 1(a) the transducer is
made from general ferrite which only could produce magnetostriction resonance, but in the Fig. 2
the composite ultrasonic transducer is made of the multifunctional ferrite (which is exhibiting
piezoelectricity and piezomagnetic effect) integrated with the thickness extension vibration (piezo-
electric resonator, frequency fe) and longitudinal extension vibration (piezomagnetic resonator,
frequency fm) two kinds vibrations in the same transducer. When fe = fm, which both will be
produce a summing strong vibration; fe 6= fm, both will be produce composite vibration in the
same transducer. In reality, above two vibrations all have importantly practical values in the series
power ultrasonics, etc. Specially, this multiprose ultrasonic transducer also provides possiblity for
integrating acoustic levitation with magnetic levitation.

4. CONCLUSIONS

The research work of new type piezomagnetic materials and acoustical transducers which are ex-
hibiting piezoelectricity and piezomagnetic effect shows that it is feasible in theory, and has certainly
made some progress in experimental technique. But, there are other technologically difficult prob-
lems that require future research work and solutions to, such as the design and fabrication of the
multiprose acoustical transducers, etc.

A. Mention in passing, there is pointed out that piezoelectric and piezomagnetic these two kinds of
acoustoelectric transducing materials can’t replace each other in some important applications
and will be long-term coexistence, but also the both have better compatibility.

B. In addition, in chemical industry, piezomagnetic ferrite CoxFe3−xO4 (x = 0.1 ∼ 0.5) and ZrO2

were combined, and prepared a magnetic solid acid catalyst which is possessed of very good
catalytical activity and appropriate magnetic properties.

C. The present research work opens up and suggests further broad applied field for new type
piezomagnetic ferrites and multiprose acoustical transducers.
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Modal Analysis of an Antenna Feed System for a Multimode
Monopulse Radar

A. M. El-Tager
Electronic Engineering Department, M. T. C., Kobry Elkoba, Cairo, Egypt

Abstract— A modal analysis of a rectangular waveguide antenna feed system for a multimode
monopulse radar is presented. Design guidelines as well as 3D EM models are built for sum,
azimuth and elevation channels. Simulations for each channel and for the complete assembled
system are carried out. Measurements of each channel are performed for different target positions
in the 9–10GHz frequency range. Measurements showed excellent agreement with analytical
results which verifies simulations and design concept.

1. INTRODUCTION

Monopulse refers to the ability to obtain complete angle error information on a single pulse.
Monopulse technique is used in radars and communication systems for tracking targets or com-
municating partners because of its high angular accuracy [1]. The aim of monopulse radar is to
generate the signals required for E and H plane error channels (azimuth, and elevation) [2]. This
may be achieved by either multiple antennas or multi-mode waveguide propagation feed systems [2–
4]. The last technique is found to be better in terms of size, complexity, and accuracy. A proposed
structure assembly based on this technique is designed, simulated, implemented, and measured in
X-band frequency range.

2. MODAL ANALYSIS AND DESIGN GUIDELINES

A dielectric loaded E-plane rectangular waveguide horn is designed to allow the propagation of
the desired higher order modes [TE01, TE10, TE20, TM11, and TE11]. The horn is extended by a
non standard waveguide allowing the propagation of the previously mentioned modes. Waveguide
dimensions and the dielectric constant of the partially filling dielectric material are chosen such
that no other higher order modes are allowed to propagate. Figure 1 shows the E-field distribution
for different propagating modes. Modes TM11 and TE11 are generated together due to offset in
the incident waveform. These 2 modes are super imposed forming the field distribution shown in
Figure 1(f).

(b) (c)(a)

(e) (f)(d)

Figure 1: Different propagating waveguide modes; (a) TE10, (b) TE01, (c) TE20, (d) TM11, (e) TE11, (f)
TM11 + TE11.

When the incident wave-front is on the antenna axis, the source is symmetrically excited, hence
field distribution on the horn aperture is even. In this case, only TE10 mode is transmitted by the
horn.

If the incident wave-front is offset in plane H of the horn, the diffraction pattern moves along
X-axis of the horn aperture (Azimuth). The excitation becomes asymmetrical, such that higher
order modes will propagate. The filtering action of the horn propagates only modes TE10 and
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TE20. Distribution of E-field amplitudes of both modes is given in Figure 2. On the otherhand,
if the incident wave-front is offset in plane E of the horn aperture, the diffraction pattern moves
along the Y -axis of the horn aperture (Elevation). This asymmetric excitation produces modes
TE10, TM11, and TE11. Distribution of each is given in Figure 3.

As a result of the diffraction patterns given in Figures 2 and 3, amplitude distribution of TE10

mode is even in both cases. Therefore, it is used for the sum channel. For any small movement
of the diffraction pattern in front of the horn aperture, a corresponding variation occurs in the
amplitude of TE10 mode.

On the other hand, for a certain movement of the diffraction pattern in front of the horn aperture,
not all the amplitudes of the other higher order modes [TE20, TM11, and TE11] vary considerably.
However, the field distribution of these higher order modes is odd. Therefore, these modes are able
to provide angular discrimination information concerning the wave-front, i.e., generation of error
signals. Hence, TE20 is used for Azimuth channel and superposition of TM11, and TE11 is used for
Elevation channel.

3. 3D EM MODELING

A 3D model for the proposed monopulse feed system is carried out using Ansoft HFSS. Initially,
each channel model is built up to check its propagating mode and finally all are assembled together
to check isolation between each and simulate the overall performance of the multimode feed system.

3.1. Sum Channel

The sum channel signal is the amplitude of the TE10 mode which passes through the main non
standard rectangular waveguide. The output port at which the sum signal is received should allow
the propagation of TE10 mode only and isolate any higher order modes. Thus, the insertion loss
between the output and the input of the sum channel for different propagating modes is simulated.
The results show that the only propagating mode will be TE10, which is the dominant mode, while

Diffraction pattern

Figure 2: Diffraction pattern in X-plane.

Diffraction pattern

Figure 3: Diffraction pattern in Y -plane.

Figure 4: 3D EM model for the sum channel showing the propagation of TE10.
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all other modes will be suppressed. Figure 4 shows the 3D model of this channel as well as the
propagation of TE10 mode through it.

3.2. Azimuth Channel

The Azimuth channel is formed by a slot machined in the side wall of the main guide. The slot is
connected to a guide perpendicular to the main body. A 3D EM model is carried out as shown in
Figure 5.

The sum signal, altogether with the difference signal at the input of the main guide create
TE11 and TM11 modes. These 2 modes combine together forming the field distribution given in
Figure 2(f).

Main

waveguide 

output 

Azimuth

Mode Coupling

Figure 5: 3D EM model for the azimuth channel.

Main waveguide 

Coupling slots 

Elevation Ch.

Figure 6: 3D EM model for the elevation channel.
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Figure 7: Insertion loss for different modes between input and sum channel.
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3.3. Elevation Channel

The elevation channel is formed by two slots machined in the wider wall of the main guide. These
2 slots are connected to two guides placed against the source body. These two guides are combined
by a folded magic-T. A 3D EM model is built for this channel as shown in Figure 6 to be coupled
to the main waveguide of the sum channel. Considering reception, the incident TE20 signal excites
the slots in phase-opposition and consequently the two lateral guides which produce the difference
signal on the Elevation channel.

3.4. System Assembly

Finally, the three previous models are assembled together. System input is excited; at the horn
side; with all modes of Figure 1 at frequency range 9 to 10 GHz. Insertion loss for each mode is
simulated at every channel output. Figure 7 shows the insertion loss at sum channel port, which
ensures that only TE10 mode dominants while other modes decay.

The insertion loss of all modes at the output of the azimuth channel with respect to the input
is shown in Figure 8. Simulation results show that only TE20 mode propagates, while all other
modes decay. On the other hand, insertion loss of all modes at the output of the elevation channel
w.r.t. the input is shown in Figure 9. Simulation results show that only TE11 and TM11 modes will
propagate, while all other modes will decay. Finally, the input and output matching are designed
carefully and optimized for all modes as in Figure 10. This shows better performance than the
monopulse feed system of [5].
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Figure 8: Insertion loss of all modes at the output of the azimuth channel.
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Figure 9: Insertion loss of all modes at the output of the elevation channel.
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Figure 10: Return loss for different modes at input and sum (output) channel.

4. MEASUREMENTS

Measurements for the feed system are carried out to verify the modal analysis and simulation results.
To carry out the measurements the monopulse feed system is mounted and a transmitting horn
antenna is placed at different positions; bore sight, elevation and azimuth. The horn antenna and
the monopulse feed system are connected to the two ports of a network analyzer. The transmitting
horn is placed at different positions the output from each channel (sum, elevation, and azimuth) is
measured with the other two ports matched.

Measurements are carried out in the 9–10GHz frequency band [X-band]. The channels output
are measured at five positions (bore sight, +20◦ elevation, −20◦ elevation, +20◦ azimuth, and −20◦
azimuth) in order to verify the multimode monopulse theory. Table 1 provides the results of the
simulated and measured data for all channels at different target positions. It’s clear that there is
an excellent agreement between theoretical, simulated, and measured data which validates the 3D
EM modeling of the proposed multi-mode monopulse feed system.

Table 1: Simulated vs. measured S-parameters for different modes [dB].

TE10 TE11 + TM11 TE20

Simulated Measured Simulated Measured Simulated Measured

Sum -0.2 -0.8 -42 -30 -50 -30

Azimuth -40 -30 -2 -3 -50 -30

Elevation -55 -30 -50 -30 -2 -3

5. CONCLUSIONS

This paper proposes an antenna feed system for an X-band multimode monopulse radar using
rectangular waveguide. A modal analysis is performed following multimode design guidelines. A
3D EM model is built for sum, azimuth and elevation channels to obtain single mode propagation for
each channel carrying its associated information. Finally, the three previous models are assembled
together. Initial measurements are carried out for different target positions. Excellent agreement
between simulations and measurements are found, which validates design and modeling strategies.
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Calculation of Electromagnetic Wave Logging Response by Using
the Numerical Mode Matching Method

Yuan Zhao, Yueqin Dun, and Jiansheng Yuan
State Key Lab of Power Systems, Department of Electrical Engineering

Tsinghua University, Beijing 100084, China

Abstract— The Numerical Mode Matching (NMM) method as an efficient half-numerical and
half-analytical algorithm has been successfully applied in the simulation of electromagnetic fields
with multi-layer structure domains for both high and low frequency applications. In this paper,
the response of the Logging While Drilling (LWD) problem with multiple-layer structure soil is
simulated by using the NMM method. The simulated drill collar consists of one or two transmit-
ting coils and two receivers. This device can be applied to detect physical property parameters
of the soil or medium surrounding the borehole. According to the simulation results, the phase
difference of signals received by the two receivers, but not the difference of the signal amplitude,
is reflected by the parameters observably. In the numerical simulation, a model of LWD problem
including drill collar is adopted. The drill collar is considered as specific layers of the earth to
simplify the simulation.

1. INTRODUCTION

Well-logging is an important part of geophysical exploration. Among well-logging electric or electro-
magnetic tools which can measure conductivities, resistivities or dielectric constants are essential.
The problem of electromagnetic wave propagation in cylindrical structures has been studied for
a long time. Various numerical methods have been used. The Finite Element Method (FEM) is
a most general-purpose method, but it encounters the difficulties of the large computer storage
and high time complexity. Chew et al. propose the numerical mode matching (NMM) method to
solve this problem [1–5], and it has been shown to be more efficient than a direct use of the FEM.
The efficiency of the NMM method is based on the idea that a higher dimensional problem can
be reduced to a series of lower dimensional problems. For example, a 2D problem is reduced to
one-dimensional (1D) problems, and the field in all layers is obtained in a recursive scheme.

As an important part of electromagnetic well-logging, LWD becomes more popular. LWD tools
usually consist of one or two transmitting antennas and two receiving antennas. This device can
be applied to detect physical property parameters of the soil or medium surrounding the borehole.

2. EARTH MODEL WITH A DRILL COLLAR

To judge what layer or which depth of the earth is of petroleum or gas, a dill collar is put into a
borehole and moved down to measure the physical characteristic of the soil.

The borehole and its surrounding layers are regarded as axisymmetrical structure with horizontal
and vertical layers, as shown in Figure 1 where there are M horizontal layers.

The simulated drill collar consists of one or two transmitting coils and two receivers which can
detect induction voltage. The transmitters operate at a frequency of 0.5∼2MHz. The two receivers
can be used to cancel the direct coupling effect by taking the ratio of two receiver signals.

3. INTRODUCTION OF NMM METHOD

The NMM method reduces a higher-dimensional problem to a lower-dimensional one in which the
modes are found numerically. These modes are then propagated through the higher dimension
analytically using mode propagators.

When the drill collar is centered in an axisymmetric formation, the problem is two-dimensional
(2D), since the fields generated by these transmitters are independent of azimuthal angle. In the
axisymmetrical field model, the field intensity E excited by the transmitter located at (r′, z′)
satisfies the Helmholtz equation

∇2
⇀

E + k2
⇀

E = iωµ
⇀

JT (1)

where
⇀

JT is current density in the transmitter.
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Figure 1: An axisymmetrical earth model with a drill collar.

In the circular cylindrical coordinate, the field intensity has nothing to do with ϕ. So function
(1) can be written

[
∂

∂r

(
1
r

∂

∂r

)
+

1
r

∂2

∂z2
+

1
r
k2

]
rEϕ = iωµIT δ(r − r′)δ(z − z′) (2)

where k2 is the complex wave number, µ is the permeability, and δ is the Dirac delta function.
The separation variable method is usually employed to solve such partial differential equations.

By expressing the field intensity as rE(r, z) = F (r)U(z), substituting it to the homogeneous form
of (2), and dividing by F (r)U(z) in both sides, we can have

r ∂
∂r

1
r

∂
∂rF (r) + k2Fm(r)

F (r)
= −

∂2

∂z2 U(z)
U(z)

(3)

Since the left side of (3) only depends on variable z, while the right only on variable r, both sides
must be equal to a constant, denoted by λ2 that is called separation constant or mode constant.
Consequently, the partial differential equation can be transformed to two ordinary differential
equations as follows,

r
d

dr

1
r

d

dr
F (r) + k2F (r) = λ2F (r) (4)

d2

dz2
U(z) = −λ2U(z) (5)

Choosing N number of basis functions [gα(r)] = [g1, . . . , gN ], the solution of (4) for λ2 in layer
m can be approximately described as

fm(r) =
N∑

i=1

cmigi(r) = [g(r)]T Cm (6)

where [cm] = [cm1, . . . , cmN ]T are constants to be determined. Substituting (6) to (4), then choos-
ing the basis functions as the weight functions, and evaluating the inner product of each weight
function and (4), we can obtain a system of N equations, whose matrix form is shown below,

AmCm = BCmΛ2
m (7)

where Am and B are the stiffness matrixes of the Galerkin FEM, and the basis functions are just
the shape functions of FEM. Λ2

m = diag(λ2
m1, . . . , λ2

mN ) is a diagonal matrix, and Cm is an N ×N
matrix formed by combining N vectors [cαm] = [cm1, . . . , cmN ]T (α = 1, 2, 3, . . . , N). It is clear
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that the number N is equal to the number of the finite element nodes in r direction. The solution
of (7) is the complex number eigenvalue problem. The eigenvalue Λ2

m and the eigenmatrix Cm of
each layer can be got by solved.

Function (5) has the analytic solution, that is

u±m(z) = e∓Λm(z−z′)u±m(z′) (8)

Then the homogeneous Helmholtz function can be solved in each layer.
The determination of coefficients can be fulfilled by the boundary conditions on the interface

of horizontal layers. Adding the source is that the horizontal layer where the source is located is
divided into two. The boundary conditions at the interface between layer m− 1 and m are

Em = Em−1 (9)
∂Em

∂z
− ∂Em−1

∂z
= iωµrξ(r) (10)

If the interfaces without the current source, the right side in (10) is null.
When a discontinuity is present, the reflection, transmission, and conversion of modes are char-

acterized by reflection and transmission operators. When many discontinuities are present, they
can be treated as a concatenation of one-discontinuity problems. In this manner multiple reflections
and transmissions are easily accounted for with generalized reflection and transmission operators
using a recursive algorithm.

Suppose the receiver is at the point of r = rR, z = zR. After the electric field intensity E(rR, zR)
is solved, the induction voltage V can be got

V = 2πNRrRE(rR, zR) (11)

where NR is number of turns of the receiver.

4. RESULTS AND THE ANALYSIS

Based on the NMM method, a code for calculating the responses in layer structure soil has been
developed. Tables 1 and 2 gives the comparison of induction voltages by NMM, FEM and analytic
solutions in different structures. It shows very good agreement.

Table 1: Results of NMM, FEM and analytic solution (infinite media, with parameters as εr = 1.0, µr = 1.0,
IT = 2.5A).

NMM FEM Analytic Solution Distance 

between R 

and T (mm) 

Resistivity 
Amplitude Phase Amplitude Phase Amplitude Phase 

( ) / m
(mV)  (degree) (mV)  (degree)  (mV) (degree) 

660 3.3842 -136.5546 3.3810 -136.6381 3.4780 -136.1390
1 

840 1.3847 -154.4274 1.3839 -154.5172 1.4110 -154.1020

660 4.6433 -97.6209 4.6806 -97.6493 4.7500 -97.52
10 

840 2.2436 -101.3622 2.4063 -100.9767 2.2760 -101.3

660 4.7674 -90.9229 4.7634 -90.9781 4.8750 -90.96
100 

840 2.3501 -91.4399 2.3488 -91.5043 2.3830 -91.48

Ω

00

230

33

07

Table 2: Results of NMM and FEM (an axisymmetrical structure with 4 horizontal layers and 1∼3 vertical
layers, IT = 1.0A).

NMM FEM Distance 

between R 

and T (mm) 

Amplitude Phase Amplitude Phase 

(mV) (degree) (mV)  (degree)  

660 1.5203 -116.2704 1.5136 -116.3

840 0.6500 -125.7910 0.6642 -125.5164

243
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The Figure 2 shows when the electrical resistivity changes from 0.001∼3000Ω/m, the amplitude
attenuation and phase difference of induction voltages detected by two receivers. It is shown that
the phase difference of signals received by the two receivers, but not the difference of the signal
amplitude, is reflected by the parameters observably when the electrical resistivity varies.

(a) The signal amplitude attenuation (b) The phase difference 

Figure 2: The drill collar model.

5. CONCLUSIONS

The NMM method is a very efficient method to solve the electric current problems with axisym-
metrical multiple-layer structure domain. The numerical experiments show that the NMM method
is more efficient and accurate than other traditional numerical methods.

According to the simulation results, the phase difference of signals received by the two receivers,
but not the difference of the signal amplitude, is reflected by the parameters observably when the
electrical resistivity varies.
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Abstract— In this paper, based on peculiar electromagnetic characteristics of metamateri-
als, peculiar properties of ridge waveguide with claddings of metamaterials with zero index of
refraction are analyzed. These results provide some interested insights for potential applications.

1. INTRODUCTION

In 1968, lossless propagation of an electromagnetic wave in the metamaterials with negative per-
mittivity (ε) and negative permeability (µ) was first investigated by V. G. Veselago [1], and was
experimentally verified in 2001 based on split-ring resonators and rods [2]. V. G. Veselago spec-
ulated on the possible existence of metamaterials and anticipated their unique electromagnetic
properties [1]. The unique properties of MTMs have allowed novel applications, concepts, and
devices to be developed [3]. Science magazine even named metamaterials as one of the top ten
scientific breakthroughs of 2003 [4].

Planar metamaterials that exhibit a zero index of refraction have been realized experimentally by
several research groups [3]. Zero index of refraction metamaterials [5] have properties of a passive,
dispersive metamaterial matched to free space, and here both the permittivity and permeability are
zero at a specified frequency. However, few scientists have researched the peculiar characteristics of
metamaterials in applications of radar, and peculiar radar cross section properties of metamaterials
with zero index of refraction are not researched.

In this paper, based on peculiar electromagnetic characteristics of metamaterials, peculiar prop-
erties of ridge waveguide with claddings of metamaterials with zero index of refraction are analyzed.
These results provide some interested insights for potential applications.

2. METAMATERIALS WITH ZERO INDEX OF REFRACTION

Metamaterial realizations of double negative metamaterials, i.e., metamaterials in which the per-
mittivity and permeability are both less than zero, as well as double positive metamaterials, i.e.,
metamaterials in which the permittivity and permeability are both greater than zero, have been
reported. Within these studies, there have been several demonstrations, both theoretically and ex-
perimentally, of metamaterials that exhibit a zero index of refraction within a specified frequency
band [5]. There are three different metamaterials with zero index of refraction: zero-permeability
metamaterials, zero-permittivity metamaterials, zero-permeability and zero-permittivity metama-
terials.

Some researchers [6] have found that metamaterials and zero-permeability metamaterials share
the same transmission band, and that the material’s predominant refractive character strongly
depends on the dielectric losses. The metamaterial converts from metamaterials with negative-
permeability to zero-permeability metamaterial by increasing the dielectric loss. In some sense, the
zero-permeability metamaterial is a special limiting case of a MTM for high dielectric losses and
small refractive index. Metamaterials with zero permittivity [7] will create band gaps in a wide
range of frequencies up to the visible, and will completely reflect electromagnetic waves in the limit
of long wavelengths.

The electromagnetic matched metamaterials with zero-permeability and zero permittivity sup-
ports both transverse and longitudinal waves much like a cold plasma medium does [8], the dis-
persion relations for both types of waves are the same. Moreover, the zero-index transverse waves
behave similarly to their longitudinal counterparts. Some researchers have shown that in both the
source and scattering configurations the electromagnetic fields in a matched zero-index medium
take on a static character in space, yet remain dynamic in time, in such a manner that the un-
derlying physics remains associated with propagating fields. Zero phase variation at various points
in the zero-index medium if steady-state conditions are satisfied. Many researches have found a
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zero-index metamaterial, such as a zero-index electromagnetic band-gap structured medium, sig-
nificantly narrows the far-field pattern associated with an antenna located within it, and a matched
zero-index slab could be used to transform curved wave fronts into planar ones.

3. RIDGE WAVEGUIDE

Original publications on ridge waveguides date back to 1947 [9]. Since that time, ridge waveguides
have been widely studied in conjunction with microwave and millimeter wave applications because
of their unique characteristics, such as low cutoff frequency, wide bandwidth and low impedance
characteristics [10]. Early investigations were focused on transmission characteristics of single and
double rectangular-ridge waveguides [11]. Later, other structures were reported, such as two double
rectangular-ridge waveguide [12] with a rich diversity of analytical techniques, such as transverse
resonance techniques [11],magnetic field integral equations [13], mode-matching method [14] and
finite-element method (FEM) [15]. The cross-sections of ridge waveguide is shown in Figure 1.

ah

t

Figure 1: Cross-section of ridge waveguide.
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Figure 2: Simulation results of ridge waveguide with substrates of zero index of refraction metamaterials
with different waveguide dimensions.

4. ANALYSIS

Peculiar properties of ridge waveguide with claddings of metamaterials with zero index of refraction
with different waveguide dimensions are shown in Figure 2 by finite element method [16].

5. CONCLUSION

Based on peculiar electromagnetic characteristics of metamaterials, peculiar properties of ridge
waveguide with claddings of metamaterials with zero index of refraction are analyzed. These
results provide some interested insights for potential applications.
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A Simple Method to Measure the Unloaded Q of a
Transmission-type Resonator

Tiancun Hu and Wanzhao Cui
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Xi’an Institute of Space Radio Technology, Xi’an 710100, China

Abstract— A simple method to quickly obtain the unloaded Q of a transmission resonator
is presented. Input and output coupling coefficients can be directly obtained by measuring the
transmission and reflection coefficient using a network analyzer.

1. INTRODUCTION

Recently, a novel method to obtain the coupling coefficient has been developed. The special char-
acteristics of resonators, capable of storing energy from a signal at a given frequency, make them
important elements in circuits or as measuring cells. This characteristic has been responsible for a
great volume of work [1].

There are many techniques used to characterise microwave resonators. They can be found as
part of a circuit in various situations, operating in transmission modes. They also permit the
measurement of the reflection or transmission coefficients as well as other related magnitudes.
Different mathematical treatments may also be used to solve each situation.

2. THOERY ANALYSIS

Consider a resonator-coupling system (as shown schematically in Fig. 1) with input and output
transmission lines of characteristic impedance Z01 and Z02, respectively, and assume coupling
structures that are essentially lossless and interact negligibly with each other. Assume further
that a generator of internal resistance Rg = Z01 is connected to the input line and a resistive load
RL = Z02 to the output line. The equivalent circuit is shown in Fig. 2, with the resonator repre-
sented by a series resonator circuit and the coupling structures by ideal transformers of turns ratio
n1 and n2. With input and output circuits transformed to the middle loop, the circuit appears as
shown in Fig. 3. Therefore,

Q0 =
ω0L

R

ω0 =
1√
LC

QL =
ω0L

R + n2
1Rg + n2

2RL
=

ω0L/R(
1 + n2

1Rg/R + n2
2RL/R

) =
Q0

1 + β1 + β2

where β1 ≡ n2
1Rg/R, and β2 ≡ n2

2RL/R, by definition.

g
E 01

Z
02
Z

L
R

g
R

Figure 1: Transmission resonator with input and output lines (Rg = Z01, RL = Z02).
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Figure 3: Equivalent Circuit of Transmission Cavity with Generator and Load Circuits Transformed.

We are interested in finding the power transmission through the resonator as a function of
frequency. We may write for the impedance of the equivalent Circuit

Z = R

[
1 + β1 + β2 + jQ0

(
ω

ω0
− ω0

ω

)]

The power delivered to load RL is

PL = |I|2 n2
2RL = n2

1E
2
gn2

2RL/ |Z|2 ;

PL =
n2

1n
2
2E

2
gRL

R2

[
(1 + β1 + β2)

2 + Q2
0

(
ω
ω0
− ω0

ω

)2
] ' n2

1n
2
2E

2
gRL

R2

[
(1 + β1 + β2)

2 + 4Q2
0

(
δω

ω0

)2
]

PL ' n2
1n

2
2E

2
gRL

R2 (1 + β1 + β2)
2

[
1 +

(
2Q0δω/ω0

1+β1+β2

)2
] ' n2

1n
2
2E

2
gRL

R2 (1 + β1 + β2)
2
[
1 + 4Q2

L (δω/ω0)
2
]

At resonance

PL =
n2

1n
2
2E

2
gRL

R2 (1 + β1 + β2)
2

The half power points are obtained when

4Q2
L (δω/ω0)

2 = 1

QL =
ω0

2δω
=

ω0

∆ω
=

f0

∆f
[2]

where ∆f is the “half power bandwidth”.
Let the input and output coupling of a transmission resonator be into two lines of different

characteristic impedance with a matched generator connected to the input line and a matched load
to the output line.

T (ω) =
4β1β2

(1 + β1 + β2)2 + Q2
0(

ω
ω0
− ω0

ω )2
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While at resonance (ω = ω0), it is

T (ω0) =
4β1β2

(1 + β1 + β2)
2

β1 = input coupling coefficient, β2 =output coupling coefficient.
The VSWR at resonance is given as S0

S0 =
1 + β2

β1

for the unloaded case, and
1
S0

=
1 + β2

β1

for the overcoupled case.
OVERCOUPLED CASE

1
S0

=
1 + β2

β1

β2 =
β1 − S0

S0

T (ω0) =
4β1β2

(1 + β1 + β2)
2 =

4 (β1 − S0) S0

β1 (S0 + 1)2

Solving for β1 gives

β1 =
4S2

0

4S0 − T (ω0) (S0 + 1)2

While

β2 =
β1 − S0

S0
=

T (ω0) (S0 + 1)2

4S0 − T (ω0) (S0 + 1)2

UNDERCOUPLED CASE

S0 =
1 + β2

β1

β2 = β1S0 − 1

T (ω0) =
4β1β2

(1 + β1 + β2)
2 =

4 (β1S0 − 1)
β1 (S0 + 1)2

Solving for β1 gives

β1 =
4

4S0 − T (ω0) (S0 + 1)2

While

β2 = β1S0 − 1 =
T (ω0) (S0 + 1)2

4S0 − T (ω0) (S0 + 1)2

3. CONCLUSIONS

A simple method to obtain the unloaded Q of a transmission resonator is presented. The loaded Q
can be obtained by measuring the transmission coefficient. Input and output coupling coefficients
can be directly obtained by measuring the transmission and reflection coefficient at resonance using
a network analyzer.
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Symmetric Unit Cell Models for Composite Right/Left-handed
Transmission Lines (CRLH-TL) Metamaterials
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Abstract— Based on the homogeneous composite right/left-handed transmissions lines (CRLH-
TL) equivalent circuit model, an symmetric unit cell model for CRLH-TL metamaterials having
left-handedness (LH), right-handedness (RH) at different frequencies presented. The CRLH TL
unit model is a meta-structured TL composed of a series capacitance and a shunt inductance as
well as a series inductance and a shunt capacitance. The series capacitance and the shunt induc-
tance provide the LH nature at lower frequencies, whereas the series inductance and the shunt
capacitance provide the RH nature at higher frequencies, an unique characteristic of CRLH-TL.
We can obtain |S21| = 1 at a desired center frequency and also make a desired phase shift over a
unit cell possible. The unit cell model for CRLH-TL is analyzed using S-parameter formulations
resulting in some useful closed-form expressions for design purposes. These results provide some
useful references in facilitating the design of CRLH-TL.

In 1968, lossless propagation of an electromagnetic wave in the materials with negative permittivity
(ε) and negative permeability (µ) was first investigated by V. G. Veselago [1], and was experimen-
tally verified in 2001 based on split-ring resonators (SSR) and rods [2]. These materials were
named “Left-Handed Metamaterials” (LHMs) because the vectors E, H, and k form a left-handed
triplet. Many researchers have studied the characteristics and applications of SRR-based LHMs.
However, since SRRs are lossy and narrow-banded, they are often difficult to implement for mi-
crowave applications [3, 4]. Several researchers soon realized that a transmission line (TL) approach
towards LHMs was possible. By modeling a composite right/left-handed (CRLH) metamaterial as
an equivalent TL unit model, TL theory can be used to analyze and design CRLH metamateri-
als for practical applications. Moreover, TL approach for LHM based on periodically loading a
host microstrip transmission line with series capacitors and shunt inductors has been considered
simultaneously.

The unit cell models for these left-handed transmission lines have been suggested in varied
forms [5, 6]. In this paper, an symmetric unit cell model for composite right/left-handed transmis-
sions lines metamaterials having left-handedness (LH), right-handedness (RH) and stop-bandedness
is presented on the basis of the homogeneous CRLH-TL equivalent circuit model. The CRLH TL
unit model is a meta-structured TL composed of a series capacitance and a shunt inductance as well
as a series inductance and a shunt capacitance. The series capacitance and the shunt inductance
provide the LH nature at lower frequencies, whereas the series inductance and the shunt capaci-
tance provide the RH nature at higher frequencies, an unique characteristic of CRLH-TL. We can
obtain |S21| = 1 at a specified passband center frequency and also make a desired phase shift from
−150◦ to 50◦ over a unit cell possible at a specified frequency. The unit cell model for CRLH-TL
is analyzed using S-parameter formulations resulting in some useful closed-form expressions for
design purposes. These results provide some useful references in significantly facilitating the design
of CRLH-TL for a given specification.

1. UNIT CELL MODELS FOR SYMMETRIC CRLH-TL

Figure 1 shows the symmetric CRLH-TL unit cell model. The total electrical length of the trans-
mission line for CRLH is kd. The characteristic impedance of the CRLH-TL is ZO. The LH comes
from the combination of the lumped series capacitor CL and the shunt inductor LL, whereas the
RH comes from the combination of the series inductor LR and the shunt capacitor CR.

The input impedance Zin at the reference plane t1 is given by

Zin =
1

jωCL
+ jωLR + ZO//

1
jωCR

//jωLL =
1

jωCL
+ jωLR +

jωZOLL

ZO − ω2LLCRZO + jωLL
(1)
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Figure 1: The CRLH-TL unit cell model.

The characteristic impedance of a CRLH-TL unit cell model is given by

ZO =

√√√√ωLR − 1
ωCL

ωCR − 1
ωLL

(2)

Defined

Z = jωLR − j
1

ωCL
(3)

Y =
1

jωCR
//jωLL (4)

the [ABCD] matrix reads

[
A B

C D

]
=

[
1 Z

2

0 1

] [
1 0
Y 1

] [
1 Z

2

0 1

]
=

[
1 + Z

2 Z
(
1 + ZY

4

)

Y 1 + Z
2

]
(5)

The input reflection coefficient

S11 =
A + B/ZO − CZO − 1
A + B/ZO + CZO + 1

(6)

The transmission coefficient

S21 = S12 =
2

A + B/ZO + CZO + 1
, (7)

and the output reflection coefficient

S22 =
−A + B/ZO − CZO + 1
A + B/ZO + CZO + 1

(8)
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Figure 2.

2. RESULTS

The relationships between the frequencies f and S-parameters are shown in Fig. 2 for the proposed
model with LR = 100 pH, CR = 100 pF, LL = 20 pH, CL = 30 pH and kd = 0, respcetively.

3. CONCLUSIONS

An symmetric unit cell model for composite right/left-handed transmissions lines metamaterials
having left-handedness, right-handedness is presented based on the homogeneous CRLH-TL equiv-
alent circuit model. The symmetrical unit cell models for CRLH-TL have been analyzed using
S-parameter formulations resulting in some useful closed-form expressions for design purposes.
The simple and essential expressions provided here facilitate the design of CRLH-TL.
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Abstract— Superresolution image restoration reconstructs a frame of high-resolution (HR)
image from low-resolution (LR) images. The resolution of the improved image is higher than any
of the LR’s. This kind of technique provides a novel method for obtaining HR image and reduces
the cost, so it becomes one of the hotspots in the field of image processing, and has been widely
used in the area of military affairs, weather, medicine and etc. Several aspects of superresolution
restoration have been analyzed, and a frame of superresolution image has been reconstructed
using a group of LR images in this paper.

1. INTRODUCTION

High-resolution images are obtained by two kinds of methods; one of these is improving capability
of image-forming system, the other one is using super-resolution image restoration technology.
Enlarging lens of the digital camera or reducing detector array area of the CCD is the usual way to
enhancing performance of the image-forming system. The higher the image resolution is required
the harder the first method is achieved, and the cost becomes higher. Obtaining high-resolution
image by using super-resolution restoration technology becomes more and more popular in field
of image processing. These were several restoration methods since 1980’s, and obtaining high-
resolution image by super-resolution restoration technology becomes one of the hotspots in the
area of image processing.

The kind of novel technology was first presented by Harris [1] and Goodman since 1960’s, but
it didn’t broadly used because the poor application effect. Super-resolution restoration developed
rapidly until 1980’s, so many approaches appeared, such as the projection onto convex sets (POCS)
method [2] was suggested by H. Stark and P. Oskoui, maximum likelihood (ML) estimator by
S. E. Meinel and maximum a posteriori probability estimator by B. R. Hunt and his co-workers.
Iterated backprojection approach [3], improved POCS algorithm [4] and etc were contained in recent
papers; the super-resolution reconstruction was more and more popular. POCS algorithm solves
complicated imaging modal and makes full use of the information of the obtained images, so it is
widely used and improved in the area of super-resolution restoration.

2. STATEMENT ON SUPER RESOLUTION RESTORATION

Super-resolution reconstruction is a technique for estimating one or more high-resolution images
from a sequence of low-resolution images, and the same time eliminates the combating additive
noise and blurring due to the finite detector size and optics. It’s a branch of image fusion.

Super-resolution restoration contains methods in time and frequency domain. Approaches in
frequency domain develops slowly for the disadvantages of it, such as it is limited to global trans-
lational motion, lacks relativity between the data in domain of frequency, difficult to take the
information in time-domain to frequent-domain. The typical methods in time-domain are IBP
algorithm, POCS approach and etc.

IBP method was presented by Michal Irani and Shmuel Peleg, in this approach super-resolution
image is reconstructed by continuous simulations and updating the imaging modal, its process is
described in Figure 1.

The simulation results aren’t unique; the apriority knowledge can’t be used in the restoration
progress.

POCS algorithm was first proposed by H. Stark, P. Oskoui and their partners, and then An-
drew J. Patti, M. Ibrahim and etc improved the original method and became one of the widely
used algorithms. The simulation process is showed in Figure 2.

In this approach convex sets are defined according to the original images knowledge, the range
of the estimated image is restricted by the sets. This reconstruction method makes full use of the
information contained in the LR images; deals complex image degradation model. More and more
researchers study and improve this method for its advantages.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 623

Reconstructed Image

Simulated 
Imaging

Processing

Simulated
Low-resolution

Images

Original Image

Imaging
Process

Observed

Low-resolution

Images

Compare simulated and 
observed low-resolution images

Figure 1: Schematic diagram of IBP algorithm.
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Figure 2: Reconstruction algorithm based on POCS method.

3. SOLUTION OF SUPER RESOLUTION RESTORATION

In order to analyzing super-resolution restoration, we researched the image resolution decrease
procedure at first. According to reversing the decrease process, we can get the super-resolution
restoration modal. The modal is showed in Figure 3.

Super-resolution reconstruction simulation process is introduced in this part. A sequence of LR
images is obtained through high-resolution image degradation procedure at first. Then combining
the POCS algorithm in [5] super-resolution image restoration is obtained by the LR images. The
motion of the LR images is global translational motion; the sensor point spread function is Gaussian
function; magnification times are four. The flow chart of super-resolution procedure is depicted in
Figure 4.

The definite simulation steps are showed as follow:
Low-resolution images obtained through degradation are displayed in Figure 5.
Firstly, reference frame is selected among the LR image sequence. Secondly, SR grid is defined

by the reference frame, and motion of the other images is estimated to it.
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Figure 3: Schematic diagram of high-resolution image reconstruction system.

Figure 4: Flow chart of super resolution reconstruction.

Figure 5: Sequence of 8 synthetic low resolution images with controlled camera motion.

Interpolating the reference image and the enlargement factor is 4, the processed image is the
initial estimate frame, and the interpolating image is given in Figure 7. Estimated image updating
in Figure 4 can take the following sets (1∼3) into account.

Data consistency constrains sets:

Ci =
{
f : δT

i f = yi

}
, 1 ≤ i ≤ M1M2 (1)

Image amplitude constrains set:

CA = {f : α ≤ f ≤ β, α < β} (2)

If the estimated image is similar to one of the frame, then the set can be defined as (3).

CR = {f : ‖f − fR‖ ≤ εR} (3)

There are still more other constrains sets defined by the information of LR images.
According to measuring the changes between successive estimated images the intersections are

terminated or not. If the changes can’t satisfy the default value, the program will stop at the
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maximum value of cycle index. The super-resolution image is the last estimated image of simulation;
the result is displayed in Figure 8.

Compared with the low-resolution images and the original estimated super-resolution image the
simulation result can identify the object clearly. Some of the words write on the right side of the
super-resolution image are: “finer grid using interpolation, be obtained a single picture of higher
spatial sampling rate.”; The words in the original picture is: “finer grid using interpolation, he
obtained a single blurred picture of higher spatial sampling rate.” (the terms in italic type is not
contained in the intercept image).

Figure 6: Reference frame.

Figure 7: Initial estimate super-resolution image.

Figure 8: Super resolution image restoration result.

The simulation result is fault in single letters; it shows super-resolution restoration technique
could improve the resolution of the processed LR images. This kind of approach can be used in
target identification and expansion the range of super-resolution image.

4. CONCLUSION

In this paper, a sequence of low-resolution images was used to simulate super-resolution restoration
technology, a frame of super-resolution image was reconstructed by the experiment. The resolution
of the reconstructed image obviously improved, the targets in the super-resolution image were
identified clearly.
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With the development of super-resolution restoration technique this kind of technology provides
novel method for obtaining high-resolution images. However, some problems exist in this technique
still restrict the development of it. The development of reconstruction technology is on more
exact image matching method, more practical image quality depress modal and improve original
approaches with new technology in other area.
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Abstract— In this paper, we have simulated a rectangular microstrip patch antenna using mul-
tilayered dielectric substrate materials at THz frequencies for advanced wireless communication
systems. The 10 dB impedance bandwidth of the single-pin-shorted microstrip-line fed rectan-
gular microstrip patch antenna on multilayered dielectric substrate is 33.67%. The electrical
parameters of antenna depend on the structural parameters and feed positions. The simulation
of this antenna has been performed by using CST Microwave Studio, which is a commercially
available finite integral based electromagnetic simulator.

1. INTRODUCTION

Gigabit-data-rate for future wireless communication systems has opened the door to variety of
applications demanding ultra-broad bandwidth. Among the applications that are already foreseen
is the wireless extension of the next generation broadband access fiber-optic networks, which will
support data rates tens of gigabits, and are expected to replace xDSL and cable-modem access
network [1–4]. A multi-gigabit communication system could also be operated as wireless bridge
between lower data rate WLANs/WPANs (wireless local area network/wireless personal area net-
works) and access network, and thus could enhance their interoperability by providing fixed multi-
gigabit wireless access. Most of the present efforts towards higher data rates are aimed at enhancing
the spectral efficiency of existing or currently developing microwave and millimeter wave wireless
systems. However, the spectral bandwidth of such a system is limited, and they will not able to
support data rates exceeding a few Gbps [4]. In communications several order of magnitude of
increase in bandwidth as compared to current wireless technology is expected [1, 5]. Terahertz
(THz) technique is considered as one of the method to solve this problem. Since it is commonly
accepted that such high-data rates can not be achieved with IR systems, the THz range is a logical
choice [1–10]. Using carrier frequencies above 300GHz, oscillator and amplifier sources with ∼10%
fractional bandwidths would enable very high data rate (> 10GB/s) wireless communications with
high security protection [3, 4]. THz band covers a wide rage, which is relatively free of spectrum
users, offers many advantages for wireless communication and radar system such as broad band-
width for high data rate information transmission, low transmission power (due to high antenna
gain) and low probability of interference/interception (due to narrow antenna beam width) [1–8].
The microstrip antennas are most important component of several wireless communication appli-
cations with demand of multi-band and/or broadband frequency operation, high power gain and
omnidirectional radiation patterns. The technology and propagation constants serve as boundary
conditions for the determination of the required antenna gain to support ultra-broadband commu-
nication. They have the benefit of high data rate up to tens of Gbps, whereas in atmosphere the
attenuation is very high. Therefore, the design of printed antennas suitable to meet the require-
ments of multiple operational services becomes a difficult task. The multi-band microstrip antennas
have been developed in the past using multilayered substrate at lowered frequencies to obtain the
multi-frequency operational characteristics [11–13].

In this paper, we have proposed a single-pin-shorted multilayered-dielectric (with different dielec-
tric permittivity and thickness) substrate rectangular microstrip patch antenna at THz frequency
for faster wireless communication systems. The design of this antenna is based on the philosophy
of maximizing the current path for a given surface area to decrease the resonant frequency by
shorting post [14] and use of multilayer substrate material to reduce the radiation losses by surface
waves to enhance the efficiency [11–13]. The surface waves can be reduced by shorting post due to
surface wave discontinuity used in the three dielectric layer structure. The organization of paper
is as follows. The Section 2 concerns with the simulation model of THz microstrip antenna. The
Section 3 discusses the simulated results and finally, Section 4 concludes the work.
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2. SIMULATION MODEL OF THz MICROSTRIP ANTENNA

The proposed microstrip patch antenna consists of a rectangular patch on multilayer dielectric sub-
strate materials with different dielectric permittivity and thickness. The geometrical configuration
of the antenna is as shown in Fig. 1. The dimension of the ground plane and radiating rectangular
patch of the antenna is 400 × 400µm2 and 100 × 150µm2, respectively. The substrate materials
of the antenna are arranged as follows. The first substrate layer on ground plane is 50µm thick
having ε1 = 2.42 with tan δ = 0.0009. This layer is followed by 350µm thick substrate layer with
ε2 = 2.2 and last layer with 55µm thick having ε3 = 6.15 with tan δ = 0.0019. The selection of
the dielectric permittivity and dimension of the substrate will determine the surface wave losses.
A thicker middle substrate layer has been used to achieve wide bandwidth [16]. The reason to
take high dielectric constant (upper layer) is to reduce the radiation loss from the feed line and
thin substrate material has been used for maximizing the bandwidth. The proper selection of the
permittivity and dimensions of the substrate layers will reduce the surface wave loss and results
in significant increase in impedance bandwidth and radiation efficiency. When the high relative
permittivity substrate is over the low relative permittivity substrate, the suppression of the surface
wave will takes place [15, 16]. The shorting post with a diameter of 5µm is loaded at the radiating
end of rectangular patch. This loading position can ensure maximum reduction in the resonant
frequency of the microstrip antenna that is maximum patch size reduction for the antenna can
be obtained at a fixed frequency. Microstrip line feed has been used in the proposed antenna is
one of the most commonly used feeding techniques. Since feeding technique influences the input
impedance, it is often exploited for matching purpose. In this feeding technique, a conducting strip
is connected directly to the edge of the rectangular patch microstrip antenna. The advantage of
this technique is that both the feed and patch lie on the surface of the substrate and therefore is
plane in construction and provide the right impedance match between the patch and feed line. The
simulation of the proposed rectangular microstrip patch antenna is performed on CST Microwave
Studio simulator, which is finite integral based solver.

Figure 1: Geometrical configuration of the multilayer dielectric substrate single pin shorted microstrip line
fed rectangular patch antenna.

3. SIMULATION RESULTS

The current and emerging systems use bandwidths between a few MHz to several GHz. Conse-
quently, they cannot provide high enough data rates to satisfy the needs of the future wireless
communication requirements. One can expect that wireless short-range communication networks
will soon push towards the THz frequency range, which will provide several tens of Gb/sec to
terabit data rates [1]. To compensate for the high free space losses one will need high gain emitter
and receiver antennas. The return loss of the proposed rectangular microstrip patch antenna at
the THz frequencies is shown in Fig. 2. The 10 dB bandwidth obtained from Fig. 2 is 33.67%. This
simulated result shows two dip at which the return loss is minimum. This means, proposed antenna
can operate efficiently at these two frequencies (796.95 and 916.65 GHz).
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Figure 2: The return loss (dB) versus frequency (GHz) of the proposed rectangular microstrip patch antenna.

(a) (b) 

Figure 3: Far-zone radiation patterns for (a) the gain and (b) directivity at the THz frequencies.
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The far-zone radiation pattern of the gain (Fig. 3(a)) and directivity (Fig. 3(b)) of the proposed
THz rectangular microstrip patch antenna is as shown in Fig. 3. The radiation efficiency and gain
of the microstrip antenna are 90.69% and 10.05 dB, respectively at the center frequency of operation
(875GHz). At this frequency, the main lobe magnitude of gain is 10 dB with angular width 37.2◦
in H-plane configuration. The main lobe magnitude of the directivity and its angular width are
10.5 dBi and 37.2◦, respectively in H-plane. The electrical parameters of the multilayer rectangular
patch microstrip antenna at three THz frequencies are shown in Table 1.

Table 1: Electrical parameters of the rectangular microstrip patch antenna at THz frequencies.

Frequency/Electrical Parameters 875GHz 796.95GHz 916.65GHz
Gain (dB) 10.05 7.291 9.708

Directivity (dBi) 10.47 7.928 10.45
Radiation Efficiency (%) 90.69 86.36 84.27

The radiation efficiency and gain of the microstrip antenna are 86.36% and 7.291 dB, respectively
at frequency (796.95 GHz), which is first dip in Fig. 2. At this frequency the gain of main lobe
magnitude is 7.3 dB and angular width is 90◦ in E-plane configuration. For directivity, the main
lobe magnitude and angular width are 7.9 dBi and 90◦, respectively in H-plane. The radiation
efficiency and gain of the microstrip antenna are 84.27% and 9.708 dB, respectively at the frequency
(916.65GHz), which is second dip of Fig. 2. At this frequency for gain, the main lobe magnitude is
9.7 dB and angular width is 90◦ in H-plane configuration. For directivity, the main lobe magnitude
and angular width are 10.5 dBi and 90◦, respectively in H-plane.

The radiation efficiency and gain varies with distance of shorting post from the feed point as
shown in Fig. 4. The radiation efficiency and gain of the rectangular microstrip patch antenna
increases with increase in the distance of the shorting post from the feed point. The interesting
point of simulation is highlighted in the Fig. 4. The radiation efficiency and gain at this point are
90.69% and 10.05 dB at 875 GHz, respectively. The distance of a shorting post from the feed point
is 10µm at this point. Here (at the marked point) the gain and efficiency are low as compare to
other points but we get the dual frequency band of operation of the proposed antenna with broader
bandwidth, that is the reason for considering this point.

Figure 4: Variation of radiation efficiency and gain with distance of shorting post from the feed point.

4. CONCLUSIONS

Among the practical advantages of using THz region for satellite and indoor wireless communication
system is the ability to employ robust and compact transmitting and receiving antennas. THz
communication link is most likely secure communication for short-distance, point-to-point, and
demanding high information data rate (Gb/s to Tb/s). The 10 dB impedance bandwidth of the
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proposed antenna is 33.67%. The radiation efficiency and gain of the antenna are 90.69% and
10.05 dB at 875 GHz, respectively. Increased atmospheric absorption at the THz frequencies is
unattractive in certain applications but the secure and ultrahigh bandwidth make attractive THz
communication systems.
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Abstract— Over the past years, some microwave oven experiments have been done by placing
non-food objects such as metal objects, CDs, lightbulbs and etc. in the microwave oven cavity [1–
4]. It is well understood, when a metal object is placed inside the oven cavity, sparking will result.
Here, we have theoretically investigated the sparking of metal objects within the microwave oven,
based on the electrostatic and alternating field. The resonant modes characteristics of both TE
and TM electromagnetic fields in the oven cavity are determined. An approximate analysis for
electric fields around the metal disks and sharp edges is carried out by solving Laplace equation
in polar and elliptical coordinates. Some experiments are done for CD-ROMs and several types
of metallic rings and wires. They have shown a good agreement with the theoretical predictions.

1. INTRODUCTION

A microwave oven is consist a conducting cavity resonator connected to a magnetron which emits
non-ionization electromagnetic radiation, usually at a frequency of 2.45GHz, or wavelength of
12.24 cm. The cooking cavity itself is a Faraday cage enclosure which prevents the microwaves
from escaping into the environment. The oven door is usually a glass panel for easy viewing, but
has a layer of conductive mesh which generally makes from aluminum and separated with 1–2mm
distance to maintain the shielding. Because the size of the perforations in the mesh is much less
than the microwave wavelength, most of the microwave radiation cannot pass through the door,
while visible light with a much shorter wavelength can [5, 6].

We have considered oven cavity as a volume enclosed by a conducting surface and within which
an electromagnetic field can be excited. The electric and magnetic energies are stored in the volume
of the cavity. The finite conductivity of walls gives rise to power loss and thus is equivalent to some
effective resistance. Any metal or conductive object placed into the microwave will act as an
antenna to some degree, resulting in an electric current. This causes the object to act as a heating
element. This effect varies with the object’s shape and the composition.

Over the past years, some microwave oven experiments have been done by placing non-food
objects such as metal objects, CDs, lightbulbs and etc. in the microwave oven cavity [1–4]. It is
well understood, when a metal object is placed inside the oven cavity, arcing will result. However,
to our knowledge, there is no any exact analytical investigation to introduce this phenomenon.

Here, we have analytically introduced the physics of sparking of some non-food objects, such as
CDs, metal rings and metal disks, within a microwave oven cavity. We have derived approximate
experssions for electric fields around the metal disks and sharp edges by solving Laplace equation
in polar and elliptical coordinates. Since the time lag of spark is very short, we have ignored of
heat transfer to the space of cavity. Also, we have neglected from varying of electromagnetic fields
in which caused by metals after inserting inside the oven cavity.

Finally, some experiments is made with CDs and some special shapes and types of metals within
a compact Panasonic microwave oven NN-C2003S consists of a cooking chamber with dimensions of
(W ×H ×D) 412 mm×242mm×426mm and a magnetron of 1220 W output power. Experimental
results show a good agreement with the obtained theoretical results in this work.

2. CHARACTERISTICS OF RESONANT MODES INSIDE THE OVEN CAVITY

Figure 1 illustrates a cavity of height b, width a, and length d. We have assumed a linear, isotropic,
homogeneous, lossless interior medium with neglecting the charge and current inside the cavity.
For this case, Maxwell’s equations can be simplified to:

∇2 ~E + ω2εµ~E = 0 (1)

∇2 ~H + ω2εµ ~H = 0 (2)
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Figure 1: Cavity resonator of a microwave
oven.

(a) (b)

Figure 2: A corner in two dimensions with opening angle β
(a), and a corner in three dimensions with opening angle β
surrounded between two conducting plates (b).

These equations are called wave equations or Helmholtz equations. Each equation is composed
of three scalar differential equations terms of the components of the vectors. By solving these
equations, the components of TE and TM mode inside the cavity which fit the boundary conditions
can be easily found. For TEmnp modes [7]:
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and for TMmnp modes [7]:
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In the above relations, for simplicity, ejωt is omitted. Hmnp and Emnp are constant coefficients
associated with the mnpth mode where m, n, and p are integer, often termed the order, and
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For the mnpth mode the corresponding resonant frequency is given by:

ωmnp = cπ
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d

)2
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where c = 3× 108 m/s is the speed of light. They are analogous to the natural frequencies in other
oscillation problems, for example, those of a plucked string or a vibrating drumhead.

The electric and magnetic energies are stored in the volume of the cavity. At resonance the
time-averaged electric and magnetic energy stored in the cavity are equal. Using Eqs. (3) and (4),
the time-average total electromagnetic energy stored in the oven cavity is given by:
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In the real cavities, the finite conductivity of walls give rise to power loss and thus are equivalent
to some effective resistance. Therefore, the oscillation will damp gradually because of heating loss
in the walls. The rapidity of this damping is characterized by a figure of merit called quality factor,
Q. The quality factor is defined by

Q =
ω0W

Ploss
(8)

where W is time-averaged energy stored in the cavity and Ploss is energy losses per second in the
walls. Q is also a measure of the sharpness of resonance and is given by

1
Q
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ω0
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ω0∆λ

2πc
(9)

where ω0 is the resonant frequency of the cavity and ∆ω is the full width at half maximum (FWHM).
Therefore, frequency selectivity and resonant modes in the oven cavity can be specified by cavity
Q-factor.

In order to determine the cavity Q, the losses caused by the finite conductivity of the cavity
walls must be evaluated. For small losses, the surface currents is given by ~Js = n̂× ~H, where n is a
unit normal to the surface and directed into the cavity. Hence the power loss in the walls is given
by:

Ploss =
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where Rm = 1/σδ is the resistive part of the surface impedance exhibited by the conductivity walls
having a conductivity σ and for which the skin depth (or depth of penetration) is δ = (2/ωµσ)1/2.
In Eq. (10) ~Htan is the tangential magnetic field at the surface of the cavity walls which is essentially
associated with the loss-free field solutions (3) and (4).

Depth of penetration is dependent on the metal composition and the frequency, with lower
microwave frequencies penetrating better. For good conductors, the skin depth becomes extremely
small as the frequency is increased and Rm will be increased. Typically, for aluminum walls with
σ = 3.64 × 107/Ωm, skin depth is about 1.6µm at frequency of ω = 2π×2.45GHz and surface
resistance Rm = 58 Ω. Therefore, the electromagnetic waves, and hence the induced currents to
the surface of the conductor, are then effectively confined to a thin skin near the surface in order
of magnitude of skin depth δ.

Substitution (3) and (4) into (10), the power losses for both TE and TM modes is obtained as:
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Combining Eqs. (7), (8) and (11), the cavity Q for both TE and TM is approximately given by:

QTE ≈ 3V

Sδ
(12a)

QTM ≈ V

Sδ
(12b)

where V = abd is the volume of cavity, S = 2(ab + ad + db) is the total interior surface area of
cavity and δ is the skin depth of the walls. Typically, for the cavity with a = 41.2 cm, b = 24.2 cm,
d = 42.6 cm and aluminum walls, the QTE and QTM come out equal to ∼ 3 × 104 and 104,
respectively. Substitution these values into (9), resonant half-width of wavelength for both TE and
TM is obtained as:

∆λTE ≈ 0.4× 10−3 cm (13a)
∆λTM ≈ 10−3 cm (13b)

It can be seen that losses in the oven cavity causes a resonant bandwidth of ∆λ and it increases
by increasing power losses in the cavity. It is noticeable that we have neglected from the dielectric
losses inside the oven cavity and thus actual bandwidth may be greater than obtained values in
Eq. (13).

Now, we can determine the resonant modes within the cavity by using Eqs. (6) and (13).
Solutions for both TE and TM modes are summarized in Table 1.

Table 1: Several resonant modes inside microwave oven with dimension of 41.2× 24.2× 42.6 cm3.

m n p wavelength (cm)

2 3 2 12.27

3 3 2 11.09

3 2 2 12.27

4 0 2 11.52

0 4 2 11.50

1 4 2 11.30

1 5 0 11.37

Hmnp and Emnp in Eqs. (3) and (4) can be determined using Eq. (11) and considering the order
of resonance modes in the cavity listed in Table 1. At threshold, the power of magnetron should be
equal to power loss in the cavity surface, i.e., Ploss = 1220 W. Typically, considering m = 3, n = 2
and p = 2, the constant coefficients are found to be:

H322 ≈ 700 A/m (14a)
E322 ≈ 2× 105 V/m (14b)

Substitution (14a) and (14b) into (3) and (4), the electric field components of resonant modes
are determined as:

ETE
x =

ωµ

γ2

nπ

b
H322 ≈ 4.6× 105 V/m (15a)

ETE
y =

ωµ

γ2

mπ

a
H322 ≈ 12.3× 105 V/m (15b)

ETM
x =

(mπ/a) (pπ/d)
γ2

E322 ≈ 5.3× 105 V/m (15c)

ETM
y =

(nπ/b) (pπ/d)
γ2

E322 ≈ 2× 105 V/m (15d)

ETM
z = E322 ≈ 2× 105 V/m (15e)
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3. ELECTROSTATIC APPROXIMATION

According to the Drude’s model, the electrical conductivity of a metal is given by [6]:

σ =
f0Ne2

m(γ0 − iω)
(16)

where f0N is number of free electrons per unit volume in the metal and γ0/f0 denotes damping
constant that can be determined empirically from experimental which is typically of the order of
1017 sec−1. This means that, for frequencies beyond the microwave region (ω ≤ 1011 s−1), ω in the
dominator of the Eq. (16) is negligible and σ is approximated by:

σ =
f0Ne2

mγ0
(17)

It indicates that conductivities of metals are essentially real and independent to frequency in
microwave region. In the other word, electrostatic approximation is reasonable for conductors at
microwave frequency. Hence, we have assumed the metal within the oven cavity is subjected into
the electrostatic field.

The prior works have shown that probability of occurring spark in the vicinity of sharp points or
edges of metals is much higher than other points. To investigate this phenomenon, for simplicity,
we have obtained the electric field around a metal disk and a corner.
3.1. Spark around a Metal Sharp Point
Figure 2 shows a two and a three dimensional corner. Since the dimensions of sharp points and
corners are too small compared to the microwave wavelength, therefore we can consider electric
field uniformly in the vicinity of the sharp points and corners.

The electric field components around a two dimensional corner, Fig. 1(a), is obtained by solving
Laplace equation in cylindrical coordinate system [6]:

Eρ ≈ −πA

β
ρ

π

β
−1 sin

πϕ

β
(18a)

Eϕ ≈ −πA

β
ρ

π

β
−1 cos

πϕ

β
(18b)

where A is a constant coefficient, ρ is distance from corner and β is the angle of corner which
β → 2π for sharp corners. It can be seen by considering A equals to values determined in Eq. (15)
and β → 2π, electric filed around the corners, ρ → 0, is sufficiently too large approximately equal
to the dielectric strength of air (3× 106 V/m).

Similarly, the electric field components around the three dimensional corners can be obtained by
solving Laplace equation in spherical coordinate system and standard calculus technique as [6]:

Er ≈ −νA′rν−1Pν (cos θ) (19a)

Eθ ≈ A′rν−1 sin θ
∂

∂θ
Pν (cos θ) (19b)

where Pν (cos θ) is Logender function and A′ is a constant coefficient. For sharp corners β → 2π,
therefore, ν ≈ [2 ln (2/(β − π))]−1 < 0 and by considering A′ equals to values determined in Eq. (15),
electric field around the corners, r → 0, is too large approximately equal to the dielectric strength
of air. Dielectric strength is the maximum electric-field magnitude that a material can withstand
without the occurrence of breakdown. This quantity is affected significantly by temperature, trace
impurities and others that are difficult to control.
3.2. Spark around a Metal Disk
We have assumed a metallic disk with radius a, is placed in xy-surface inside the uniform electric
field ~E = E0x̂. By solving Laplace equation in the elliptical coordinate system, the electric-potential
around the metal disk can be derived as below:

φ =
−2aE0

π

[
tanh(u) + cosh(u) tan−1(sinh(u))

]
cos(v) cos(ϕ) (20)
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In order to evaluate the results, we have derived components of electric-field in the cylindrical
coordinate system as:

Eρ =
2E0

π

[ (
cosh2(u) + cos2 (v)

)
sinh(u)(

cosh2(u)− cos2 (v)
)
cosh2(u)

+ tan−1 (sinh(u))

]
cosϕ (21a)

Eϕ =
−2E0

π

[
sinh(u)
cosh2(u)

+ tan−1 (sinh(u))
]

sinϕ (21b)

Ez =
2E0

π

[
sin (2v) cos ϕ

cosh(u)
(
cosh2(u)− cos2 (v)

)
]

(21c)

where v, u and ϕ are components of elliptical coordinate which are related with the components of
cylindrical coordinate as below:

ϕ = ϕ, z = a sinh(u) cos(v), ρ = a cosh(u) cos(v) where 0 ≤ u < ∞ and − π/2 ≤ v ≤ π/2.

The charge density induced on the metal disk surface inside the electric field ~E is given by:

σ = ε0Ez |z=0 =
4ε0E0

π

ρ√
a2 − ρ2

cosϕ (22)

It can be seen that charge density at ϕ = 0 and ϕ = π and near edge of the disk, ρ → a, is
maximum.

According to Eq. (21), electric-field magnitude in some points around the edges of metal disk are
calculated and summarized in Table 2. Substituting the calculated magnitude for E0 (∼ 105 V/m)
into the Eq. (21), we find that electric-field in the vicinity of the metal disk is higher than air
strength for both TE and TM modes.

It is noticeable that the most charge density is distributed near the edge of the metal disk.
Hence we can use this results for a metal ring with radius a, which is placed in xy-surface inside
the uniform electric field ~E = E0x̂.

Table 2: Electric-field for some points around a metal disk.

E z ϕ ρ

239.64 E0 0 0, π a + 1
10000a

0.0006 E0
1

10000a π
2 , 3π

2
a
2

319.46 E0
1

100000a 0 a

4. ALTERNATING FIELD APPROXIMATION

4.1. A Metal Disk in an Alternative Field
Since the surface-charge-density is deposited at ϕ = 0 and ϕ = π in near edge of the disk, here, we
have approximated a metal disk with radius a placed in the xy-surface to a square with length a.
Therefore, according to Eq. (22), the charge on two parallel sides at a half period, τ/2 = 2.0×10−10 s,
is obtained as:

q =
4ε0E0

π

∫ π

2

0
cos(ϕ)dϕ

∫ a

0
dρ

ρ2

√
a2 − ρ2

= ε0E0a
2 (23)

and the current density is approximately given by:

I =
dq

dt
≈ q

τ/2
=

2ε0E0a
2

τ
(24)

The current is sufficiently confined to a thin skin of order of magnitude penetration depth δ
near the surface. Then, resistance of the metal disk can be determined as:

R ≈ a

(aδ)σ
=

1
σδ

(25)
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where σ is the metal conductivity.
Power loss in the metal disk is introduced as:

P = I2R ≈ 1
σδπ2

ε2
0E

2
0a4ω2 (26)

Typically, for an aluminum disk with radius a = 5 cm and using values determined in Eq. (15),
lost power for both TE and TM modes by the disk is obtained as:

PTE ≈ 41.9 J/s (27a)
PTM ≈ 15.3 J/s (27b)

Therefore, rate of increasing temperature of the aluminum disk, neglecting the heat transfer to
the surrounding by convection and radiation because of the short time lag of breakdown, is given
by:

θ̇TE =
PTE

mC
≈ 3997.7 ◦C/s (28a)

θ̇TM =
PTM

mC
≈ 1429.8 ◦C/s (28b)

where m = ρa2δ = 0.0012 g is mass of the surface layer of aluminum disk with δ thickness equal to
skin depth and density of ρ.

Table 3: Some properties of several good conductors. ρ is volume density, cp is specific heat at constant
pressure, Tm is melting temperature, Tv is vaporization temperature.

metal ρ (g/cm3) cp (J/g·K) Tm (◦C) Tv (◦C) σ (Ω·m)−1

Al 2.70 0.90 660 2450 3.64×107

Ag 10.52 0.23 960.80 2212 6.17×107

Au 19.3 0.13 1063.00 2966 6.29×107

Cu 8.96 0.39 1083 2590 5.92×107

Fe 7.87 0.46 1537 2735 1.03×107

Sn 7.30 0.23 232 2270 3.25×107

It can be seen from Eq. (24) and Table 3, the change temperature of a thin disk with thickness
of δ for both TE and TM modes are about melting and vaporization temperature of the metal.
Therefore, a few second after inserting a thin thickness of metal inside an oven cavity, temperature
of several points of its surface increases up to melting and vaporization point and therefore tracks
are appeared on the surface at these points. Field within the tracks is increased dependently to the
track width, smaller track width greater track field. Generally, when a track is making, its width
is about micron. According to the Eq. (15), electric field in the track is increases up to dielectric
strength of the air and therefore at this point arc is appeared.

In fact, both TE and TM modes are sufficiently affected to occurring spark in the metal surface.
With neglecting heat transfer to the surrounding space before occurring spark, power loss in the
thin surface layer causes a sufficiently increasing temperature.

4.2. A Metal Ring in an Alternative Field
Now, we consider a metal ring with radius a, which is placed in xy-plane in the presence of an
alternative field. Free electrons in the ring are moved and therefore alternative current will induce.
This current may be causing a sufficiently joule heat and therefore temperature of the ring at
several points will be increased up to melting or vaporization point of the metal. Hence, at these
points tracks are appeared along the ring. Field within the tracks is increased dependently to the
track width, smaller track width greater track field.
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Analogues circuit of this phenomenon is shown in Fig. 3. For a metal ring with conductivity σ,
skin depth δs, radius a, and cross sectional radius r, effective resistant R and self-inductance L is
determined as:

R =
2πa

πσ
[
r2 − (r − δ)2

] ≈ a

σrδ
(29)

L = πµa/2 (30)

Typically for an aluminum ring with a = 5 cm and r = 1mm, R = 1.7Ω and L = 10−7 H.

Figure 3: Analogy of a metal ring in an alternative electric field.

We have considered the electromagnetic waves inside the cavity as below:

~E = E0 cos (ωt)~i (31a)

~B =
E0

c
cos (ωt)~k (31b)

So induced electromotive force, ε, in the ring which caused by changing the magnitude of ~B is
given by:

ε = −dφB

dt
≈ E0

c
πa2ω sin(ωt) (32)

The sign is specified by Lenz’s law, which states that the induced current and accompanying
magnetic flux is in such a direction as to oppose the change of flux through the circuit.

Maximum current, Imax, and time averaged power dissipated in the metal ring, Ploss, are defined
as:

Imax =
εmax√

R2 + (Lω)2
≈ εmax

Lω
= 2.6A (33)

Ploss =
1
2
RI2

max = 5.75 J/s (34)

Neglecting heat transfer by conductivity to the surrounding space, the rate of increasing tem-
perature of a skin aluminum ring is determined as:

θ̇ =
Ploss

mC
= 2939 ◦C/s (35)

where m = ρ(2πrδ)(2πa) = 4.3× 10−6 kg is the mass of skin depth layer.
Electric field in the appeared tracks along the ring is approximated as:

EG ≈ εmax

d
=

E0πa2ω

cd
(36)

where d is width of track and c is velocity of light. It can be seen from Eq. (36), when d is very
small, EG increases much respect to E0. For example, for d = 1 mm and E0 = 104 V/m, electric
field in the track is EG ≈ 4 × 106 V/m which is about strength of air. Consequently, first, power
loss in the metal ring causes a tracked with small width and secondly, increasing electric field in
the track about strength electric air causes an arc.
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5. EXPERIMENTS AND RESOULTS

We have made several experiments CD-ROMs, glassware having an ornamental brass band, metal
rings having a gap width ∼ 2mm and various cross-sections and types within a compact Panasonic
microwave oven NN-C2003S which is tuned on 30 seconds. The experiment results are summarized
in the following expressions.

Metals or conductive objects placed into the microwave oven cavity act as an antenna due to
the induced electric current. The induced current leads to heat the objects that vary with the
object’s shape and composition. The local melting and vaporizing are caused to create some gapes
or tracks on the metal. When a gap appears, a spark forms and ionizing the gas drastically reduces
its electrical resistance. The air forms a conductive plasma, which is visible as a spark. The plasma
and the metal may then form a conductive loop and produs a longer lived spark.

Some objects consisting a pice of metal such as CD-ROMs, metal foils, and etc., can create an
electric arc or spark and will be very hot when microwaved. Spark forms faster around the sharp
point than the other points of the metals. When a spark forms, a light with a sound appears.
For objects, such as glassware and CD-ROMs, light and sound are faint but for tin band and iron
wire, powerful light with a loud sound is created. For a thin tin ring with a thickness ∼ 0.1 mm,
some points gradually become thin and at the moment of cutoff a spark is happened. While for
a thin copper plate with thickness ∼ 0.1mm, only at the edges spark is created. This is because
the instantanius deposited surface-charge density at the edges becomes too large and then produce
high voltage at the edges.

Figure 4 shows a recordable CD which is microwaved inside a cavity oven for a few seconds. The
dark pictures show tracks on the CD. Writhing snake trails ranging from ∼ 1mm to ∼ 3mm in
width and ∼ 7 mm in height are appeared on the CD surface. This is because the induced current
trough the thin aluminum layer of the CD resonates and consequently leads to vaporize the layer
in some points due to the ohmic loss. It continues to vaporize trails on the CD until the tracks
width become large (∼ 3mm). The electric field through the vapor forms visible plasma and hot
spots from the spark at the tracks lead to burn the polycarbonate of the CD. Fig. 5 shows etched
pattern on the CD-Rewritable inside the oven cavity. Comparing Figs. 4 and 5, it can be seen that
width and shape of the tracks are depended on the type of metal layer of the CD.

Moreover, time of forming spark is dependent on the induced heat power loss and the type of
metal object. When melting and vaporizing point of metal are lower, with the same cross-section,
spark forms faster. For example, sparks are formed after ∼ 3−−5 sec. on CD-ROM, ∼ 5 seconds in
the brass ornamental band of the glass cap, ∼ 5 sec. in the striped-iron ring with thickness ∼ 1mm
and ∼ 2−−3 sec. on the thin cooper wire.

Generally microwaves cause currents to flow in metals. In a thick piece of metal, these currents
won’t cause problems for the metal. However, in thin pieces of metal, the currents may heat the
metal hot enough to cause a track and subsequently a spark. Metallic decorations on fine porcelain
tend to become hot enough to damage the porcelain. But even thick pieces of metal can cause
problems because they tend to reflect the microwaves that may cause cooking problems for the
food nearby. High electric field at sharp points, causes instantaneously spark and these sparks can
cause fires. In general, smooth and thick metallic objects such as spoons are not a problem because
of a large heat capacity, but sharp or thin metallic objects such as pins or metal twist-ties are.

Figure 4: Etched pattern on the CD-ROM inside the
microwave oven.

Figure 5: Etched pattern on the CD-ReWritable in-
side the microwave oven.
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It is important to note that any time dielectric breakdown occurs in air, some ozone and nitrogen
oxides are formed, both of which are toxic and the hot spots from the spark at the tracks lead to
burn the polycarbonate.

6. CONCLUSION

The physical basis of sparking of metal objects within the microwave oven cavity has been theoret-
ically and experimentally investigated. Using cavity Q-factor, the characteristics of both TE and
TM electromagnetic resonant modes in the oven cavity are determined. Assuming electrostatic field
approximation and solving Laplace equation in both cylindrical and elliptical coordinate systems,
electric field components around the metal disks and sharp points are theoretically determined. It
implies that the field strength around the sharp points or edges becomes approximately equal to
the dielectric strength of air and charge deposits near the edges.

On the other hand, based on the alternating field approximation, it is shown that the induced
temperature due to the absorption of both TE and TM modes inside the cavity leads to melting
and vaporizing of the metal.

Practically is observed that objects with pointed metal can create an electric arc when mi-
crowaved. Metals or conductive objects are placed into the microwave will act as an antenna to
some degree, resulting in an electric current. The induced current on the metal surface resonates
with the microwave frequency and produce high voltage at the tips. Moreover, induced current
heats metal and temperature of several points of its surface increases up to the melting or vapor-
izing point of the metal and some tracks on the surface at these points are appeared. Field within
the tracks is increased dependently to the track width; smaller track width greater track field. This
effect varies with the object’s shape and the composition. If metal is not thin, or if there are sinke
within the metal, discharge will not occure.

Moreover, the electricity field which passes through the vapor, forms visible plasma. The plasma
and the metal may then form a conductive loop, which is visible as a spark. This effect can be seen
clearly on aluminum foil, CD-ROM or DVD. Experimental results show a good agreement with the
theoretical predictions.
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Abstract— Onboard switching is a direction of satellite communication. Because of the limited
satellite resources, the paper proposes an open-loop congestion control algorithm in onboard IP
switches. We simply the RSVP in IP layer, in order to avoid the congestion in cache of onboard
IP switches. The results of simulation show that the proposed algorithm can decrease the cell
loss rate by sending path request message periodically.

1. INTRODUCTION

Onboard switching is a direction of satellite communication. The onboard IP switching primarily
complete the switching of IP packets. Onboard switches can complete the switching among multi-
beams and simplify the communication of many ground stations. Because the resources onboard
are limited, it’s important to control the congestion in satellite switching networks. To resolve
this problem, onboard IP switching must adopt some strategies for congestion control, in order
to guarantee the satellite networks are unblocked and supply quality of service. In this paper, we
address the congestion control on IP layers with an iterative approach.

This paper is organized as follows. Section two presents the general principles of congestion con-
trol. The characteristics of onboard congestion control are described in section three. Section four
proposes an algorithm of congestion control based on onboard switching for satellite IP. Simulation
of the proposed algorithm is shown in section five. Section six concludes this paper.

2. GENERAL PRINCIPLES OF CONGESTION CONTROL

The presence of congestion means that the load is (temporarily) greater than the resource (in part
of the system) can handle [1]. In satellite switching networks, the limited resource are shared by
many users. For onboard IP switching, satellite networks can’t restrict the number of users by the
usable resources, because there is no call admission control algorithm. Without central control,
the networks also can’t compute the number of usable resources. Although congestion is caused
by a shortage of buffer space, the congestion problem cannot be solved with a large buffer space.
Cheaper memory has not helped the congestion problem. It has been found that networks with
infinite-memory switched are as susceptible to congestion as networks with low-memory switches.
In fact, too much memory is more harmful than too little memory since the packets have to be
dropped after they have consumed precious network resources.

All solutions of congestion are divided into two groups [1, 2]: open loop and closed loop. Open
loop solutions attempt to solve the problem by good design, in essence, to make sure it does not
occur in the first place. Once the system is up and running, midcourse corrections are not made.

In contrast, closed loop solutions are based on the concept of a feedback loop. This method
monitors the system to detect when and where congestion occurs, then pass this information to
places where action can be taken. The obvious way is for the router detecting the congestion to
send a packet to the traffic source or sources, announcing the problem. Of course, these extra
packets increase the load at precisely the moment that more loads is not needed, namely, when the
subnet is congested. Still another approach is to have hosts periodically send probe packets out to
explicitly ask about congestion. In all feedback schemes, the hope is that knowledge of congestion
will cause the hosts to take appropriate action to reduce the congestion.

The open loop algorithms are further divided into two classes [2]: ones that act at the source
versus ones that act at the destination.

The source algorithm used broadly is the congestion-control with Transmission Control Pro-
tocol(TCP). The end-to-end congestion control mechanisms of TCP have been a critical factor
in the robustness of the Internet. However, the Internet is no longer a small, closely knit user
community, and it is no longer practical to rely on all end nodes to use end-to-end congestion
control for best-effort traffic. In addition, owing to the particularity of satellite links, the control
mechanisms of TCP can not play its role primely as in terrestrial links. Consequently, the Inter-
net Protocol(IP) layer must participate in controlling its own resources utilization. Active Queue
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Management (AQM) [3] is an effective link algorithm to enhance congestion control, and to achieve
tradeoff between link utilization and delay. These policies attempt to estimate the congestion at a
node and signal by dropping packet(s) before the buffer is full. And this Algorithm also depends
on TCP.

3. CHARACTERISTICS OF ONBOARD CONGESTION CONTROL

Satellite link has the characteristics of long delay and poor quality of channel. It’s difficult to
enhance congestion control by the above methods. In this paper, we study congestion control
based on IP layer, considering the characteristics of onboard IP switching.

Because of the long delay of satellite-ground link, it needs more time to notify for congestion,
and this also increases the load of satellite-ground links. Consequently, this paper studies how to
resolve the congestion problems based on onboard IP switching with open-loop solution, avoiding
congestion by reserving resource before switching packets.

The Resource Reservation Protocol (RSVP) [1] is a proposal of the IEEE for setting up reser-
vation state information for data flows along communication paths. It is intended to support
real-time and multimedia applications, which require some Quality of Service (QoS) guarantees
from the network.

RSVP is a signaling protocol developed to create and maintain reservation state information
in Internet routers. A sequence of packets with a particular destination and transport layer is
considered a session, so it may include several data flows. RSVP treats each session independently.
A sender, which participates in a RSVP session, sends path messages periodically to the receiver(s).
A path message creates and maintains path state information in each node along the communication
path. Once a receiver receive the first path message, it may initiate sending Resv messages upstream
to the senders. The Resv message creates and maintains reservation state information in each node
along the route.

4. ALGORITHM OF CONGESTION CONTROL BASED ON ONBOARD IP SWITCHING

In this section, we present one congestion control method with RSVP in satellite IP switches.
RSVP is complex, which is used in each node along the communication path. All the nodes need
to maintain path state information. Consequently, in order to avoid congestion in cache of satellite
IP switches, we need to simplify RSVP based on IP layer.

Considering the characteristics of satellite channel, we should reduce the number of interaction
between satellite and ground, the types and the number of messages. Because our protocol is
intended mainly to avoid the congestion of onboard switches cache, the protocol is used only in
ground sending station and onboard switches.

4.1. Process of Congestion Control Based on Onboard IP Switching

The basic process of congestion control based on onboard IP switching is as follows: firstly, ground
sending stations send path request message to onboard IP switches before sending IP packets.
The onboard switches determines whether reserve resource for the data flows, according to the
utilization of onboard switches cache. Then the switches send reserve or reject message to ground
station. The ground station can send IP packets when it has received the reserve message from
onboard switches, otherwise wait and send path request message periodically.

When the packet received is assort with which has been reserved, the resource information in
cache need to be freshed. For overload data, if there are enough resource in onboard cache, this
packet can be switched. But once the congestion appears onboard, this packet is discarded first.

If the ground sending stations send path request message for every IP packet, there are great
path request and reserve messages, which will cause low transmission efficiency and long delay for
shorter packets. Because approximately 40% of IP packet on the Internet is 40 bytes which are
the TCP response message without data, the algorithm of congestion control in this paper doesn’t
conduct path request for shorter packets of 40 bytes and 44 bytes. This approach can reduce many
path request and reserve messages.

4.2. Interactive Protocol in Onboard Congestion Control Algorithm

When we use RSVP to avoid congestion in onboard IP switches caches, the ground sending stations
and onboard switches need to send or receive different messages in order to reserve resource and
switch packets. If the message is lost or error, the station and switches must adopt some measures
to ensure the normal switching.
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(1) In most cases, the ground sending stations can send IP packets to satellite after receiving the
accepting message for resource reserving from onboard IP switches.

(2) When the path request message from ground sending station to onboard IP switches is wrong
or missing,in order to reduce the interactive number between satellite and ground, the ground
stations retransmitted the message a prescribed number of times, and the onboard switches
does not send the error message for instructing mistakes. The ground station can send IP
packets until receive the accepting message from onboard IP switches.

(3) When the resource reserving message from onboard IP switches to ground sending station is
wrong or missing, the ground stations also do not send the error message. The ground stations
start a timer while sending path request message. If the time is ended, the answering message
has not be received, or received error message, the ground station should send the path request
message again. Then continue to start a timer and wait until receive the accepting message.

In this case, onboard switches has received resource for the IP packets, but the packets don’t
arrive. In order to release the resource, onboard switches also starts a timer. If the reserved data
have not be received when the time is ended, onboard switches releases the resource reserved.

5. SIMULATION

In this section, the proposed algorithm is simulated in order to validate whether this approach
can reduce the loss rate of onboard switches, achieving the object of congestion control. In this

(a) VOQ = 25

(b) VOQ = 24 (c) VOQ = 26

Figure 1: The comparison of loss rate with or without congestion control.
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simulation, the simplified RSVP is used in ground sending station and onboard switches. Because
the congestion control algorithm is designed for the IP packets of Internet. The length of IP packets
in our simulation is distributed as follows:

40 bytes — 34%, 44 bytes — 4%, 280 bytes — 42%, 576 bytes — 10%, 1500 bytes — 10%.
Figure 1(a) shows the comparison of loss rate with or without congestion control, and the length

of the Virtual Output Queuing (VOQ) [5] in our switches is twenty-five. This is because the packets
of 1500 bytes need to be divided into twenty-five cells in onboard switches. If we reserve resource
for the packets of 1500 bytes, the shorter packets of 40 bytes and 44 bytes which have no extra
resource will be dropped. In this case, the loss rate with congestion control is less than without
congestion control obviously.

When the length of VOQ is twenty-four, comparison of loss rate with or without our algorithm
is shown as Figure 1(b). In this case, the capacity of VOQ is not sufficiently great to buffer a
packet of 1500 bytes, but is enough for shorter packets. All the path request messages of the long
packet are rejected, and only the shorter packets are sent to onboard switches. As a result, there
is no loss in onboard switches, but the packets of 1500 bytes can’t be switched. According to this
case, the length of VOQ should be sufficient to store one IP packet of 1500 bytes at least. By the
way, the simulation result in Figure 1(b) shows that the loss rate is too high without congestion
control, even is 10−1.

As shown in Figure 1(c), the loss rate is compared when the length of VOQ is twenty-six. In
this case, there are enough resources for the longest IP packet, and the shorter packets, which
are divided into one cell, also can be stored. We can see from the result of simulation that with
congestion control the loss rate is zero, less than without congestion control obviously.

The results of simulation show that the proposed algorithm can decrease the cell loss rate by
sending path request message to onboard switches periodically. Meanwhile, this algorithm also
has some issue. Because ground sending stations should send path request message to onboard IP
switches before sending IP packets, the buffer are needed to store the IP packets in ground station.
Then the ground stations should send path request message to satellite periodically. All the same,
this algorithm can reduce the loss rate effectively, avoiding congestion of onboard IP switches.

6. CONCLUSIONS

In this paper, we studied the congestion control problem of onboard IP switches, and an open-loop
method is proposed with simplified RSVP. The results of simulation showed that this congestion
control approach, which sending path request message periodically, can reduce the loss rate of
onboard IP switches. But the ground station should store the IP packets which need to be sent.
Future work must consider how to use other function of RSVP in order to avoid congestion in
onboard IP switches more efficient.
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Abstract— A broadband two-stage MMIC medium-power amplifier operating from 6–20GHz is
developed for EW and communication applications using 0.15 µm low-noise PHEMT process. The
amplifier use a single 3-volt DC power supply, each gain stage is self-biased for class-A operation
for optimal power output with minimal distortion, the two-stage feedback power amplifier has
16.5 dB small signal gain with 2.0 typical noise figure and input and output VSWRs less than
1.7 over 6–20GHz, the output power at 1 dB compression is 16.0 dBm at 20 GHz.

1. INTRODUCTION

The current trend in microwave technology is toward circuit miniaturization high-level integra-
tion, improved reliability, low power consumption, cost reduction, and high volume applications.
Component size and performance are prime factors in the design of electronic systems for satel-
lite communications, phased-array radar systems, electronic warfare, and other military applica-
tions, while small size and low cost drive the consumer electronics market. The broadband MMIC
medium-power amplifiers based on PHEMT technology just agree with the above requirements.
They play an increasing role in consumer electronics and military applications [1]. There are vari-
ous techniques used to realize broadband power amplifiers: balanced circuit [2], feedback [3], active
matching [4], resistive matching [5], distributed approach [6, 7]. The negative feedback topology has
a drawback of the degradation of the gain. Generally, the chip size of the distributed and balanced
amplifier is limited by the bandwidth of the transmission line and the coupler [8].

In this paper, a broadband two-stage MMIC medium-power amplifier from 6–20 GHz is devel-
oped for EW and communication applications using 0.15µm low-noise PHEMT process. The first
stage PHEMT with gate width of 6 × 30µm was used to drive the second stage PHEMT with
gate width of 6 × 70µm. With a single 3-volt DC power supply, each gain stage is self-biased
for class-A operation for optimal power output with minimal distortion, the two-stage feedback
medium-power amplifier has 16.5 ± 0.5 dB small signal gain with 2.0 typical noise figure and in-
put and output VSWRs are less than 1.7 over 6–20 GHz. The output power at 1 dB compression
are 16.0 dBm at 20 GHz, the designing simulation results indicate that this method is simple and
feasible.

2. PHEMT DEVICE

The MMIC was implemented using a commercial PHEMT MMIC foundry (UMS), which supports
0.15µm gate length technology. Figure 1 shows the schematic diagram of the GaAs PHEMT
structure. Figure 2 shows the small signal model for 0.15µm PHEMT. The extraction of the
parasitic parameters using cold-FET method and the intrinsic parameters using hot-FET method
in small signal model for the 0.15µm PHEMT is based on Ref. [9].

Undpoed  InGaAs

Undoped  GaAs

Undoped AlGaAs

N+ AlGaAs 

N+ GaAs N+ GaAs

2DEG

Figure 1: The Schematic diagram of the GaAs
PHEME structure.
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Figure 2: The Small-signal model of 0.15 µm
PHEMT.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 647

3. CIRCUIT DESIGN

Figure 3 shows the schematic drawing of the whole amplifier including the first drive stage and
the second power stage. For single voltage purpose, the self bias circuit is used by adding resistor
to the source port of each device. The first matching network for a power amplifier is the output
matching network which is designed to transfer maximum output power from the FET to a 50 Ω
system. Lossy matching techniques in the inter-stage network were used to provide additional gain
slope compensation and to provide the optimum impedance level for power matching. Finally, the
input network is designed to flatten the small signal gain and improve impedance match for better
input return loss. Based on these essential matching networks, an optimization and EM simulation
are performed to achieve the required circuit performance. One of the most important amplifier
design criteria is unconditional stability at any frequency and at any source and load conditions.
The requirements of characteristics of MMIC circuit designing are as follows: the circuit should be
reasonable, simple, reliable; distributing every stage’s power and gain target reasonably; reducing
the stages of amplifier and using linearization technology cautiously in order to minimize the area
of chip and increase the ration of eligibility. Based on the analysis above and the research about
the designing of MMIC broadband power amplifier before, this paper has been given prominence to
several points of consideration below, and adopt corresponding technology methods: (1) In order

VD2

PHEMT

VD1

PHEMT

IN OUT

Figure 3: The topology of the medium-power amplifier.
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to realize high gain, low noise figure, we try to use 0.15µm low-noise PHEMT process to realize
the design of this MMIC medium-power amplifier; (2) Considering practical use in engineering,
the amplifier use a single 3.0-volt DC power supply, each gain stage is self-biased for class-A,
thus simplify the matching and minimize the area of chip and costs; (3) Considering the target
of designing in all, we use two-stage amplifier, based on the requirements of gain, output power,
technical model, the first stage PHEMT with gate width of 6× 30µm was used to drive the second
stage PHEMT with gate-width of 6 × 70µm; (4) The two stages of amplifier employ negative
feedback method, thus ensures that the amplifier has flat gain and unconditional stability over 6–
20GHz; (5) The output power’s performance can be advanced through perfect inter-stage matches,
simple but useful input and output matching networks make perfect input and output VSWRs.

4. PERFORMANCE

The gain and return-loss performance of the two-stage MMIC medium-power amplifier are shown in
Figure 4(a). The amplifier has about 16.5 dB of small gain with good flatness over 6–20GHz. The
input return losses (S11) and the output return losses (S22) are less than −12 dB over 6–20 GHz.
Figure 4(b) shows the output power as a function of input power. The amplifier has an advantage,
the noise figure shown in Figure 4(c) is low.

5. CONCLUSION

This paper use 0.15µm low-noise PHEMT process to realize the design of a 6–20GHz broadband
medium-power amplifier. Through load pull’s analysis, optimal bias voltage is only 3-volt, lower
than ordinarily power amplifier, and accord with currently low voltage application trend. The paper
emphasize the design of feed-back networks, inter-stage matching network and bias circuits, to exert
the power characteristics of active device under the condition of broadband. The combination of
series-wound inductance feedback and shunt-wound negative feedback can obtain low noise figure,
low input VSWR, high gain and perfect output power characteristic. The two-stage MMIC medium-
power amplifier achieve a small-signal gain (S21) of 16.5 dB, the average output power is around
16.0 dBm, both the input return loss and the output return loss are less than −12 dB over 6–20 GHz
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Abstract— This work presents an implementation of a Radio over Fiber system based on
IEEE 802.15.4 standard, in a geographically-distributed optical network, called KyaTera. The
input signal was launched into hundreds of kilometers from KyaTera Network under real condi-
tions of temperature, pressure, humidity and wind. Experimental results show no performance
degradation of the transmitted radio frequency signal.

1. INTRODUCTION

The next generation of access networks is rushing the needs for the convergence of wired and
wireless services to offer end users greater choice, convenience and variety in an efficient way [1].
This scenario will require the simultaneous delivery of voice, data and video services with mobility
feature to serve the fixed and mobile users in a unified networking platform. In other words, new
telecom systems require high-transmission bandwidths and reliable mobility. The Radio over Fiber
(RoF) technology [2] represents a key solution for satisfying these requirements, since it jointly takes
advantage of the huge bandwidth offered by optical communications systems with the mobility and
flexibility provided by wireless systems. RoF systems consist of heterogeneous networks formed
by wireless and optical links. Unlike traditional optical communications networks, in which a
baseband signal in transmitted into the optical fibers, in RoF systems one or multiple analogous
carriers are transported into the fibers. The transmission is performed by directly or externally
modulating lasers by the analogous radio frequency signal. On the receiver side, the transmitted
signal is recovered by using a photodiode. Compared to traditional optical systems, RoF technology
provides the advantage of eliminating the gateways, since there is no need for analogous-digital or
digital-analogous conversions. This simplifies the system complexity and reduces the operational
costs.

RoF technology has been investigated by many Research Groups in the last years. However, the
great majority of works published in literature are based on simulations and/or experiments carried
out in laboratories. This work presents an implementation of a Radio over Fiber system based on
IEEE 802.15.4 standard, in a geographically-distributed optical network called KyaTera [3], under
real conditions of temperature, pressure, humidity and wind.

2. EXPERIMENTAL SETUP

The system performance of the RoF system based on IEEE 802.15.4 standard with Thin architecture
has been analyzed in a real geographically distributed optical network, called KyaTera, which is a
Brazilian optical network exclusively dedicated to research purposes. The optical links from this
network are formed by aerial and underground cables. This means experiments carried out in it
permits to evaluate the performance under practical conditions that may lead, for instance, severe
changes in the signal polarization [4].

Two different RoF systems have been investigated in the KyaTera network: a wired RoF system
and a RoF system with a wireless link. The experimental setup of first case, Setup 1, is shown in
Fig. 1. A laser operating at 1550 nm is directly modulated by a 3.0 dBm RF signal at 2.48 GHz with
Quadrature Phase Shift Keying (QPSK) modulation. This optical signal with 6.4 dBm of output
power is then launched into KyaTera Network. The optical signal is received by a fast photodiode
and converted back to an electrical signal.

The Setup 2 corresponds to the RoF system with a wireless link as presented in Fig. 2. The
main difference compared to Setup 1 is that the electrical signal recovered by the photo-diode is
retransmitted by using an antenna with gain G = 12 dBi. The wireless signal is finally received by
a receiver antenna. Power monitors have been used in both setups to measure the optical power.
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Figure 1: Experimental Setup 1: CTX — Transmitter controller; Tx — Transmitter; PM1 and PM2 —
Power meters; VOA — Variable optical attenuator; PD — Photo-detector; RX — Receiver; CRX — Receiver
notebook.

Figure 2: Experimental Setup 2: ANT1 — Transmission antenna; ANT2 — Reception antenna.

In both cases, TX and RX radios have been configured as Full Function Device (FFD) and
Reduced Function Device (RFD), respectively. By using laptops we could configure TX radio with
the following parameters: 25,000 frames; Frame size of 131 Bytes; 125 Bytes Payload size; Frame
interleaving of 50ms. The RF output power was 3.0 dBm.

Figure 3: Power analysis as a function of fiber length in KyaTera network.

3. EXPERIMENTAL RESULTS

The performance parameters evaluated in the experiments were the RF power, the optical power
and the Frame Error Rate (FER). We have firstly used the Setup 1 to analyze the optical and
electrical powers as a function of the optical link length. As expected, for systems operating at
2.48GHz and working at distances lower than 600 km the dependence between the optical and RF
powers is linear, evidencing there are no fading effects and, consequently, no power performance
degradation due to the dispersion influence.

By using the tunable optical attenuator from Setup 1 we have changed the optical power at the
photo-diode input and measured the system Frame Error Rate. Fig. 4(a) reports that for power
levels lower than −23.5 dBm, FER increases exponentially. Besides the noise from TX radio, it
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happens due to the noise generated by the photo-detection process. On the other hand FER is
below 10-3 for input powers higher than −23.5 dBm, achieving 1.10-4 in the best case. Systems at
FER levels around 10-3 are extremely interesting for Wireless Sensor Network applications, which
have a typical FER of about 10-1.

(a) Setup 1       (b) Setup 2 

Figure 4: FER as a function of the optical input power for Setups 1 and 2.

Since the typical optical fiber attenuation is 0.2 dB/km and the typical output power from
Telecom external cavity lasers is around 10 dBm, it is quite feasible to think about RoF systems
operating over 160 km without using optical amplifiers. In case an optical amplifier is used the
system reach will be limited by the first fading node around 600 km.

Setup 2 has been used to illustrate WSN applications based on Radio over Fiber technology.
Fig. 4(b) presents a FER measurement as a function of fiber length for different distances between
transmission and reception antennas. FER is worse in this experiment due to the multipath inter-
ference, but it continues to be very interesting for WSNs, where FERs up to 10−1 are acceptable.
It is important to highlight this performance can be a lot improved by optimizing the wireless link
and pieces of equipment, as for example, the RoF transceiver. However, this is not the focus of the
current work.

4. CONCLUSIONS

It has been reported an implementation of a Radio over Fiber system based on IEEE 802.15.4
standard operating 2.48GHz and using Thin architecture in a geographically-distributed optical
network. The system performance was analyzed under real environmental conditions. Experimental
results have shown no signal degradation and demonstrated RoF technology can be extremely
interesting as a backhaul of Wireless Sensor Networks with reach of up to 160 km. These networks
can be efficiently applied to the control and monitoring of different physical properties, such as
temperature, pressure, humidity, toxic gases, and others.
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Paulo) for the financial support.

REFERENCES

1. Jia, Z., J. Yu, G. Ellinas, and C. Gee-Kung, “Key enabling technologies for optical wireless
networks optical millimeter wave generation wavelength reuse and architecture,” J. of Light.
Tech., Vol. 25, 3452–3471, 2007.

2. Chang, S. C. W., RF Photonic Technology in Optical Fiber Links, Cambridge University Press,
2002.

3. www.kyatera.fapesp.br.
4. Marconi, J. D., F. A. Callegari, M. L. F. Abbade, and H. L. Fragnito, “Field trial evaluation

of the Q-factor penalty introduced by fiber four-wave mixing wavelength converters,” Opt.
Communications, In Press, 2008.



652 PIERS Proceedings, Beijing, China, March 23–27, 2009

60GHz Radio over Fiber Transmission System Based on Integrative
Cascade MZM

Cheng Hong, Siyu Liu, Cheng Zhang, Zhangyuan Chen, and Weiwei Hu
State Key Laboratory on Advanced Optical Communication Systems & Networks

Peking University, Beijing, China

Abstract— We experimentally demonstrated a Radio over fiber transmission system which
works in 60 GHz band with 2.5 Gbps bit Rate over 22 km SMF, using an integrative cascade
MZM modulator.

1. INTRODUCTION

Radio over fiber technology is considered to be a potential solution to the broadband access net-
works [1–4]. Making use of convergence of mobility of wireless and good transmission channel
property of optical fiber, Radio over fiber technology can easy transmit several Gigabit per second.
60GHz frequency range would be a attractive band for Radio over fiber application. Because 1)
60GHz band is a free license band in most countries and areas such as North America, Europe,
Australia, Korea, Japan and China [5]. This property can reduce expensive using fee for the service
applications in this frequency range and also avoid fierce competition in the use of radio frequency
band among traditional wireless services such as WiFi, WiMax, which is in the frequency range of
2–5GHz. 2) 60GHz band is near the absorbing peak of oxygen. This performance allows radio sig-
nal base station to allocate much dense than traditional wireless application and we need not worry
about frequency intervene among different base stations. Pico-cell distribution coming from dense
base station allocating can support large number of subscriber per unit area and large bandwidth
for each subscriber.

It would be much cheaper to share the high frequency equipments especially the 60 GHz oscilla-
tion for a couple of base stations than setting an oscillation for each base station. So just sending
the modulated Radio signals over fiber and amplifying and broadcasting them through base station
is a good way for radio over fiber network. The Up-conversion process which is put the data signal
to radio carrier must be done in the center office to satisfy the sharing oscillation scheme. There
are several ways to modulate data signals to radio carrier and put them over the optical fiber.
The traditional way to modulate data to radio carrier is using electrical mix, but 60 GHz band
up-conversion electrical mix is usually very expensive for its rigorous performance demand. The
most significant drawback of using electrical mix is that it will lead to too much chromatic dis-
persion in the process of optical fiber transmission even through a few kilometers. The convenient
method to overcome the drawback is to transfer two coherence optical wavelengths with data signal
and beat them in the photo detector put in base station to generate radio signal for broadcasting.
This method not only avoid to much chromatic dispersion coming from optical fiber and need not
electrical up-conversion mix but also share the oscillation among base stations. Usually we low
frequency oscillation to generation two coherence wavelengths apart 60 GHz according to optical
suppress carrier modulation in the central office and reduce the system cost further.

Here we experimentally demonstrated the transmission system for 2.5 Gps on 60 GHz microwave
over 22 km SMF. Cascade MZM modulation method is a simple way to generate two coherence
optical modes to beat in photo detector for producing microwave signal.

2. PRINCIPLE

The block diagram depicted in Fig. 1 presents the prinple setup of the mm-wave link include the
dual frequency optical carriers separated by the desired mm-wave frequency.

The out put signal of a laser diode emitting at a frequency v0 is modulated by a CW-signal with
an amplitude Vm and with a frequency fm using a lithium niobate Mach-Zehnder modulator(MZM)
biased at Vb, therefore, the output signal of the modulator (the previous one) result to

E(t) = cos
[
β

π

2
+ α

π

2
cos(ωmt)

]
· cos(ω0t) (1)
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Figure 1: Experiment setup.

where β = Vb

Vπ
is the normalized bias point of the modulator, α = V

Vπ
is the normalized amplitude

of the diver signal, ωm = 2πfm is modulation anguler frequency, and ω0 = 2πf0 is the angular
frequency to the optical carrier. Using Bessel functions the equation can be expand to

E(t) = J0
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For β = 1 all even terms vanish. The optical carrier suppress modulation achieved [6].
For the second MZM (the following one) set β = 0.5 for linear modulation and replace cos(ωmt)

in Eq. (1) to f(t) which stands for the data signal. Here we use OOK for data modulation so
f(t) = 1 or 0.

3. EXPERIMENTAL RESULT AND DISCUSSION

For the imperfect of the MZM we use an optical interleaver to filter out the residual optical carrier [7]
and a bassband filter to get rid on the ASE noise coming from the EDFA. The optical spectrum is
show in Fig. 2. From these picture we can see that optical interleaver which plays the role of notch
filter to take out the residue optical carrier is important, because this measure can make almost all
the transferring optical power to be used to for data sending, since residue optical carrier is of no
use in this kind of transmission.

  (a) (b)

Figure 2: Optical spectrum, (a) with residual optical carrier, (b) filter out optical carrier.

Figure 3 shows the eye-diagram of the 2.5 Gbps signal after the Mix down conversion with the
situation of back-to-back and 22 km single mode fiber transmission. The distorting eye-diagram
of the 22 km SMF transmission comes from chromatic dispersion in optical fiber. The chromatic
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dispersion penalty is much bigger than traditional baseband optical transmission for the chromatic
dispersion comes not only from the data bite rate but also radio carrier frequency [8].

 (a) (b)

 
 

Figure 3: Received eye-diagram, (a) back-to-back eye-diagram, (b) eye-diagram after 22 km SMF.

4. CONCLUSIONS

A primary demonstration of downlink Radio over system is realized by an integrative cascade MZM
as modulator and coherent demodulation receiver.
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Abstract— A scheme of single-mode modulation using injection-locked Fabry-Perot laser is
proposed and investigated, which can be used in radio-over-Fiber (RoF) communication system.
Good chromatic dispersion toleration performance is experimentally demonstrated.

1. INTRODUCTION

Radio-over-Fiber (RoF) system has been considered a promising technology for future broadband
wireless communication. Recently, many schemes have been proposed to realize a low-cost and high-
performance RoF system [1]. The commonly used method to generate millimeter wave (MMW) in
these systems is optical heterodyning technique which use two correlated optical modes to beat a
high-quality MMW. And usually the data is uploaded to the MMW by just modulating these two
modes. However, standard modulation of two correlated modes will suffer from chromatic dispersion
which results in a radio frequency (RF) fading and limits the transmission distance. Single-mode
modulation is proposed to overcome this problem. But the former method using a Mach-Zehnder
(MZ) interferometer filter is too complex to be practical [2]. Recently, we have demonstrated a
new approach of single-mode modulation using injection-locked distributed feedback laser. And
it has been proved much more chromatic dispersion tolerant than dual-mode modulation [3]. In
this paper, we propose another approach to realize single-mode modulation using injection-locked
Fabry-Perot laser dioxide (FPLD) which is much cheaper and can be used in a wide wavelength
range.

2. EXPERIMENT SETUP

The configuration of the experiment is shown Fig. 1. A DFB laser’s output is coupled into an
intensity modulator which is driven by the reference frequency at 15 GHz from a signal generator.
The modulator output is sent to an optical notch filter to select the first-order sidebands whose
mode-spacing is 30GHz. An EFDA and an attenuator are used to get the proper injection power and
its output is connected with a 60 GHz mode-spacing FPLD through a three-port optical circulator
(OC) for single-mode injection-locking. A polarization controller (PC) is used to control the input
state of polarization to the FP laser diode. The intermediate frequency (IF) signal is uploaded by
modulating the current of FPLD. Finally, the single locked mode and the other reflected mode are
transmitted for 44.4 Km and sent to a 70 GHz photo detector (PD) for 30 GHz MMW generation.
The electrical signal sidebands on both sides of 30 GHz carrier are measured for different IF. Another
experiment using standard dual-mode modulation has also been done to for comparing data.

Figure 1: The experiment setup of the single-mode modulation injection-locked Fabry-Perot laser.
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3. RESULTS AND DISCUISSION

The optical spectrum of single-mode modulation and dual-mode modulation before PD are shown
in Fig. 2 and Fig. 3 respectively. For the single-mode modulation, in Fig. 2, the injection-locked
mode (1550.83 nm) is effectively modulated, while the sideband of the unlocked mode (1551.07 nm)
is lower than that of injection-locked mode by more than 10 dB. On the other hand, for the dual-
mode modulation, the two modes are modulated equally.

Figure 2: Optical spectrum for single-mode modu-
lation.

Figure 3: Optical spectrum for dual-mode modula-
tion.

Figure 4 compares the sideband power after 44.4 Km SMF transmission for both single-mode
modulation and dual-mode modulation whose wavelength is around 1550 nm. Different RF powers
for single-mode modulation are also test in our experiment. It can be found that the proposed
single-mode modulation is immune to RF signal fading due to chromatic dispersion, while in the
dual-mode modulation the sideband electrical power suffers power degradation at about 3 GHz due
to the chromatic dispersion of 44.4 Km SMF.
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Figure 4: Received electrical power for different modulation frequency after 44.4Km SMF transmission at
1550 nm.

Since the FPLD is multi-longitudinal mode laser which has a wide wavelength range for single-
mode injection-locking, more experiments at other wavelength (such as 1540 nm and 1545 nm) have
also been done to test the single-mode modulation validity. Fig. 5 and Fig. 6 show the comparisons
between single-mode modulation and dual-mode modulation at different wavelength. And it proves
that the single-mode modulation using injection-locked FPLD is suitable for a wide wavelength
range.
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Figure 5: Received electrical power comparisons at
1540 nm.
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Figure 6: Received electrical power comparisons at
1545 nm.

4. CONCLUSIONS

A scheme of single-mode modulation using injection-locked Fabry-Perot laser in RoF communica-
tion system is proposed experimental investigated. The injection-locked mode is modulated effec-
tively while the unlocked mode’s sideband is lower than 10 dB. The experiment results show that
the kind scheme is more tolerant to chromatic dispersion of single mode fiber than the dual-mode
modulation and it can be also used in wide wavelength range.
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Abstract— We demonstrate a scheme of photonic notch filter using differential group delay
(DGD) method for radio-over-fiber (RoF) communication systems. It is continuously tunable
through adjustment of the central frequency of laser source, capable of achieving lowpass, band-
pass or highpass filter. It can be operated in a wide range of optical carrier wavelength. Experi-
mental results show a good notch rejection higher than 20 dB. This scheme could be used in RoF
communication systems to reject the channel noise and achieve a better filter performance.

1. INTRODUCTION

Due to the advantageous features offered by optics, photonic filters can provide a large tunability
and a high Q factor besides advantages such as low loss, light weight, and immunity to electromag-
netic interference. A number of photonic microwave filters have been reported in the literature [1–9].
For coherent type, the optical phase can be used to perform negative weights, thus leading to a
higher flexibility in the design of the system-transfer function. But the drawbacks of this type are
that the whole system needs to be isolated from the outer environment in order to avoid phase
fluctuation of the optical beam. Most of the recent work in this field is implementing incoherent
processing approach based on intensity modulation of the optical signal which is difficult to realize
negative coefficient. Many configurations with negative coefficients have been realized; however,
their systems are always complex. A photonic filter with non-uniform spaced taps with an arbitrary
bandpass response is realized recently [10]; however, its free spectral range (FSR) cannot be tuned
continuously.

In this paper, we propose a scheme of tunable photonic notch filter, which implements a DGD
element. The adjustment of the frequency of the laser source can be used to achieve great tenability.
What’s more, if a tunable optical delay is added to one PM fiber route, its FSR can be adjusted
more flexibly. Its notch rejection higher than 20 dB can be used in RoF communication systems to
reject channel noise.

2. PRINCIPLES AND SETUP

Figure 1 shows a block diagram of the DGD optical filter [11]. Laser output, after launched into a
polarization controller (PC), is split into two orthogonally polarized beams by polarization beam
splitter (PBS). Then they pass through two polarization maintaining optical fibers (PM-Fiber) with
difference length of ∆L. These two beams are adjusted by two PCs to make sure their polarizations
are in the same direction. Finally they are coupled by a polarization-maintaining coupler (PM-
coupler). The interference of these beams will lead to the result that the intensity of output is
related to ∆L and the central frequency of the laser ν. If the optical intensities of the two beams
are the same and their polarizations are aligned to the same direction, the optical intensity of
coupler’s output is given by

I0 = 2I

(
1 + cos 2π

n∆l

λ

)
(1)

PCPM Fiber

PM

Coupler

PBS 
PCPC 

OSA 
PM Fiber

Laser

Figure 1: Block diagram of the DGD element. OSA: Optical spectrum analyzer.
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where I is the intensity of two split lasers, n is index of refraction, λ is the wavelength of the laser.
The FSR of this filter is given by

FSR =
c

n∆L
(2)

where c is light velocity.
By introducing the element of DGD optical filter, a tunable photonic filter can be realized. The

principle of this filter is illustrated in Figures 2 and 3 [12].

Figure 2: The relationship between modulated sig-
nal and optical filter.

Figure 3: The relationship between modulated sig-
nal and optical filter in another frequency.

After intensity modulated by electro-optical modulator (EOM), the optical signal consists of
the fundamental optical carrier ν and two first-order sideband component ν0 ± νmw, where νmw

is the frequency of the microwave modulating signal. Considering ν0 to be a constant, when νmw

changes, the relative intensity of the demodulated signal alters and is proportion to the two first-
order sideband. The period of this change is equal to the FSR of the optical filter, so the FSR of
microwave photonic filter has the same FSR as the optical filter.

If νmw is unchanged, through the adjustment of the wavelength of the optical carrier ν0 in the
range of about 0.1 nm, the relative intensity of the demodulated signal alters. From (2) we can see
that the FSR of the optical filter has no relationship with the wavelength, and is the same as that
of the microwave photonic filter. So the amplitude-frequency response moves with the alternation
of ν0, while remaining the FSR unchanged.

Figure 4 shows a block diagram of the proposed photonic filter.

PM 

Coupler PC

PBS 
PCPC PM Fiber

PM Fiber

EOM PDLaser 

Spectrum 

Analyzer

Figure 4: Block diagram of the proposed photonic filter.

3. EXPERIMENTAL RESULTS AND DISCUSSIONS

The experimental setup of optical filter is illustrated in Figure 1. The PM fibers difference is 4.0
cm, which is 5.1GHz in frequency. The results of optical filter are demonstrated in Figure 5. The
calculated curve is in solid line while the measured results are in discrete points.

The wavelength difference of one FSR is approximately 0.042 nm, which corresponding to 5.2 GHz.
The notch rejection of the filter is about 10 dB. The experiment results match well with the theo-
retical deduction.

Based on this optical filter, photonic filter is experimentally demonstrated as in Figure 4. The
results are shown in Figure 6 with solid line being the calculated results and discrete points being the
measured ones. The match between the calculated response and the measured response is good. The
FSR for wavelength of 1550.00 nm is 4.6 GHz, matching that of optical filter in previous paragraph.
The right one of Figure 6 is the result when central wavelength of source is 1549.99 nm. The FSR is
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4.6GHz but the amplitude-frequency period has shifted to the right by 1.0GHz. In calculation, the
difference of 0.01 nm of laser source corresponds to a right shift of 1.2 GHz in frequency. They are
approximately the same. Thus, by adjusting the frequency of laser source, different kinds of filters
can be realized including lowpass, bandpass and highpass filters. A notch rejection over 20 dB can
perform very good filter effects for rejecting channel noises in RoF communication system.

Further more, FSR can be changed if a tunable optical delay line is added into either of two
PM-fiber routes. By varying the delay, a wide range of FSR can be achieved, which will provide
more flexibility to this scheme.

(a) (b)

Figure 5: Frequency response of the optical filter with rough measurements (a) and detailed measurements
of a period (b).

(a) (b)

Figure 6: Frequency response for photonic filter for central wavelength of 1550.00 nm (a) and 1549.99 nm
(b).

4. CONCLUSIONS

In this paper, a continuously tunable photonic notch filter is theoretically and experimentally
demonstrated. First, an optical filter with FSR of 0.042 nm is implemented. Then a photonic
filter is realized based it with FSR of 4.6 GHz and notch rejection over 20 dB. Varieties of filter
types can be achieved by adjust the central frequency of laser source. The FSR can be modified if
using an adjustable optical delay line. This scheme of photonic filters can be widely used in RoF
communication systems to bring about better filter performance.
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Abstract— A scheme of microwave optical filter is proposed and demonstrated. The architec-
ture is based on Hi-Bi Fiber which has a large refractive index difference between its fast and
slow axis. The advantages of this kind of MPF compared with previous schemes are more stable
and simpler due to using only one fiber delay line, which can implement a wide range of FSR.

1. INTRODUCTION

Over the past several decades Microwave photonic filter (MPFs) has attracted a lot of interest
due to the processing of radio-frequency (RF) signals in the optical domain, saving bulky OE and
EO conversion parts, and with the advantages of wide bandwidth, immunity to electromagnetic
interference, low loss, tunability and reconfigurability [1], therefore they are widely applied to
phased-array beamforming, radar, mobile communications, and radio-over-fiber (ROF) systems.

The MPFs can be operated in incoherent or coherent regime [2]. Incoherent filters are more
stable against environmental conditions. Therefore, until now many kinds of incoherent MPFs have
been reported in literatures. The conventional incoherent MPFs have been proposed using different
optical delay lines [3] or electrically summing configurations, then the intensity of the modulated
light outputs from different taps are added. However, the former limited the free spectrum range
(FSR) of the MPFs, and the later lost the advantages of optical domain signal processing. Recently,
polarization synthesizing method has been reported to realize incoherent operation, which is based
on differential group delay (DGD) element with two fiber delay lines [4]. In this paper, we propose
a structure of microwave photonic filter.

2. SYSTEM CONFIGURATION AND DISCUSSION

In this paper, we propose a novel structure of microwave photonic filter shown in Fig. 1.

laser EOM

PD
Network 

Analyzer

100m

Hi-Bi 

Fiber

PBS

Polarizer

Figure 1: The system configuration of microwave photonic notch filter.

The radio frequency (RF) signal of a network analyzer drives an electrooptic modulator that
modulates the output of a tunable laser source. The modulated optical signal transmits along a
coupler and a three-port polarization beam splitter (PBS). One of the optical beams transmits
clockwise along fast-axis of the Hi-Bi fiber, and the other transmits anti-clockwise along slow-axis
of the Hi-Bi fiber. Because the Hi-Bi fiber has a large refractive index difference between its fast and
slow axis, the time delay difference will be induced. The two orthogonal optical signals, which are
differently delayed, are combined without interference and directed to the output of the coupler. In
order to convert the combined signals which is circularly or elliptically polarized light into linearly
polarized light, polarizer is used after the coupler to implement linear superposition of two MPF’s
taps.

The two orthogonal modulated signals translated in the 100m Hi-Bi fiber. When the fast-axis
polarization signal enters the Hi-Bi LCFBG from one of PBS ports, it will experience time delay
t1, however, the slow-axis polarization signal will have time delay t2. The time delay difference
∆t (∆t = t2− t1) is induced the differential group delay (DGD) by the Hi-Bi Fiber between the two
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polarization axes. If the PBS split the two orthogonal modulated signals equally, we can obtain a
high performance optical notch filter. The normalized transfer function of the two-taps transversal
filter is described by H(f) = |cos(πf∆t)|, where f is the RF frequency. The FSR of the filter is
equal to FSR = 1

∆t . But if the PBS split two beams of optical signal unequally, or the polarizer
which is used to produce a linear polarization with an varied azimuth, the normalized transfer
function is described as H(f) = 1 +

√
ae−j2πf∆t, where a is the normalized optical divide ratio of

the two orthogonal modulated signals.
When the beat length of Hi-Bi fiber is 5 mm, the normalized frequency response of the microwave

filter is given in Figure 2 as a solid line. The time delay of the two orthogonal modulated signals is
103 ps after 100 m Hi-Bi fiber, and the FSR of this kind of MPF is about 10 GHz. If the beat length
of Hi-Bi fiber is 3 mm, the normalized frequency response is shown in Figure 2 as a dotted line,
and the FSR is changed from 10 GHz to 5.8 GHz. Figure 3 shows the change of MPF’s normalized
frequency response with the different optical divide ratio of PBS, where the notch rejection ratio
of the MPF is larger than 40 dB with the 0 dB optical divide ratio. Moreover, when the PBS
split two beams of optical signal unequally, such as the optical divide ratio is converted to 1 dB,
the notch rejection ratio of the MPF decrease to about 25 dB. But if the power difference of the
two orthogonal modulated signals is increased to 3 dB, the notch rejection ratio is about 15 dB.
Therefore, the MPF’s notch rejection ratio is up to the optical divide ratio of the two orthogonal
lights.
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Figure 2: Simulated results of MPF’s normalized
frequency response. Solid line: Frequency response
when Hi-Bi Fiber’s beat length is 5 mm. Dotted line:
Frequency response when Hi-Bi Fiber’s beat length
is 3 mm.
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Figure 3: Simulated results of MPF’s normalized
frequency response with the different optical divide
ratio of PBS.

3. CONCLUSIONS

Theoretical calculation show that the MPF structure can provide approximately 10 GHz FSR cor-
responding to the 100 ps time delay, and the FST depends on the Hi-Bi fiber’s beat length. The
notch rejection ratio is up to the optical divide ratio of the two orthogonal modulated signals.
When the optical divide ratio is less than 2 dB, the notch rejection is larger than 20 dB. This MPF
has several advantages comparing with previous schemes. First, it’s more stable and simpler due
to using only one fiber delay line, which can implement a wide range of FSR. Second, through the
employment of temperature controller or PZT to adjust the length of the Hi-Bi fiber, the MPF will
be tunable and reconfigurable.
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Abstract— Optical rotation sensors based on some highly dispersive resonating structures are
expected to be highly sensitive. An example is the coupled-resonator-induced transparency based
rotation sensor, which is analyzed to be highly sensitive and promising to be made in a compact
size. We also propose an idea of combining highly dispersive medium and resonator structure
together to further increase the sensing sensitivity. Electrodynamics for modeling the Sagnac
effect is discussed. Its application in the Finite-Difference Time-Domain algorithm can be used
to analyze, design and optimize rotation sensors. A spatial frequency spectrum analyzing method
is suggested for macrocavity designing.

1. INTRODUCTION

Optical rotation sensors, which are also known as gyroscopes, are widely used for industrial and
military purpose. They are key components in many applications such as aircrafts, satellites, and
remote control devices. Improvements in designing rotation sensors are always important to achieve
high sensitivity, compact size, and low power consumption. Over the past few decades, gyroscope
designing based on different structures have been intensively studied [1–11], and highly dispersive
structures are mostly considered [4–11].

The basic idea of a rotation sensor is to detect the phase shift induced by the Sagnac effect in
a closed loop [1]. It is recognized that dispersion cannot influence the magnitude of the Sagnac
effect [2, 12]. But there are different manifestations in highly dispersive medium and resonator
structure. For rotation sensors based on highly dispersive medium, as Doppler effect is proposed to
be the intrinsic reason to enhance their sensitivity, they suit only situations when relative motion
exists between the interferometer and the medium [10]. But it’s different for sensors based on highly
dispersive resonating structures, such as coupled-resonator slow-light waveguide structures [9] and
various photonic crystal geometries. These structures may possess huge Q-factor and they are
extremely susceptible to the phase perturbation in the light path. The Sagnac effect will induce
additional phase shift in the light path when such a structure is rotating, and then influence
its response. The total phase shift will be enlarged as a result [10]. An example is the CRIT
(coupled-resonator-induced transparency) structure, which has highly dispersive property with low
absorption at its resonant frequency [13]. The gyroscope based on this structure is proved to be
highly sensitive, and it has the potential to be made in a compact size [11]. The active CRIT
structure, where the dispersion can be optically tailored, can further increase the performance of
the CRIT based gyroscope [14].

As the Sagnac effect in a highly dispersive resonating structure is enhanced because the struc-
ture’s response is extremely susceptible to the phase perturbation, an idea of combining highly
dispersive medium and coupled resonator structure together is promising to further improve the
enhancement.

Electrodynamics in rotating optical elements is quite useful in designing rotation sensors. This
is widely used in modeling the Sagnac effect [8, 15–18]. One way of using it is the application in the
Finite-Difference Time-Domain (FDTD) algorithm [18]. This FDTD method is a promising tool
to accurately analyze, design and optimize rotation sensors.

The photonic crystal is a good medium for miniature gyroscopes [6, 8]. With carefully designing,
photonic crystal microcavities may possess ultrahigh Q-Factor [27–29], which is beneficial to the
sensitivity of rotation sensing. We suggest a new tool for designing microcavities utilizing spatial
frequency spectrum analysis, which is promising to be effective.

The structure of the paper is as follows. In Section 2, we discuss different manifestations of
the Sagnac effect in highly dispersive medium and resonator structure, and confirm that some
highly dispersive resonating structure will enhance the sensibility of rotation sensors. In Section 3,
we study the CRIT structure based rotation sensor. In Section 4, an idea of combining coupled
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resonator structure with highly dispersive medium is proposed. In Section 5, we talk about electro-
dynamics in rotating frames for modeling the Sagnac effect, especially an FDTD method for device
designing. In Section 6, we discuss a promising method for analyzing photonic microcavities. Fi-
nally, we provide our conclusion.

2. THE SAGNAC EFFECT IN HIGHLY DISPERSIVE STRUCTURES

The Sagnac-effect-induced phase shift in an arbitrary closed light path is given by [1]

∆φ =
4ωA

c2
Ω, (1)

where ω is the optical (angular) frequency, c is the speed of light in vacuum, and A is the area
enclosed by the light path. The phase shift does not depend on the shape of the area, the location
of the center of rotation, and the presence of refracting corotating medium in the waveguide.

There had been a historical dispute on the interplay between the Sagnac effect and the Fresnel
drag effect [19] since the first demonstration of an operating fiber optic gyroscope was reported by
Vali and Shorthill in the 1970’s [20]. It is finally recognized that dispersion can in no way influence
the magnitude of the Sagnac effect [2, 12]. Leonhardt and Piwnicki analyzed the Sagnac effect in
a highly dispersive medium on the premise of Doppler detuning [5]. Since the Sagnac effect in
its pure form is in no way related to the Doppler effect [21], as Peng et al. pointed out [10], the
dispersive medium cannot be utilized to enhance the absolute rotation induced Sagnac phase shift.

But the situation is different for highly dispersive resonating structures. This kind of structure
may possess huge Q-factor and it is extremely susceptible to the phase perturbation in the light
path. It makes light circulate in the closed loop cavity for many times, and every circulation
contributes an additional phase shift because of the Sagnac effect. The structure’s response should
be influenced by this phase perturbation, as it’s highly dispersive. Thus the Sagnac effect can be
enhanced [10].

We can describe the response of a resonating structure in the form of transfer function [22]

H(ω) = A(ω) exp[jΦ(ω)], (2)

where A(ω) is the response of the amplitude, and Φ(ω) is the response of the phase. For a lossless
structure, A(ω) ≡ 1. Then the phase response can be expressed as

Φ(ω) = tan−1

{
Im[H(ω)]
Re[H(ω)]

}
. (3)

The resonator is always structured by a series of basic elements, and then H(ω) can be written
in the form of every basic element’s transfer function. We can rewrite Eq. (3) as [10]

Φ(φ(ω)) = tan−1

{
Im[H(φ(ω))]
Re[H(φ(ω))]

}
, (4)

where φ(ω) is the phase response for a single element. Further, we assume the resonator has
reciprocity, and the input and output ports are symmetric. In any medium the absolute rotation
related phase shift of single segment d~r is given by [1]

d(∆φ) =
ωn2

c2
(1− α)~V · d~r, (5)

where α is the Fresnel-Fizeau drag coefficient given by α = 1 − n−2, and ~V is the linear velocity
of the segment. Here the phase shift is induced by the pure Sagnac effect of an absolute rotation.
For a closed light path, the phase shift is given by Eq. (1).

The Sagnac phase shift can be treated as a perturbation to the structure’s response, and then
the phase shift of two counterdirection beams in a resonating structure can be calculated as [10]

∆Φ = Φ+(φ(ω) + ∆φ)− Φ−(φ(ω)) =
∂Φ
∂φ

∆φ =
∂Φ/∂ω

∂φ/∂ω
∆φ, (6)
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where ∆φ is the phase difference of the counterdirections in a single element induced by the Sagnac
effect. The premise of this is the direction requirement [10], which allows every element to contribute
the same sign of phase shift.

The total phase shift for a single element is

φ(ω) = ωn0L/c + 2ωΩA/c2. (7)

Two terms stand for the phase shift from propagating and the Sagnac effect respectively. For
small Ω, ΩR ¿ c, the second term can be neglected. Then Eq. (6) becomes

∆Φ =
∂Φ/∂ω

n0L/c
∆φ =

c/n0

L/(∂Φ/∂ω)
∆φ. (8)

As τ(ω) = −(∂Φ/∂ω) is the group delay of the system, vg = L/τ(ω) is the group velocity, and
ng = c/vg is the group index, the phase shift for ∆φ = (4ωA/c2)Ω can be derived [10]:

|∆Φ| = 4ωA

c2
Ω

ng

n0
. (9)

We can see the total phase shift is proportional to ng, which represents the dispersion prop-
erty of the whole system. The sensitivity of the rotation sensor can be enhanced notably utilizing
resonating structure with high dispersion. The reason for the enhancement is not the Doppler
effect, but the structure’s response is susceptible with the Sagnac effect induced phase perturba-
tion. For this perspective, highly dispersive resonation structures are good candidates in designing
rotation sensors. A key limitation to the linear resonator systems comes from the delay-bandwidth
product [23]. Therefore a trade-off between group index and bandwidth should be considered.

3. ROTATION SENSOR BASED ON THE CRIT STRUCTURE

One can only analyze the Sagnac effect following Eq. (9) when every basic element of the resonating
structure contributes the same sign of perturbation to its response. That is the direction require-
ment [10]. But we can still calculate the phase response numerically without this requirement.
Scheuer and Yariv [9] show qualitatively that a highly dispersive slow light structure enhances the
Sagnac effect for a general case.

Figure 1: The CRIT configuration with N
coupled optical resonator.

Figure 2: The Sagnac effect induced Normalized phase shift
versus single-pass phase shift for the two rings configuration.

Another example of highly dispersive resonating structure is the coupled resonator waveguide
based on the CRIT effect [13]. This structure exhibits similar behavior with an EIT medium,
which has highly dispersive property with low absorption at resonant frequency. The perturbation
of optical parameters induced by the Sagnac effect is equivalent to the perturbation of atomic
parameters, and the structure is expected to achieve high sensitivity of rotation sensing as its
highly dispersive property is considered [11]. The basic configuration of the CRIT structure is
illustrated in Fig. 1.
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The response of the CRIT structure can be described by the transfer function [13]

τ̃j(φj , φj−1, . . . , φ1) =
rj − aj τ̃je

iφj

1− rjaj τ̃jeiφj
, τ̃0 = 1, φ0 = 0, (10)

where rj is the reflection coefficient of the coupler, φj is the single-pass phase shift, and aj is the
attenuation factor for the jth ring. When the device is mounted in a rotating frame, the most
straightforward way to evaluate the relative phase shift induced by the Sagnac effect is to follow
the effective phase shift φ̃

(eff )
j ≡ arg(τ̃j), as [11]

∆φ̃
(eff )
j = φ̃

(eff )
j,+ (φj + ∆φj , φj−1 + ∆φj−1, . . . , φ1 + ∆φ1)

−φ̃
(eff )
j,− (φj −∆φj , φj−1 −∆φj−1, . . . , φ1 −∆φ1), (11)

where ∆φj is the phase perturbation induced by the Sagnac effect in the jth resonator, and two
directions are notated as subscript “±”. As for the N -rings configuration in sign, in which the
rings are of the same size, ∆φj is of the same value in quantity but different in sign, because the
beams propagate in different directions according to the respective number of resonator, odd or
even. Under the “direction requirement”, the phase shift can be “summed up” as [11]

∆φ̃
(eff )
j =

∂φ̃
(eff )
j

∂φ
∆φ (12)

The normalized phase shift is defined as the ratio of the effective Sagnac phase shift between
input and output ports and the Sagnac-effect-induced phase shift in the single resonator. It rep-
resents the enhancement of the Sagnac effect contributed by the CRIT structure. For two rings
configuration, the result is plotted in Fig. 2 [11]. The result following the dispersion relation (black
dashed curve) and straightforward numerical calculation from transfer function (solid curve) are
in similar curve shape, especially near the resonance. Comparing the performance of the CRIT
structure with a usual passive single resonator (red dot curve), under the condition that the linear
geometrical size and the minimal optical attenuation are identical, we can find that the Sagnac
effect is notably enhanced.

Dumeige et al. demonstrated experimentally coupled active-resonator-induced transparency in
a fiber system [14]. The active CRIT structure, where the dispersion can be optically tailored, can
further increase the performance of the CRIT based gyroscope.

4. COUPLED RESONATOR STRUCTURE COMBINED WITH HIGHLY DISPERSIVE
MEDIUM

As we discussed in Section 2, the high dispersion property of medium cannot enhance the absolute
rotation induced Sagnac phase shift. But the effect can be enhanced notably in a resonating
structure with high dispersion, because its response is susceptible with the phase perturbation.
If several basic elements of a resonating structure are filled with highly dispersive medium, it is
promising to further improve this enhancement.

The transfer function of a coupled resonator structure is expressed by Eq. (10), where φj =
ωn0L/c is the phase shift for a single loop. n0 is refractive index, which is calculated as a constant
in our discussions in Eq. (7). When some basic element is filled with highly dispersive medium, n0

should be replaced by n(ω). The result of ∂φ/∂ω in Eq. (6) will no more simply be n0L/c, and
the final |∆Φ| will change. From this perspective, an appropriate design of this kind of structure
may further enlarge the magnitude of |∆Φ|. This combination of coupled resonator structure with
highly dispersive medium is another promising way to enhance the sensitivity of rotation sensing.

This idea has not been explicitly proved yet. And there are several practical problems to deal
with. For example, a large dispersion is usually accompanied by strong absorption, which will limit
the performance of a device. So it is necessary to carry on studying on this to make it practical.

5. ELECTRODYNAMICS FOR MODELING OPTICAL GYROSCOPES

Electrodynamics in rotating optical elements is widely used in modeling the Sagnac effect [8, 15–
18], and several methods have been proposed. These are important tools when designing a rotation
sensor.
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In conventional waveguide, the Sagnac phase shift can be calculated by using an integral over the
light path [10]. The response of a structure in rotation frame can be analyzed following the transfer
function, while taking into account the Sagnac phase shift along each light path [9–11]. Another
analytic model for analyzing the Sagnac effect in micro-cavity structures was proposed [6, 8, 24, 25].
For single resonant cavity, a wave-dynamical approach can be applied, and a tight-binding ap-
proximation assuming weak-coupling between micro-cavities can be used to deal with the case of
multiple resonant cavities. Furthermore, the two-dimensional Green’s function theory was proposed
for electrodynamics of a rotating medium [26], which represents the response to a point source. It
provides a systematic tool for the general study of the spectral properties of rotating systems.

Each of these methods can solve some specific problems but still has limitations [18]. For
example, the transfer function method provides a phenomenological way to model the device.
However, some parameters such as reflection coefficient and attenuation factor are difficult to
determine when designing a device. Numerical algorithms can thus provide a vital tool to accurately
analyze, design and optimize a rotation sensitive optical device.

The FDTD method is one of numerical algorithms to solve the problem talked above. It is
proposed to simulate the Sagnac effect from the real physical parameters, such as dielectric property
and geometry size [18]. The basic idea is to modify Maxwell equations with adding the terms
describing the Sagnac effect. Up to the first order in velocity the constitutive relations in the
rotating frame take on the form [15–17]:

~D = ε ~E − c−2Ω× ~r × ~H

~B = µ ~H + c−2Ω× ~r × ~E
(13)

Maxwell equations in rotation frame keep their basic forms as:

∂ ~D

∂t
= ∇× ~H − ~J ~J =

−→
JS + σ ~E

∂ ~B

∂t
= −∇× ~E − ~M ~M =

−→
MS + σm

~H

(14)

The FDTD method can be derived by discretizing Maxwell equations Eq. (14) with the new
constitutive relation Eq. (12), and it is proved to be effective [18].

6. SPATIAL FREQUENCY SPECTRUM ANALYSIS OF PHOTONIC MICROCAVITIES

The photonic crystal is a good medium for miniature gyroscopes [6, 8]. A photonic crystal mi-
crocavity possessing an ultrahigh Q-Factor is beneficial to the sensitivity of rotation sensing. A
cavity mode field with a Gaussian envelope is the key requirement for realizing a high-Q photonic
microcavity, and a concept of “photonic multiheterostructures” has been proposed as a method to
tune the envelope function of a cavity [27]. Past progress in achieving high Q-factor is based on
variation of the lattice constant [27–29]. But it is still not easy to derive a proper lattice constant
for a practical cavity, without varying the lattice constant continuously. We need a more reasonable
method to analyze a photonic cavity structure.

The substantial problem to analyze is the relationship between electronic mode field and the dis-
tribution of dielectric constant of a cavity ε(~r). We can describe a plane structure using its spatial
frequency spectrum instead of parameter distributions in real space. It could be a more compre-
hensive tool to analyze the relationship clearly. For example, we can use the Fourier transform
(FT)

ε̂(ωS) = F [ε(~r)], (15)

where ωS is the spatial frequency of the structure. The spectrum ε̂(ωS) will conclude all the
information of the distribution of dielectric constant in a 2-dimentional space (a plane). ε̂(ωS) can
be used to analyze the structure’s influence on light of different wavelengths instead of ε(~r), and it
is much more easier. Then we may explain more reasonably how electronic mode fields vary with
parameters of a cavity, such as the lattice constant.

More generally, we can use the wavelet transform instead of the Fourier transform for the
analysis. Wavelets are functions generated from one single function by dilations and translations

ψa, b(t) = |a|−1/2ψ

(
t− b

a

)
, (16)
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where ψ(t) is the mother wavelet, a represents a time dilation, and b represents a time translation.
The Fourier transform of ψa,b(t) is ψ̂a,b(ω), and the basic form of the continuous wavelet transform
(CWT) in time domain goes as

Wf(a, b) = |a|−1/2

+∞∫

−∞
f(t)ψ∗

(
t− b

a

)
dt. (17)

Its definition form in frequency domain is

Wf(a, b) =
1
2π

+∞∫

−∞
f̂(ω)ψ̂a,b(ω)dω. (18)

The use of an appropriate mother wavelet to decode the spatial frequency of the cavity structure
may make this analysis easy and clear.

This method is a novel idea we are still working on.

7. CONCLUSIONS

The Sagnac effect can be enhanced in some highly dispersive resonating structures, and it is also
different from its classical form in some other novel photonic structures. It reveals the potential
improvement of rotation sensors’ performance. Further study on designing rotation sensors is
still attractive and necessary. With carefully designing, new rotation sensors may have all-solid
configuration, compact size and high sensitivity.
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Abstract— In this paper, first, we theoretically demonstrate a grounded slab of biaxially
anisotropic metamaterial can support surface waves. Specific conditions for the existence of
surface waves at the interface of the slab are investigated using graphical method, and it is
shown that these conditions are greatly dependent on the tensor components of the constitutive
parameters. Then, the finite-difference time-domain (FDTD) method based on the piecewise
linear recursive convolution algorithm (PLRC) in conjunction with the convolutional perfectly
matched layered (CPML) is employed to verify theoretical results. Furthermore, the FDTD
method provides a means for visualizing propagation of surface waves at the interface of slab.

1. INTRODUCTION

Recent years have seen a remarkable attention in properties and applications of metamaterials,
consisting of the periodic arrangement of metallic rods and split-rings [1–6]. Since the realization
of 3D isotropic metamaterial structures may be difficult, considerable researches have been done to
find out the exotic electromagnetic properties in anisotropic metamaterials [3, 4]. So far, a lot of
attention has been drown to investigate unusual electromagnetic behaviors in an anisotropic meta-
material slab such as excitation of surface waves with imaginary transverse wavenumbers [5]. The
energy of surface waves is concentrated at the interface of the left handed slab and the conventional
right handed media (RHM); therefore, they can have useful applications in communication systems
provided that these structures can be realized [6].

In this paper, we have investigated the possibility of supporting the surface waves in a grounded
slab of biaxially anisotropic metamaterial excited by a line source. On the basis of the simple
graphical method, sufficient conditions for existing of surface waves will be presented. Moreover,
the finite difference time domain (FDTD) method is used to analyze the electromagnetic behavior
of surface waves at the interface of metamaterial grounded slab and RHM.

Figure 1: Geometry of an anisotropic grounded slab waveguide.

2. THEORY

The geometry under study is shown in Fig. 1. Region 1 (0 < x < d) is assumed to be a biaxially
anisotropic slab placed on a perfectly conducting ground plane with the permittivity as ¯̄ε1 =
ε1xx̂x̂ + ε1yŷŷ + ε1z ẑẑ and permeability as ¯̄µ1 = µ1xx̂x̂ + µ1yŷŷ + µ1z ẑẑ, while region 2 (x > d) is
considered to be a semi-infinite RHM with the permittivity ε2 and permeability µ2. An electric
line source I, which excites transverse electric (TE) modes, is located at the (x = ds, z = 0) in the
right handed region. It is easily shown that the electric field can be expressed as an integral sum
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of planar waves given by the following expression:

E2y(x, z) = −ωµI

4π

+∞∫

−∞
e−jkzz 1

k2x

(
e−jk2x|x−ds| + A2e

−jk2xx
)

dkz
(1)

E1y(x, z) = −ωµI

4π

+∞∫

−∞
e−jkzz 1

k2x

(
A1e

−jk1xx + B1e
jk1xx

)
dkz

(2)

where k1x and k2x are the transverse wavenumbers along the x direction in region 1 and 2 re-
spectively, and kz is the longitudinal wavenumber along the z direction. A1 and B1 represent
coefficients of forward and backward waves in region 1, and A2 represents coefficient of forward
waves in region 2. The first term in Eq. (1), which describes the field emitted by the line source, can
be evaluated as −(ωµI/4)H(2)

0 (k2R), where R =
√

(x− ds)2 + z2, k2 = ω
√

µ2ε2, and H
(2)
0 (k2R)

is the Hankel function of the second kind [7]. The dispersion relations for the two regions are
separately:

k2
2x + k2

z = ω2µ2ε2 (3)

k2
1x +

µ1z

µ1x
k2

z = ω2µ1zε1y (4)

For the surface waves with evanescent fields on both sides of the interface, both k1x and k2x

become imaginary. Therefore, we consider k1x = −jα1x and k2x = −jα2x, where α1x > 0 and
α2x > 0. Using boundary conditions on the perfectly conducting surface at x = 0 and the slab
interface at x = d, we can obtain the equation of the guidance of surface waves as:

− α1x

µ1z
coth(α1xd) =

α2x

µ2
(5)

where

α2x =
√

k2
z − ω2µ2ε2 (6)

α1x =
√

µ1z

µ1x
k2

z − ω2µ1zε1y (7)

α1x, α2x, µ2 and hyperbolic cotangent function in Eq. (5) always are positive, so there is no real
solution for Eq. (5) unless µ1z < 0. We conclude that surface waves can be supported only by
the anisotropic metamaterial grounded slab. After determination of the sign of the µ1z, we will
discuss the problem based on the four possible cases for the sign of the other components of the
permittivity and permeability. We are interested in the sign of the µ1x and ε1y here because the
dispersion relation in Eq. (7) is only dependent upon those parameters for TE modes.

Case I: ε1y > 0 and µ1x > 0
In such a case, for certain choice of the frequency and the slab thickness, the α1x and α2x

versus kz are plotted in Fig. 2(a) in the dashed-dotted and solid line respectively. α2x in
Eq. (6) is defined for kz > k2 = ω

√
ε2µ2 and describes hyperbola with the horizontal axis

which intersects transverse axis kz at k2, while α1x in Eq. (7) is defined for kz < ω
√

µ1xε1y

and represents ellipse, as we can see in Fig. 2(a). Two conditions for supporting surface waves
must be satisfied. 1) Both α1x and α2x must be positive, so

√
µ2ε2 <

√
µ1xε1y. 2) A solution

to Eq. (5) for kz satisfies inequality ω
√

µ2ε2 < kz < ω
√

µ1xε1y.

Case II: ε1y < 0 and µ1x > 0
In this case, the expression µ1z/µ1xk2

z−ω2µ1zε1y is always negative; therefore, α1x is undeter-
mined for every value of kz in Eq. (7). In fact, such a structure cannot support guided modes
with imaginary transverse wavenumbers.

Case I: ε1y > 0 and µ1x < 0
In such a case, the curve of α1x versus kz that Eq. (7) stands for is hyperbola with vertical
axis, as shown in Fig. 2(b) in the dash-dotted line. However, the curve of α2x remains the
same as Case I. α1x is positive for every value of kz, but α2x is defined for kz > k2. When
Eq. (5) has a solution for kz that satisfies kz > k2, the surface waves can exist.
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Case IV: ε1y < 0 and µ1x < 0
Both α1x and α2x represent hyperbola with horizontal axis in this case, as illustrated in
Fig. 2(c). α1x is defined for kz > ω

√
µ1xε1y, and α2x is defined for kz > k2. A solution to

Eq. (5) for kz must be satisfied kz > max(ω√ε1yµ1x, ω
√

ε2µ2), which ensures the existence
of the surface waves.

(a) (b) (c) 

Figure 2: Graphical representation of the α1x versus kz in Eq. (7) (dash-dotted line) and the α2x versus kz

in Eq. (6) (solid Line). (a) Case I, (b) Case III, (c) Case IV.

3. EXAMPLES AND NUMERICAL RESULTS

The FDTD method has been widely used for modeling of transient wave propagation in the meta-
material with anisotropic and dispersive constitutive parameters. In this section, we have employed
2D FDTD based on the piecewise linear recursive convolution (PLRC) algorithm to confirm va-
lidity of theoretical analysis in the pervious section [8]. The FDTD grid unit cells have a square
side length of ∆ = λ0/30 where λ0 is the free space wavelength at the frequency of f0 = 10GHz.
We have considered 210 cells in z-direction, which translated to a FDTD grid of 7λ0, and 40 cells
in x-direction. The convolutional perfectly matched layered, which is derived from the complex
frequency-shifted formulation [9], with ten layers thickness is used to terminate computational do-
main at z-direction and +x-direction and is designed to have reflection of less than −60 dB. The
electric line source is located five cells above the slab interface in the RHM region, and sinusoidal
excitation at the frequency of f0 = 10 GHz is used. Negative permittivity and permeability for
FDTD simulation can be realized with the Lorentz dispersion relation as:

ε(ω) = εo

(
1− k2

e

ω2

ω2 − ω2
e − j2δeω

)
(8)

µ(ω) = µo

(
1− k2

h

ω2

ω2 − ω2
h − j2δhω

)
(9)

The parameters ke, h and ωe, h have been chosen such that the desired negative values of permit-
tivity and permeability at f0 = 10GHz are provided. In the previous analysis, we have assumed
that the anisotropic metamaterials are lossless. However, all realistic metamaterial structures are
lossy; therefore, we have considered the slab is slightly lossy in FDTD simulation and chosen
δe, h = 0.001ωe, h. It can be shown that the slight loss will not affect the results significantly.

In the first example, we have simulated the structure as discussed in Case I to confirm our
theoretical analysis. We assume d = 1 cm, ε1y = 2εo, µ1x = 2µo, µ1z = (−1− j0.0138)µo, ε2 = εo

and µ2 = µo. It can be shown that one solution to Eq. (5) for kz is kz = (1.4292 − j0.0038)k2.
With these chosen parameters, the conditions of Case I are satisfied; consequently, surface waves
must exist. From Fig. 3, we see that the electric field cannot penetrate into the grounded slab and
concentrate at the interface as theory predicts.
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Figure 3: Electric filed distribution of surface waves at the interface of slab in Case I. Slab boundaries are
indicated by dark line in figure. d = 1 cm, ε1y = 2εo, µ1x = 2µo, µ1z = (−1− j0.0138)µo, ε2 = εo, µ2 = µo.

In the second example, to confirm validity of theoretical result in Case II, we have considered
ε1y = (−0.5 − j0.0074)εo and µ1x = µo. Other parameters are the same as the first example.
The numerical result as well as the theoretical result shows that the grounded slab cannot support
surface waves (see Fig. 4). Electromagnetic fields are transmitted along the grounded slab as guided
modes.

Figure 4: Surface wave cannot be supported by anisotropic grounded slab in Case II. d = 1 cm, ε1y =
(−0.5− j0.0074)εo, µ1x = µo, µ1z = (−1− j0.0138)µo, ε2 = εo, µ2 = µo.

In the third example, propagation of surface waves at the interface of slab and RHM region
has been illustrated in Fig. 5, as we have discussed in Case III. Here, we have chosen µ1x =
(−2 − j0.035)µo and the other parameters are the same as the first example. One solution to
Eq. (5) equals to kz = (2.448− j0.0428)k2 which satisfies the condition of Case III.

Figure 5: Electric filed distribution of surface waves at the interface of slab in Case III as theory predicts.
d = 1 cm, ε1y = 2εo, µ1x = (−2− j0.0329)µo, µ1z = (−1− j0.0138)µo, ε2 = εo, µ2 = µo.

For last simulation, the waveguide has been simulated as discussed in Case IV. We have selected
µ1x = (−1.5 − j0.022)µo and ε1y = (−0.5 − j0.0074)εo, and the other parameters are the same
as those in the first example. It can be easily shown that one solution to Eq. (5) is kz = (1.33 −
j0.0322)k2 satisfying the condition of Case IV. Therefore, surface waves must exist. The excitation
of surface waves has been clearly demonstrated in Fig. 6.

Figure 6: Electric field distribution of surface waves in Case IV. d = 1 cm, ε1y = (−0.5 − j0.0074)εo,
µ1x = (−1.5− j0.022)µo, µ1z = (−1− j0.0138)µo, ε2 = εo, µ2 = µo.

4. CONCLUSION

Surface waves propagation in the biaxially anisotropic grounded slab waveguide has been stud-
ied theoretically and numerically. We have investigated three possible conditions for supporting
TE surface waves, which localizes the field at the interface of the waveguide. Dispersive FDTD
simulations based on the PLRC algorithm are in accordance with theoretical results.



676 PIERS Proceedings, Beijing, China, March 23–27, 2009

ACKNOWLEDGMENT

This work is supported by the Iran Telecommunication Research Center (ITRC), and we would like
to thank them for their helps.

REFERENCES

1. Pendry, J. B, A. J. Holden, D. J. Robbins, and W. J. Stewart, “Magnetism from conductors
and enhanced nonlinear phenomena,” IEEE Trans. Microwave Theory Tech., Vol. 47, No. 11,
2075–2084, Nov. 1999.

2. Shebly, R. A., D. R. Smith, and S. Schultz, “Experimental verification of a negative index of
refraction,” Science, Vol. 292, 77–79, Apr. 2001.

3. Lindell, I. V. and S. Ilvonen, “Waves in a slab of uniaxial BW medium,” Journal of Electro-
magnetic Waves and Applications, Vol. 16, No. 3, 303–318, 2002.

4. Liu, S. H., C. H. Liang, W. Ding, L. Chen, and W. T. Pan, “Electromagnetic wave propaga-
tion through a slab waveguide of uniaxially anisotropic dispersive metamaterial,” Progress In
Electromagnetic Research, PIER 76, 467–475, 2007.

5. Cheng, Q. and T. J. Cui, “Infinite guided modes in a planar waveguide with a biaxially
anisotropic metamaterial,” J. Opt. Soc. Am. A, Vol. 23, No. 8, 1989–93, 2006.

6. Ishimaru, A., S. Jaruwatanadilok, and Y. Kuga, “Generalized surface Plasmon resonance sen-
sors using metamaterials and negative index materials,” Progress In Electromagnetic Research,
PIER 51, 139–152, 2005.

7. Uzunoglu, N. K. and J. Fikioris, “Scattering from an inhomogenity inside a dielectric-slab
waveguide,” J. Opt. Soc. Am., Vol. 72, 628–637, 1982.

8. Mosallaei, H., “FDTD-PLRC technique for modeling of anisotropic-dispersive media and meta-
material devices,” IEEE Trnas. Electromagn. Compat., Vol. 49, No. 3, 649–60, 2007.

9. Toflove, A. and S. C. Hagness, Computational Electrodynamics: The Finite-Difference Time-
Domain Method, 3rd ed., Artech House, Norwood, MA, 2005.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 677

A New Method for Imaging Avian Based on Frequency-stepped
Chirp Signal

Feng Zhu1, Yong Wu2, You-Qian Feng1, You-Qing Bai1, and Qun Zhang3, 4

1Institute of Science, AFEU, Xi’an 710051, China
2Shaanxi Institute of Metrology Science, Xi’an 710048, China

3Institute of Telecommunication Engineering, AFEU, Xi’an 710077, China
4Key Laboratory of Wave Scattering and Remote Sensing Information (Ministry of Education)

Fudan University, Shanghai 200433, China

Abstract— It is very important for the security and development of human’s aviation as well
as the development of avian ecology and the prevention from avian influenza that avian could be
imaged by ISAR (Inverse Synthesis Aperture Radar) with frequency-stepped chirp high-resolution
radar. In the paper, a new imaging method for avian targets is proposed, by which ISAR image
quality can be improved obviously. In the method, the different parts of bird’s gliding spectrogram
are connected and the minimum waveform entropy criterion is employed for phase compensation.
The feasibility and effectiveness of the methods are proved by simulation results.

1. INTRODUCTION

Nowadays, it is quite significant for security and development of human’s aviation that avian
can be detected and monitored at real time. Radar is an important tool for observing birds’
activities availably [1–3], which is all-weather and round-the-clock effective for observing birds
within air fields widely. However, with the development of modern signal processing and high-
speed computer technology, it becomes a novel and important approach for the development of
avian ecology and the prevention from avian influenza that avian can be imaged and identified
accurately and successfully based on high-resolution ISAR imaging technology. Because of small
size of birds, it needs that signals transmitted by radar with several GHz bandwidths for achieving
their enough high range-resolution during their imaging. Frequency-stepped chirp signal is a kind
of high-resolution range signal with some special advantages such as little instantaneous bandwidth
and the virtue in synthesizing large bandwidth, and is considered as the major signal format to
image for birds [4, 5].

The bird’s moving status contains gliding and flapping status [6]. Because its moving velocity
is generally comparatively slow, it must fly determinate distances which are required for imaging
to achieve necessary cross-range resolution during ISAR imaging. During this process, alternating
changes between gliding status and flapping status would take place usually. However, the ISAR
images with traditional RD algorithm [6, 7] could be contaminated due to serious micro-Doppler
effects [8–10] generated by birds’ flapping wings. Thus, a new method of imaging for birds is
proposed in the paper, on the basis of identifying bird’s moving status accurately. In the method, the
different parts of bird’s gliding spectrogram [6, 7] are connected without the flapping spectrogram
and the minimum waveform entropy criterion is employed for phase compensation to reach focusing
level optimality of ISAR image. Finally, a comparatively clear ISAR image can be achieved.

2. ISAR IMAGING BY FREQUENCY-STEPPED CHIRP TECHNOLOGY

Frequency-stepped chirp signal transmitted by radar is made up of a series of bursts [4, 5]. Each
burst consists of a series of periodical chirp sub-pulses. The sub-pulses in a burst are all chirps
with stepped carrier frequency. Suppose each burst consists of N sub-pulses, frequency-stepped
size is ∆f , sub-pulse duration is T1, and pulse repetition interval is Tr. The ith sub-pulse of a burst
transmitted by the radar is

si(t) = rect
(

t

T1

)
· exp

(
j2π

(
(fc + i∆f) t +

µ

2
t2

))
, i = 1, 2, . . . , N (1)

where rect(t) = 1, when −1/2 ≤ t ≤ 1/2. And fc + i∆f is the carrier frequency of ith sub-pulse, µ
is chirp slope of sub-pulse. The returned signal is

sr(t, i) = σ · rect
(

t− 2R/c− iTr

T1

)
·exp

(
jπµ

(
t− 2R

c

)2
)
·exp

(
j2π(fc + i∆f)

(
t− 2R

c

))
(2)
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where R is the distance between scatterer and radar, c is velocity of light and σ is reflection
coefficient of scatterer. Suppose the reference signal is

sref (t, i) = rect
(

t− 2R0/c− iTr

Tref

)
· exp

(
jπµ

(
t− 2R0

c

)2
)
· exp

(
j2π(fc + i∆f)

(
t− 2R0

c

))
(3)

where R0 is the distance between reference point and radar, and Tref is the width of the pulse of
reference signal. Returned signal is processed with stretching as

sc(t, i) = sr(t, i) · s∗ref (t, i) = σ · rect
(

t− 2R/c− iTr

T1

)
· exp

(
−j

4π

c
µ

(
t− 2R0

c

)
R∆

)

exp
(
−j

4π

c
(fc + i∆f)R∆

)
exp

(
−j

4πµ

c2
R2

∆

)
(4)

where R∆ = R − R0. Taking Fourier Transform of Eq. (4) in terms of t and eliminating Residual
Video Phase (RVP) [6, 7], the coarse-resolution range profile (CRRP) can be obtained as

Sf (ω, i) = T1σ sin c

(
T1

(
ω +

4πµ

c
R∆

))
· exp

(
−j

4π

c
(fc + i∆f)R∆

)
(5)

Let ω = −4πµR∆/c, sample for each CRRP and take Fourier transform of them, thus we can get
high-resolution range profile (HRRP) as

S(X) = σT1 · sin c (X + 2∆fR∆/c) · exp (−j4πfcR∆/c) (6)

Hence, each one HRRP can be obtained within each one burst transmitted by radar. Suppose
imaging time is T , we can obtain T/(Tr ·N) HRRPs. Where, the mth HRRP can be written as

S(X, m) = σT1 · sin c (X + 2∆fR∆m/c) · exp(−j4πfcR∆m/c) (7)

where

R∆m =
√

(Xc + x)2 + (mNTrv + y)2 −
√

X2
c + (mNTrv)2 ≈ Xcx + mNTrvy

Xc
(8)

where (x, y) is the coordinate of scatterer relatively to reference point and v is the velocity of target
along with cross range. |S(X, m)|, m = 1, 2, . . . , T/(Tr ·N) is called spectrogram. Take Fourier
transform of Eq. (7) to m, and it yields,

S(X, Y ) ≈ σT1 · sin c

(
X +

2
c
x∆f

)
· sin c

(
Y +

2y

cXc
fcNTrv

)
· exp(−j4πfcx/c) (9)

The peak of Eq. (9) is presented as (−2x∆f/c, −2yfcNTrv/cXc), and it is directly proportional
to (x, y). Hence, we can achieve ISAR image by simple conversion.

3. ISAR IMAGING FOR BIRDS BASED ON MINIMUM WAVEFORM ENTROPY
CRITERION

In the following, we introduce a new imaging method for avian. The flapping spectrogram is
eliminated and the latter gliding spectrogram is connected following ahead gliding spectrogram
directly, on the basis of identifying bird’s moving status accurately, but the steep phase change
could happen. It is because the phase function corresponding to each high-resolution range cell is
a continuous function in terms of slow time in the spectrogram, which can be seen from Eq. (7)
and Eq. (8). Hence, the phase compensation must be executed to reach the best focus effect of
ISAR image. The minimum waveform entropy criterion can be employed for phase compensation.
Suppose a waveform of a discrete signal is f(n), n = 0, 1, 2, . . . , M − 1, the waveform entropy is
defined [11] as

E = −
M−1∑

n=0

pn · log10 pn (10)



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 679

where pn = |f(n)|
‖F‖ and ‖F‖ =

M−1∑
n=0

|f(n)|.
If phase compensation is best, the value of waveform entropy of cross range signal is the minimum

and focus effect of ISAR image is the best. The imaging method proposed in this paper can be
carried out as follows.

Step (1) Obtain range-slow time spectrogram of bird’s echoes and eliminate flapping spectrogram,
on the basis of identifying bird’s moving status accurately, and connect with the latter gliding
spectrogram.

Step (2) From the spectrogram after connected, for each high-resolution range cell, compensate
different phases θi, i = 1, 2, . . . , N , where N is the total number of high-resolution range cell,
namely, sub-pulse number in every burst.

Step (3) Take Fourier Transform of each high-resolution range cell in terms of slow time, and
calculate all values of the waveform entropies of results.

Step (4) Search the phases θ∗i which are compensated to achieve the minimum of waveform en-
tropy. We consider them as the best compensating phases, and exp (jθ∗i ) as the best compen-
sating genes.

Step (5) For each high-resolution range cell, the corresponding best compensating gene is multi-
plied, and take Fourier Transform of compensated spectrogram in terms of slow time. The
final ISAR image can be achieved.

4. COMPUTER SIMULATIONS

Suppose initial carrier frequency of millimeter wave radar is 94GHz [5], frequency-stepped size
∆f = 46.875MHz, and each burst consists of N = 64 sub-pulses, thus synthesized bandwidth
N∆f = 3 GHz can be obtained, and high range resolution ∆R = 0.05m. Burst repetition interval
BRI = 1/400 s. Assume a bird model shown in Fig. 1, its moving velocity v = 20 m/s [2], and
flapping rate is 2 Hz. The distance between the target and the radar is 2 km, and the pitching angle
is 60 degrees. Imaging time is 4.1489 s, where assumed that it is gliding in first 1.8 s, flapping in
following 0.9 s, and gliding again in last 1.4489 s. If micro-Doppler effects generated by flapping
wings are not considered, we obtain high cross range resolution ∆C = 0.05m. The spectrogram of
bird’s echoes is shown in Fig. 2.
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Figure 1: Bird model.
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Figure 2: Spectrogram of bird model.

Bird can be imaged by RD algorithm directly as shown in Fig. 3. On the basis of identifying
bird’s moving status accurately, after eliminating flapping spectrogram from the whole spectrogram,
we can connect the latter gliding spectrogram directly, as shown in Fig. 4. Take Fourier Transform
of the connected spectrogram to slow time without any phase compensation, we can obtain the
ISAR image as shown in Fig. 5. From Fig. 5, we can see that the image quality is better than
that in Fig. 3, but it is still comparatively poor and not satisfied. Next, we can search the best
compensating phases θ∗i in [0, 2π]. And the best compensating phases responding to each high-
resolution range cell can be obtained, which is shown in Fig. 6. For the connected spectrogram,
after phase compensation to relative high-resolution range cell, we can achieve the final ISAR
image, which is shown in Fig. 7. For the sake of comparing ISAR image quality more clearly and
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conveniently, the ISAR image of bird gliding all the time during the whole imaging process is shown
in Fig. 8.
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Figure 6: The best compensating phases.
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Figure 8: Image during bird’s gliding status.

Compared with Fig. 3, it can be seen obviously that the image in Fig. 7 is much improved. And
it is also suggests that the proposed method is feasible and valid.

5. CONCLUSIONS

It is quite important that avian can be detected, imaged and identified by ISAR with frequency-
stepped chirp signals. A new imaging method for avian targets is proposed in the paper, based on
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the continuity of slow time in range-slow time spectrogram, on the basis of identifying their moving
status accurately. In the method, the different parts of bird’s gliding spectrogram are connected
and the minimum waveform entropy criterion is executed for phase compensation. By using this
method, we can achieve a comparatively clear bird’s ISAR image. The simulation results suggest
that the proposed method is valid and feasible.
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Wind Direction Extraction from Coastal SAR Images Using
Cross-spectral Method
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Abstract— A sensitive processing method for extracting the wind direction from SAR (syn-
thetic aperture radar) images is presented. We transfer SAR images to the image spectra using
two-dimensional FFT (fast Fourier transform) and take the integral of the image spectra between
the wave length 400 m and 800 m, which is high end containing wind direction signatures in L-
band SAR. From this and a reference signal (half or full wave rectified sinusoidal wave) we obtain
the wind direction by using cross-spectral analysis. To examine the potential of our method, a
set of simulated images with various SNR (signal to noise ratio) are used. It is shown that, even
if the SNR is −30 dB, the agreement is to within ±3◦. Therefore the processing technique we
present allows us the precise estimation of wind direction. We also use 23 JERS-1/SAR scenes
from the Tsugaru Strait located between Aomori and Hokkaido prefectures of Japan for the ex-
traction of wind direction. The wind directions retrieved from these images have been compared
with in situ wind data from the Kikonai, the Tappi and the Ooma lighthouse. Although the
lighthouse estimates are lacking in directional resolution (16 direction, 22.5◦ interval), the SAR
estimates obtained from spectra of 6.4-km-square images are shown to agree with the lighthouse
estimates to within a mean absolute error of 21◦. The estimates difference may be related to the
directional resolution of in situ wind data, the SNR of JERS-1/SAR images, the effect of terrain
around the lighthouse, and the ocean current.

1. INTRODUCTION

The wind power energy has the features that it is plentiful, widely distributed, renewable, and
clean etc. However, there are some problems in the wind farm construction and operation, which
are cost of land acquisition, noise and vibration of windmill, and visual impact [1]. In European
nations, they tend to move their wind farm locations from land to coastal and off-shore areas to
solve these problems [2]. In Japan, it has been assumed that the windmill installation in the coastal
and off-shore areas is difficult because the sea depth around Japan becomes abruptly deep when
leaving shore. However, the first wind turbine on coastal area in Japan was installed and started
its operation in 2004, which is located in Setana Town of Hokkaido [3].

It is important to investigate wind patterns to determine the possibility of wind turbine as a
viable sustainable energy source. To investigate the wind pattern in the coastal and off-shore areas,
the use of satellite images is one of the promising methods. In particular, because the synthetic
aperture radar (SAR) installed on satellites can obtain the image of large area with high-resolution,
many researchers have been trying the extraction of the wind pattern from off-shore SAR images
(for example, [4–6]).

In this research, we are focusing on the extraction of wind direction from coastal SAR images.
The different approach is necessary for the coastal SAR images because of the coastal current and
undulation which do not depend on the wind direction. First, we show the method that extracts
wind direction from the synthetic aperture radar image for the wind by using the cross-spectral
method. Then the feasibility of the proposed method is examined by applying to the pseudo SAR
images and the coastal JERS-1/SAR images.

2. EXTRACTION METHOD FOR WIND DIRECTION

First, the Fourier coefficient of the subscene of the coastal SAR image is calculated by using two-
dimensional Fourier transform. The Fourier coefficient in discrete type is expressed as

F (u, v) =
1

MN

M−1∑

x=0

N−1∑

y=0

f (x, y)W−ux
M W−vy

N (1)

WM = ei2π/M , WN = ei2π/N (2)

where, f(x, y) is the digital value of a pixel located at (x, y) within the subscene of M by N pixels,
u is wavenumber in the x direction, and v is wavenumber in the y direction.
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The 2-D power Spectrum is calculated from the 2-D Fourier coefficient, and converted into the
polar coordinate system of wavelength and the direction. Then, 1-D directional power spectrum
can be derived by integrating the 2-D power spectrum in the wavelength including contribution
of wind. In case that the contribution of wind exists from the wavelengths of l1 to l2, the 1-D
directional power spectrum is

p (θ) =

l2∫

l1

F (l, θ) dl (3)

where, l is wavelength, and F (l, θ) is 2-D power spectrum in the polar coordinate system of wave-
length and the direction.

The contribution of the wind appears on the 1-D directional power spectrum as peaks at intervals
of π. By using this characteristic, the wind direction is extracted by the cross-spectral analysis
with a reference function of cycle π. The cross spectrum of the 1-D directional power spectrum
p(θ) and the reference function q(θ) is defined as [7]

Spq (Θ) = Kpq (Θ)− iQpq (Θ) (4)

where, Θ is reciprocal of the direction angle, Kpq(Θ) and Qpq(Θ) are the cospectrum and the
quadrature spectrum of p(θ) and q(θ), respectively. The wind direction can be calculated from the
phase of Spq(Θ). The phase is defined as

Ψpq (Θ) = tan−1 (Kpq (Θ)/Qpq (Θ)) (5)

and the coherence magnitude spectrum using the cross spectrum and the auto spectra as

coh (Θ)2 =

∣∣∣Spq (Θ)2
∣∣∣

Spp (Θ) Sqq (Θ)
(6)

The coherence magnitude spectrum ranges from 0 to 1 and is an estimator of the similarity of p(θ)
and q(θ) around a given Θ. That is, the phase is calculated by using the Θ that the coherency
becomes the maximum.

3. VERIFICATION WITH PSEUDO SAR IMAGE

The extraction method for the wind direction shown in the foregoing section was applied to pseudo
SAR images, and the extraction ability was examined. In the off-shore images of SEASAT/SAR
and ERS-1/SAR, the striped structures caused by wind are often visible. In such SAR images, they
are aligned in the direction where the peaks of the power spectrum are roughly orthogonal to the
wind direction; so that it can be extracted by using the direction of the peak row that wavelength
is in 600 m or more [4, 5]. The striped structure was indistinct in the most of the JERS-1/SAR
images used in this research. These did not relate for the wind direction though the peaks of the
power spectrum concentrated on the long wave length part, and may be originated in the current
and undulation of the Tsugaru Strait. Consequently, the wavelength of sea wave and the wind
direction in the pseudo SAR images was fixed to 500 m and 249◦ (the north is 0◦) respectively,
and the integral of F (l, θ) was taken between 400 m and 800 m of the wavelength. In addition, the
random noise at various levels was added to the pseudo SAR images because the various levels of
SNR in actual SAR images were expected.

Figure 1 shows an example of the extraction results for the wind direction. The SNR is −30 dB.
The full wave rectified sinusoidal wave of cycle π/2 was used as a reference function for the cross
spectral analysis. On the sample of the pseudo SAR image, the striped pattern cannot be recognized
due to low SNR. But it is possible to extract the wind direction with 3◦ in the error margin by
integration in the wavelength of the power spectrum and the cross-spectral analysis. From this
result, the presented method can be expected to be the steady extraction result for wind direction
even for the actual SAR images of low SNR.

4. APPLICATION TO COASTAL SAR IMAGE

The study site is the coastal part in the Tsugaru Strait located between Aomori and Hokkaido
prefectures in Japan. We used 23 scenes of JERS-1/SAR from 1992 to 1998 for the analysis, that
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Figure 1: An example of the extraction results for the wind direction. (a) Pseudo-SAR image with SNR
−30 dB. (b) Power spectrum of pseudo-SAR image. (c) Result of cross-spectral analysis.

the pass-low is 65–231. The coastal region in Ooma, Tappi and Kikonai were selected as the object
areas, and the subscenes in the size of 6.4 km squares were cut out from the full scenes. There
are lighthouses in the vicinity of these object areas, so that we can compare the extracted wind
direction from SAR images with in the wind direction estimates of the lighthouses. Figure 2 shows
the locations of the subscenes and the lighthouses.

Figure 3 shows the estimated error of the SAR wind directions extracted by the cross-spectral
method. Because the wind direction extracted from the SAR images by the 2-D FFT has the
arbitrariness of π, the each value in the figure, a closer value to the estimates of the lighthouses was
selected. The SAR estimates obtained from spectra of 6.4-km-square images are shown to agree
with the lighthouses’ estimates to within a standard deviation of 25◦ and a mean absolute error of
21◦.

The error of wind direction extracted from offshore SEASAT/SAR and ERS-1/SAR images are
within a standard deviation of 20◦ [4, 5]. As to the main causes of the large error, the limits of inte-
gration in wavelength and the quality of the lighthouses’ estimates used for the comparison can be

Figure 2: Locations of the subscenes and the lighthouses. Open squares show the subscenes. Solid squares
filled with characters show the location of lighthouses.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 685

examined. Concerning the limits of integration in wavelength, there are some estimates appearing
the influence of the peaks in long wavelength area because the integral section may be made by
setting the optimum limits of integration from 400m to 800 m for all subscenes. The improvement
of the error may be expected by setting the optimum integral section for each subscenes and using a
weighting function for suppressing the peaks in long wavelength area. Concerning the lighthouses’
estimates, the wind direction is provided in the 16-direction method, namely, the resolution of wind
direction is 22.5◦. That is, the resolution of wind direction is necessary as the reference data when
comparing with the SAR estimates.

Figure 3: Estimated error of the SAR wind direction extracted by the cross-spectral method. The standard
deviation is 25◦ and the mean absolute error is 21◦.

5. CONCLUSIONS

In this research, the method to extract wind direction from SAR image using the cross-spectral
method has been shown. As the result of having applied the method to pseudo SAR images, it has
been clarified that the presented method can extract the wind direction precisely from the images
on which large random error was superimposed. The estimated error is less than 3◦ even at −30 dB
of the SNR. As the result of having applied to coastal JERS-1/SAR images, the SAR estimates
of wind direction have been shown to agree with the lighthouse estimates to within a standard
deviation of 25◦ and a mean absolute error of 21◦. The improvement of accuracy may be expected
by setting the optimum limits of integration in wavelength and using in situ wind direction as the
reference data.
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Abstract—The objective of this paper is to investigate the volume scattering for the vegetation
parameter estimation of Polarimetric Interferometric Synthetic Aperture Radar (Pol-InSAR).
Firstly the models for describing the volume scattering are derived from the Pol-InSAR imaging
geometry and volume scattering characteristics. The interferometric properties of volume scatter-
ing as well as the polarimetric properties of volume scattering are analyzed based on the model.
Then the effects of volume height, extinction coefficient, ground to volume ratio, ground phase, in-
cidence angle, and perpendicular baseline, on the volume scattering coherence are analyzed based
on the Random Volume over Ground model. Furthermore, with simulated Pol-InSAR data, the
effects of these parameters on the estimation accuracy of vegetation height are presented and the
radar parameters for better estimating vegetation height are discussed.

1. INTRODUCTION

Polarimetric Interferometric Synthetic Aperture Radar (Pol-InSAR) is an emerging technique that
combines SAR interferometry and SAR polarimetry and has already shown its effectiveness and
sensitivity to volumetric structures [1]. It has been applied to parameter estimation of volume
scatterers (e.g., forest height, extinction coefficient) based on the coherence diversity of the volume
scattering with polarization [2, 3]. In order to improve the performance of vegetation parameter
estimation and help the design of Pol-InSAR system, this paper investigates the volume scattering
systematically within the scope of Pol-InSAR.

Section 2 presents the models (Random Volume, Oriented Volume, Random Volume over Ground
and Oriented Volume over Ground model) for describing the volume scattering and analyzes the
interferometric and polarimetric properties of volume scattering. The effects of volume height,
extinction coefficient, ground to volume ratio, ground phase, incidence angle, and perpendicular
baseline, on the volume scattering coherence are analyzed in Section 3. Section 4 further analyzes
the effects of these parameters on the vegetation height estimation. The conclusion and future work
are given in the end.

2. COHERENT MODELS OF VOLUME SCATTERING IN POL-INSAR

Figure 1 shows an illumination of Pol-InSAR imaging geometry. Ignoring the thermal noises and
temporal decorrelation effects, the time-domain representations of SAR images u1 and u2 can be
expressed in the form of volume scattering integral as [4, 5]

u1 (x1, R1) = e−i2k1R1
∫

ã1 (~r′)e−i2~κ1~r′h (x1 − x′1, R1 −R′
1) dV ′

u2 (x2, R2) = e−i2k2R2
∫

ã2 (~r′)e−i2~κ2~r′h (x2 − x′2, R2 −R′
2) dV ′ (1)

with the azimuth coordinate x, the range coordinate R, the wave vector ~κ = κ [0, sin θ,− cos θ]T ,
(T is transpose), the wavenumber κ = |~κ|, the position vector of the scatterer ~r = [x′, y′, z′]T , the
system transfer function h (·) and the complex reflectivity function ã.

Since the reflectivity functions ã1 and ã2 are considered as uncorrelated, denote the auto- and
cross- correlation of them as 〈

ãi (~r) ã∗i
(
~r ′

)〉
= σviδ

(
~r − ~r ′

)
i = 1, 2〈

ã1 (~r) ã∗2
(
~r ′

)〉
= σveδ

(
~r − ~r ′

) (2)

where σve is the effective volume correlation coefficient.
The complex interferometric coherence is defined as

γ̃ =
〈u1u

∗
2〉√〈u1u∗1〉 〈u2u∗2〉

. (3)
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Figure 1: Pol-InSAR imaging geometry and RVoG model.

Assuming σv1 =σv2 =σv and substituting (1) into (3) using (2), one can have the baseline decorre-
lation as

γ̃ = eiφ0 ·
∫

σve(~r ′) exp {2i (~κ2 − ~κ1) · ~r ′}h1 (·) h∗2 (·) dV ′
∫

σv(~r ′)h1 (·) h∗2 (·) dV ′ (4)

where φ0 = 2 (κ2R2 − κ1R1) is interferometric phase. The baseline decorrelation can be further
divided into two contributions by using

κy = κ∆θ cos θ −∆κ sin θ
κz = κ∆θ sin θ + ∆κ cos θ

(5)

where κy and κz are horizontal and vertical wavenumbers, ∆θ = θ2 − θ1 ≈ sin∆θ is the look angle
difference of two SAR images, θ = (θ2 + θ1) /2 is average incidence angle. Thus wise, (4) becomes

γ̃ = eiφ0

∫
exp (i2κyy

′) |h (·)|2dx′dy′∫ |h (·)|2dx′dy′
·
∫

σve(z′) exp (i2κzz
′)dz′∫

σve(z′)dz′
= eiφ · γ̃S · γ̃V (6)

where γ̃S is the signal decorrelation due to the look angle difference of the two SAR images (namely
surface decorrelation), γ̃V is the decorrelation caused by the height distribution of volume corre-
lation coefficient σve (z) (namely volume decorrelation). From the expression of surface decorre-
lation, γ̃S can be eliminated, e.g., by performing range spectral filtering with the spectral shift
∆κ = κ∆θ/ tan θ.

a) Random Volume (RV) model: Equation (6) shows that complex volume decorrelation
is the Fourier transform of σve (z), which contains the physical information about the vertical
structure of the volume scatterer. A modeled volume scattering description, which includes wave
extinction σ through the random orientation homogeneous volume medium, is given by [6]

σve (z) = exp
[
− 2σ

cos θ
(hV − z)

]
, 0 ≤ z ≤ hV (7)

with the volume height hV . Then the complex volume decorrelation becomes

γ̃V =

∫ hV

0 eiκzz′ exp
(

2σz′

cos θ

)
dz′∫ hV

0 exp
(

2σz′
cos θ

)
dz′

=
2σ

cos θ
(
e

2σhV
cos θ − 1

) · e(
2σ

cos θ
+iκz)hV − 1

2σ
cos θ + iκz

(8)

b) Oriented Volume (OV) model: If the volume is oriented, only the wave in eigen-
polarization does not change its polarization as it travels in the volume. The eigenpolarizations are
generally two orthogonal polarizations (for agricultural plants, H and V polarizations) that corre-
spond to the maximum and minimum values of the extinction coefficients [7]. The expression in
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(7) is correct for the eigenpolarizations, while extinction coefficients are dependent on the different
eigenpolarizations

σve (z, ~w) = exp
[
−2σ(~w)

cos θ
(hV − z)

]
, 0 ≤ z ≤ hV (9)

with the volume height hV . Then the complex volume decorrelation becomes

γ̃V (~w) =

∫ hV

0 eiκzz′ exp
(

2σ(~w)z′

cos θ

)
dz′

∫ hV

0 exp
(

2σ(~w)z′

cos θ

)
dz′

=
2σ(~w)

cos θ
(
e

2σ(~w)hV
cos θ − 1

) · e(
2σ(~w)
cos θ

+iκz)hV − 1
2σ(~w)
cos θ + iκz

(10)

c) Random Volume over Ground (RVoG) model: For volume scattering at lower frequen-
cies, it needs to further consider the ground contribution, which is polarization dependent [2, 8]

γ̃ (~w) = eiφ0
γ̃V + µ (~w)
1 + µ (~w)

, µ (~w) =
µG (~w)
µV (~w)

exp
(
−2σhV

cos θ

)
(11)

where µ (~w) is the effective ground to volume ratio, µG is the scattered return from the ground
seen through the volume and µV is the direct volume scattering return [2].

d) Oriented Volume over Ground (OVoG) model: Since the ground contribution is
polarization dependent and wave propagation through an OV is completely described by the eigen-
polarizations of the volume, the OVoG can be expressed by

γ̃ (~w) = eiφ0
γ̃V (~w) + µ (~w)

1 + µ (~w)
(12)

Figure 2 shows (a) geometrical interpretation of the RVoG model, (b) variation of coherence
coefficient with polarization and (c) variation of interferometric phase with polarization. For small
ground contribution (at µ = −20 dB), the phase center is located at two thirds of the total volume
height above the ground and the interferometric coherence is 0.7. With increasing ground contribu-
tion, the phase center moves monotonically towards ground. However, the interferometric coherence
decreases with increasing ground contribution firstly and then increases with the increasing ground
contribution. The former (decreasing) variation behavior is due to fact that the effective volume
seen by the radar increases (increasing penetration depth), which in turn increases the volume
decorrelation. The later (increasing) variation behavior is due to fact that ground contribution
tends to become the dominant scatterer.
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Figure 2: Coherence and interferometric phase characteristics of the RVoG model. Vegetation height hV =
20m, extinction coefficient σ=0.3 dB/m and vertical wavenumber κz=0.15 rad/m.

3. RELATIONS BETWEEN VOLUME SCATTERING AND MODEL PARAMETERS

The variation of volume coherence with polarization is key to Pol-InSAR applications. The radar
configurations should be designed to maximize the variation. There are five parameters in the
RVoG model: vegetation height hV , extinction coefficient σ, effective ground to volume ratio µ,
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Figure 3: The effects of (a) vegetation height (b) extinction coefficient (c) ground to volume ratio (d)
ground phase (e) incidence angle (f) perpendicular baseline on the variations of coherence with polarization.
κz = 0.15 rad/m, Bn = 5 m, σ = 0.3 dB/m, θ = 45◦, −20 < µ < 20, φ0 = 0, λ = 0.236 m, H = 3 km.

ground phase φ and vertical wavenumber κz, which is related to the radar operation frequency,
platform height, perpendicular baseline and incidence angle: κz = 4πBn/λH tan(θ).

Figure 3 shows the effects of model parameters on the variation of coherence with polarization.
The vegetation height influences the length of the coherence line and variation range of interfero-
metric phase. A maximum variation is achieved at hV = 26 m in this example case. The length
of the coherence line increases monotonically with increasing extinction coefficient and tends to
become 2. The range of ground to volume ratio, which is related to operation frequency, vegetation
density and extinction, also determines the variation range of the coherence. The ground phase
influences the intersection between coherence line and the complex plane. Furthermore the coher-
ence line is also affected by the incidence angle and a maximum is achieved at 25◦. Perpendicular
baseline is also key to the coherence variation. Note that for Pol-InSAR vegetation estimation, the
coherence variation should not be too large because longer coherence lines usually goes with lower
coherence which is not good for the estimation of the coherence and phase from data [9].

4. EFFECTS OF MODEL PARAMETERS ON VEGETATION HEIGHT ESTIMATION

Pol-InSAR data are simulated based on the RVoG model (detailed description is given in [10]) and
then inverted using the inversion procedures in [3]. Figure 4 shows the effects of model parameters
on the estimation of vegetation height. We can see that vegetation height can be estimated well for
various model parameters. Suitable radar parameters will provide better performance, for example,
the best perpendicular baseline is 9m, the incidence angle is between 25◦ and 45◦.

5. CONCLUSION

This paper investigates the volume scattering for the vegetation parameter estimation by Pol-
InSAR. The models for describing the volume scattering are derived and the effects of model
parameters on the volume scattering coherence are analyzed. The effects of model parameters
on the estimation accuracy of vegetation height are also presented based on simulated Pol-InSAR
data. Further work will focus on the choosing of radar parameters for better vegetation parameter
estimation based on the characteristics of volume scattering.
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Figure 4: The effects of (a) vegetation height (b) extinction coefficient (c) ground to volume ratio (d) ground
phase (e) incidence angle (f) perpendicular baseline on the estimation accuracy of vegetation height.
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Abstract— This paper proposes a method for improving the estimation accuracy of vegetation
height using multi-baseline Polarimetric Interferometric Synthetic Aperture Radar (Pol-InSAR)
data. Single-baseline Pol-InSAR technique has been applied to retrieve the vegetation parameters
based on the random volume over ground (RVoG) model. There are two main error sources
which might decrease the estimation accuracy. One is the non-volumetric decorrelation, such
as thermal noise decorrelation, temporal decorrelation, etc. The other is the ground ambiguity
and ideal assumption that volume-only coherence can be acquired in at least one polarization.
This assumption may fail when vegetation is thick, dense, or the penetration of electromagnetic
wave is weak. This paper proposes a method to solve both the abovementioned two problems at
the same time based on the use of multi-baseline Pol-InSAR data. Firstly, the two main error
sources are analyzed and an inversion model for representing them is constructed based on the
RVoG model. With the constructed model, inversion procedure for estimating vegetation height
using the multi-baseline Pol-InSAR data is presented. The performance of this new method is
validated using simulated data, and the ratio between baselines and their effects on the estimation
performance are also presented.

1. INTRODUCTION

Polarimetric Interferometric Synthetic Aperture Radar (Pol-InSAR) technique [1] is a combination
of SAR polarimetry and SAR interferometry and has been demonstrated its success in the estima-
tion of vegetation parameters (height, extinction, underlying terrain) based on the Random Volume
over Ground (RVoG) model [2–4].

Pol-InSAR vegetation height estimation is based on the use of volume decorrelation. Any
non-volumetric decorrelation, such as thermal noise decorrelation, temporal decorrelation, etc.,
might decrease the accuracy of the estimated height. Regarding temporal decorrelation, it has
been introduced to compensate its effect on the inversion performance by fixing one of the model
parameters (extinction coefficient) [5] or via a dual-baseline Pol-InSAR inversion procedure [6].

The inversion of RVoG model using single-baseline Pol-InSAR data, assumes that in at least
one of the observed polarization channels (usually the cross-polarized HV channel), the effective
ground to volume ratio is small. However, in some cases when vegetation is thick, dense, or the
penetration of the electromagnetic wave is weak, the assumption fails. To solve this problem, an
inversion procedure, which is based on the use of dual-baseline Pol-InSAR data, was proposed and
validated [7, 8].

The two problems in the inversion of RVoG model were solved respectively. This paper discusses
the feasibility to solve them at the same time based on the use of multi-baseline Pol-InSAR data.
In Section 2, the error sources are analyzed and a revised inversion model for representing them is
constructed based on the RVoG model. Section 3 describes the inversion procedure of the revised
model. The performance of this new method is validated using simulated data, and the ratio
between each baseline length and their effect on the estimation accuracy are also discussed in
Section 4.

2. RVOG MODEL FOR VEGETATION HEIGHT ESTIMATION

2.1. RVoG Model
RVoG model is probably the most successful inversion model for the estimation of vegetation height
using Pol-InSAR data. It is a two-layer model composed by a vegetation layer (trunks, branches,
leaves or needles) and a ground layer. The vegetation layer is modeled as a layer of given thickness
hV and random orientation homogeneous volume medium with wave extinction σ and can be
expressed by

σve (z) = exp
[
− 2σ

cos θ
(hV − z)

]
, 0 ≤ z ≤ hV . (1)
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The complex coherence of the random volume is related to the Fourier transform of σve [4]

γ̃V =

∫ hV

0
eiκzz′ exp

(
2σz′

cos θ

)
dz′

∫ hV

0
exp

(
2σz′

cos θ

)
dz′

=
p

p1
· exp (p1hV )− 1

exp (phV )− 1
, where

{
p = 2σ/ cos θ
p1 = p + iκz

κz = κ∆θ/ sin θ
. (2)

θ is the incidence angle, κz is vertical wavenumber, κ = 4π/λ for alternate-transmit mode (κ = 2π/λ
for single-transmit mode) and the look angle difference ∆θ between the two antennas separated by
the baseline. This random volume is located above a impenetrable ground scatterer. Considering
both the volume and ground contribution, the total complex coherence can be expressed by

γ̃ (~w) = eiφ0 · γ̃V + µ (~w)
1 + µ (~w)

, µ (~w) =
µG (~w)
µV (~w)

exp
(
−2σhV

cos θ

)
. (3)

where µ (~w) is the effective ground to volume ratio, µG is the scattered return from the ground
seen through the vegetation and µV is the direct volume scattering return [3].
2.2. Revised Model Accounting for the Errors and Its Inversion
Pol-InSAR vegetation height estimation is based on the use of volume decorrelation. Any non-
volumetric decorrelation, such as thermal noise decorrelation, temporal decorrelation, quantization
and coregistration decorrelation, etc., might affect the estimation accuracy of height. Figure 1(a)
shows a geometric interpretation of this type of error. The volume-only coherence point is affected
by decorrelation (γD) and shifts toward the origin along the radius. In order to improve the
estimation accuracy, it has to shift the observed volume-only coherence point away from the origin.
This type of error can be represented in the RVoG model by a decorrelation item (γD)

γ̃ = eiφ0 · γDγ̃V + µ

1 + µ
(4)

The other error source is ground ambiguity and it is due to the ideal assumption that volume-only
coherence can be acquired in at least one polarization. This assumption may fail when vegetation
is thick, dense, or penetration of electromagnetic wave is weak. Figure 1(b) shows a geometric
interpretation of this type of error. The volume-only coherence point lies outside of the observed
area. In order to estimate accurate vegetation height, it has to shift the observed volume-only
coherence point away from the ground coherence point and along the coherence line. In order to
account for the error, it is necessary to insert one item (∆µ) accounting for the coherence shifting.

γ̃ = eiφ0 · γ̃V + [µ + ∆µ]
1 + [µ + ∆µ]

(5)

Now considering both the two types of errors, namely combining (4) and (5), it yields to the
revised model which represents for both the abovementioned errors

γ̃ = eiφ0 · γDγ̃V + [µ + ∆µ]
1 + [µ + ∆µ]

(6)

(a) along the radial line (b) along the coherence line

Figure 1: Geometric interpretation of two types of RVoG model inversion errors.
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3. INVERSION PROCEDURE OF THE REVISED MODEL

The revised new model expressed in (6) consists of six parameters (φ0, hv, σ, µ, ∆µ, γD). Increas-
ing one independent polarization channel will provide two more observables and one more model
parameter (µ). Fully Pol-InSAR data provide six observables, but the number of unknowns becomes
eight. Dual-baseline Pol-InSAR data provide six more observables, but the number of unknowns
increases by six as well. Since the number of increased observables with increasing number of base-
lines is equal to that of increased unknowns, it is useless to increase the number of baselines except
making some realistic assumptions.

In the case of single-pass Pol-InSAR operating mode and short revisit interval, the decorrelations
during the two baseline acquisition could be assumed identical. Furthermore, by assuming the same
∆µ, the number of unknowns reduces to twelve, which is equal to the number of dual-baseline Pol-
InSAR observables. Now the inversion of the revised model based on dual-baseline Pol-InSAR data
could proceed. Figure 2 shows illustrations of the inversion procedure and the major steps are as
follows

i. Find out the ground phase φ01, φ02 for each baseline. It is the intersection between the
coherence line and the unit cycle of the complex plane. This step is identical with that in the
inversion of the RVoG model [4].

ii. Shift the phase of each observed coherence by exp(−φ01), exp(−φ02) so as to have the same
zero ground phase.

iii. Stepping the non-volumetric decorrelation level γD from 1 to 0 using suitable hits and ground
to volume ratio µ from −40 dB (relates to no ground ambiguity) to 0 dB using suitable hits,
calculate volume-only coherence γ̃V 1 of the first baseline κz1.

iv. Based on the volume-only coherence γ̃V 1 of the first baseline, calculate the corresponding
height hV and extinction σ using LUT and then calculate volume-only coherence γ̃V 2 of the
second baseline κz2.

v. Using the above the non-volumetric decorrelation level and ground to volume ratio, the ob-
served coherence γ̃ of the second baseline is calculated using (3).

vi. If the calculated coherence is equal to the observed coherence of the second baseline, we then
set the above vegetation height as the output.

Figure 2: Illustrations of inversion procedure.

4. SIMULATION ANALYSIS OF THE INVERSION PROCEDURE

In order to evaluate validity of the aforementioned inversion procedure, dual baseline Pol-InSAR
data are firstly simulated with both error sources described in Section 2.2 [9]. The main steps are
as follows
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a) Calculate the observable C6 of a pixel using the RVoG statistical model with errors

C6 =
[

TV + TG X
X∗T TV + TG

]
(7)

where X = eiφ (γDγ̃V TV + TG) , [TV ] =

[ 1 0 0
0 ε 0
0 0 ε

]
, TG =

[
µ1 0 0
0 µ2 0
0 0 µ3

]
TV .

b) Compute C1/2, where C1/2(C1/2)∗T = C.
c) Simulate a 6-component complex random vector v from the Gaussian distribution G(0, 0.5).

d) The simulated Pol-InSAR image is g = C1/2v, where

g =
[

h1

h2

]
, hi =




SHH√
2SHV

SV V


 , i = 1, 2

Table 1 shows the simulation parameters which are typical forest at L band. To simulate the
non-volumetric decorrelation, γD is set to 0.8.

Table 1: Simulation parameters for dual-baseline Pol-InSAR data.

Parameter Value Parameter Value
hV 20m σ 0.3 dB
θ 45◦ ε 0.2
µ1 −10 dB µ2 −3 dB
µ3 0 dB γD 0.8

Table 2 shows the inversion results from simulated dual-baseline Pol-InSAR data using the
procedure described in Section 3. In the case of single-baseline inversion, results of κz2 and κz3 are
better than that of the others because they are much closer to the optimal baseline [10]. Vegetation
heights estimated using dual-baseline data are much more accurate than those using single-baseline
data. It should be noted that different combinations of baselines have different estimation accuracy,
e.g., the combination of κz2 and κz3 provides the most accurate estimation results in this simulation
analysis. Figure 3 shows the inversion results for different given heights and the advantages of using
dual-baseline is obvious. Here we can also see that the combination of κz2 and κz4 provides better
estimation results than that of κz1 and κz3.

Table 2: Inversion results from simulated dual-baseline Pol-InSAR data.

Inversion Method Estimated Mean Value Standard Deviation
S.-B. κz1 = 0.1 23.0552 m 3.1068
S.-B. κz2 = 0.15 23.3332 m 1.8202
S.-B. κz3 = 0.2 23.3840 m 1.8743
S.-B. κz4 = 0.3 23.4660 m 6.0923
D.-B. κz1 + κz2 20.7208 m 2.4365
D.-B. κz1 + κz3 20.5084 m 2.3178
D.-B. κz1 + κz4 19.7060 m 2.0423
D.-B. κz2 + κz3 20.1076 m 1.9287
D.-B. κz2 + κz4 19.7472 m 1.6903
D.-B. κz3 + κz4 19.9372 m 1.6852
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Figure 3: Estimated mean height and its standard deviation.

5. CONCLUSION

This paper proposes a method to compensate the errors in the single-baseline Pol-InSAR RVoG
inversion by using the multi-baseline Pol-InSAR data. Two error sources are modeled into the
RVoG model and the inversion problem using multi-baseline Pol-InSAR data is analyzed. Inversion
procedure of the revised RVoG model is described and validated using simulated Pol-InSAR data.
The estimated heights from dual-baseline data are more close to the ideal height than just from
single-baseline data. Different combinations of baselines have different estimation performance and
the choice of baseline combination will be analyzed in the further work.
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Abstract— Worldwide, medium- to short-term earthquake prediction is becoming ever more
essential for safeguarding man due to an un-abating population increase, but hitherto there have
been no verifiable methods of reliable earthquake prediction developed. This dilemma is a result
of previous and still current approaches to earthquake prediction which are squarely based on
the measurement of crustal movements, observable only after a tectonic stress-change discharge
(earthquake) has occurred. During the past decades it was proved and shown that it is not
possible to derive reliable models for earthquake predictions from crustal movement measurements
alone, and that an entirely new approach must be taken and rigorously pursued over years
and decades to come. In support of this conclusion, there have been reported throughout the
history of man anecdotal historical up to scientifically verifiable earthquake precursor or “seismo-
genic” signatures of various kind — biological, geological, geo-chemical and especially a rather
large plethora of diverse electromagnetic ones on ground, in air and space, denoted as “seismo-
electromagnetic” signatures. Taiwan is one of the few regions where those phenomena may
best be observed. In this overview a systematic analysis of main historical records, a summary of
pertinent “seimo-genic” as well as observed “seismo-electromagnetic” effects and modern ground-
based to air- and space-borne metrological signature investigations are presented placing major
emphasis on ongoing studies in Taiwan.

1. INTRODUCTION

In fact, we need to discover the true intrinsic forces including electrodynamic stress that cause the
tectonic plates to move and to undergo continuous gradual as well as abrupt seismic changes, and
which are active long to close before the tectonic stress-changes occur. Implementation of novel
high-altitude drone (UAV) and space borne satellite RP-Diff-POL-In-SAR will add most essential
tools for advancement as will be demonstrated. In support of this conclusion, there have been
reported throughout the history of man anecdotal historical up to scientifically verifiable earthquake
precursor or “seismo-genic” signatures of various kinds — first biological, geological, geo-chemical
and then a rather large plethora of diverse electromagnetic ones — on ground, in air and space,
denoted as “seismo-electromagnetic” signatures. This is necessary in order to provide an improved
understanding on why and how such precursor signatures are generated, and how and where those
may best be observed — either in the ground or on the surface through the atmosphere into the
ionosphere — subject to the rather poor signal-to-noise ratio (SNR) — requiring much improved
digital instrumentation. Again, the addition of implementing novel high-altitude drone (UAV) and
space borne satellite RP-Diff-POL-In-SAR imaging technology will become most essential.

2. PREVIOUS AND ONGOING PILOT STUDIES

A number of pilot studies had been initiated in this direction during the past two decades, had
been supported for a few years, and then aborted for several reasons. Those are the high operating
costs involved, the poor SNR that makes signal detection very tedious if not impossible with the
existing state of the art in instrumentation, and the fact that earthquakes just don’t appear upon
demand, requiring many years and decades until “they” happen. One needs to keep at all times in
focus the ever persistent opposition of the scientific establishment against us “radio-seismo-genic-
alchemists”. Several major studies were initiated: the USGS/NSF NEHER Program of the early
1990’s after the Loma Prieta M 7.1 Earthquake of 1989 October 19; in Japan, the ERSFP after
the 1995 January 17 Hyogo-Ken Nanbu M 7.2 Earthquake near Hanshin, Awaki Island; in Greece,
due to continuously reoccurring earthquakes of M 4.5–6.0, the ongoing electro-potential methods
of Varatsov et al; in China, already before the devastating Yanshin M 8.1 Earthquake [1]; and now
also in Taiwan as a result of the Chi-Chi M 7.4 & Chia-yi M 6.8 Earthquakes on 1999 September
21 & October 22/23 in Central-Southwest Taiwan [2]. These efforts have been initiated due to
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the Spitak M 8.0 Earthquake of March/April 1989 which has been incorrectly considered as the
first time that ground-based “seismo-electromagnetic” precursors had been observed. This honor
goes to Professor Takeo Yoshino of UEC in Chofu-Shi, Tokyo, Japan who observed such “seismo-
electromagnetic” precursors since the very late 1970-ies at ground and in space. Outranking among
all previous multi-year assessment studies was the very productive international outreach oriented
one in Japan after the Hanshin Awaji Earthquake of 1995 January 15. This study coordinated by
Professor Masashi Hayakawa resulted in four books [1].

3. ADVANCEMENTS OF GROUND-BASED TO SPACE-BORNE SEISMO
ELECTROMAGNETIC MEASUREMENTS

In order to obtain a much better insight into the worldwide appearance of “seismo-electromagnetic
precursors”, it would seem most essential to upgrade the existing INTER-MAG magnetometer
network (only records up to frequencies of 0.1MHz are collected and stored on venerable magnetic
tapes) by adding 3-axis flux-gate magnetometers (able to operate up to several Hertz) at each
of the INTER-MAG stations worldwide. This was already proposed more than twenty years ago
by the late Dr. Arthur William (Bill) Green of USGS-GRF in Golden, CO. Such an upgrade is
costly but highly desirable also for various other reasons, and now feasible with the highly improved
ELF/ULF digital signal recording plus centralized telemetric collection, storage, analysis and pro-
cessing systems, which did not exist only fifteen years ago, when Bill Green strongly recommended
such studies. With it several sub-oceanic recording INTER-MAG recording stations require also to
be upgraded. In order to assess any lithospheric to mesospheric to ionospheric precursor interaction
effects such vital important continuous 3-axis magneto-metric records up to several Hertz must be
obtained and the frequency bands of measurement and data storage must be extended to about
20Hz. Note that Bill Green did not observe any seismo-electromagnetic signatures below 10MHz
but above 100 MHz, which appears to apply to all earthquakes. Prime emphasis must also be given
to ionospheric precursor observations, which are summarized well in the various book-reports by
Hayakawa et al. [1]. There exist a few pertinent newly discovered types of observations, which need
to be further explored such as the flare-up of ionosphere-bound lightning discharges, the “sprites (or
Spritzer – according to Schumann)”, in addition to the observable earth-bound lightning- strokes
“Blitz” located above highly ionized clouds generated during the early phases of final localized
tectonic stress culmination close to epicenter regions. These phenomena require subtle additional
studies and coordinated coincident ground to space recordings as proposed in several papers by
Hayakawa, Yoshino in Japan, and others in China and Taiwan.

More so, remote sensing techniques — not yet conceived but in urgent need — are much sought
for. An example is the remote sensing of the groundwater table with the tracking of sub-surface
fluid flow [3]. The implementation of existing well established historical records collected by util-
ities worldwide is in desperate need. They are required for advancing our understanding of this
highly interdisciplinary, complicated geophysical problem. Input is sought for highly expanded in-
ternational collaboration and possible involvement for a major long-lasting global pilot study to be
carried out simultaneously at several “seismic hot spots.” Entirely novel techniques for identifying
and tracking the fluid flow at depths down to several hundreds of meters are desired. This remains
to be a very essential research task of the twenty-first century, and of paramount relevance to these
kinds of “seismo-genic and seismo-electromagnetic precursor” investigations. Closely related to the
detection of sub-surface fluid-flow is the bulging and subsidence of surfaces before, during and after
tectonic stress change events which need not necessarily be catastrophic. This can now be achieved
with implementation of air/high-altitude/space-borne RP-Diff-POL-In-SAR imaging. As regards
the acquisition of satellite SAR measurement data sets, the space-launched ALOS PALSAR, the
forthcoming RADARSAT-II and TERRASAT-1&2 fully polarimetric sensors will play an essential
role, and ought to be fully integrated in all of the forthcoming studies [4].

4. DEVELOPMENT OF MULTI-MODAL SYNTHETIC APERTURE RADAR (SAR)
IMAGING TECHNOLOGY IN AIR AND SPACE

Decisive progress was made in advancing fundamental POL-IN-SAR theory and algorithm de-
velopment during the past decade, which was based on the underlying accomplishments of fully
polarimetric SAR and differential SAR interferometry and its current merger. This was accom-
plished with the aid of airborne & shuttle platforms supporting single-to-multi-band multi-modal
POL-SAR and also some POL-IN-SAR sensor systems. Because the operation of airborne test-beds
is extremely expensive, aircraft platforms are not suited for routine monitoring campaigns. These
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are better accomplished with the use of drones (UAV). Such unmanned aerial vehicles (drones),
hitherto developed mainly for defense applications, are currently lacking the sophistication for im-
plementing advanced forefront POL-IN-SAR technology. High altitude drones are necessary for a
great variance of applications beginning with flood, bush/forest-fire to tectonic-stress (earth-quake
to volcanic eruptions) for real-short-time hazard mitigation. For routine global monitoring pur-
poses of the terrestrial covers neither airborne sensor implementation — aircraft and/or drones —
are sufficient; and therefore multi-modal and multi-band space-borne POL-IN-SAR space-shuttle
and satellite sensor technology needs to be further advanced at a much more rapid pace. The
existing ENVISAT and most recently launched ALOS-PALSAR will be compared with the forth-
coming RADARSAT-2 and the TERRASAT-1&2, demonstrating that at this phase of development
the fully polarimetric and polarimetric-interferometric SAR modes of operation must be treated
as preliminary algorithm verification support, and not to be viewed as routine modes. The same
considerations apply to the near future implementation of any satellite-cluster bi/multi-static space-
borne tomographic imaging modes, which must however be developed concurrently in collaboration
with all major national or joint continental efforts in order to reduce spending and the proliferation
of space-platforms.

5. IMPLEMENTATION OF RP-DIFF-POL-IN-SAR ENVIRONMENTAL
STRESS-CHANGE MONITORING FOR THE ANALYSES OF EARTHQUAKE
EPISODES IN TAIWAN WITH SUBSEQUENT LAND-COVER SUBSISTENCE AND
BULGING

Taiwan is an island located in the ‘Circum-Pacific Seismic Belt ’ subjected to the ongoing collision
of the Philippine-Sea and the Eurasian Plates, and it experienced disastrous earthquakes in the
past. The electromagnetically inter-related Chi-Chi (990921: M = 7.6) - Chia-Yi (991022/23: M
= 6.8) earthquakes, which caused a total loss of more than 2500 lives, the collapse of more than
100,000 household dwelling-units, several bridges and major highways, hydro-electric dams and
electric power-line distribution systems along the affected Chelungpu fault [1–3]. Taiwan and its
environs to the East have, are, and will be experiencing seismic activity on a very wide scale from
millions of small to several truly large earthquakes a year, Taiwan is ideally suited for embarking on
a long-lasting major Earthquake Hazard investigation program. In comparison with other similar
seismically active regions of the two major terrestrial seismic belts, Therefore, it was decided appro-
priate to initiate a National Taiwanese Program for Excellence in University Research on the subject
of “Research on Seismo-Electromagnet Precursors of Earthquakes” entitled ‘integrated Search for
Taiwanese Earthquake Precursors — iSTEP ’ at the National Central University (NCU) in Chung-
Li, Tao-Yuan, Taiwan [3]. In support of the well developing iSTEP ground-based magneto-metric
seismo-genic signature measurements [2], the SAR Image processing and analysis group of the NCU
CSRSR have embarked on a rigorous program for producing a large set of RP-Diff-In-SAR overlay
interferometric images that show the temporal stress-change history of up to six months in advance
of the Chi-Chi (990921; M = 7.6), during the electromagnetically exceedingly active time-period
until the two major aftershocks of the Chia-yi (991022/23; M = 6.8) earthquakes occurred, and
thereafter for several months [3].

6. CONCLUSION

It was shown that several electromagnetic precursors associated with earthquakes provide essential
information on tectonic stress change events which when correlated with high resolution RP-Diff-
POL-IN-SAR imaging of crustal deformation will bring us closer to developing more reliable earth-
quake prediction methods. Specifically, the application of repeat-pass SAR interferometry proves to
provide a useful high resolution tool for monitoring different types of crustal deformation in spite
of the difficulties encountered from the dense subtropical vegetation in an area such as Taiwan.
The results obtained come with unprecedented spatial density and compare favorably with other
approaches including geodetic DEM variations derived from GPS networks [3, 4]. The knowledge
gained from the Chi-Chi and Chia-Yi earthquake duplet has opened new approaches to combine
electromagnetic and seismic earthquake analyses of the future.
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Abstract— The Border Gateway Protocol (BGP) is the de facto inter-domain routing protocol
used to exchange network reachability information between ISP networks in the global Internet.
The border gateway router of ISP network runs BGP protocol and maintains a table of prefixes
designating IP networks that can be reached. However, as the Internet routing infrastructure,
BGP is vulnerable to both accidental misconfigurations and malicious attacks because it trusts
unverified control plane information received from its peers.
This paper considers the security risks of BGP system and surveys works relating to BGP se-
curity. While a number of enhanced protocols for BGP (such as S-BGP, SO-BGP, PGBGP,
etc.) have been proposed to solve BGP security problem, these generally relay on a public key
infrastructure or a central authority like ICANN, or require substantial changes to the protocol,
hence none of them has been widely deployed. We present a security configuration framework
based on currently available technologies to improve the security of BGP routers. The security
configuration framework provides a set of guidelines to protect the BGP routers from miscon-
figurations and malicious attacks. We describe the countermeasures and security mechanisms
of BGP system when it encounters potential attacks, such as BGP peer spoofing, BGP session
hijacking, malicious or unallocated route injection, etc. Our proposition is easily deployable in
ISP networks without additional cost and it can effectively improve the security of BGP system.

1. INTRODUCTION

The Internet is a vast global network which is made up of thousands of independently ISP networks.
A network under the administrative control of a single organization is called an autonomous system
(AS) [1]. An ISP often owns one or more AS number for administrative convenience, and provides
the Internet Service to users. Within an AS, the intra-domain routing protocols such as RIP,
OSPF, IS-IS are used to exchange routing information. And between ASes, the inter-domain
routing protocol is introduced. The Border Gateway Protocol Version 4 (BGP-4) [2, 3] is the de
facto inter-domain routing protocol used to exchange network reachability information between ISP
networks in the global Internet; its simplicity and resilience have enabled it to play a fundamental
role within the global Internet.

However, BGP has historically provided few security guarantees. The ISP network is vulnerable
to attack though BGP. Misconfigured or deliberately malicious attack can disrupt overall Internet
by injecting bogus routing information or hijacking network address space. On Apr 25, 1997 at
11:30 a.m. AS 7007 announced more specific routes (/24s) for practically the entire Internet [5, 6].
Routing was globally disrupted as the more specific prefixes took precedence over the aggregations
routes. Many routers have been crashed and most Internet connectivity has been disrupted for
over two hours. February 24, 2008, Pakistan Telecom hijacked a subnet address space for political
reasons [7]. One of border router announced a very specific route (with prefix “/24”) to Youtube.
Because the more specific route to Youtube was announced, others routers took this route as the
best route to Youtube. The effect was to take Youtube off the air globally for about two hours.

Such incidents shows that BGP is vulnerable and ISP should improve the routing security by
some effective ways. There are a number of enhanced protocols for BGP (such as S-BGP [8], SO-
BGP [9], PGBGP [10], etc.) have been proposed to solve BGP security problem, these generally
relay on a public key infrastructure or a central authority like ICANN, or require substantial changes
to the protocol, hence none of them has been widely deployed.

In this paper, we present a security configuration framework based on currently available tech-
nologies to improve the security of BGP routers. The security configuration framework provides a
set of guidelines to protect the BGP routers from misconfigurations and malicious attacks. Our ap-
proach rely on existing technologies supported by router vendors, that is to say we can use carefully
configure commands to protect BGP systems in ISP networks.

The paper is organized as following: Section 2 is related work. Section 3 analyzes the vulnera-
bilities of BGP systems in ISP networks. We propose the BGP security configuration framework to
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improve the BGP system security in Section 4. And in Section 5, we give the BGP configuration
guidelines in detail. Finally the conclusion is described in Section 6.

2. RELATED WORK AND

BGP security is an active area of research. Because this activity is relatively new, no solution
has been universally deployed in the Internet. At present, most of research on BGP security has
focused on the integrity, authentication, confidentiality, authorization, and validation of BGP data.
PHAS [11] provides a web based service about possible prefix hijacks. The Listen and Wisper
protocol [14] monitors TCP traffic flows and determines if hosts in remote prefixes are reachable,
seeks to alert network administrators of potential routing inconsistencies. S-BGP [8] establishes
a public-key infrastructure to stymie IP address spoofing. It enhances the security of BGP by
verifying the authenticity and authorization of the BGP control traffic. It uses digital certificates
to authenticate two pieces of data: which chunks of address space have been allocated to them and
what autonomous system numbers have been allocated to them. SO-BGP [9] targets the need to
verity the validity of an advertised prefix. It verifies a peer which is advertising a prefix has at
least one valid path to the destination. PG-BGP [10] maintains a history of known origin ASes and
prefixes. New origins and sub-prefix would be depreferenced for 24 hours and if they still exist in the
RIB at that time, they would be added to the history. The delay period would provide monitoring
ASes time to attend to events before they could cause widespread damage. This proposal is also
facing difficulties to deploy, because of its need to change the BGP routing decision-making process.

These proposals generally relay on a public key infrastructure or a central authority like ICANN,
hence none of them has been widely deployed. However, ISPs hope minimal changes to adapt to
the BGP protocol for security needs. So there should be a solution for BGP security

3. BGP VULNERABILITIES ANALYSIS

As the de facto inter-domain routing protocol, BGP is widely used in interconnection of ISP net-
works. The vulnerabilities and risks in BGP systems will inevitably affect the ISP’s network
security and stability. RFC 4272 lists three primary limiting factors that lead to the vulnerabilities
of BGP [4]: (1) BGP does not provide strong protection of the integrity, freshness, and peer entity
authenticity of the messages. That’s means the malicious attacks may tamper with, replay or fab-
ricate BGP messages in peer-peer BGP communications. (2) BGP does not validate the authority
of an AS to announce network layer reachability information. This is related to path subversion,
as an AS can currently announce that it has the shortest path to a destination by forging the path
vector, even if it is not part of the destination path at all. (3)BGP does not ensure the authenticity
of the path attributes announced by an AS. A malicious AS can impair or manipulate the packets’
routing path by changing the path attributes in BGP messages.

The following is a list of potential attacks on BGP. While not a complete list, the attacks
discussed here are the most common that are likely to be a concern for BGP.

(1) BGP spoofing attacks. Peer IP addresses can often be found using the ICMP traceroute
function. The attacker imitates the BGP peer with peculating the source address of peer’s IP
connection. The goal of the spoofing attack may be to insert false information into a BGP peer’s
routing tables.

(2) BGP session resets attack. Current IETF specifications do not require checking sequence
numbers of received ICMP messages. It is easy for attacker to send spoofed ICMP error messges to
peer with encapsulating the victim’s IP address and port number, which cause TCP session reset.
As a result, it causes loss of BGP peering sessions, forcing a need to rebuild routing tables and
possibly causing route flapping.

(3) Malicious route injection attacks. There are three types of illegal route injection: DUSA
(Documenting Special Use addresses) route injection, unauthorized route injection and unallocated
route injection. Malicious route injection of DUSA addresses might cause disruptions in networks
that use these addresses within their designated functions. Attacker use unauthorized or unallocated
route injection can make serious DOS and DDOS attack.

(4) Hijacking attacks. Attacker hijackes netblock address by announcing a more specific route
to target network, then packets to target network would be redirected to the attacker’s machine.
Youtube accident is an obvious example for netblock address hijacking attacks.
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4. BGP SECURITY CONFIGURATION FRAMEWORK

In this section, we describe the BGP security configuration framework and the secure BGP config-
uration guideline in ISP networks.

As shown in Figure 1, the framework can be divided into three layers. The first layer is session
security protection layer, which secures BGP session between peers by protecting the connection
port and using authentication mechanism. BGP stability protection layer using soft reconfiguration
and other technicals to reduce BGP instability because of IGP protocol failure and occasional
interface or link failure. The third layer is very important to ISP security operations, it uses access
control list, inbound and outbound filter to protect ISP networks avoid from network address
hijacking. Details of each layer in the framework will be described in the next section (Section 5).

 

Session security protection layer

BGP stability protection layer

BGP routing policy security layer

Figure 1: BGP security configuration framework.

5. BGP SECURITY CONFIGURATION GUIDELINES

This section describes the configuration guidelines of each layer, and then gives a BGP security
template based Cisco IO. Most of guidelines can be found in the actual configuration corresponding
to the configuration commands. So it can be easily deployed in ISP networks without additional
costs.
5.1. Session Security Protection Layer
This layer protects session security. Since BGP runs on TCP/IP, any TCP/IP attack
can be applied to BGP. These guidelines below will protect TCP session and BGP
session from spoofing attacks and session hijacking attacks.

Guideline 1. Protect port 179 through access control lists. TCP port 179 is the standard port
for receiving BGP peer’s OPEN message, so attempts by peers to reach other ports are likely to
indicate faulty configuration or potential malicious activity. Allow peers to connect to port 179
only and deny any other connections to or from this port.

Guideline 2. Use TTL security check feature in configuration. Most ISP peers are normally
adjacent, so only one hop should be required for a packet sent in a BGP message, the TTL of IP
packet is required to be 1. This feature can be used to protect the EBGP session between peers.

Guideline 3. Use TCP MD5 authentication. The MD5 hash algorithm (RFC 2385 [31]) can be
used to protect BGP sessions by creating a hash key for TCP message authentication. Commercial
routers offer MD5 as a configuration option, and it is relatively easy to set up, using one or two
statements in configuration files. This option provides protection against TCP-based attacks such
as spoofing and session hijacking, because the attacker must know the secret key used in the hash
computation.

Guideline 4. Record peer changes. Logging whenever a peer enters or leaves established state
provides useful records for debugging or audit trails for investigating possible security problems.
5.2. BGP Stability Protection Layer
Stability is an important aspect of BGP security. Instability in BGP system may have a wide range
of routing oscillation, leading to large-scale routing failure, making the lost connection between
communication hosts. Below is a detail list of guidelines that will help reducing BGP connection
failure, controlling the scale of BGP routing table, and protecting connctions to DNS servers.

Guideline 5. Shut down synchronization with IBGP. BGP synchronization feature refers to a
requirement that BGP wait until the IGP propagates a newly learned route within the AS before
advertising the route to external peers. Shut down synchronization can avoid instability by IGP
protocol failure.

Guideline 6. Turn off fast external failover feature. Turn off fast external failover to avoid
major route changes due to transient failures of peers to send keepalives.

Guideline 7. Use soft reconfiguration. Normally a change in policy requires BGP sessions
to be cleared before the new policy can be initiated, resulting in a need to rebuild sessions with
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consequent impact on routing performance. Soft reconfiguration allows new policies to be initiated
without resetting sessions. It can be set up for either or both inbound and outbound for updates
from and to neighbors, respectively.

Guideline 8. Disable BGP version negotiation. This option provides BGP faster startup. Peers
change infrequently in practice, so BGP versions for known peers can be established statically rather
than renegotiated each time BGP restart.

Guideline 9. Use loopback interface for IBGP announcements. Using a loopback interface to
define neighbors is common with iBGP, but not with eBGP. Normally the loopback interface is used
to make sure the IP address of the neighbor stays up and is independent of hardware functioning
properly.

Guideline 10. Shut down auto summarize announcements feature. Auto summarization causes
the router to summarize network paths according to traditional Class A, B, C, and D boundaries.
This behavior can be problematic if, for example, the AS does not own the complete classed network
that is summarized.

Guideline 11. Use max prefix limits to avoid filling router tables. Routers should be configured
to disable or terminate a session and issue warning messages to administrators when a neighbor
sends in excess of a preset number of prefixes.

Guideline 12. Do not use route flap damping for netblocks that contain DNS root servers. DNS
root servers are critical for Internet operations, so degraded access to them by damping netblocks
could cause widespread disruption of network operations.

5.3. BGP Routing Policy security Layer

The complexity of BGP policy and AS relationship could lead to conflict configuration
and human misconfiguration. Mahajan et al. [13] analyse the influence of BGP miscon-
figuration. Caesar and Rexford [14] discussed BGP routing policies in ISP networks.
The list of guidelines belowing gives a basic principle when configuring BGP policies
in ISP networks.

Guideline 13. Do not redistribute prefixes from an IGP protocol. Redistributing from an IGP
is dangerous. AS 7007 incident is caused by misconfiguration which redistributing from IGP to
EBGP. In practice, we should avoid unnecessary dynamic coupling of IGP and eBGP to prevent
propagation of instability from IGP to EBGP (and vice versa).

Guideline 14. Set announce prefix list to allow announcing only designated netblocks. It will
prevent the router from inadvertently providing transit to networks not listed by the AS.

Guideline 15. Filter all bogon prefixes. Bogon prefixes should not appear in routes. Filtering
them reduces load and helps reduce the ability of attackers to use forged addresses idenial of service
or other attacks.

Guideline 16. Block inbound announcements of bogon prefixes. Since these prefixes do not
represent valid routes, they should not be announced or propagated.

Guideline 17. Deny over-specific prefix lengths. It can reduce the volume of update messages
and BGP routing table. Outbound filter should deny all of the over-specific prefix, in addition to
those can be confirmed.

Guideline 18. Deploy enhanced sinking hole to reduce the attack damage when DOS/DDOS
attack occurs. DOS/DDOS attack cannot be removed but its hazards can be reduced as much as
possible. Using enhanced black hole routing technology triggered by the BGP can protect the data
center sever effectively.

6. CONCLUSIONS

In this paper we described the BGP security configuration framework based on currently available
technologies to improve the security of BGP routers. The framework is made up of three layers. In
each layer, specific guidelines according to configuration commands are described. The deployment
of the framework doesn’t rely on public key infrastructure or other central authority. So it can be
easily deployed in ISP networks without additional costs.
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Abstract— Multiple input multiple output (MIMO) has been considered as a promising tech-
nique for its potential to significantly increase the spectral efficiency and system performance.
Lots of detection algorithms have been proposed for MIMO systems in the literature. Among
them, maximum likelihood detection (MLD) algorithm provides the best bit error rate (BER)
performance. However, the complexity of MLD exponentially increases with the constellation
size and the transmit antenna number. Therefore, it is impractical to use a full MLD without
reducing its computational complexity, because it would be prohibitively large for implementa-
tion. Recently, several detection algorithms for MIMO systems achieving near-MLD performance
have been proposed. The use of QR decomposition with an M-algorithm (QRD-M) and sphere
decoding (SD) have been proposed to provide a tradeoff between the system performance and
complexity in MIMO communications. However, with the exception of some special cases, their
complexity still grows exponentially with increasing dimension of the transmitted signal. More-
over, the complexity of SD has big variations at different SNR values, which results in impractical
to use in hardware implementation. To reduce these problems, a new detection scheme, named
as iterative QRD-M (IQRD-M), is proposed in the paper. After performing QR decomposition of
the channel matrix, the exhaustive search of the last layer is done, the accumulated metrics are
calculated and sorted, which gives an ordered set of the last layer, then QRD-M algorithm are
used to search the left layers with novel termination methods. The proposed algorithm provides
the more near-ML performance and with low complexity.

1. INTRODUCTION

Multiple input multiple output (MIMO) wireless communication systems with spatial multiplexing
has been considered as a promising technique for its potential to significantly increase the spectral
efficiency and system performance in rich scattering multipath environments [1]. Efficient signal
detection algorithms for spatial multiplexing MIMO systems have attracted much interest in recent
years, and lots of detection algorithms have been proposed for MIMO systems in the literature [2–
4]. In order to decode symbols corrupted by inter-antenna interference, maximum-likelihood (ML)
detection is required at the receiver which achieves the minimum error probability for independent
identically distributed (i.i.d) random symbols, which is a requirement that holds in many cases.
However, the complexity of ML detector generally precludes its use in practical systems especially
with many transmit antennas and large constellations. A lot of efforts have been put into the search
for algorithms achieving ML or near-ML performance with lower complexity. Sphere detection
(SD) [5–7] and The M-algorithm combined with QR decomposition (QRD-M) [8–10] are possibly
the most promising algorithms. Both QRD-M and SD are tree search based algorithms. Specifically,
QRD-M is a breadth-first and the SD is a depth-first tree search algorithm.

QRD-M algorithm is an implementation of the breadth-first tree traversal in MIMO signal
detection which can provide very stable complexity. In the conventional QRD-M algorithm, the
parameter M is used as the limitation of the number of maximum survived branches in its breadth-
first tree traversal. By setting M equal to different values, it can provide different tradeoff solutions
between the system performance and complexity. The larger M is set, the better performance is
obtained and the more complexity is required.

In this paper, we propose a new detection scheme, which we will refer to as an iterative QRD-
M (IQRD-M). After performing QR decomposition of the channel matrix, because of the upper
triangular matrix property of R, the decision on the last layer does not depend on the others layers.
So the exhaustive search of the last layer is done, the calculated metrics are sorted, which gives
an order set of the last layer, then QRD-M algorithm are used to search the left layers with novel
termination methods. The proposed scheme can reduce the performance gap between ML and
QRD-M detection, gives more reliable estimates than QRD-M with slight complexity overhead.
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2. SYSTEM MODEL, ML ALGORITHM AND QRD-M ALGORITHM

2.1. System Model
We consider a spatial multiplexing MIMO system with Nt transmit and Nr receive antennas (Nr ≥
Nt). Assuming perfect timing and symbol-synchronous receiver, the complex baseband equivalent
model of the received signal vector can be described as

y (t) = H (t) x (t) + n (t) (1)

where y(t) = dy1(t), . . . , yNr
(t)eT and n (t) = dn1 (t) , . . . , nNr

(t)eT denote the Nr-size received
signal vector and the additive white Gaussian noise (AWGN) vector; x (t) = dx1 (t) , . . . , xNt

(t)eH
denotes the Nt-size transmitted signal vector from M-ary phase-shift keying (M-PSK) or M-ary
quadrature amplitude modulation (M-QAM). The symbols xm (t) and the noise nn (t) are mutually
uncorrelated, zero-mean random processes with variances E{|xm (t)|2} = 1 and E{|nn (t)|2} = N0.
Throughout this paper, (·)T and (·)H denote matrix transpose and conjugate transposition, respec-
tively. H (t) denotes the Nr×Nt-size MIMO channel matrix between transmit and receive antennas
at the discrete time t. The channel matrix contains uncorrelated Gaussian channel coefficients with
unit variance. The channel is assumed to be flat fading and quasi-static, i.e., the channel matrix is
constant within the frame and changes independently from one frame to another. We also assume
the perfect knowledge about the channel state information in the receiver.

For brevity of notation the discrete time index t is abandoned in the subsequent consideration
so (1) becomes

y = Hx + n (2)
2.2. Maximum Likelihood Detector Algorithm (MLD)
In the sense of minimizing the error probability, MLD is the optimal. With perfect knowledge of
the channel state information of H, the MLD performs signal detection based on

x̂ = arg min
x

{
‖y −Hx‖2

}
(3)

Since the whole alphabet size of vector x depends on the constellation size of each signal and the
number of transmit antennas, an exhaustive searching over the whole alphabet has to be done
when performing MLD, which is infeasible in practical if either the constellation size or the signal
dimension size is very large. So the QR-decomposition of channel matrix is obtained first as
H = QR̃, where Q is a Nr ×Nr unitary matrix,

R̃ =
[

R
0(Nr−Nt)×Nt

]
(4)

R is Nt×Nt upper triangular matrix, and 0(Nr−Nt)×Nt
is zero matrix of size (Nr−Nt)×Nt. Noting

that QHQ = I, after left-multiplying received signal by QH , we can rewrite (2) as:

QHy = QHHx + QHn = QHQR̃x + QHn = R̃x + QHn (5)

And then ignoring the zero part at the bottom of R̃, (5) can be rewritten into

ỹ = Rx + ñ (6)

where ỹ is the first Nt rows of QHy and ñ is the first Nt rows of QHn, where the statistical properties
of n and ñ are equal.
Therefore, the ML detection problem (3) can be reformulated as

x̂ = arg min
x

{
‖ỹ −Rx‖2

}
= arg min

x





Nt∑

i=1

∣∣∣∣∣∣
ỹi −

Nt∑

j=i

Ri,j x̂j

∣∣∣∣∣∣

2
 (7)

Ri,j is the (i, j)th component of R, and |·| denotes the absolute value. Let us assume

d(x̂) =
Nt∑

i=1

∣∣∣∣∣∣
ỹi −

Nt∑

j=i

Ri,j x̂j

∣∣∣∣∣∣

2

(8)
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where x̂ = [x̂1, x̂2, . . . , x̂Nt
]. To account for the case when the decision is made on symbols from

xNt
to xk, 1 ≤ k ≤ Nt, we generalize the metric in (8) as

dk(x) =
Nt∑

i=k

∣∣∣∣∣∣
ỹi −

Nt∑

j=i

Ri,jxj

∣∣∣∣∣∣

2

(9)

Here x = [xk, xk+1, . . . , xNt
] of length Nt − k + 1.

2.3. QRD-M Algorithm

QRD-M algorithm achieves near-MLD performance while requiring comparatively low complex-
ity [8]. It is a breadth-first tree traversal algorithm. At each detection layer, QRD-M algorithm
keeps M reliable candidates instead of deciding the symbol. Decision is made after all detection
layers processed. The concept of QRD-M is to apply the tree search to detect the symbols in
a sequential manner. Starting from the last layer (first detection layer, i = Nt), the algorithm
calculates the metrics for all possible values of x̂i from the constellation using Euclidean distance
given as (8). The metrics of these points or nodes are then ordered, and only M nodes with the
smallest metrics are retained and the rest of the list is deleted. The same procedure is applied
to the nodes of the next layer, and this process continues to the first layer (last detection layer,
i = 1). To accomplish near-MLD performance for QRD-M algorithm, M should be large enough
for the selected paths to include the correct one. However, in the subsequent layers, we have to
repeatedly extend to qM (q is the modulation order) branches and calculate the corresponding
Euclidean distances in order to select M survivor paths.

For easy understanding, an example of the conventional QRD-M algorithm is illustrated in Fig-
ure 1. We assume the transmitted signals are QPSK modulated and MIMO antenna configuration
is 3×3, therefore the number of the stages in the signal tree is 3. The number of survived branches
M is equal to 4, and the solid line and bold line denote the searched branch and the survived
branch, respectively.

Figure 1: Tree structure of 3× 3 MIMO system with QPSK and QRD-M (M = 4).

3. ITERATIVE QRD-M ALGORITHM

In this section, we propose a fresh detection scheme for MIMO system to improve the detection
performance of conventional QRD-M algorithm with low computational complexity.

Because of the upper triangular property of R, the decision on the last layer xNt
in x does not

depend on xj for 1 ≤ j ≤ Nt − 1. So we perform the exhaustive search of xNt
, the metric in (9)

is evaluated for all q constellation points, x
(λ)
Nt

, for 1 ≤ λ ≤ q. Let us assume d(λ) = d(x(λ)
Nt

) =

|ỹNt
−RNt,Nt

x
(λ)
Nt
|2, without loss of generality that the symbol with lower index has a smaller metric

d(1) ≤ d(2) ≤ · · · ≤ d(q), which gives an ordered set {x(1)
Nt

, x
(2)
Nt

, . . . , x
(q)
Nt
} in terms of d(λ). The

smaller index in the superscript of x
(λ)
Nt

indicates the smaller metric.

We start searching for other symbols x̂1 ∼ x̂Nt−1 using QRD-M algorithm assuming xNt
= x

(1)
Nt

.

The result of the search is expressed as a vector, x(1) = [x(1)
1 , x

(1)
2 , . . . , x

(1)
Nt

] with the metric
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evaluated in (8), d(1) =
Nt∑
i=1

|ỹi −
Nt∑
j=1

Ri,jx
(1)
j |2, where the superscripts in x(1) and d(1) indicate that

xNt
is assumed to be x

(1)
Nt

. As the detection algorithm runs, λ∗ in x
(λ∗)
Nt

indicates the assumption
on xNt

, which provides the smallest metric d(λ∗).
IQRD-M begins with x

(1)
Nt

sets λ∗ to 1. We perform the next tree search assuming xNt
= x

(2)
Nt

only if the second smallest metric d(2) < d(1) (d(λ∗) = d(1) at the first step) since otherwise, the
metric of the next tree search is already bigger than d(λ∗). The complexity of the tree search can
be further reduced by comparing the partial metric with the smallest metric d(λ∗) in the IQRD-
M. More specifically, when IQRD-M has decisions [x(λ)

k , x
(λ)
k+1, . . . , x

(λ)
Nt

] the λth tree search, we

calculate its partial metric in (9) d
(λ)
k = dk(x(λ)) =

Nt∑
i=k

|ỹi −
Nt∑
j=i

Ri,jxj |2, and compares it with d(λ∗).

The tree search stops and restarts with the next assumption x
(λ+1)
Nt

if d
(λ)
k ≥ d(λ∗). The proposed

detection algorithm is stopped if d(λ∗) ≤ d(λ), which significantly reduces the complexity in the
tree search.

4. CONCLUSIONS

A new detection scheme is proposed in this paper for MIMO system on Rayleigh fading channel. The
proposed detection algorithm, named as iterative QRD-M (IQRD-M), improves the conventional
QRD-M through the exhaustive search of the last layer. And then the accumulated metrics are
calculated and sorted, which gives an order set of the last layer. The left layers are searched with
novel termination methods. The proposed algorithm provides the more near-ML performance with
low complexity.
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Reconstruction of Multi-component Signals Based on Quasi Fourier
Transform

Gang Bi and Yu Zeng
School of Information & Electrical Engineering

City College, Zhejiang University, Hangzhou 310015, China

Abstract— A novel method of Quasi Fourier Transform for reconstruction of multi-component
signals is presented, which the characteristics and properties of this method are investigated. By
transforming the various aliasing signals in frequency domain into a quasi frequency domain, the
multi-component signals can be easily separated. Some contrasts of Quasi Fourier Transform
compared with fractional Fourier domain filtering can avoid some problems of aliasing distortion
in time domain and frequency domain. The results by citing specific examples show that Quasi
Fourier Transform will be an efficient tool to extract effectively useful signals from buried in the
noise.

1. INTRODUCTION

Parameter estimation and reconstruction of multi-component linear or nonlinear frequency mod-
ulated signals have a variety of applications, including sonar, radar and other communications.
These signals have time-varying spectral properties, and the time-frequency representation (TFR)
has been proved to be a powerful tool in analysis of such time-varying signal. Although the Short
Time Fourier Transform (STFT) [1] is the most common method used in TFR, its accuracy in
parameter estimation is often reduced because of window effects. The Wigner-Ville Distribution
(WVD) ([1–3]) is commonly used as a basic quadratic TFR, and it provides optimal energy con-
centration about the instantaneous frequency (IF) in the time-frequency domain (TFD); therefore
it gives more accurate parameter estimation results than the STFT. However, in multi-component
cases, WVD suffers the cross-terms which may impair some of the auto-terms. Although by im-
proving the kernel of the WVD, we can reduce cross-terms without degrading auto-terms ([4–6]),
its usefulness will be restricted by the heavy computational load. Recently the fractional Fourier
transform (FRFT) is proposed in [7, 8] to deal with linear frequency modulated (LFM) signals and
it performs better in reducing cross-terms than original TFR. However, this method has difficul-
ties in case of nonlinear frequency modulated signals. On the other hand, if useful information is
modulated both in frequency and amplitude, it is not enough to estimate the IF only. In order to
recover the amplitude information, it is necessary to separate the original multi-component signals
into components and reconstruct them separately. In this case, the method of optimal filtering in
the fractional Fourier domain is proposed in [9]. But this method has a problem that if signals
have aliasing in the fractional Fourier optimal domain as well, the reconstructed signals will be
distorted. In this letter, a novel method of the quasi Fourier transform is proposed in order to solve
the problem of multi-component signal reconstruction. With this method, signals with aliasing in
the frequency domain are transformed to a new domain where no aliasing appears.

This letter is organized as follows: in Section 2, we define the Quasi Fourier Transform (QFT),
and investigate some of its properties. In Section 3, we use this method to deal with general
multi-component signals, and give the simulation results. Conclusions are given in Section 4.

2. DEFINITION AND PROPERTIES OF QFT

The STFT has been used as the most common method for non-stationary signal analysis. It is
defined as:

S(t, ω) =
1√
2π

∫
s(τ)h(τ − t)e−jωτdτ (1)

with h(t) selected appropriately, S(t, ω) can be plotted as the spectrogram of signal s(t).
Consider a multi-component signal s(t) which contains two nonlinear FM components, Figure 1

shows its spectrogram where the dashed curve ω = α(t) will be able to separate component A and
B, actually, the two components have aliasing both of the time and frequency domains.

If we can establish a transform F̃α, which transforms a time domain signal to an ω̃ frequency
domain, where component A just located in the range ω̃ > ω̃s, component B in range ω̃ < ω̃s,
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Figure 2: Distribution of a multi-component signal
in ω̃ frequency domain.

and let line ω̃ = ω̃s correspond to curve α(t) in the TFD, then we can separate easily those two
components using a simple low-pass or high-pass filters. The spectra of the signal transformed by
F̃α are shown in Figure 2.

For this reason, we define F̃α as follows:

F̃α[s(t)] =
∫ +∞

−∞
s(t)K(t, ω̃)dt = S(ω̃) (2)

where curve α(t) in the TFD denotes the IF of time domain signal s0(t) = 1
2π exp(j

∫ t
0 α(τ)dτ). In

order to map α(t) to the point ω̃s in the ω̃ frequency domain, signal s0(t) should be transformed
into a Dirac function δ(ω̃ − ω̃s) in the ω̃ frequency domain by F̃α. Then,

∫ +∞

−∞
s0(t)K(t, ω̃)dt =

1
2π

∫ +∞

−∞
ej
R t

0 α(τ)dτK(t, ω̃)dt = δ(ω̃ − ω̃s) (3)

From Equation (3), we can derive the following formula,

K(t, ω̃) = α(t) exp
[
−j(ω̃ − ω̃s + 1)

∫ t

0
α(τ)dτ

]
(4)

Substituting (4) into (2), the QFT can be written as follows:

F̃α[s(t)] ≡
∫ +∞

−∞
s(t)α(t)e−j(ω̃−ω̃s+1)

R t

0 α(τ)dτdt = S(ω̃) (5)

where K(t, ω̃) is the kernel of the QFT.
Similarly, if K−1(t, ω̃) satisfies the following equation:

∫ +∞

−∞
δ(ω̃ − ω̃s)K−1(t, ω̃)dω̃ =

1
2π

ej
R t

0 α(τ)dτ (6)

where K−1(t, ω̃) is the kernel of Inverse Quasi Fourier Transform (IQFT). From Equation (6), we
can conclude that

K−1(t, ω̃) =
1
2π

exp
[
j(ω̃ − ω̃s + 1)

∫ t

0
α(τ)dτ

]
(7)

Conveniently, choose ω̃s to act as the unitary critical frequency, i.e., ω̃s = 1. The IQFT is defined
as follows:

F̃−1
α [S(ω̃)] ≡ 1

2π

∫ +∞

−∞
S(ω̃)ejω̃

R t

0 α(τ)dτdω = s(t) (8)

As α(t) used for QFT can be selected any function according to special needs, the QFT will be able
be extend to reconstruction of most multi-component signals. Compare with the Fourier transform,
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the frequency variable ω̃ in the QFT transforms is not the classical frequency variable ω, but it is
a function of time-varying. Finally, the QFT can be rewritten as follows:

{
S(ω̃) = F̃α[s(t)] =

∫ +∞
−∞ s(t)α(t)e−jω̃

R t

0 α(τ)dτdt

s(t) = F̃−1
α [S(ω̃)] = 1

2π

∫ +∞
−∞ S(ω̃)ejω̃

R t

0 α(τ)dτdω̃
(9)

Some properties of the QFT are investigated as follows:

(1) When α(t) = 1, the QFT becomes the classical Fourier transform. From the definition of the
QFT, we can obtain the following conclusion as

1
2π

∫ +∞

−∞
δ(ω̃ − ω̃′s)e

jω̃
R t

0 α(τ)dτdω̃ =
1
2π

ejω̃′
R t

0 α(τ)dτ (ω̃′s 6= ω̃s = 1) (10)

(2) Where 1
2πejω̃′s

R t

0 α(τ)dτ (ω̃′s > 1) denotes signals located in the area above curve α(t) in TFD.
Suppose that there are two component in the Time-Frequency Domain (TFD), as showed in
Figure 1, by using QFT, these two signals can be separated by a reasonable curve α(t). In
the context, s1(t) refers to signal and s2(t) to noise. The function s0(t) = 1

2π exp(j
∫ t
0 α(τ)dτ)

will be transformed to a Dirac function δ (ω̃ − ω̃s) in the ω̃ frequency domain by QFT.
(3) The QFT is a process of TFD mapping based on α(t). Let ω = α(t) in Equation (1). We can

define the quasi STFT as follows:

S(t, ω′) =
1√
2π

∫
s(τ)h(τ − t)e−jα(t)τdτ (11)

By selecting a reasonable α(t) and using Equation (11) to process the multi-component signal
in Figure 1, we can get a spectrogram based on the quasi STFT is shown in Figure 3, in which the
component A and B are separated in frequency domain. For any specific value of frequency (e.g.,
ω′0), at most one of the two spectra is non-zero. However, in the TFD as shown in Figure 1, for
some frequency values (e.g., ω0), both signals’ spectra are non-zero.
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Figure 3: Spectrogram of multi-component signal
based on quasi STFT.
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Figure 4: Spectrogram of signal s(t).

3. SIMULATION RESULTS

Specifically, multi-component signals can be described as:

s(t) =
N∑

i=1

si(t) =
N∑

i=1

Ai(t) exp(jϕi(t)) (12)
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where Ai(t) are amplitude modulated coefficients and ωi(t) = dϕi(t)/dt are the IF’s. Consider a
multi-component signal s(t) which contains two nonlinear FM components s1(t) and s2(t) as

s(t) = s1(t) + s2(t)

= 32−cos(1.5t) exp(j(0.07t3−2t2+38t))+20 sin(0.6t) exp(j(−100 exp(−0.2t)+0.017t3)) (13)

Figure 4 shows the spectrogram of this multi-component signal based on STFT, where the
window function is h(t) =

√
2/πe−t2 . The IF of s1(t) is ω(t) = 0.21t2 − 4.0t + 38, and the

IF of s2(t) is ω(t) = 20 exp(−0.2t) + 0.051t2. Because signals are located along the IF’s in the
TFD, these two components are independent. In order to separate these two components, we can
construct a filter whose cut-off frequency apply the time-varying function α(t). In this example, let
α(t) = 0.168t2 − 3.30t + 29 (shown in Figure 4). According to Section 2, we use QFT to transform
the time domain signal s(t) to ω̃ frequency domain. Figure 5 shows the distribution of S(ω̃) in
the ω̃ frequency domain. Noted that S(ω̃) is almost zero at the points |ω̃| = 1. This is because
the points |ω̃| = 1 correspond to α(t). Component A is only located in the range |ω̃| > 1 while
component B in the range |ω̃| < 1.
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Figure 5: Distribution of S(ω̃) in ω̃ frequency.

The lowpass or highpass filter with time-varying cut-off frequency can be replaced by an ideal
lowpass or highpass filter in the ω̃ frequency domain. The frequency response SL(ω̃) of signal S(ω̃)
through an ideal lowpass filter can be written as follows:

SL(ω̃) =
{

S(ω̃) |ω̃| ≤ 1
0 |ω̃| > 1 (14)

By using the IQFT to transform SL(ω̃) to the time domain which yields the reconstructed
signal s′2(t). Similarly, putting signal S(ω̃) through an ideal highpass filter and using the IQFT
to transform SH(ω̃) to the time domain yield the reconstructed signal s′1(t). Figure 6 shows the
spectra of SL(ω̃) and SH(ω̃).
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Figure 6: Spectra after going through lowpass and highpass filters in ω̃ domain. (a) Output spectrum of the
low pass filter; (b) Output spectrum of the high pass filter.

Figure 7 shows reconstruction results of the multi-component signal s(t) in the time domain.
Figure 7(a) shows the original multi-component signal s(t), Figure 7(b) shows component s1(t)
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and Figure 7(c) shows component s2(t). Figure 7(d) shows the reconstructed component s′1(t) and
Figure 7(e) shows the reconstructed component s′2(t). It can be observed that the reconstructed
components are consistent with the original ones.
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Figure 7: Comparison of the reconstructed signals and the original signals. (a) Multi-component signal; (b)
Signal s1(t); (c) Signal s2(t), (d) Reconstructed signal s′1(t), (e) Reconstructed signal s′2(t); (f) Reconstructed
Signal s′2(t) using optimal filtering based on FRFT.

Figure 7(f) gives the reconstruction results using the method of optimal filtering in the fractional
Fourier domain. Obviously, the reconstructed component s′2(t) is not consistent with original
component s2(t). In the fractional Fourier domain, when the multi-component signals have no
aliasing, some components can be separated and reconstructed by the method of optimal filtering.
As shown in Figure 8(a), for a multi-component signal, we can find a fractional Fourier optimal
domain α, and suppose that component A and B have no aliasing in the α-fractional domain, with
this context we can separate these two components and reconstruct them by using a bandpass filter.
However, in other situation shown as in Figure 8(b), we can not find any Fourier optimal domain
α to meet the separated condition. The two components can’t be separated by a line, and there is
aliasing existing in the α-fractional domain both components A and B. If using the bandpass filter
shown via the dashed line, the component A is partly interfused into component B (as A1 shown
in Figure 8(b)), and component B will also unavoidably lose information in both the low frequency
region (as B1 shown in Figure 8(b)) and high frequency region (as B2 shown in Figure 8(b)). As
a result the reconstructed components will be distorted. Figure 9 shows the spectrogram of the
multi-component signal s(t) based on the quasi STFT. It can be seen that component A and B are
located at different sides of the line ω′ = 1. That is to say, the QFT is a process of TFD mapping
based on α(t), and the two components can be separated by curve α(t) which are mapped to be a
straight line, so the resulting components can be reconstructed easily.
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Figure 8: Signal reconstruction in α-domain. (a) No aliasing appears in α-domain; (b) Aliasing appears in
α-domain.
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Figure 9: Spectrogram of signal s(t) based on quasi STFT.

4. CONCLUSIONS

A quasi Fourier transform is proposed for the reconstruction of nonlinear frequency modulated and
amplitude modulated multi-component signals. This method transforms signals which are aliased
in the frequency domain, into the quasi frequency domain where the resulting spectra can be easily
separated. The simulation results indicate that this method produces reliable reconstructed signals.
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Abstract— In cognitive radar, the transmitter adjusts its illumination of the environment in
an intelligent manner and selects the best waveform sequence according to different environment
Waveform selection is an important problem in the research of cognitive radar. The problem of
adaptive waveform selection can be viewed as a problem of stochastic dynamic programming.
However, as a result of large state variable space and large decision variable space, the computa-
tional cost of solution of optimality equations is very high. To account for these shortcomings, we
can use forward dynamic programming algorithm approximating the expectation. This method
can reduce the computational cost compared to the traditional algorithm, especially in problems
of high dimensions. The adaptive scheduling algorithm can minimize target tracking errors, too.

1. INTRODUCTION

Recently a new idea called cognitive radar is proposed by research team of Simon Haykin in 2006.
There are three ingredients in the constitution of cognitive radar: intelligent signal processing,
feedback from the receiver to the transmitter and preservation of the information content of radar
returns. Cognitive radar can percept external environment real time, select optimal waveform and
make transmitted waveform and target environment and information demand of radar working
achieve optimum matching, and then multiple performance of searching, tracking, guidance and
identification of friend or foe of multi-target can be realized. Related works are in [1–4].

There are many problems in the research of cognitive radar, among which optimal adaptive
waveform selection is important. The aim of waveform selection is to select the optimal waveform
sequence according to different environment and track targets with more accuracy. In [5], adaptive
waveform selection schemes where selection is based on overall target tracking system performance
are investigated. The problem of waveform selection can be thought of as a sensor selection problem,
and various methods for solving such sensor selection problems have been examined in [6, 7]. In [8],
different waveforms are combined to form transmitted waveforms, and then detecting and tracking
performance of system is improved and the defect of single waveform is avoided. In [9], waveform
design is treated as the major part of the whole tracking system design, and waveform selection
scheme of one-step ahead. In [10], adaptive waveform scheduling problem for new target detection
as a stochastic dynamic programming problem is posed and Incremental Pruning method is used
to solve this problem.

However, suitable scheduling algorithms are lacked, and optimality equations are themselves
computationally intractable as a result that state variable space and decision variable space are
sometimes very large. To account for these shortcomings, we can use forward dynamic programming
algorithm approximating the expectation, which is one method of approximate dynamic program-
ming (ADP). ADP offers a powerful set of strategies for problems that are hard because they are
large. In this paper, based on stochastic dynamic programming model, we will show how to use
forward dynamic programming algorithm to approximate the expectation. The format of the re-
minder of this paper is as follows. In Section 2, stochastic dynamic programming model of adaptive
waveform selection is set up. In Section 3, forward dynamic programming algorithm approximating
the expectation is used to solve adaptive waveform scheduling problem. In Section 4, how to choose
reward function is introduced. In Section 5, the whole paper is summarized.

2. MODEL

In heavy clutter environments, it is an acute problem that we can not obtain good Doppler and
good range resolution in a waveform tailoring simultaneously. We should make a trade-off decision
between them. The basic scheme for adaptive waveform selection is to define a cost function that
describes the cost of observing a target in a particular location for each individual pulse and select
the waveform that optimizes this function on a pulse by pulse basis.

The area covered by a particular radar beam can be divided into a grid in range-Doppler space.
The cells in range are indexed by τ = 1, . . . , P and those in Doppler are indexed by υ = 1, . . . , Q.
So the number of possible scenes or hypotheses about the radar scene is 2PQ, which is denoted by
χ.
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Now we will define state variable, measurement variable and control variable. The state variable
is represented by X. The state of our model is Xt = x where x ∈ χ. The control variable
is represented by u. Let ut be the control variable that indicates which waveform is chosen at
time t to generate measurement variable Yt+1 = x′, where ut ∈ U and x′ ∈ χ. Y represents
the measurement variable. The probability of receiving a particular measurement Yt+1 = x′ will
depend on both the true, underlying scene and on the choice of waveform used to generate the
measurement. We define mx′x the measurement probability. mx′x is the probability of a detection
in all the cells considered to have a scatter present under hypothesis x′ given that the true scene is
given by hypothesis x and is observed with waveform u. The definition of mx′x is

mx′x(ut) = P (Yt+1 = x′|Xt = x, ut) (1)

Define π = {u0, u1, . . . , uT } where T + 1 is the maximum number of dwells that can be used to
detect and confirm targets for a given beam. Then π is a sequence of waveforms that could be used
for that decision process. Let

Vt(Xt) = E

[
T∑

t=0

γtC(Xt, ut)

]
(2)

where C(Xt, ut) is the reward earned when the scene Xt is observed using waveform ut and γ is
discount factor. Then the aim of our problem is to find the sequence π∗ that satisfies

V ∗(Xt) = max
π

E

[
T∑

t=0

γtC(Xt, ut)

]
(3)

π∗ is our optimal waveform sequence.
If we can know the state variable X, the problem can be solved. Unfortunately, knowledge of

the actual state is not available. We will consider replacing X with another variable that is known.
Using the method of [11], we can obtain that the optimal control policy π∗ that is the solution of
(3) is also the solution of

V ∗(p(0)) = max
π

E

[
T∑

t=0

γtC(pt, ut)

]
(4)

where pt is the conditional density of the state given the measurements and the controls and p0 is
the a priori probability density of the scene. So we need to solve the following problem

max
π

E

[
T∑

t=0

γtC(pt, ut)

]
(5)

The refreshment formula of pt is

pt+1 =
MApt

1′MApt

(6)

where M is the diagonal matrix with the vector (mx′x(ut)) the non-zero elements and 1 is a column
vector of ones. A is state transition matrix. pt can be obtained in the model that all targets have
a Swerling 1 distribution and the noise is additive, white and Gaussian with known power.

If we have a function U that determines ut when pt and π is known, then we can write

max
π

E

[
T∑

t=0

γtC(pt, U
π
t (pt))

]
(7)

3. SOLUTION METHOD

Using Bellman’s equation, the solution of (7) can be written as

Vt(pt) = max
ut

(Ct(pt, ut) + γE{Vt+1(pt+1)|pt}) (8)

In probability form, it can be written as

Vt(pt) = max
ut


Ct(pt, ut) + γ

∑

p′∈P

P (p′ |pt, ut )Vt+1(p′)


 (9)
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We will use a forward dynamic programming algorithm approximating the expectation to solve
this problem, which is an algorithm of ADP methods.

The foundation of approximate dynamic programming is based on an algorithmic strategy that
steps forward through time. In order to simulate the process forward in time, we need to solve two
problems. First, when we use exact dynamic programming, we stepped backward in time, exactly
computing the value function which we then used to produce optimal decisions. When we step
forward in time, we have not computed the value function, so we have to turn to an approximation
in order to make decisions. Second, we need a way to randomly generate a sample of what might
happen.
So there are four steps in our algorithm.

a. Making decisions: value function will be approximated.

b. Stepping forward through time: a sample realization of the information will be picked from
the sample paths.

c. Approximating the expectation: a sample of outcomes of what information will be are ran-
domly generated.

d. Updating the value function approximation: it depends largely on the specific form of the
value function approximation.

Our algorithm is described in Figure 1.
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Figure 1: A forward dynamic programming algorithm approximating the expectation.

In the algorithm, Ω represents the set of possible realizations of the information and ω represents
a sample realization. pt+1(ω̂) is probability of sampling ω and V̄ is the approximation value of V .
n represents the number of iteration and α is step length.

4. REWARD FUNCTION

Generally speaking, reward function can be different forms according to different problems. It
represents the value that we stand in certain place and take some certain action. In the problem
of adaptive waveform selection, two forms of reward function are usually used.
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Linear reward function is usually used in the circumstance that C(p, u) is required to be a
piecewise linear function. The form of this function is simple and easy to calculate. However, it
can not reflect the whole value sometimes. The form of linear reward function is

C(p, u) = p′p− 1 (10)

Entropy reward function is usually used in the circumstance that C(p) is not required to be a piece-
wise linear function. It comes from information theory. It can reflect the whole value accurately.
But it is more complex than linear reward function. The form of entropy reward function is

C(p, u) =
∑
x∈χ

px(k) log(px(k)) (11)

If pt and reward function are determined, then we can solve adaptive waveform scheduling problem.

5. CONCLUSIONS

In this paper, based on stochastic dynamic programming model of adaptive waveform selection,
ADP method is used to solve this problem. We use forward dynamic programming algorithm
to approximate the expectation. This method can reduce the computational cost compared to
the traditional algorithm, especially in the problems of high dimensions. The adaptive scheduling
algorithm can also minimize target tracking errors.
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Abstract— The relay technique is an effective way to enlarge the cell coverage and enhance the
spectral efficiency in wireless network. In this paper, we propose a novel cooperative transmission
protocol based on the channel coding, named the adaptive cooperative coding (ACC), which is im-
plemented by transmitting the rate-compatible punctured convolutional code (RCPC) sequence
and its complementary punctured convolutional (CPC) sequence during the two-hop transmis-
sion. We discuss and evaluate the ACC protocol performance in fast Rayleigh fading channel
by mathematical analysis. Through Monte Carlo simulation, the performance upper bound is
proved to be tight with the simulation result, and the ACC protocol outperforms the traditional
single hop (SH) transmission due to the considerable cooperative diversity, while maintaining the
same transmit rate and power as that of the SH transmission.

1. INTRODUCTION

The cooperative transmission has been proposed recently in order to enhance coverage with high
data rate and low equipment cost by placing the relay nodes (RN) between the source node (SN)
and the destination node (DN) [1]. Mobile units or relays cooperate by sharing their antennas, so
as to exploit diversity and reducing end-to-end path loss. However, the poor transmit efficiency
is the greatest disadvantage for the multi-hop transmission, since the RN antenna cannot receive
and transmit at the same time when RN works at a half-duplex model. In order to improve the
spectrum efficiency, the coded cooperation is introduced by integrating cooperation transmission
into channel coding, which has been studied in [2].

We have proposed a novel cooperative coding protocol in [3], in which different portions of the
code sequence are sent to DN via two independent links while keeping the same transmit rate as
the single hop (SH) transmission but with significant cooperative diversity improvement. We name
it the adaptive cooperative coding (ACC), since the transmit rate for each hop is variable. In
this paper, we discuss the performance of the ACC protocol in fast Rayleigh fading channel, and
give a strict upper bound through the mathematical analysis. Meanwhile, in order to reduce the
computational complexity, a simple but asymptotic bound is also introduced in this paper.

This paper is organized as follows: Section 2 introduces the ACC protocol concisely, and in
Section 3 we give the strict performance bound in fast Rayleigh fading channel. The performance
is evaluated through Monte Carlo simulation in Section 4, and Section 5 gives the conclusion.

2. SYSTEM MODEL

The information bit sequence a is processed into the coded bit sequence s before transmission. In
this paper, the Rc = 1/N rate convolutional coding (CC) is used for channel coding [5].

In the SH transmission, the BPSK modulated symbol sequence x = 1− 2s is transmitted from
SN to DN directly, with transmit power Es per symbol.

The ACC protocol is performed in two stages. During the first step, the lth RCPC [4] sequence
s(l) with coding rate R(l) = P

P+l is broadcasted by SN, where P is the puncturing period and
l ∈ [1, (N − 1)P ]. The received sequences at RN and DN during the first step are

yR = hS, R

√
Esx(l) + nR,

yD, 1 = hS, D

√
Esx(l) + nD, 1. (1)

During the second step, if RN decodes yR correctly, it forwards the regenerated CPC sequence
s̄(l) to DN. ContrarilySN transmits s̄(l) to DN during the second step. The received sequence at
DN becomes

yD,2 =
{ √

GR, DE2x̄(l) + nD,2, if RN decodes correctly√
GS, DE2x̄(l) + nD,2, otherwise

. (2)
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The transmitted sequences x(l) = 1 − 2s(l) and x̄(l) = 1 − 2s̄(l) are the lth BPSK modulated
RCPC and CPC symbols, with unit sample energy; the coefficient hi, j captures the effects of the
path loss and static fading on transmissions from node i to node j, where {i, j} ∈ {S, R, D}; Es

is the transmitted power per symbol; nR, nD, 1 and nD, 2 are zero-mean, mutually independent
complex white Gaussian noises at RN and DN in those two steps, with variance N0

2 per dimension.
Under the Rayleigh fading model, we define the SNR vector for each received symbol from node

i to node j as γi, j = |hi, j |2Es/N0, whose elements γi, j(n) are independent exponential random

variables with expected values Γi, j
∆= E[γi, j(n)] = Gi,jEs/N0, where Gi, j is the large scaled path

loss.
At the end of the ACC transmission, DN depunctures the received sequences yD, 1 and yD, 2

separately, and combines these two streams into one CC sequence by performing the maximum-
ratio combining (MRC) algorithm. Consequently DN decode the combined sequence with Viterbi
algorithm.

Compared with the SH transmission, the ACC protocol maintains the same transmit rate and
power consumption. Notice that p1 = P+l

NP and p2 = NP−P−l
NP parts of the mother sequence s are

transmitted during two steps. The parameter p2 is also defined as the level of cooperation (LoC) [2],
which stands for the ratio of the period of cooperative transmission to that of overall transmission.

3. PERFORMANCE BOUND

In this section, we aim to find a packet error rate (PER) upper bound of the SH and ACC transmis-
sions through the fast fading channel, the channel propagation for each symbol is an i.i.d. Rayleigh
random variable.

3.1. SH Transmission

In the SH transmission, DN receives the sequence with SNR γS, D, then the PER is upper bounded
by

PERSH ≤ I
∞∑

d=df

adP2(ΓS, D, d), (3)

where P2(ΓS, D, d) is the ergodic pairwise-error probability (PEP) function of the BPSK modulated
sequence at receiving SNR γS, D with distance d [5], which is derived by averaging the conditional

PEP function P2(ΓS, D, d|γS, D) = Q(
√

2
∑d

n=1 γS, D(n)) over the distribution of γS, D, yielding

P2(ΓS, D, d) =

∞∫

0

P2(ΓS, D, d|γS, D)p(γS, D)dγS, D

=
[
1
2
(1− u)

]d d−1∑

k=0

(
d− 1 + k

k

)[
1
2
(1 + u)

]k

, (4)

where u =
√

ΓS,D

1+ΓS, D
.

3.2. ACC Protocol

In the ACC transmission, the symbol sequence is transmitted stepwise. As discussed in [3], the
overall PER performance of the ACC protocol is upper bounded as

PERACC(γs, l) ≈ PER
(1)
S, RPER

(2)
S, D; S, D + PER

(2)
S, D; R, D, (5)

where the superscripts (1) and (2) indicate the first and second steps respectively; the component
PER

(1)
S, R is the PER bound of the lth RCPC sequence at RN; PER

(2)
S, D; R, D is the PER bound of

the regenerated sequence combined from the SN-DN and RN-DN links at DN; and PER
(2)
S, D; S, D is

the PER bound of the whole sequence received from SN during the two steps.
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During the first step, RN decodes the lth RCPC sequence received from SN with SNR γS, R,
thus the PER function at RN is upper bounded by

PER
(1)
S, R ≤ I

∞∑

d=d
(l)
f

a
(l)
d P2(ΓS, R, d). (6)

With the same approach as that in the SH transmission, the ergodic PEP function of the RCPC
sequence in fast Rayleigh fading channel is derived as

P2(ΓS, R, d) =
[
1
2
(1− v)

]d d−1∑

k=0

(
d− 1 + k

k

)[
1
2
(1 + v)

]k

, (7)

where v =
√

ΓS, R

1+ΓS, R
.

However during the second step, the ACC protocol approaches into two ways:
If RN decodes the lth RCPC sequence correctly, it forwards the CPC sequence. Then the

decoding sequence at DN is MRC combined of the RCPC sequence with SNR γS, D and the CPC
sequence with SNR γR, D. From the solution from [3], the conditional PEP of the combined sequence
after VA decoding is derived as

P
(l)
2 (ΓS, D, ΓR, D, d|γS, D, γR, D) =

1
Pad

ad∑

t=1

P∑

s=1

Q




√√√√√2
α

(l)
t, s(d)∑

n=1

γS, D(n) + 2
d−α

(l)
t, s(d)∑

n=1

γR, D(n)


, (8)

where α
(l)
t, s(d) and d− α

(l)
t, s(d) indicate the numbers of the symbols with SNR γS, D and γR, D in the

tth path with distance d at the sth start point. The ergodic PEP is generated by averaging the
conditional PEP function (13) over the fading factor γS, D and γR, D, i.e.,

P
(l)
2 (ΓS, D, ΓR, D, d) =

∞∫

0

∞∫

0

P
(l)
2 (ΓS, D, ΓR, D, d|γS, D, γR, D)p(γS, D)p(γR, D)dγS, DdγR, D

≤ 1
2Pad

ad∑

t=1

P∑

s=1

(
1

ΓS, D + 1

)α
(l)
t, s(d) (

1
ΓR, D + 1

)d−α
(l)
t, s(d)

. (9)

Thus the PER function for the combined sequence after two steps is upper bounded by

PER
(2)
S, D; R, D ≤ I

∞∑

d=df

adP
(l)
2 (ΓS, D, ΓR, D, d). (10)

Correspondingly, if RN decodes the RCPC sequence incorrectly, SN transmits the CPC sequence
in the second step. DN receives the whole packet from SN with SNR γS, D. Then the PER bound
is equal to that of the SH transmission, i.e.,

PER
(2)
S, D; S, D = PERSH . (11)

Ultimately, the strict ACC protocol bound under fast Rayleigh fading channel is given by Equa-
tions (6), (11), (15) and (16).

4. SYSTEM SIMULATION AND DISCUSSION

We follow the same simulation scenario as in [3]. We fix the SN and DN position, and glides RN
along the line connecting SN and DN for simplicity. During transmission, all the links are assumed
to be fast Rayleigh fading, and the large-scaled path fading between node i and j is modelled as
Gi, j = d−3

i, j , with the normalized distance dS, D = 1, dS, R = dist and dR, D = 1 − dist. A 1/2
rate CC with generator matrix (15, 17) is utilized as the mother sequence, with a family of RCPC
sequences rating between 8/16 and 8/10, by the puncturing period P = 8.
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As illustrated in Figures 1–3, different dists (0.3, 0.5 and 0.7) are sampled to evaluate the
performance of the SH and ACC transmission in the fast Rayleigh fading channel. Compared with
the SH transmission, the ACC protocol benefits from the cooperative diversity. At high SNR,
the ACC protocol with higher LoC brings to the better performance gain, since the larger coding
gain is achieved at high LoC. However at low SNR, either scenario at dist = 0.3 or dist = 0.7
performs not as well as that at dist = 0.5. When RN is close to SN (dist = 0.3), the higher LoC is
preferred since the SN-RN link channel quality is 14dB higher than the direct link, thus more CPC
bits could be sent by RN. However, slight cooperative diversity is achieved since RN is far from
DN. Comparably, when RN is close to DN and far from SN (dist = 0.7), higher LoC impacts the
detection reliability at low SNR for the first hop, which results in poor system performance. e.g.,
the ACC protocol with LoC = 4/16 even performs better than that with LoC = 6/16 at dist = 0.7,
when SNR is less than 3 dB, as illustrated in Figure 3.
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Figure 1: The SH and ACC performance in fading channel at dist = 0.3.
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Figure 2: The SH and ACC performance in fading channel at dist = 0.5.
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Figure 3: The SH and ACC performance in fading channel at dist = 0.7.

5. CONCLUSION

The cooperative transmission is a practical approach to enhance the wireless communication. How-
ever, it is impacted from the half duplexing characteristics of the relay antenna. We have proposed
a novel relaying protocol, named the adaptive cooperative coding, which maintains the equivalent
transmit rate and power as that of the SH transmission, but with great advantage that impressive
cooperative diversity is achieved through channel coding. Further, we analysis the ACC proto-
col performance in the Rayleigh fading channel, and achieve a strict performance bound through
mathematical analysis.
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Abstract— In this paper, the performances of variety of HDR MAC scheduling schemes over
IEEE 802.15.3 WPAN are examined. The scheduling schemes under investigation are 1) the
shortest remaining processing time rule (SRPT); 2) the exponential rule (EXP); 3) the modified
largest weighted delay first rule (M-LWDF); 4) the proportionally fair rule (PROP-FAIR); and
5) the maximum rate rule (MAX-RATE), most of which take advantage of wireless channel
conditions to improve channel utilization. In addition, M-LWDF rule and EXP rule provide QoS
guarantee to user traffic as well. The performances were studied under large number of simulation
using ns-2, which take node mobility, channel fading and traffic characteristics into consideration
in order to make the results more realistic.
We also studied the performances gain of scheduling schemes combined with some cross layer
mechanisms, including frame-decodability aware (FDA) mechanism for MPEG traffic, adaptive
MAC fragment size adjustment and hybrid automatic repeat request (H-ARQ).

The IEEE 802.15.3 standard [1] is designed to provide a high bandwidth, low power consuming
solution for multimedia applications for wireless personal area networks (WPANs). It is based on
a centralized and connection- oriented adhoc networking topology, with a master-slave hierarchy,
where the master is the piconet coordinator (PNC). The PNC only has the roles of admission con-
trol, scheduling, and management, without the packet forwarding functionality. The 802.15.3 uses
a hybrid medium access control (MAC) protocol; specifically, it uses a contention based protocol
(carrier sense multiple access/collision avoidance, CSMA/CA) channel request and time-division
multiple access (TDMA) based time slot allocations for data transmission.

Extensive work on scheduling schemes and cross-layer optimization with IEEE802.15.3 WPAN
has been conducted over recent years. Kim et al. [2] proposed a rate adaptation mechanism accord-
ing to the channel condition from the five different data rates supported by HDR WPAN. In [3], the
performances of various channel aware scheduling schemes have been studied over IEEE802.15.3
WPAN. The results showed significant system gain when channel conditions were taken into account
by resource scheduler. Choi et al. [4] presented a frame-size adaptive MAC protocol to improve the
efficiency of the system by adjusting MAC frame size according to the channel conditions.

All the above designs are based on the optimization between the MAC and the physical layer.
The application aware approach is also considered in this study, which includes optimization of mul-
timedia application, one of the most important applications of the high data rate (HDR) WPANs.
To support MPEG flows with quality of service (QoS) requirements in a HDR WPAN presents
challenges to the link resource allocation management. This is due to the additional difficulties
from the bursty nature of multimedia traffic and the hierarchical structure of MPEG stream which
causes error propagation through its MPEG frame. There is already lots of work in the context of
MPEG stream transmission over WPAN system ([5–9]). In [8], the inter-frame structure of MPEG-
4 frames was studied and the FDA technique, which takes advantage of the structure information
was proposed to reduce the channel resource wastage due to transmission of undecodable video
frames.

The purpose of the current work is to provide insight of the system performances of IEEE802.15.3
WPAN designed with different channel aware scheduling schemes in cooperation with adaptive
frame-size adjustment, H-ARQ and FDA technique.

The scheduling algorithms under consideration are 1) the shortest remaining processing time
(SRPT) [10]; 2) the exponential rule (EXP) [11]; 3) the modified largest weighted delay first rule
(M-LWDF) [12]; 4) the proportionally fair rule (PROP-FAIR) [13]; 5) the maximum rate rule
(MAX-RATE).

Let us define
µi(t) to be rate corresponding to the state of the channel of user i at time t. It is the actual rate
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supported by the channel and is assumed to be constant over one superframe;
µ̄i to be the rate corresponding to the mean fading level of user i;
Wi(t) to be the amount of time the HOL packet of user i has spent at the local queue;
Qi(t) to be The queue size of the buffer of user i at time t.

The SRPT rule that had been proved to minimize the aggregate mean response of the system
schedule the tasks based on their processing time. The rule is

j = arg max
i

µi(t)
Qi(t)

(1)

The EXP rule tries to balance the weighted delays of all the queues when their differences are
large. It renders the exponent term of a queue with large weighted delay to be very large and
overrides channel considerations, while making the exponent term of a queue with small weighted
delay close to unity. Shakkottai et al. [14] studied various scheduling algorithms for a mixture of
real-time and non-real-time data over high data rate/code-division multiple access (HDR/CDMA).
They found that the exponential rule performed well with regard to packet delays and average
throughput. They stated that this rule is throughput-optimal, in the sense that it makes the
queues stable if it is feasible to do so with any other scheduling rules. The rule is given by

j = arg max
i

γiµi(t) exp
(

aiWi(t)− W̄

1 +
√

W̄

)
, (2)

where W̄ = 1
N

∑
i

aiWi(t).

The M-LWDF rule is due to, where the authors have shown that this policy is throughput
optimal in the sense that it has the largest stable admission region. The rule is

j = arg max
i

γiµi(t)Wi(t) (3)

The PROP-FAIR rule tries to maximize the normalized instantaneous data rate with respect to
the mean rate measured over a certain sliding window. It is given by

j = arg max
i

µi(t)
µ̄i

(4)

The MAX-RATE rule schedules the flow whose channel can support the largest data rate over
the next superframe, with no regard for other factors such as fairness or QoS. The rule is

j = arg max
i

µi(t) (5)

In order to simplify our discussion, we divide these algorithms into three types. SRPT; the Qos
group, including EXP and M-LWDF and the rate group, including MAX-RATE and PROP-FAIR.

The choice of parameters is the same as in [14]. γi is related to the weight ai as γi = ai

µ̄i
, and

ai is related to the QoS as ai = − log(δi)
Ti

, where δi and Ti are parameters pertaining to the QoS
requirement of flow i as P (Wi > Ti) ≤ δi. The values of ai are to balance reducing weighted delays
with being proportionally fair when delay is small. This form of choice for ai is suggested by a
large deviation optimality study [14].

We run the simulation under ns-2.28. For simplicity, we do not consider the CAP duration,
and beacon frame is assumed to be error-free since the size of which is much shorter than data
frame and is always transmited by base rate. Some important parameters are listed in Table 1,
other parameters such as guard time, mFirstCTAGap, minimum interframe space (MIFS), short
interframe space (SIFS), frame check sequence (FCS), and base rate are chosen according to the
IEEE 802.15.3 standard. The buffer size is assumed to be large enough.

We evaluate the performance with throughput over MPEG-4 traffic, which is generated using
transform expand sample (TES) method [15]. The GOP structure is (12, 3) and the data rate of
each flow is chosen as 5 Mbps. There are up to 9 MPEG-4 flows Transmit over 9 pairs of nodes.
All these flows start and terminate at the same time except for a small offset select randomly in
a period of GOP to statistic different situations. One node runs as the PNC, it has no data to
receive or to transmit. All these nodes distributed randomly in an area of 10 m × 10 m, of which
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Table 1: Simulation parameters.

Max frame Length 1024 bytes
Superframe Size 4000 µs
PHY Header 9.4 µs
MAC Header 16 bytes
Retransmission Limit 4
ACK policy Imm-ACK
Frequency 2.4 GHz
Transmit power 1mw

the velocity are less than 0.5 m/s. For EXP and M-LWDF algorithm, as the same in [12], δ is set
to 0.01 and T is set to the frame deadline of the flow.

The performance of each Algorithm is evaluated under a time-correlated fading channel. The
fading gain is generated according to the modified Clarke and Gans fading model [16], in which the
fading envelope is used to modulate a log-distance path loss model with the path loss exponent set to
2 according the measured result obtained form an office environment at 2.4GHz [17]. Transmission
rate is obtained according to the thresholds obtained by Karaoguz et al. in [18].

The of receiver is responsible for maintaining the mean channel rate as well. We use exponential
moving average, as shown below, to calculate the mean channel rate and the parameter tc is chosen
to be 1000 as suggested in [19].

µ̄i(t + 1) = (1− 1/tc)× µ̄i(t) + 1/tc × µi(t) (6)

We assume that information is consistent between PNC and other nodes, which means PNC
has perfect information of queue size, channel condition and head of line (HOL) packet delays. All
simulation cases were performed 10 times for the duration of 120 seconds simulation time.

From the simulation results, we find that the FDA technique, without which the system through-
put never reaches half of its capacity in any circumstance, is critical for MPEG-4 traffic. Thus, in
the flowing discussions, we always assume that FDA technique is used.

The throughput performances of the QoS group constantly outperform those of other scheduling
rules. The throughput gap between QoS group and other scheduling rules increases with network
load and signal to noise ratio. When noise power is equal to −80 dbm and 9 MPEG-4 flows exist in
the system, the condition which network load is beyond system capacity, the gap is approximately
3Mbps. When taking into account the adaptive frame-size adjustment and H-ARQ, the throughput
performance of each scheduling rules shows a gain around 5 Mbps.

The response time is treated to only apply to successfully transmitted frames. From simulation
results, it is observed that in both case of high and low level of noise power, SRPT has the best
response time, and the QoS group has the worst response time, with that of rate group lying in-
between. Since SRPT is designed for minimizing response time and the scheduling rules in QoS
group always give long waiting packets high priorities to save them form expiration, these results
are understandable.

To sum up, the QoS group provides the best system performances in terms of system throughput.
In addition with adaptive frame-size adjustment and H-ARQ, system throughput is dramatically
increased. However, if one wants to balance between throughput and response time performance,
a new scheduling algorithm, which considers both the waiting time and the processing time of
packets, needs to be designed.
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Abstract— One of the major issues in cognitive radar is obtaining an adaptive transmitting
waveform based on environmental measurements. Modern phased array radars, with flexible
waveform generation and beam steering capability, are able to adaptively modify their perfor-
mance to suit a variety of environments. This power has not yet been fully exploited, in part
because of the lack of suitable scheduling algorithms. In this paper, we consider the problem of
adaptive waveform selection for tracking a single target in clutter using a cognitive radar with a
fixed set of waveforms. The aim is to select the best sequence of waveforms to track the target
with the highest possible accuracy. The problem of adaptive waveform selection is considered as
the multistage stochastic problems, in this paper. For target tracking in cognitive radar system,
an optimal approximate dynamic programming algorithm is proposed, taking account that the
probability distribution of the underlying stochastic process is not known and the state space
is too large to be explored entirely. This presented method combines Monte Carlo simulation
in a pure exploitation scheme, in order to construct concave piecewise linear functions approx-
imations. The function slopes are updated through stochastic approximation integrated with a
projection operation. The result is a scheduling algorithm that minimizes target tracking errors.

1. INTRODUCTION

Radar systems are an important component in military operations. It has established itself as
an indispensable remote-sensing tool for the detection, parameter estimate, tracking, and imaging
of targets of interest. Cognitive radar [1] techniques offer the promise of significantly improved
performance of all radar systems. Radar signal processing enables the extraction of desired in-
formation while rejecting unwanted interference. In particular, a tracking radar, in addition to
detection, adaptive diverse waveform selection is advanced technologies used to achieve substantial
improvements. The simplest scheme for adaptive waveform selection define a cost function that
describes the cost of observing a target in a particular location for each individual pulse and selects
the waveform that optimizes this function on a pulse by pulse basis [2]. More improvement in the
performance of tracking target, can be gained by solving the scheduling problem over a sequence
of waveforms. In [3], different waveforms are combined to form transmitted waveform, and then
detecting and tracking performance of system is improved and the defect of single waveform is
avoided. In [4], waveform design is treated as the major part of the whole tracking system de-
sign, and waveform selection scheme of one-step ahead. The problem of waveform selection can be
thought of as a sensor selection problem, as each possible waveform provides a different means of
measuring the environment, and related works have been examined in [5, 6]. In [7], adaptive wave-
form scheduling problem for new target detection as a stochastic dynamic programming problem
is posed and Incremental Pruning method is used to solve this problem. The problem of optimal
adaptive waveform selection for target tracking is also presented in [8].

In this paper, we consider the problem of adaptive waveform selection for tracking a single target
in clutter using a cognitive radar with a fixed set of waveforms. The problem of adaptive waveform
selection is considered as the multistage stochastic problems.

2. BACKGROUND

We divide the area covered by a particular radar beam into a grid in range-Doppler space, with
the cells in range indexed by τ = 1, . . . , N and those in Doppler indexed by v = 1, . . . , M . We
assume that there is at most one target in the region, so the number of possible hypotheses about
the location of the target is NM + 1. The extra hypothesis represents the “no target” is present
case. Let H be set of hypothesis, then the state of our model is x(k) = i where i ∈ H. Let ut be
the control variable that indicates which waveform is chosen at time t to generate measurement
Xt+1, where ut ∈ U . The probability of receiving a particular measurement Xt = x will depend on
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both the true, underlying scene and on the choice of waveform used to generate the measurement.
We define bx′x is the measurement probability where

bx′x(ut) = P
(
Xt+1 = x′|Xt = x, ut

)
(1)

Define π = {u0, u1, . . .}, then π is a sequence of waveforms that can be used to track the target.
Let

V (x) = E

[ ∞∑

k=0

γkr(x(k), u(k))

]
(2)

where r(x, u) is the reward earned when a target at the location given by hypothesis x is observed
using waveform u and 0 < γ < 1 is a discount factor. Then the aim of our problem is to find the
sequence π∗ that satisfies

V ∗(x) = max
π

E

[ ∞∑

k=0

γkr(x(k), u(k))

]
(3)

3. SOLUTION METHOD

With a little thought, we realize that we do not have to solve this entire problem (3) at once.
According to Bellman’s equations, the solution of the problem (3) can be found by proceeding
backwards with the recursion

Vt(xt) = max
ut∈U

{Ct(xt, ut) + γVt+1(xt+1)} (4)

where Vt+1(xt+1) is the solution of (3) when u is used at dwell t + 1. It is well known that
Q-learning is oftern proposed for model-free applications, is even more difficult since the state
space is enlarged with all possible actions. We propose an approximate dynamic programming

Table 1: The SPAR-mlutiperiod algorithm.

STEP0: Initialization:
STEP0a: Initialize v0

t (xt) for all t and xt to be monotone decreasing in H(which
denotes the state space).

STEP0b: Initialize xn
t for all n ≥ 0.

STEP0c: Set n = 1.

STEP1: Sample the exogenous process un
0 , · · · , un

T .

STEP2: Do for t = 0, 1, · · · , T ;
STEP 2a: Find the optimal solution un

t of max
u∈U

Ct(xn
t , u) + γV n−1

t+1 (xt+1)

If t < T then
STEP 2b: Find the post-decision state

(xn
t , un

t ) = (ux,n
t , g(xn

t ) + Axn
t )

where g is a deterministic scalar function, A is a 1× l input-output vector.
STEP 2c: Find the next pre-decision state

(xn
t+1, un

t+1) =
(
f1(x

x,n
t , un

t+1), f2(x
x,n
t , un

t+1)
)

STEP 2d: Observe vn
t+1(x

x,n
t ) and vn

t+1(x
x,n
t+1).

STEP 2e: For ux
t ∈ Ut

zn
t (ux

t ) = (1− an
t (ux

t )) vn−1
t (ux

t ) + an
t (ux

t )vn
t+1(u

x
t )

STEP 2f: vn
t =

∏
(zn

t )

STEP 3: Increase n by one and go to step 1.
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algorithm that exploits the structural properties of optimal value functions of this problem. It
combines Monte Carlo simulation in a pure exploitation scheme, in order to construct concave
piecewise linear functions approximations. The function slopes are updated through stochastic
approximation integrated with a projection operation. The solution method [9] is given in Table 1.

From Table 1, we propose and implement an algorithm that only strores the state after the
decision is made and samples all possible actions infinitely often in a uniform way. This implies
that all states are sampled infinitely often as well. This algorithm should be at least as good as
standard Q-learning, due to a smaller state space. However, a standard Q-learning algorithm stores
all possible sate-action paris making this approach impossible to be implemented for our problem
class.

4. CONCLUSIONS

In this paper, we propose an approximate dynamic programming algorithm for the waveform se-
lection, which is considered as a multistage stochasitic control problems. The presented method is
a combination of Monte Carlo simulation, stochastic approximation and a projection operation. It
converges to an optimal policy and scales to high-dimensional problems. The result is a scheduling
algorithm that minimizes target tracking errors.
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Abstract— An IO driver architecture is presented here to compensate scattering in high speed
transmission line circuits. In this methodology a system is calibrated initially to measure system
response to a step or a lone pulse. The IO driver is then programmed to generate measured pulses
at designated interval to compensate scattering responses due to impedance mismatch in the sys-
tem transmission line. The compensation is done for every single bit or pulse transmitted from
the driver end to eliminate sustained reflections and resonances. This methodology is demon-
strated with high speed design tool. The architecture of the driver and calibration methodology
is also outlined.

1. INTRODUCTION

Propagation of a signal with minimal changes to the original shape and phase is fundamental to sig-
nal and wave transmission in a high frequency system. Such a transmission system is also complex
not only due to its topology but also on how the system is configured as a system setup is dy-
namic depending on transient requirements. With demand for superior and improved performance,
system and associated interfaces are forced to operate at higher speeds. At these frequencies, the
wavelengths are becoming comparable to and even less than the dimensions of the devices and
components [1]. In these systems wires and waveguides are modelled as distributed element in the
form of a transmission line. At these speeds systems are susceptible to signal degradation, which is
compensated with equalization both at driver and receiver ends [2]. When devices of such diverse
complexity are put together, energy propagation becomes very much dependent on the impedance
distribution across all these devices. The nature of discontinuity of the impedance of these devices
becomes a primary roadblock to optimum and efficient system performance. Matching of impedance
of all these elements is not easy, particularly across frequencies due to reactive elements.

The impedance mismatch causes signal integrity degradation. A wide range of issues can cause
these impedance disparities. In systems, these discontinuities can easily appear in the form of
vias transitioning between signal layers in circuit board and a single source driving an antenna
array [3]. System architectures use good design practices to avoid signal reflections, which includes
series and parallel matching schemes. For example, CMOS gate drive impedance is different from
the characteristic impedances of PCB lines. This is compensated with a resistor in series to the
output of the driver — intending to match source impedance to the characteristic impedances of
PCB line. In parallel matching scheme a resistor is placed in shunt with the load. There are major
disadvantages to these matching schemes. The parasitic of the termination scheme contributes to
the discontinuity which is a function of the frequency of operation. It is also function of the process
of the devices. The terminations also consume power, adding to the power budget. At microwave
frequencies, all these attributes are very significant [4]. In this paper, a programmable I/O driver
architecture is proposed which will have programmable reflection compensation capabilities [5, 6].
The driver will first obtain the signature of the system observed at output of interest. The residual
reflections observed at the output is then corrected with time delayed scaled pulses.

When a signal is propagated in a system, load or topology discontinuity will cause a part of
the source driven signal back to the source driver. Impedance discontinuity at the driver will then
result in a part of the load signal to be sent back again. To reduce these reflections, it is proposed
that the driver will be programmed to either source or sink additional energy to cancel reflection
from the source.

In this paper, the cancellation technique is discussed for high speed point-to-point interconnects
and waveguides. The reflection back and forth within these transmission lines will translate into
sustained resonances and introduce ISI, intersymbol interference. The ability to provide measured
compensation for reflections at the source also empowers usage of incident wave reflection for greater
received signal amplitude. In microwave systems, reflections signal can cause the efficiency to be
significantly compromised.
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2. MATHEMATICAL ANALYSIS

To introduce this concept, the high speed line shown in Fig. 1 is used. It is driven by a voltage source
Vs(t) with a series impedance Zs. The characteristic impedance of the point to point interconnect
line is ZC which is terminated with load ZL.

Impedance discontinuity at source and load ends will introduce reflections at both ends. As a
result, a residual of the source signal will travel back and forth on the transmission line. From
the voltage reflection diagram i.e., lattice diagram shown in Fig. 1 (right), the voltage distribution
along the transmission line in time domain is calculated and shown.

Figure 1: Transmission line terminated with load impedance ZL (left) and Voltage Lattice Diagram (right).

The above diagram demonstrates the signal levels both at the source and load as time pro-
gresses [7]. To interpret this into time domain, consider both incident and reflected waves on the
transmission line. The incident (first forward) wave propagating between source and load at any
point on the line and the reflected wave from load to source (first reflection) is given by,

V +
1 =

ZCVS

ZS + ZC
e−γz and V −

1 =
ZCVS

ZS + ZC
ΓLeγze−2γl, respectively.

To eliminate reflections from the source end, a signal canceling the first reflection is added which
is given by

x = −ΓSΓLe−2γleγz ZC

ZS + ZC
VS(t)u(t− 2TD) (1)

The compensation signal x is delayed from the source by time t = 2TD. After time t = 2TD only
the original signal propagating from the source to load the first reflection from load to source will
exist on the line. However, all other higher order reflections are cancelled due to the compensation
signal x.

As indicated above, the definition of the amplitude and phase of the signal (x) depends on
reflection coefficients at source and load, propagation constant and transmission line length.

3. PROGRAMMABLE I/O DRIVER

A circuit architecture is introduced here for the driver designed with the intent to compensate
reflections. The schematic description is shown in Fig. 2. The circuit has programmable features
designed to set the amplitude and delay of the driven compensation signal. The amplitude of x
is programmed into constant multiplier circuit (CMn). The register MREG defines the magnitude
of the compensation signal (x). Depending on when the reflection arrives to the source driver, the
signal x is added by driver Dn after a programmed time delay. The time delay of x (measured from
the source signal excitation time t = 0) is measured and is digitally stored into the register DREG.
The value of this register is used to control the delay executed by the circuit Dn.

As the reflection on a transmission line can originate from multiple loads or impedance discon-
tinuities, the source needs to be designed to compensate for more than one reflection. Therefore
multiple compensation elements are designed in series. The registers CMn are programmed to add
necessary compensation signal at the appropriate time defined by Dn, where n defines the nth com-
pensation element. The reflected signal from the load or impedance discontinuity depends on the
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magnitude of the load impedance (ZL) compared with the line characteristic impedance (ZC). If
ZL is greater than ZC then the reflected component will be positive. In this case the compensation
driver will generate a negative signal (equivalent to a sink). And vice versa when ZL is less than
ZC . Hence, the polarity of signal (x) can be positive or negative depending upon the reflection
coefficient and the driver will be either a source or sink. In the driver architecture the polarity
pin (P ) is to define the nature of source or sink of the compensation driver. If the polarity of (x)
is negative, the polarity pin P = 1, on the other hand for positive polarity, P = 0. With DREG
and MREG contents defining delay and multiplying factor, delayed and multiplied version of VS(t)
i.e., reflection cancellation signal (x) will be generated using the programmable I/O driver. In this
example the compensation driver strength is divided into seven levels. The multiplying factor is
programmed by setting the 3 bit DSF register. To provide better accuracy larger DSF register to
enable greater granularity in the multiplication factor is needed.

The 3 bit programmable constant multiplier for the compensation driver is designed with three
sub-drivers with different drive strength factor, as shown in Fig. 2 (right). The drive strength of
the three subdriver segments are scaled to 1, 2 and 4. These sub-drivers are enabled by bit0, bit1
and bit2 respectively, which are stored in magnitude register (MREG). Input voltage of constant
multiplier is the source signal VS(t)u(t), where the amplitude is scaled and delayed by 2TD to
generate the compensation signal, which is −ΓSΓLe−2γl ZC

ZS+ZC
VS(t)u(t − 2TD). The multiplying

factor −ΓSΓLe−2γl ZC

ZS+ZC
is set by the contents of register MREG. By enabling combinations of

multiple drivers, different amplitudes of drive strength for the compensation driver is defined.

4. CALIBRATION ROUTINE

The transfer function of a system (that defines the signature signal propagation and reflections
within a system) will vary between configurations and working environment of the system. It
is therefore necessary to calibrate a system prior to activation. During calibration, information
regarding reflection compensation is measured and stored. At system initialization the recorded
information is used to program the sub-drivers for reflection cancellation.

Figure 2: (left top) Programmable I/O driver, (left bottom) programmable const. multiplier, and (right)
drive strength factor.

In the calibration routine, a unit pulse is transmitted by the source driver to measure the
reflection being transmitted back to the driver. Both the reflection signal delay and magnitude is
recorded. Measured delay and magnitude is stored into register to program I/O driver.

All active circuits of the system must be powered on as the state of the active circuits can vary
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the impedances seen by the transmission line. Systems which allow hot remove and add, must
implement this calibration procedures whenever the system configuration is modified specifically
when hot add/remove device configuration are modified.

A flow chart on how to design the calibration and initialization sequence is presented here.
Flow chart in Fig. 3 (left) describes this sequence. At first an initialization pulse is transmitted by
the driver as soon as the system is powered on. The voltage at the driver is continuously stored
(after certain delay to exclude the initial transmitted signal), which will include the reflected signal
(Vreflected ). The signal is stored into some sort of an analog storage device, such as a low leakage
capacitor. The strength of Vreflected is then measured and calibrated using the following sequence.
In the beginning, registers DSF and a counter is initialized. Then the stored value is compared
with incremental step values of the magnitude comparator circuit. Half of the difference between
consecutive incremental values is considered to be the tolerance level. It should be noted that
reflected signal is not registered as reflection if the strength of the reflected signal is less than
the tolerance, which translates the reflection into noise. With continuous sampling of the voltage
at the driver, the amplitude of the reflected signal is measured. The sampling rate depends on
the harmonic content of signal. As soon as the circuit detects a reflected voltage greater than a
defined threshold, the timer counter value is programmed into DREG which is used to define the
compensation signal delay period. During the calibration of the reflected signal the magnitude of
the reflected signal is also measured and incrementally compared. The binary equivalent of the
final comparator value is stored in DSF, which is used to program the amplitude of the sub-drivers.
The process will not stop with a single detection as the system may have multiple reflections which
will result in the detection of several reflected signals. The amplitudes of each of the reflected
component is recorded along with the delay time of each reflected pulse.

The polarity of the reflected signal is based on a simple comparator design. If Vreflected is larger
than tolerance it is assured that the signal polarity is positive, then P is set to ‘0’. Otherwise P is
set to ‘1’.

Figure 3: Calibration flow chart (left) and reflection compensation for a single pulse (right).

5. SIMULATION RESULTS

To demonstrate the proposed architecture, spice simulation was implemented. A netlist model of
the driver configuration was constructed using behavioral transistors and tested on spice differential
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transmission line system. Fig. 3 (right-top) shows a single received pulse. The signal is trailed by
several reflections. The proposed compensation scheme was then implemented in spice. With
the timely propagation of reflection cancellation signal using programmable I/O driver, reflections
are significantly cancelled out (Fig. 3 (right-top)). Another simulation result, Fig. 4, shows the
cancellation of reflection from source due to a series of pulses. Similarly, the reflections are greatly
reduced using the proposed cancellation methods, shown in Fig. 4 (right). However, there are
residuals which are not completely eliminated.

Figure 4: Simulation results for a pulse train.

6. DESIGN CONSIDERATIONS

If the transmission line length is l and velocity of propagation is v, then one way delay of the
transmission line will be TD = l/v, then the first reflection arrives at the source after 2TD seconds.
The delay units define delay as a multiple of the clock period TClock . The granularity of the time
counter TClock will define the precision of the phase delay assignment to each reflection cancellation
signal For more precise delay settings this interval has to be smaller Similarly, the number of sub-
drivers dictate the granularity of the sub-driver strength. System simulation should be done to
determine optimum increments.

7. CONCLUSION

This paper has presented a programmable I/O driver with programmable delay units and pro-
grammable constant multipliers to cancel reflections from high speed transmission line. Also pre-
sented is an efficient calibration routine to search magnitude and delay of the reflection cancellation
signal. Simulation result shows that the programmable I/O driver successfully cancels reflections.
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Abstract— Ground target tracking is difficult and actual problem. Because of the high target
density and maneuverability, high clutter, low visibility due to terrain masking, etc, ground
target tracking presents unique challenges not present in tracking other types of targets. But
many tracking approaches have been developed for air targets and they may poorly when used
to track ground targets.
This article includes results of the research work in estimation radar position in passive range-
difference location. Radio source is not moving and perform circular scan. Signal from it is
received in three points. But beside true measurements of time difference of arrival (TDOA)
there are false measurements originated by clutter. Usually clutter measurements are modeled
as independed identically distributed. But processing real experimental data shows that in cross-
country it distribution may be multimodal. Therefore standard tracking algorithms are not
efficient in this situation. Multimodal distribution is caused by re-reflected signal from underlying
terrain. Some ground objects re-reflect signal and imitate additional (false) targets. We propose
special approach to decide problem of position estimation in such high clutter environment and
verify it on experimental data.

1. INTRODUCTION

Over the past four decades, multiple target tracking has developed into a fairly mature technology.
Applications now include diverse areas such as air traffic control, air and missile defense, avionics,
ocean surveillance, port monitoring, etc. Sensors that provide data include radar, infrared, acoustic,
etc. However, until recently, there has not been much emphasis on tracking ground targets due
to the lack of sensors [1]. But Ground target tracking is considerably more difficult than air
target tracking because of higher target motion variability, higher target density, and possible
miss-detection due to terrain masking. Thus, many tracking algorithms developed for air targets
will not be suitable for ground targets.

Target tracking needs solving next tasks [2]:

• Track formation. Tracks are initiated from sequences of measurements.
• Prediction. When measurements are received, the current tracks are predicted to the time of

the measurements.
• Association. When the origins of the measurements are uncertain, e.g., when clutter or mul-

tiple targets are present, the measurements have to be associated with other measurements
or tracks before the target state estimates can be generated.

• Estimation (filtration). The associated measurements are used to update the state estimates
of the each track.

Focus this article is estimation radar position in passive range-difference location when beside
true measurements there are false measurements.

2. EXPERIMENTAL DATA PROCESSING

Our research institute workers conduct following experiment for signal analysis on surface trace
(Fig. 1). Radio source was not moving and performed circular scan. Signal from it was received in
three measuring points and its time of arrival was estimated.

Session duration of action measuring system was 120 sec. (two rotation of radio source antenna
system). Time of arrival estimations are used for generation time difference of arrival (TDOA) and
estimation target (radio source) position. Experiment was conduct on three traces with different
degree of density natural obstacles. Trace extension was about 12 Km. Measurements of TDOA is
shown in Fig. 2.

Natural obstacles weaken power direct signal and decrease its acceptance probability. Besides
they re-reflect signal from radio-source and thereby generate stream of false measurements (signals
with wrong time delay) in measuring points. It is impair accuracy of target position estimation.
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Figure 1: Location radio source (RS) and measuring points (MP) on the ground.

On Fig. 2 one can see that beside true measurements there are false measurements from re-
reflected signals. Distribution bar chart for TDOA is multimodal. Main peak corresponds to the
true value of target’s TDOA (it is not always been). Multimodal distribution is caused by re-
reflected signal from underlying terrain. Some ground objects re-reflect signal and imitate true
target. We called them as secondary radio source.

Usually false measurements are modeled as independed identically distributed. Some algorithms
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Figure 2: (a) TDOA between MP 1 and MP 0 (∆t01) in the course of time; (b) Distribution bar chart for
∆t01; (c) TDOA between MP 0 and MP 2 (∆t02) in the course of time; (d) Distribution bar chart for ∆t02.
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don’t require any model for its working [3–10]. Therefore standard tracking algorithms (Probabilis-
tic Data Association, Nearest Neighbors, Probabilistic Multi-Hypothesis Tracker, Multi Hypothesis
Tracking, etc) are not efficient in this situation. They generate several tracks (for target and sec-
ondary radio source) at the best. But it is unknown which of them is true. At worst measurements
from different source are compounded and target position estimation is wrong.

We define multimodal distribution false measurements, originated from secondary radio sources,
as:

w(∆tar) =
N∑

j=0

1
σj

√
2π

Pj · exp

(
−(∆tar −∆tj)

2

2σ2
j

)

where ∆tar — estimation of TDOA; σj — RMSE of ∆tar, N — number of natural obstacles
(secondary radio sources); Pj — probability that ∆tar is originated from jth natural obstacle; ∆tj
— true value TDOA for jth natural obstacle.

Number of natural obstacles is unknown. N and Pj depends on specific trace realization, type
of underlying terrain, radio source power, beam shape and receiver susceptibility, etc.

3. SPECIAL APPROACH FOR ESTIMATION GROUND TARGET TRACKING

The state of not moving radio source (primary or secondary) is assumed to evolve in time according
to the equation:

x(i) = x(i− 1),

and the corresponding measurement is given by

y(i) = h(x(i)) + n(i),

where i — discrete time, x(i) =
(

xi(i)
yi(i)

)
— radio source position, y(i) =

(
∆t01(i)
∆t20(i)

)
— TDOA;

n(i) — zero-men mutually independent white Gaussian noises with known covariance.
There are three possible events in measurements points at time k (k — number of time interval

during which we collect measurements before processing. Interval size corresponds to the time of
rotating target antenna system on insignificant angle):

A: all measuring points detect signal from target yt(i);
B: all measuring points detect signal from the same natural obstacle (reradiator) yrerad (i);
C: all measuring points detect signal originated from different types of radio source ycl(i) (for

example, the first point detects signal from target, the second — from one natural obstacle,
the third — from another natural obstacle).

Thereby we can write next model for measurements which enter the secondary treatment block
on kth time interval:

Y(k) = Yt(k) ∪Yrerad(k) ∪Ycl(k), (1)

where Yt(k) — set of measurements, originated by target and received on kth time interval;
Yrerad (k) — set of measurements, originated by secondary radio sources; Ycl(k) — set of mea-
surements, originated by different types of radio source.

Useful information about target position is kept in Yt(k), but it is difficult separate it out
mixture (1).

We suggest special heuristic approach to decide such problem of ground target position estima-
tion. Its functional blocks are shown in Fig. 3.

Track

formation 

(1)

Radio source 

position estimation 

(2) 

Identification (3) 

radio sources count 
radio sources 

position

Measurements ( )y k

Figure 3: Functional blocks of ground target position estimation approach.
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Track formation block estimates number of radio sources (target and reradiators) and generate
preliminary information about its position. This block separates stream measurements. Therefore
signals originated from different sources are processed individual in the sequel.

The second block performs measurements prediction, association and estimation position for
each track. We choose probabilistic data association algorithm to implement this procedures [3–5].

Identification algorithm for each radio-source calculates probability that it is primary. And
select that source as true target which has, for example, maximum value of probability.

Decision about it relies on next indications:

• RMSE measurements originated from target less RMSE measurements from reradiators;
• pulse magnitude of direct signal larger pulse magnitude of re-reflected signal;
• Usually signal from target is received more often than from each of reradiator.

4. ALGORITHM VERIFICATION ON EXPERIMENTAL DATA

Verification was provided on experimental data. We have 20 sessions of action measuring system.
Duration of each session was 120 sec. True target position is (6254070.6 m; 15363520.3 m). On
Fig. 4 is shown result of data processing showed on Fig. 2.

01
,t ns

02
,t ns

RS 1

RS 1RS 2 RS 2

RS 3

RS 3

,t s ,t s

No.

No.

No.

No. No.

No.

∆ ∆

Figure 4: Result of data processing session s0017.

We can see that it was detected three radio sourced. One of them is primary. Others are
originated from re-reflected objects — secondary. Measurements associated with each RS are
marked by different colors (RS No. 1 is red, RS No. 2 — green, RS No. 3 — cyan). Blue stars mark
predicted measurements for each track. Output information from identification block is:

• RS No. 1: _
x = 6254082 m, _

y = 15363547 m, P1 = 0.68;

where _
x and _

y — estimates position RS No. 1, P1 — probability that this radio source is primary,
i.e., it is target.

• RS No. 2: _
x = 6254091 m, _

y = 15363927 m, P2 = 0.24;
• RS No. 3: _

x = 6254197 m, _
y = 15361160 m, P3 = 0.07;

Thus RS No. 1 has maximum value of probability. Algorithm define that it is target and absolute
error of position estimation is 28 meters. Others radio source are false, they originated by re-
reflected signal from natural obstacles.

5. CONCLUSIONS

Algorithm for estimation ground target position in high clutter environment is proposed in this
article. It consists of three functional parts: track formation, filtration and identification. This
algorithm separate measurements on individual streams originated from different radio-sources
(target and reradiators). Then it define which of them is true, i.e., belongs to target. This algorithm
was verified on 20 sessions of experimental data on three traces with different closure degree and
density of natural obstacles. Mean value accuracy of target position was 35 meters on distance
12Km. RMSE of position estimation was about 10 meters.
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Abstract— We have reported a decrease in the content of the cytoskeletal protein tubulin in
endothelial cells exposed to multiple pulses of high power microwaves (HPM). In this study we
have examined the gene expression for cytoskeletal genes and cell death regulators with aid of
micro array analysis after HPM exposure. No evidence for an effect on these genes were found
after HPM exposure. Therefore, we suggest that the previously observed cytoskeletal changes
are induced by changes on the protein level rather the gene expression changes.

1. INTRODUCTION

In previous papers we have reported studies on possible biological effects after exposure to short
pulsed fields of High Power Microwaves (HPM). In a study on adult rats it was we reported
an absence of effects on the Blood Brain-Barrier or cell death. No structural changes in the
hippocampus of the brain could be detected [4]. In order to use simpler but also more sensitive
biological systems it was decided to use cell cultures for further experimentation. Changes in
the shape of neuroblastoma cells exposed could be observed after exposure to long series of HPM
pulses [5]. In endothelial cells exposed to multiple pulses of high power microwaves a decrease in the
content of the cytoskeletal protein tubulin [6] (HPM). If a decrease of tubulin also occurred in more
complex neuronal cells more severe changes could be expected. This hypothesis was addressed in a
study on primary cultures of neurons from the hippocampus of rat embryos. The cells were exposed
to 1.6 GHz HPM pulses with duration of 0.55 microseconds and field strength of 21.7KV/m. The
cultures were fixed and labeled with antibodies against tubulin and MAP2 (a microtubule associated
protein) after 2, 6, 24 or 72 hours. The specimens were examined with a confocal microscope. The
results showed extensive changes in dendrite structure in cultures exposed for more than 90000
pulses. This effect could be observed already 2 hours after exposure. Dendrite structure was
gradually but not completely restored [7]. In this study, we describe an ongoing analysis the gene
expression in the rat C6 glioma cell line based on micro arrays.

2. METHODS

Cultures of the rat C6 glia line were placed in an exposure chamber (wave guide) and exposed to
90000 pulses of HPM (from a source constructed a radar surveillance system) to at 1.6 GHz with
duration of 0.55 microseconds and field strength of 21.7 KV/m. After 24 hours survival in the
incubator, the cultures were prepared for high-density oligonucleotide arrays and hybridized at the
Bioinformatics and expression analysis core facility (BEA) at Huddinge campus of the Karolinska
institute (BEA is a member of the Affymetrix European Core Lab Program and appointed Center
of Excellence for chIP-on-chip analysis by Affymetrix) to each GeneChipr Rat Gene 1.0 ST Arrays
(Affymetrix). Following normalization [2], the change in gene expression between the three control
cultures and three exposed cultures at each survival time was compared using an un-paired t-test.

3. RESULTS AND DISCUSSION

Low to moderate changes was observed in about 500 of the more than 27000 examined genes.
This included changes in about 100 olfactory receptor genes. No significant changes in genes for
cell death, cytoskeleton, inflammation or heat shock proteins were found, except for a moder-
ate decrease in the expression for neurofilament, heavy polypeptide, prostaglandin E receptor 1,
prostaglandin F receptor and prostaglandin I2 (prostacyclin) synthase (Ptgis), mRNA. Interest-
ingly, we also observed a decrease in the expression for aquaporin 3, 4 and 6. Aquaporins are
transport systems that control diffusion of water (by an energy-independent process) by passage
through a transmembrane aqueous pore or channel [1]. Thus, effects on cytoskeletal gene expression
seem to be small or absent. We therefore conclude that the observed effects on tubulin probably
are related to changes at the protein level and not a decrease in the expression of the mRNA for
tubulin.
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One important question with regard to the possible mechanisms for the observed changes after
this type of HPM exposure is whether this is related to thermal heating or not. Dose calculation
computer programs are not specifically designed for this type of problems and it is difficult to
predict if local heating can occur in the system. In future studies, it will also be important to
reveal the threshold thermal effects in cells exposed to this type of fields cf [3].
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Abstract— The numerical analysis, in the order to approximate scattered fields by larger
bodies, is limited by the allowed computational cost and memory needs. The method of auxiliary
sources is exploited to model the scattering properties from a finite linear array of dielectric
cylinders taking into account the coupling between the different cylinders [3].

According to the MAS and for each dielectric cylinder, two bases of auxiliary sources must be
considered; the first one distributed outside the physical contour and acts inside, the second is
inside and acts outside [1].

The coupling modeled by the mutual satisfaction of the boundary conditions involving the con-
tinuity of the tangential field components just on the collocation points of every cylinder [2].

In the aforementioned global coupling model, we implement the fact that every cylinder is coupled
only to the neighbouring cylinders (partial coupling), the linear system matrix in fully simplified
entraining a significant decrease in the computational cost and memory requirements.

According to the global and partial coupling, numerical results (RCS, pattern field) reveal good
agreement with references.

1. INTRODUCTION

The MAS is applied to model coupling between different, infinitely, and parallel dielectric cylinders,
illuminated by a TMz monochromatic plane wave. The global coupling is modelled by the mutual
satisfaction of the boundary conditions just on the collocation points of every cylinder.

The method of auxiliary sources is a numerical technique used to solve boundary problems [1].
The EM fields within each domain are expressed as a linear combination of analytical solutions of
Helmholz equation. These particular solutions constitute the base of auxiliary sources placed on
the auxiliary contour surrounded by the physical one [2].

These boundary conditions lead to a linear system having as solution the amplitude and phase
of scattered field [3].

In the general case, every constitutive part of an array interacts with the rest of the array in
the purpose to model exact or global coupling between different parts witch lead to a completely
filled matrix entraining a difficult computation.

In the order to decrease the computational cost, we suppose that every cylinder is coupled
with only the adjacent or the two adjacent one. The mathematical calculus show that the global
matrix is fully simplified and the implementation code realized with Mathematica justify the low
computational cost achieved by this approximation.

Numerical results (RCS, pattern field) reveal good agreement with references [5, 8].
At the end, we have numerical results justifying the technique and the possibility to extend it to

macro arrays (or for the other parts of the physical problems involving many mutual interactions. . .).
An ejωt time convention is assumed and suppressed throughout the paper.

2. FORMULATION

A TMz monochromatic plane wave illuminate under the ϕi incidence a linear array of K infinite,
dielectric, circular cylinders positioned along the x-axis (Fig. 1).

The incident transverse magnetic wave has an electric field:

Einc(x, y) = Eoi~z exp[jk0(x cos(ϕi) + y sin(ϕi))] (1)

Here, z denote unit vector in the z direction, since the incident electric field is z directed and
independent of z with uniform cylinders along z, then we deduce that the scattered field is z
directed too, reducing the scattering problem to a bidirectional one.
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For every cylinder, two bases of auxiliary sources are regularly distributed along the auxiliary
contours situated inside and outside the boundary and surrounded by the physical one on which
are positioned the collocation points.

An auxiliary source (xn, yn) produces an electric field expressed as:

Esn(x, y) = An~zH
(2)
0

[
k0

√
(x− xn)2 + (y − yn)2

]
(2)

where H
(2)
0 [.] is the Hankel function of the second kind of zero order and An the complex current.

According to the standard impedance boundary condition (SIBC), the tangential component of
the total electric field must be continuous on the boundary, then for every cylinder [4]:

nDIEL ∧ Einside = nDIEL ∧ Eoutside (3)
nDIEL ∧Hinside = nDIEL ∧Houtside (4)

Let us consider the the collocation point m of the cylinder Cj , we obtain:

Einc
j(m) + EI

j(m) +
K∑

i6=j

EI
ji(m) = EII

j(m) (5)

nj(m) ∧

H inc

j(m) + HI
j(m) +

K∑

i6=j

HI
ji(m)


 = nj(m) ∧HII

j(m) (6)

Einc
j(m) is the incident electric field just on the collocation point m of the cylinder Cj .

EI
j(m) is the total electric field radiated by the inside auxiliary base of Cj .

EI
ji(m) is the total electric field radiated by the auxliary base of Ci and evaluated on Cj .

EII
j(m) is the total electric field radiated by the outside auxiliary base and evaluated on Cj .

Supposing that for every cylinder, the number of auxiliary sources N is equal to the number of
collocation points, the continuity Equations (3) and (4) apllied to the array gives us a linear system
of 2.N.K equations:

3. NUMERICAL RESULTS

In order to validate our technique about coupling between cylinders, we apply the technique to two
dielectric cylinders Fig. 4 taken as reference. Fig. 3 shows the MAS results.

We apply the MAS technique to three metamaterial cylinders Fig. 6 Ref. [6] and obtain results
Fig. 5.

The obtained results agree with references
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Figure 1: Array of K dielectric cylinders.
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Figure 2: RCS given by the MAS for three dielectric
cylinders Ref. [5].

Figure 3: Bistatic scattering width of two dielectric
rods (εr = 2 : 25).
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Figure 4: RCS according to MAS for three metama-
terials as shown in Fig. 6 Ref. [6].

Figure 5: Scattering cross section of three differ-
ent number: one, two, three metamaterial cylinders
located on x-axis with 3λ0 center separation and
a = 1λ0 radius, metamaterial (εr = −4, µr = −1).
The angle of incidence is 90 degrees.
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4. CONCLUSIONS

The MAS is applied is this paper to model coupling between dielectric and metamaterial cylinder-
swith an acceptable accuracy.

We are working about the application of this technique to a dielectric array.
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Abstract— A GL TM model inversion to detect the dielectric parameter is proposed in this
paper. A nonlinear operator on the dielectric parameter is defined to present the transverse
magnetic model inversion to detect the dielectric parameter. We derived the Frechet derivative
operator of the nonlinear operator in integral equation. The singularity of the magnetic field
excited by impulse on the boundary point is analyzed. We propose to construct a new TM model
inversion method to detect the dielectric parameter. When impulse excitation is excited on the
boundary point, our 1-D TM dielectric inversion is well posed. The GL TM inversions with non
impulse source excitation are investigated and suitable regularized. Our inversion method can
be extended to solve the 2.5D and 3D dimensional inverse problems. The 2D and 3D GL TM
synthetic data inversion images are presented.

1. INTRODUCTION

There are several research works for the electromagnetic parameter inversion in frequency domain.
Xie proposed a new iterative method for solving the coefficient inverse problem of wave equation in
time domain [1]. Xie and Li proposed the 2D and 3D wave velocity inversion in the time domain and
in frequency domain [2–9]. Lee and Xie proposed a virtual wave field tomography inversion in the q
domain [10]. Habashy and Oristaglio proposed Born Approximation inversion for the conductivity
and permittivity in frequency domain in [11]. Oristaglio and Habashy proposed the conductivity
inversion based on reciprocity in wavefield inversion in [12]. Xie and Li proposed the GILD, AGILD
and GL EM nonlinear inversion in [13–19]. According to [1, 3] and [6–8], in this paper, we propose
a GL TM model inversion to detect the dielectric parameter in time domain [1, 20]. First of all,
we define a suitable nonlinear operator on the dielectric parameter using convolution. The Frechet
derivative operator of the nonlinear operator is derived. When the magnetic field is excited by the
impulse on the boundary point, the magnetic field can be expanded by its singular and smooth
components. The Frechet derivative operator can be presented as the second integral operator. We
construct a new TM model inversion method to detect the dielectric parameter. When impulse
excitation is excited on the boundary point, our 1-D TM dielectric inversion is well posed. The
GL TM inversion with non impulse source excitation is investigated and suitable regularized. Our
inversion method can be extended to solve the 2.5D and 3D dimensional inverse problem. The GL
TM inversion method and theory in this paper are from GLGEO technology patent report [20].
The 2D and 3D GL TM synthetic data inversion images are presented.

The description arrangement of this paper is as follows. The introduction is described in Sec-
tion 1. The 1-D TM forward and inverse problems are presented in Section 2. We propose 1-D
TM inversion method for solving the dielectric inverse problem in Section 3. Nonlinear operator on
dielectric inversion and its derivative operator are presented in Section 4. 2D and 3D TM inversion
simulation and discussions are described in Section 5. We conclude this paper in Section 6.

2. THE 1-D TM FORWARD MODELING AND INVERSE PROBLEMS

2.1. The 1-D TM Forward Modeling Equation

We describe the one dimensional transversal magnetic (TM) forward modeling equation in this
section.

Let Hy(x, t) denote the nonzero y component of the magnetic field, the 1-D TM forward modeling
is governed by the following wave equation,

µ
∂2Hy

∂t2
− ∂

∂x

(
1

εe(x)
∂Hy

∂x

)
= s(x, t), x > 0, t > 0, (1)

where µ is basic permeability constant µ0 = 10−7 × 4π = 1.2566 × 10−6 m kg s−2A−2. The ef-
fective dielectric parameter εe(x) = εrε0. The ε0 is the basic permittivity, ε0 = 8.85418 ×
10−12 m−3 kg−1 s4A2. Let Hy(x, t) = H(x, t), x = cx′, c is the light speed, the TM model wave



748 PIERS Proceedings, Beijing, China, March 23–27, 2009

Equation (1) is translated to the following wave equation

∂2H

∂t2
− ∂

∂x′

(
1

εr(cx′)
∂H

∂x′

)
= s

(
cx′, t

)
, x′ > 0, t > 0, (2)

Let 1
εr(cx′) = ε−1(x′), s(cx′, t) = S(x′, t), and remove the superscript of x′ in the equation (2), we

obtain
∂2H

∂t2
− ∂

∂x

(
ε−1(x)

∂H

∂x

)
= S(x, t), x > 0, t > 0, (3)

2.2. The 1-D TM Inverse Problem to Find the Dielectric Parameter
Suppose that the magnetic permeability µ = µ0, let the source term in right hand of (1) s(x, t) = 0,
the initial magnetic field and its time derivative are zero at the initial time t = 0. The y component
of the transverse magnetic field Hy satisfies the following wave equation and initial and boundary
conditions,

µ
∂2Hy

∂t2
− ∂

∂x

(
1

εe(x)
∂Hy

∂x

)
= s(x, t), x > 0, t > 0,

Hy(x, 0) =
∂

∂t
Hy(x, 0) = 0, x > 0,

∂Hy

∂x
(0, t) = h(t), t > 0.

(4)

From the magnetic wave y component Hy measurement on the boundary point

Hy(0, t) = f(t), t > 0, (5)

to find the effective dielectric parameter that is called the 1-D TM dielectric inverse problem. The
inverse problem is translated the following TM inversion to find relative dielectric parameter ε(x)
from the following wave equation system:

∂2H

∂t2
− ∂

∂x

(
ε−1(x)

∂H

∂x

)
= s(x, t), x > 0, t > 0,

H(x, 0) =
∂

∂t
H(x, 0) = 0, x > 0,

∂H

∂x
(0, t) = g(t), t > 0.

(6)

and the measure data on the boundary

H(0, t) = f(t), t > 0, (7)

to find the relative dielectric parameter ε(x) ≥ 1.

3. GL TM INVERSION METHOD FOR SOLVING THE DIELECTRIC INVERSE
PROBLEM

When the boundary excitation is exited by the impulse, g(t) = δ(t), let

H1(x, t) =
∂a(x)
∂x

S(t− φ(x)) +
∂

∂x
Hs(x, t), (8)

a(x) is amplitude in (20), φ(x) is wave front in (19), Hs(x, t) is the scattering wave solution of the
Equation (6) [1, 7, 20].

The TM inversion algorithm is proposed as following steps [20]:
(3.1) Let the start dielectric model be ε0(x) = ε(0), ε(0) is known boundary value of the ε(x).

(3.2) By induction, suppose that the εk−1(x) is known, to calculate φk−1(x) =
x∫
0

εk−1(ξ)dξ; to

replace ε(x) by εk−1(x) in (6) and solve the Equation (6) and get Hs(x, t) by GL method and to
calculate H1,k−1(x, t) = H1(x, t) in the (8).
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(3.3) Solve the following well posed Second kind of integral equation

ε(0)−
3
4

εk−1(x)−
5
4√

εk−1(x)−
√

ε(0)
δεk(x) +

x+ φ(x)√
ε(0)∫

0

δεk(ξ)
ε2
k−1(ξ)

H1(ξ, φk−1(x) +
√

ε(0)x−
√

ε(0)ξ)dξ

= ε(0)−1(Hk−1(0, t)− f(t)) (9)

and get the increment dielectric δεk(x).
(3.4) update

εk(x) = εk−1(x) + δεk(x). (10)

4. NONLINEAR OPERATOR ON DIELECTRIC INVERSION AND ITS DERIVATIVE
OPERATOR

The nonlinear operator on the dielectric parameter and its Frechet derivative operator are pre-
sented in this section. These contents, formulas and detailed theoretical proofs are proposed in the
report [20].
4.1. Nonlinear Operator to Present the TM Dielectric Inversion
We define the nonlinear operator [1, 7, 20]

Q(ε(x), t) = ε−1(0) (H(ε(x); 0, t)− f(t)) ∗t g(t), (11)

where
H(ε(x); 0, t) = H(0, t), (12)

is the boundary response of the magnetic component solution, H(x, t), of the wave Equation (6)
on the boundary point x = 0, H(x, t) is nonlinearly depended on the relative dielectric parameter
ε(x), therefore, we use Equation (7) to define nonlinear operator Q(ε(x), t) respect with to dielectric
parameter ε(x).

The 1-D TM inverse problem to find the dielectric parameter is translated the following nonlinear
operator equation with respect to the dielectric parameter ε(x),

Q(ε(x), t) = ε−1(0) (H(ε(x); 0, t)− f(t)) ∗t g(t) = 0. (13)

4.2. Frechet Derivative Operator of the Nonlinear Operator
We derive the Frechet derivative operator of the nonlinear operator Q(ε(x), t) in this section. The
Frechet derivative operator is presented by a convolution differential integral form as follows:

Q′
εδε = ε−1(0) (δH(0, t)) ∗t g(t) =

∞∫

0

((
ε−2(x)

)
δε(x)

∂H

∂x
∗t

∂

∂x
(G(x, t))

)
dx′ (14)

Figure 1: The dielectric bulk model, star is source. Figure 2: The dielectric image from the eighth iter-
ation of the 2D GL TM inversion.
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Figure 3: The dielectric imaging of quasi-PHC in
section z = 0 by the 3D GL TM inversion.

Figure 4: The dielectric imaging of quasi-PHC in
section z = 50 Nm by the 3D GL TM inversion.

Figure 5: The dielectric imaging of quasi-PHC in
section z = 100 Nm by the 3D GL TM inversion.

Figure 6: The dielectric imaging of quasi-PHC in
section z = 150 Nm by the 3D GL TM inversion.

where G(x, t) is Green function by boundary impulse excitation as following

∂2G(x, t)
∂t2

− ∂

∂x

(
ε−1(0)

∂G(x, t)
∂x

)
= 0, x > 0, t > 0,

G(x, 0) =
∂

∂t
G(x, 0) = 0, x > 0,

∂G

∂x
(0, t) = g(t), t > 0.

(15)

The integral Equation (14) is derived by the following equations

ε−1
b (0)

∂G

∂x
∗t H(0, t)− ε−1(0)

∂H

∂x
∗t G(0, t) =

∞∫

0

((
ε−1
b (x)− ε−1(x)

) ∂H

∂x
∗t

∂

∂x
(G(x, t))

)
dx′ (16)

and

Q′
εδε = ε−1(0) (δH(0, t)) ∗t g(t)

=

∞∫

0

(
δ
(
ε−1(0)− ε−1(x)

) ∂H

∂x
∗t

∂

∂x
(G(x, t))

)
dx

=

∞∫

0

((
ε−2(x)

)
δε(x)

∂H

∂x
∗t

∂

∂x
(G(x, t))

)
dx (17)
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4.3. The Singular Expansion of the Magnetic Wave Field
In this section, when the boundary excitation is exited by the impulse, g(t) = δ(t), the singular
expansion of the magnetic field is presented as following,

H(x, t) = a(x)S(t− φ(x)) + Hs(x, t), (18)

where S(t− φ(x)) is the step function on the characteristic line φ(x),

φ(x) =

x∫

0

√
ε(ξ)dξ, (19)

a(x) is the amplitude,
a (x) = −ε(0)−

3
4 ε(x)

1
4 , (20)

The scattering magnetic wave function Hs(x, t) satisfies the following equations

∂2Hs

∂t2
(x, t)− ∂

∂x

(
ε−1(r)

∂Hs

∂x
(x, t)

)
=

∂

∂x

(
ε−1(r)

∂a

∂x

)
S(t− φ(x)), x > 0, t > 0,

Hs(x, 0) = 0,
∂Hs

∂t
(x, 0) = 0,

∂Hs

∂x
(0, t) =

1
4
ε−

3
2 (0)S(t).

(21)

When the boundary excitation is exited by the impulse, g(t) = δ(t), the Green magnetic solution
of the wave Equation (15),

G(x, t) = − 1√
εb

H(t−√εbx). (22)

5. 2D AND 3D DIELECTRIC IMAGING

We use GL TM dielectric inverion to make 2-D dielectric imaging. The dielectric model is embedded
in to the background medium which is shown in the Figure 1. The magnetic moment dipole source
“STAR” is located in x = 0, z = 0 on the surface boundary in the Figure 1. The Figure 2 shows that
the dielectric image from the eighth iteration of the 2D GL TM inversion. The dielectric imaging
of quasi-PHC in section z = 0 by the 3D GL TM inversion is presented in Figure 3. Figure 4 shows
that the dielectric imaging of quasi-PHC in section z = 50 Nm by the 3D GL TM inversion. The
dielectric imaging of quasi-PHC in section z = 100 Nm by the 3D GL TM inversion is shown in
Figure 5. Figure 6 shows that the dielectric imaging of quasi-PHC in section z = 150 Nm by the
3D GL TM inversion. The frequency band is from 1 GHz to 50GHz. The dispersion design in PHC
by our 3D GL TE and GL TM inversion creates the light guide.

6. CONCLUSION

The synthetic data interpretations show that the proposed GL TM dielectric inversion is stable and
is of high resolution. We use a small and suitable regularizing parameter to control the inversion
process stable. The GL EM modeling is used for forward modeling in the inversion. The proposed
GL TM inversion method has applications in the geophysical, earthquake, and oil explorations,
materials, nanometer and metamaterial dispersion design. The GL modeling and the GL TM
inversion are patented to GLGEO and all rights are reserved to GL Geophysical Laboratory.
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Electromagnetic Modeling of Plasma Etch Chamber for
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Abstract— In the plasma etch chamber used to fabricate semiconductor microchips, maintain-
ing the symmetry and uniformity of the electric field in the plasma discharge region is critical.
Very-high-frequency (VHF) RF sources are attractive for such applications as they improve the
efficiency of plasma generation. Electromagnetic effects become important at these frequencies,
and etch chamber design requires careful investigation of the electromagnetic field spatial struc-
ture in the chamber. In this paper, we apply the finite-difference time-domain (FDTD) method
to examine various electromagnetic effects in the plasma etch chamber and investigate strategies
for improved chamber design. These effects include the standing wave effects and asymmetric
field distributions that can be caused by asymmetric RF power feed configurations. The FDTD
method is formulated in both cylindrical and Cartesian coordinate systems to facilitate modeling
of rotationally symmetric chamber and asymmetric RF feed structures. The electric field dis-
tribution generated by various RF feed configurations is studied at different VHF frequencies.
Based on the FDTD simulations, we have been able to identify a variety of design approaches
for ensuring electric field symmetry and uniformity.

1. INTRODUCTION

Radio frequency (RF) capacitively coupled plasma discharges are widely used in semiconductor mi-
crochip fabrication for plasma etching [1]. In such plasma etching reactors, the plasma is generated
by applying a sinusoidal RF signal to two parallel circular electrodes spaced by a few centimeters.
The RF power is guided to the electrodes via a coaxial line, and the whole system is enclosed
by a cylindrical metal chamber. Initially, discrete frequencies between 2–30 MHz were used for
plasma processing. To increase the power coupling efficiency to the plasma, VHF sources rang-
ing from 30–162MHz have since become popular. However, the excitation frequency cannot be
increased indefinitely since major processing uniformity issues arise when electromagnetic effects
are significant. That is, when the RF wavelength becomes comparable to the chamber dimension,
which is ∼ 500mm for a semiconductor wafer size of 300 mm, and the plasma skin depth becomes
comparable to the electrode size and spacing.

When the electromagnetic effects become significant, it is indispensable to fully understand
the electrodynamic behavior of the RF fields in the etch chambers because any nonuniformity of
the electric fields in the plasma region would directly have an impact on the etch uniformity and
quality. In this paper, we apply the FDTD technique [2] to model the RF wave behavior in the
chamber. We particularly pay attention to the electric field distribution at the wafer level and the
corresponding electromagnetic effects at very high frequency. The FDTD method is formulated in
both cylindrical and Cartesian coordinate systems to facilitate modeling of rotationally symmetric
chamber and asymmetric RF feed structures. We couple the FDTD formulation with the CPML [2]
absorbing boundary conditions to accurately simulate the RF power delivery via a coaxial line.

2. COMPUTATIONAL METHOD DESCRIPTION

To make the computational model conformal to the geometrical features in the cylindrical etching
chamber, we formulate the FDTD method in the cylindrical coordinate system. In the cylindrical
coordinate system, the Maxwell’s curl equations for linear, isotropic, nondispersive materials can
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be written as:

∂Er

∂t
=

1
ε

(
1
r

∂Hz

∂φ
− ∂Hφ

∂z

)
− σ

ε
Er (1)

∂Eφ

∂t
=

1
ε

(
∂Hr

∂z
− ∂Hz

∂r

)
− σ

ε
Eφ (2)

∂Ez

∂t
=

1
ε

[
1
r

∂(rHφ)
∂r

− 1
r

∂Hr

∂φ

]
− σ

ε
Ez (3)

∂Hr

∂t
=

1
µ

(
∂Eφ

∂z
− 1

r

∂Ez

∂φ

)
(4)

∂Hφ

∂t
=

1
µ

(
∂Ez

∂r
− ∂Er

∂z

)
(5)

∂Hz

∂t
=

1
µ

[
1
r

∂Er

∂φ
− 1

r

∂(rEφ)
∂r

]
(6)

Discretizing Eqs. (1)–(6) using the conventional Yee lattice, we can obtain the corresponding
finite-difference equations. For example, the finite-difference equation for Ez is given by

Ez|n+1
i,j,k+1/2 =


1− σi,j,k+1/2∆t

2εi,j,k+1/2

1 + σi,j,k+1/2∆t
2εi,j,k+1/2


Ez|ni,j,k+1/2 +




∆t
εi,j,k+1/2

1 + σi,j,k+1/2∆t
2εi,j,k+1/2







“
1

2ri
+ 1

∆r

”
Hφ

˛̨
˛
n+1/2

i+1/2,j,k+1/2

+
“

1
2ri

− 1
∆r

”
Hφ

˛̨
˛
n+1/2

i−1/2,j,k+1/2

+
Hr|n+1/2

i,j−1/2,k+1/2−Hr|n+1/2
i,j+1/2,k+1/2

ri∆φ




(7)
In cylindrical coordinate system, the time step required to ensure numerical stability is given by

∆t ≤ 1

c
√

(1/∆r)2 + [1/(rmin∆φ)]2 + (1/∆z)2
, (8)

where rmin = 0.5∆r.
Ez is required to be evaluated along the z-axis where r = 0 and direct use of Eq. (7) would

encounter singularities. To determine Ez along the z-axis, we start with the integral form of
Ampere’s law of Maxwell’s equations:

∮

C
H · dl =

∫

S

(
ε
∂E
∂t

+ σE
)
· ds, (9)

where C is a closed contour around the z-axis and S is the surface bounded by the contour C.
Choosing the smallest contour around the z-axis that has a radius of 0.5∆r, we obtain

Ez|n+1
0,j,k+1/2 =


1− σ0,j,k+1/2∆t

2ε0,j,k+1/2

1 + σ0,j,k+1/2∆t
2ε0,j,k+1/2


 Ez|n0,j,k+1/2 +




2∆t∆φ
εi,j,k+1/2π∆r

1 + σi,j,k+1/2∆t
2εi,j,k+1/2




Nφ−1∑

j=0

Hφ|n+1/2
1/2,j,k+1/2, (10)

where Nφ is the number of grid points along the azimuthal direction.
To accurately model the propagating TEM wave behavior in a coaxial line, we apply the CPML

to truncate the coaxial line in the z-direction. The details of the CPML implementation can be
found in [2].

The plasma etching chamber usually operates at discrete frequencies. Therefore, we excite the
system using a monochromatic sinusoidal current source. The current source is designed to excite
the TEM mode in the coaxial line. In a coaxial line, the TEM mode is defined by [3]

Er =
V (t)

ln(b/a)
1
r
, Hφ =

V (t)
η ln(b/a)

1
r

(11)

where V (t) is the applied voltage, a and b are the radii of the inner and outer conductors, re-
spectively, and η is the intrinsic impedance of the insulating material in the coaxial line. The
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corresponding current sheet density on a z = z0 plane based on the surface equivalence theorem is
given by

Jr = −Hφ = − V (t)
η ln(b/a)

1
r

(12)

This current sheet source is applied to a cross section of the coaxial line about 5 cells away from
the PML.

To decrease the transient time in a single frequency simulation, we choose a new time function
based on the Hanning window function to replace the stepped monochromatic excitation [4]:

V (t) =
{

0.5 sin(2πft)[1− cos(πt
T )], 0 ≤ t ≤ T

sin(2πft), t > T
(13)

where T is the rising time that can be taken to be several cycles of the excitation frequency.

3. RESULTS AND DISCUSSIONS

A simplified model for a plasma etch chamber is shown in Fig. 1. Fig. 1(a) shows the internal
structures of the chamber whereas Fig. 1(b) presents a cross-sectional view. The RF power is
delivered into the chamber via a coaxial line. The inner conductor of the coaxial line to which the
RF voltage is applied is connected to the bottom electrode. Above the bottom electrode is the
electrostatic “chuck” which makes use of the electrostatic force to hold a semiconductor wafer on
it. The outer conductor of the coaxial line is connected to a grounded metal plate and chamber
wall. The grounded metal plate and the RF “hot” electrode are separated by quartz. Between
the electrostatic chuck and the top grounded electrode is the plasma region. A thin plasma sheath
between 1 mm–1 cm is usually formed between plasma and wafer. The ions are accelerated by
the electric field in the plasma sheath and will bombard the wafer with a significant energy to
facilitate the etching process. The uniformity of the electric field distribution within the plasma
sheath therefore would directly impact the etch rate uniformity. We investigate how the electric
field distribution in the plasma sheath changes as we increase the RF frequency and as the plasma
conductivity changes.

(a) (b)

Figure 1: A simplified model for a plasma etching chamber. (a) The internal view of the chamber. (b) The
cross-sectional view of the chamber.

We run the FDTD simulations for a mesh of 102 × 36 × 230 cells for a number of periods
until they reach steady state. Then we take discrete Fourier transform of the time-domain data
to obtain the electric field at a given frequency. To facilitate the studies of the electromagnetic
effects, we first treat plasma as a linear lossy medium with constant conductivity of 1 S/m and
the plasma sheath as a vacuum gap of 2.5 mm. The chosen conductivity corresponds to a plasma
density of about 1× 1016 m−3and collision frequency of about 3× 108 s−1. The discrete frequencies
we have investigated are 13.56MHz and 60 MHz. The electric field distributions at the wafer level
(i.e., the electric field between plasma and electrostatic chuck) are shown on Fig. 2 where we have
normalized the electric field by its maximum. Note that we have used different color scales for
each frequency in order to amplify the nonuniformity within the boundary of a wafer (the black
circle in the figure). Fig. 2(a) shows the electric field at 13.56 MHz. We see that the electric
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field distribution at this frequency is uniform within the boundary of a wafer because the effective
wavelength is large compared to the chamber dimensions. However, the electric field decays rapidly
after passing the edge of the bottom electrode. Fig. 2(b) shows the electric field at 60 MHz. At this
frequency, the effective wavelength is still large compared to the chamber dimensions. However, the
skin depth of the plasma with 1 S/m conductivity is 6.5 cm and is comparable to the wafer radius.
This skin effects lead to an edge-high and center-low pattern as shown in Fig. 2(b). We note that
the nonuniformity caused by the skin effects is small (< 1%). Fig. 2(c) shows the electric field at
60MHz, but for 10 S/m plasma conductivity and 1.3 mm plasma sheath thickness. At such a high
conductivity, the standing wave effects come into play even at 60 MHz and are dominant, leading
to a center-high and edge-low pattern as shown in Fig. 2(c). We note that the lossy nature of the
plasma can reduce the effective wavelength [3] and therefore make the standing wave effects more
pronounced for high conductivity even at lower frequencies.

 
(a) (b) (c) 

Figure 2: Electric field distribution 1mm above the wafer level. The black circle denotes the boundary
of a wafer. (a) 13.56 MHz (plasma conductivity = 1 S/m, plasma sheath thickness = 2.5mm); (b) 60MHz
(plasma conductivity = 1 S/m, plasma sheath thickness = 2.5mm); (c) 60 MHz (plasma conductivity =
10 S/m, plasma sheath thickness = 1.3mm).

 

(b) (c) 

(d) (e) (f) 

(a)

Figure 3: Three different RF feed configurations and the corresponding electric field distribution 1mm above
the wafer level at 60MHz. Left: RF feed is about 7 cm off center; Middle: Center RF feed with off-center
bend connected to power source; Right: Center RF feed with shielding grounded plate and off-center bend.

We also have studied the asymmetric field distributions that can be caused by asymmetric
RF feed configurations in the chamber. Fig. 3 shows three different RF feed configurations and
the corresponding electric field distribution 1 mm above the wafer level at 60MHz. Here, we
assume the plasma conductivity and sheath thickness are 0.1 S/m and 2.5 mm, respectively. These
parameters correspond to a plasma density of about 1× 1015 m−3and collision frequency of about
3 × 108 s−1. The off-center RF feed in Fig. 3(a) causes significant asymmetric field distribution
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shown in Fig. 3(d). Such asymmetric field distribution is not desired. One quick way to correct
this problem is to use a bend structure to feed to the center of the bottom electrode, as shown
in Fig. 3(b). Such a modification can significantly improve the field symmetry and uniformity
as shown in Fig. 3(e). Further improvement can be achieved by adding a grounded metal plate
(the yellow plate in Fig. 3(c)) above the RF bend. The grounded metal plate acts like a shield,
and therefore minimizes the impact of the RF bend structure. The corresponding electric field
distribution is quite uniform and symmetric, as shown in Fig. 3(f).

4. CONCLUSIONS

In summary, we have demonstrated electromagnetic modeling of plasma etching chamber based
on FDTD method and evaluated the standing wave effects, the skin effects of the plasma and the
asymmetric field distributions caused by asymmetric RF feed configurations in the chamber. Based
on the FDTD simulations, we have been able to identify a variety of design approaches for ensuring
electric field symmetry and uniformity. These design approaches are the foundation of new RF feed
designs in our plasma etching chambers.
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Analysis of Electric Field on Liquid Zoom Lens Based on
Electrowetting

Shunan Shi
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Abstract— The electro-wetting is a physical chemistry effect which can be used to control the
micro droplets. In this paper, we mainly report the design and development of the liquid zoom
lens based on the electro-wetting effect, the choose and manufacture of the cylinder transparent
electrode, and calculated the relationship of the focus length and the electrical field and give the
curves of the focus length and the biased voltage by simulation.

1. INTRODUCTION

In the optical system, the zoom lens plays an important role all the time. In recent years, along
with the development of optical communication technology, there is an increasing demand for micro-
zoom lens. The traditional optical lens system has been designed and optimized for centuries, the
traditional mechanical lens group has been on the verge of development because of their complexity,
cost, and cannot keep up with the requirement in the industry. To miniaturize the zoom lens and
improve its performance and lifetime, many kinds of new micro-zoom lens technology has been
raised recently [1], and liquid lensis the simplest one of them and has better image quality [2].

2. BASIC PRINCIPLES OF ELECTRO-WETTING EFFECT

In the mico-zoom lens system, the size of the components is from a dozens of microns to several
hundreds of microns. In this scale, the liquid droplet is strongly controlled by surface tension,
which is the leading force compared with the other forces.

If there is a thin insulation layer between the electrolyte and the electrode, the contact angle
will change due to an applied potential difference between the electrode and the electrolyte, which
is electro-wetting [3] effect. If we regard the droplet as a lens, the focus length will change with the
change of the surface shape of the droplet due to electro-wetting effect. Figure 1 schematicly shows
the electro-wetting effect setup. When voltage is zero, liquid surface was represented by the dotted
line and the contact angle between liquid and insulation is θ0. θ0 can be calculated by Young’s
equation [4]:

cos θ0 =
γsg − γsl

γlg
(1)

γsg is the tension of the interface of solid (insulation layer) and gas, γsl is the tension of the interface
of solid and liquid (electrolyte) and γlg is the tension of the interface of liquid and gas.

When the voltage is applied on the electrode and electrolyte, the hydrophobicity of insula-
tion layer will change under the electrical field, therefore the tensions among liquid-gas-solid also
changes. The surface shape of the droplet will reshape under the tension because the volume of
the droplet is a constant. The contact angle change to θ, as shown in Figure 1.

Figure 1: Schematic diagram of electro-wetting
setup.

Figure 2: Structure of electro-wetting on dielectric.
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3. PLANAR MICRO-ZOOM LENS

There are many kinds of methods used to control microfluid, including structured surface, capillary
action, galvanic effect, electrophoresis, electro-wetting on dielectric (EWOD) and so on. Electro-
wetting is paid close attention because of its merits, such as low power, high response speed, easy
controllability and good repetitiveness. According to the electro-wetting theory, the basic structure
of electro-wetting on dielectric is designed shown in Figure 2.

Electrolyte droplet (micro-litre) lies on the substrate with a plane electrode and a hydrophobic
dielectric, and the voltage is applied on the droplet and the electrode. When the voltage is zero,
the contact angle is blunt angle due to the hydrophobicity of dielectric. When the voltage is not
zero, the inductive charge or polarization charge changed the free energy between the droplet and
dielectric layer, which alter the wetting character and decreased the contract angle. The relation
of contract angle and voltage is described by Lippmann-Young equation.

cos θ = cos θ0 +
ε0εr

2dγLV
V 2 (2)

where, V is applied voltage, θ0 the contract angle when the voltage is zero. γLV is the tension
of the interface of the liquid and the dielectric. εr is relative dielectric constant, and ε0 is the
dielectric constant in vacuum. The thickness of dielectric is represented by d. In most cases, the
contract angle cannot equal to that calculated by Equation (2) after equilibrium. The angle θ is
between recedingcontact angle (θr) and advancing contact angle (θa) [5]. The difference of the two
angles (∆θ = θa − θr) is called the delay of contract. A most easy method is covered a layer oil as
lubricant.

At present, the structure of the zoom lens made by electro-wetting on dielectric are same to that
in Figure 2. Under the condition that the contract angle is unsaturation, the higher the voltage,
the smaller the contact angle, the smaller the surface curvature, the biger the lens focal length.
By this method, the focus length can be adjusted by changing the voltage. Recently, this kind of
lens has been researched in many countries. Some kinds of products not only can change the focal
length, also can control lens move on a plane. However, there are a lot of the structural defects,
such as, there is no a stable optical axis. That is, the shake of the device will change the location
of when a stable voltage is applied, which limits the application of this structure. In addition, the
uneven structure of the electrodes under the droplets will also damage the image quality. Much
work needs to do to improve the structure.

4. DOUBLE LIQUID LENS

We designed a double liquid lens, this special structure can stabilize the optical axis and guarantee
image quality. There are varieties of structures of double liquid lens, but the basic principle is the
same. That is, two kinds of transparent and non-infiltration liquid are permeated into a glass tube.
They approximately have the same density through adjusting the ingredient of the two solutions.
The conductive solution with the refractive index of n1 is connected with power and the insulated
non-polar liquid with the refractive index of n2 is connected with dielectric. Because the two liquid
has the same density and different refractive index, the interface can be used as a lens [6]. The
structure of double liquid cylindrical lens is shown in Figure 3.

Figure 3: Double liquid cylindrical lens.
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There are three key points in the preparing of double liquid lens. Firstly, the two liquid approx-
imately has the same density to keep a spherical interface away from the effect of gravity; Secondly,
the conductive liquid should always connect with the power. Lastly, the optical axis should be fixed
on the center of the whole device, and is not affect by the voltage. This structure overcomes the
defects of the plane electrode structure, in which the optical axis moves with voltage, the imaging
quality is seriously damaged.

5. PREPARATION OF CYLINDRICAL TRANSPARENT ELECTRODE

The cylindrical electrical electrodes used to prepare the double liquid lens must have the following
special characteristics, good transparence, providing even electrical field, small and thin. Based on
the points, the transparent thin film was prepared on the glass tube with millimeter size by spray
pyrolysis method. The thickness of the film is about 0.5mm, the transparency is over 90%.

SnO2 film has polycrystalline structure, and there are potential barriers among the crystal
grains. By doping Sb or F, the conductivity of SnO2 film can be enhanced by one order, and the
conductivity of SnO2: F is higher than SnO2: Sb [7]. We prepared SnO2: F film by using the
ultrasonic spray pyrolysis. And the method has many advantages such as simplicity of facility,
inexpensiveness of raw materials and shortness of production cycle; it is the most important that
we can get high-quality film by this method [8]. In our experiment, the solution was compounded
by adding SnCl4·5H2O and NH4F into the mixed solvents of water and alcohol. The mass ratio of
F to Sn is 0.03, and the volume ratio of water to alcohol is 5 [9]. Then the solution was put into
the tank of ultrasonic atomizer with the frequency of 1.7MHz. The substrate was a quartz tube,
which was washed by ultrasonic cleaner. Put the substrate into a muffle furnace and heated until
its temperature reached 430◦C. Then we evenly sprayed the atomizing solution onto the substrate,
took the tube out and cooled down in air. The electrodes were made by coating silver slurry on the
ends of the tube. Then the tube was put into the muffle furnace at room temperature, slowly heated
it to 600◦C, and kept the temperature for 30 minutes. After that, turned off the muffle furnace,
and did not open the door of the furnace. When the temperature receded to room temperature,
the tube was taken out, and the SnO2: F thin film heating tube was prepared.

SnO2 film is multi-functional inorganic materials, it is has low-resistance, high transparency of
visible light, excellent strength and chemical stability. The film has been widely used in the solar
cells, liquid crystal display, anti-reflective coating, heating power and optoelectronic devices.

6. THE RELATIONSHIP OF THE FOCUS AND THE ELECTRIC FIELD

According to the Young’s equation, the contact angle θ, as is shown in Figure 3, lies on the triphase
interfacial tension:

γ12 cos θ = γs1 − γs2 (3)

γ12 is the interfacial tension of the to kinds of liquid, γs1 is the interfacial tension of the solid and
insulating liquid, γs2 is the interfacial tension of the solid and the conductive liquid. When the
biased voltage V added on the conductive liquid and the transparent electrode, commensurable
positive and negative charge will be gathered at the both sides of the lyophobic dielectric layer, the
lyophobic dielectric layer can be regarded as a cylinder capacitor. γ12 and γs1 can be approxima-
tively considered as not be effected by the electrostatic field [8], only the γs2 is the function of the
electrostatic field. When the biased voltage is V , assume the interfacial tension of the solid and
the liquid is γs2(V ), the interfacial tension without biased voltage is:

γs2(v) = γ0
s2 + ∆γs2(v) (4)

The effect on the interfacial tension of the solid and liquid interface ∆γs2(v) is the change of
Helmholtz free energy ∆F in unit area of the lyophobic dielectric layer, as is shown:

∆F = ∆γs2(v) (5)

In the constant temperature and the same chemical composition, the Helmholtz free energy of the
solid and liquid interface changes as:

∆F = −
∫ v

0
σdv (6)
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R is the surface charge density of the dielectric layer, V is the voltage of the electrode and the
conductive liquid, the same as the voltage of the dielectric layer. The relationship is:

V =
eσ

ε0εr
(7)

e is the thickness of the lyophobic dielectric layer, ε0 and εr are the absolute specific inductive
capacity of the lyophobic dielectric layer and the relative specific inductive capacity of the media.
From the Equations (6) and (7), we can conclude that:

∆F = ∆γs2(v) = −ε0εr

2e
V 2 (8)

From the Equations (3) and (8), we can conclude that:

cos θ =
γs1 − γ0

s2

γ12
+

ε0εr

2γ12e
V 2 = cos θ0 +

ε0εr

2γ12e
V 2 (9)

θ0 is the contact angle of the solid and liquid without the biased voltage.

(a) (b)

Figure 4: (a) Parameter schematic diagram of double liquid lens and (b) schematic diagram of ray tracing.

As is shown in Figure 4, the index of refraction of the insulating liquid is n2, the radius of the
cylinder tube is R, the curvature radius of interface of the two liquids is r1. Tracing a near axis
ray and the project height is h1, as is shown in Figure 3. The n1, n2 and r1 has a relationship as
follows:

n2

l′1
− n1

∞ =
n2 − n1

r1
(10)

So
l′1 =

n2r1

n2 − n1
(11)

For the paraxial ray,
l′1 · u′1 = h1 (12)

So we can conclude that,

u′1 =
h1

l′1
=

h1(n2 − n1)
n2r1

(13)

In the coaxial spherical optical system,

l2 = l′1 − d =
n2r1

n2 − n1
− d (14)

h2 = h1 − d · u′1 = h1 − d · h1 (n2 − n1)
n2r1

(15)

After the refraction,

l′2 =
l2
n2

=

(
n2r1

n2 − n1
− d

)

n2
=

r1

n2 − n1
− d

n2
(16)

u′2 =
h2

l′2
=

[
h1 − d · h1 (n2 − n1)

n2r1

]

r1

n2 − n1
− d

n2

=
h1 (n2 − n1)

r1
(17)
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From the Equation (17), the focus of the zoom lens is:

f ′ =
h1

u′2
=

r1

n2 − n1
(18)

Because of the relationship of R and r1 as follows:

r1 =
R

sin(θ − 90◦)
=
−R

cos θ
(19)

The focus of the zoom lens is:

f ′ =
1

n2 − n1

R
cos θ0 +

ε0εr (n1 − n2)
2eRγ12

V 2
(20)

7. CONCLUSIONS

Based on the model of plane liquid multifocal lens, we calculated the relationship of the double
liquid multifocal lens focus and the biased voltage. The transparent conductive coating applied for
the double liquid multifocal lens is fabricated. When the liquid lens based on the electrowetting
effect is driven by a biased voltage, it has a fast zooming response, a good shake resistance, a stable
image performance and low power dissipation. The transmission for the visible light has been up to
90%. The liquid lens is composed by two kinds of liquid with different index of refraction, like the
doublet. We can put some additive into the liquid to adjust the optical character, and eliminate
the aberration. In this way, the expensive and complex method to eliminate the aberration can be
simplified. Meanwhile, by choosing appropriate liquid, we can ensure the lens work well in a large
temperature range. The liquid lens can be applied in many areas, such as pocket digital camera,
videos, cell phones, CCD camera inside of the computer, photoetching technology and so on, the
liquid lens has a bright future.
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The Use of Ray-tracing and Genetic Algorithms to Optimize a
Tapered Anechoic Chamber
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Abstract— Anechoic chambers are used for both emission and immunity testing. There are
three major types of anechoic chamber including rectangular, tapered, and double horn. The
tapered chamber is an established design concept used for antenna testing below 1GHz but the
ferrite tiles used to line the inside of the chamber are extremely expensive. This paper describes
a method of reducing the number of tiles, whilst ensuring a reliable test environment.
In this paper, the ray-tracing method for wave’s propagation is used for evaluation of the reflec-
tivity level of a tapered anechoic chamber, and genetic algorithms are used to optimize the layout
of ferrite tile absorber in a partially lined enclosure to produce a best performance.
The results show that it is possible to cover just 80% of the surface of the enclosure with ferrite
absorber and obtain good agreement by fully lined enclosure with an error of less than 3 percent
over the whole test points.

1. INTRODUCTION

Anechoic chambers are used for both emission and immunity testing. There are three major types
of anechoic chamber including rectangular, tapered, and double horn. The illumination difference
between the rectangular and tapered chambers is illustrated in Fig. 1. This is accomplished by
forcing the wall image close together at the source end of the chamber. The tapered chamber is an
established design concept used for antenna testing below 1 GHz.

The large demand for testing in the 30 to 1000MHz frequency range has brought about the
development of series of materials optimized for this application. The most common material is
ferrite tile. The ferrite tiles are expensive and the room strength required to support the weight of
the tiles (of the order of 30 kg/m) adds to the cost.

The need for decreasing the cost, led to develop some new optimized analytical and practical
methods. Based On the experiments [1], with 80% of Fresnel zone absorbing coverage, the variation
of the E-field is very uniform at all frequencies above 300 MHz and the maximum error is 1.4 dB.
Some optimization methods by using additional absorbers and shifted them and new absorber lining
of optimized material are proposed in [2].

The method offered in this paper, describe a new technique to reduce the need for full coverage
of lining material and optimize the layout of absorbing material tiles to reach a good performance
for the chamber and minimize the cost. The offered method has been simulated via computer
programs and validated with CST MICROWAVE STUDIO.

2. RAY-TRACING METHOD

The waves from a transmitting antenna can be modeled as many ray tubes shooting from the
location of the antenna [3]. In our ray-tracing program, every ray tube is composed of four rays
defined by the increments of θ and ϕ (∆θ and ∆ϕ) in local spherical coordinates centered at the
antenna and the ray tubes have about the same solid angle to improve program efficiency.

The basic ray-tracing procedure is described below.

1) When a ray tube incidents on an interface, a reflected and a transmitted ray tube is generated
according to Snell’s law and the local plane wave approximation. The reflection and trans-
mission coefficients derived for a plane wave illuminating a flat interface of two materials are
employed [4].

2) The reflected ray is continuously traced, while transmitted ray tube is neglected in the cham-
ber. However, those ray tubes will be terminated if their field values are less than a threshold
or exits outdoor

3) When a ray tube enters the room containing the receiving antenna, as shown in Fig. 2, a
test is then performed to determine whether or not. The E-field vector phasors of the tubes
passing the receiving point are superposed to obtain the E-field at this field point [3]. Many
field points may be checked and evaluated during this step to obtain the field distributions in
the receiving room.
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4) From the geometrical optics, the E-field of the ray tube at the receiving point, as shown in
Fig. 2, can be determined from the following equation:

~E = ~E0 ·
{∏

Ri

}
·
{∏

Ti

}
·
{∏

e−rili
}
· SF (1)

where E0 is the E-field at a reference point r0, Ri and Ti are, respectively, the reflection and
transmission coefficient dyads, {∏ e−rili} is the product of the propagation phase variations and
exponential losses for this ray contribution starting from r0, and SF is the spreading factor. From
the conservation of energy flux in a ray tube [5], SF can be obtained by using

SF =
√

A0/
√

A (2)

where A0 and A are the cross-sectional areas of the ray tubes at the reference point r0 and the field
point r, respectively.

In this paper transmission ray tubes are attenuated and only reflection ray tubes are traced at
each interface.

Figure 1: Test region illumination in (a)a rectangu-
lar chamber (b) a tapered chambers.

Figure 2: A ray tube passing a receiving antenna at
R.

3. SETTING FOR OPTIMIZATION

Ferrite tiles are generally 10 cm squares. Thetapered anechoic chamber under investigation (8 m×
8m× 24m) here would need approximately 551810 tiles. (Cover just 80% of its no tapered walls).
To search manually for the best performance in a problem of this size would be impossible. An
automated system is necessary and the use of genetic algorithms is suited for this type of search.

Genetic algorithms are used to search for a solution to a problem which produces a global
maximization (or minimization) of the function describing that problem. A set of possible solutions
is expressed in a way (such as a binary string) which allows them to be subject to crossover and
mutation to generate a new set of possible solutions [6, 7].

In the tapered anechoic chamber, excitation antenna is placed near the tapered walls (Fig. 3)
therefore the strong rays incident these walls. For this reason in this work tapered walls lined
completely by absorber materials and other five walls lined partially by these. This work optimized
the position of absorber in the no tapered walls to produce a best performance.

To enable the work to be carried out within the time available, the problem space was reduced
by dividing the surface area of the enclosure into 25-m squares, each one of which was either fully
tiled or not tiled. The position of each square was then assigned to a point on the binary string with
the 1/0 s indicating tiles/no tiles. The numbers of cells for this case (8m× 8m × 8m no tapered
surfaces of the anechoic chamber) are 1313 and equal by the size of string. This significantly reduced
the number of possible permutations available and also simplified the problem when the tiles were
installed in the enclosure.

Since the final aim of the work was to optimize the tile configuration with an automated computer
program, a single figure of merit was required to represent the quality of each tile configuration.

The figure of merit chosen for this work was generated from the difference between the reflectivity
level (RL) in the completely lined absorber anechoic chamber (RLCAC) and the RL in the partially
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lined absorber anechoic chamber (RLPAC). The reflectivity level, RL, of an anechoic chamber is
defined as

RL =
∑

ERi/EFs (3)

where ERi is the reflected field, at a receiving point R, due to the ith Reflected ray and EFs is the
free space field at the point, R. the figure of merit is obtained by Equation (4).

Cost =
∑

frequency

∑

testpoints

(RLCAC− RLPAC)2 (4)

To keep the time taken for each model to a minimum, the grid size used was 50 cm. The waves from
a transmitting antenna were modeled as 407 rays ray tubes shooting from the location of antenna.

4. RESULTS

The anechoic chamber dimensions used were 8 m× 8m× 24m. The position of excitation antenna
was (4m 4 m 2 m). The test points selected for optimization process is shown in Fig. 3. These
points are numbered from 1 to 15 in result figures.

The first run was for a Hertzian dipole antenna at 100 MHz frequency. The optimization process
was begun with 500 generations to reduce the cost factor. The final layout for tiles was obtained
after nearly 30 iterations for optimization process. This layout is shown in Fig. 4.
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Figure 3: Positions of excitation antenna and 15 test
point’s volume.

Figure 4: Optimized layout for Hertzian dipole
excitation at 100MHz (black = no tiles, white =
tiles).

To validate this method, the predicted and simulated (with CST MICROWAVE STUDIO)
results for a rectangular anechoic chamber were compared in [8].

In the test mode (for next results) the waves from a transmitting antenna were modeled as 12684
rays (∆θ = 0.0314R, ∆ϕ = 0.0314R/ sin(θ)) ray tubes shooting from the location of antenna.

The Figures 5 and 6 show the reflectivity level of the fully and partially lined absorber enclosure.
The maximum of reflectivity level of fully lined absorber enclosure and partially lined absorber
enclosure are −11.5 dB and −10.5 dB respectively. Due to good optimization, the 20% reduction of
the coverage of lining ferrite tile, led to an acceptable 1 dB increase of reflectivity level of tapered
anechoic chamber

The final layout was optimized at the 100MHz; however it is applicable for other frequency
range of ferrite tile without any change. This is due to this fact that the ray tracing algorithm is
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Figure 5: Reflectivity level of fully lined absorber
enclosure at 100 MHz.

Figure 6: Reflectivity level of partially lined ab-
sorber enclosure at 100MHz.

affiliated to space. The frequency range of reflectivity level of anechoic chamber is dependent on
frequency of excitation antenna and frequency range of ferrite tile.

The obtained layout of ferrite tiles (Fig. 4) is not offered for very long frequency range because
the ray tube in the ray tracing algorithm must be narrow and frequency range of ferrite tile is
limited. The Figures 7 and 8 show the good result agreement between fully and partially lined
absorber enclosure in the frequency range of 100–400 MHz at test point 1 and 6. The reflectivity
level of tapered anechoic chamber at higher frequencies can be decreased by lining loaded carbon
foam in free space between ferrite tile.

Figure 7: Compared reflectivity level of enclosure in
the test point 1 at the wide frequency range.

Figure 8: Compared reflectivity level of enclosure in
the test point 6 at the wide frequency range.

5. CONCLUSIONS

This paper described a new method for optimization tapered anechoic chambers. It is based on
reduction of the coverage of lining ferrite tile in the five no tapered walls of anechoic chamber to
reduce the cost of an anechoic chamber and optimization of layout of absorbing material to produce
a best performance. Due to good optimization, the 20% reduction of the coverage of lining ferrite
tile, led to an acceptable 1 dB increase of reflectivity level of anechoic chamber. The final obtained
layout has a good performance in the frequency range 100–400 MHz.
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An Improved Method of Determining Permittivity and Permeability
by S Parameters
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Abstract— In the paper, a new method is presented for determining the complex permittivity
and permeability of the linear materials by scattering coefficients. The coaxial line fixture is
used to facilitate the measurement of the material’s S Parameters. With the S Parameters, the
complex permittivity and permeability of the linear materials as a function of frequency can be
determined by the method. The phase ambiguity of the imaginary part of propagator can be
resolved by the real part of S21. Compared with former methods, the period of propagator can
be got from a series of reflection and transmission S Parameters in the frequency domain, the
results of the improved method can be more accurate in the wideband.

1. INTRODUCTION

The measurement of complex permeability and permittivity is required for a multitude of sci-
entific and industrial applications. Due to its relative convenience and simplicity, the transmis-
sion/reflection (TR) method is widely used in broad-band measurement technique. The relevant
literature in this area is copious. By placing a sample in a section of a coaxial line, the two-port
complex scattering parameters can be measured with the TR method. A. M. Nicolson [1] intro-
duced TR method in frequency domain. A. M. Nicolson and G. F. Ross [2] introduced TR method
in time domain. William B. Weir [3] found the imaginary part of propagation coefficient of a com-
plex quantity is equal to the angle of the complex value plus 2πn, where n is equal to the integer
of length of the sample divided by the transmission line guide wavelength. The phase ambiguity
is resolved by finding a solution for permittivity and permeability from which a value of group
delay is computed that corresponds to the value determined from measured data at two or more
frequencies.

Jing Huixin [4] used a “phase jump” method to determine n, so the phase ambiguity can be
resolved. Yang Guang [5] gave a new method to get the reflection coefficient more exactly when
the reflection scattering coefficient (S11) is too small. Abdel-Hakim Boughriet [6] used improved
equations to make the complex permeability and permittivity have a great agreement with the
sample.

S. S. Stuchly and M. Matuszewski [7] presented a slightly different derivation from Nicolson and
Ross, their method is unstable for low-loss materials at multiples of one half integer wavelengths.
L. L. Ligthardt [8] presented a method for shorted line measurements where the scattering equations
for the permittivity were solved over a calculated uncertainty region and the results were then
averaged. The equations are useful for high-loss materials, but for low-loss materials they have
the same problem the method is unstable at multiples of one half integer wavelengths. There are
many methods to improve the T/R method in the non-magnetic material, such as the method
provided by Yang Buning, Yang Deshun [9] et al. James Baker-Jarvis [10] can solved the problem
that the equations are unstable at multiples of one half integer wavelengths, but the equations
are overdetermined. David A. Hill [11] had given analytical and numerical results for rectangular
waveguides and coaxial transmission lines.

The goal of this paper is threefold: first, review A. M. Nicolson and G. F. Ross’s method.
Second, compared to these methods, the improved method is presented. The phase ambiguity is
resolved by finding the frequency regions of the real part of S21. Third, to present the results and
the analysis of the procedure.

2. T/R THEORY

In the A. M. Nicolson’s method, using coaxial line fixture, scattering coefficients can be got from
the signal flow graph:

S21(ω) =
VB

Vinc
=

(1 + Γ)(1− Γ)P
1− Γ2P 2

=
(1− Γ2)P
1− Γ2P 2

(1)

S11(ω) =
VA

Vinc
=

(1− P 2)Γ
1− Γ2P 2

(2)
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The thickness of the sample is d, characteristic impedance Z =
√

µR/εRZ0, the reflection coefficient:

Γ =
Z − Z0

Z + Z0
=

√
µR/εR − 1√
µR/εR + 1

(3)

The propagation coefficient:

P = exp (−jω
√

µε · d) = exp [−j (ω/c)
√

µRεRd]
V1 = S11 + S21; V2 = S21 − S11,

(4)

if X = 1−V1V2
V1−V2

, then the reflection coefficient:

Γ = X ±
√

X2 − 1 (5)

The appropriate sign is chosen so that |Γ| ≤ 1.
The propagation coefficient

P =
V1 − Γ
1− V1Γ

(6)

Define

µR

εR
=

(
1 + Γ
1− Γ

)2

= c1 (7)

µRεR = −
[

c

ωd
ln

(
1
P

)]2

= c2 (8)

But, there are some problems:
Firstlywith Ruler formula, the Equation (4) can be showed as:

P = cos[(w/c) ∗ d ∗
√

c2] + j sin[(w/c) ∗ d ∗
√

c2] (9)

If P1 is the real part of P , then:

cos[(w/c) ∗ d ∗
√

c2] = P1, also c2 =
[ c

ωd
(arccosP1)

]2

The problem is:
Since cos[(w/c) ∗ d ∗ √c2 + 2πm] = P1, m is an integer, then:

c2 =
[ c

ωd
(arccosP1 + 2πm)

]2
(10)

So, different m will lead to different results of c2. As a result, µR and εR are different.
Secondly, if the scattering coefficients are determined by µR and εR, when the method is used in

the left hand materials, the scattering coefficients determined by µR and εR may be wrong. If µR1

is a positive number, εR1 is a positive number; then µR1/εR1 = c1, µR1εR1 = c2; if µR2 = −µR1,
εR2 = −εR1, then µR2/εR2 = c1, µR2εR2 = c2, so we can find the results even if µR2 = −µR1,
εR2 = −εR1, c1 and c2 will be the same, so the scattering coefficients will also be the same.

In fact, if µR2 = −µR1, εR2 = −εR1, the scattering coefficients will be different. So the method
can not be used in the left hand material.

3. THE IMPROVED METHOD

Firstly, to find S21 and S11’s period, with A. M. Nicolson’s method, c1 and c2 can be found:

c2 = µRεR, c1 = µR/εR (11)

The propagation coefficient

P = exp
[
−j

(ω

c

)
d
√

c2

]
= cos

[(ω

c

)
d
√

c2

]
− j sin

[(ω

c

)
d
√

c2

]
(12)
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Then the period is t = d
c

√
c2,

P = cos θ − j sin θ (13)

where θ = ω · t, ω is the phase velocity, the reflection coefficient:

Γ = (
√

c1 − 1) / (
√

c1 + 1) (14)

The reflection coefficient is a constant, if the permittivity and permeability of the sample are fixed.

S21 =

(
1− Γ2

)
P

1− Γ2P 2
=

1− Γ2

2Γ

(
1

1− ΓP
− 1

1 + ΓP

)
(15)

The real part of S21:

real (S21) =
1− Γ cos θ

1− 2Γ cos θ + Γ2
− 1 + Γ cos θ

1 + 2Γ cos θ + Γ2
(16)

The imaginary part of S21

imag (S21) =
−jΓ sin θ

1− 2Γ cos θ + Γ2
− jΓ sin θ

1 + 2Γ cos θ + Γ2
(17)

Both of the real and imaginary parts of S21 have the same period of t.
Just as what Jing Huixin [4] said, 1/P can be determinedbut there is phase ambiguity in

ln(1/P ), the difference of the imaginary part of ln(1/P ) is 2nπ. When computed, the results must
be controlled in the ranges between −π and +π; using computer simulation, if the imaginary part
of ln(1/P ) exceeds ±π, the results will return to the ranges between −π and +π. So there is the
so-called phase ambiguity. And the imaginary part of ln(1/P ) is 2π(df

√
c2/c), it should be showed

Frequency (GHz) Frequency (GHz)

Frequency (GHz)

(a) (b)

(c)

T
h
e
 i

m
a
g
in

a
ry

 p
a
rt

 o
f 

ln
 (

1
/P

)

T
h
e
 r

e
a
l 

p
a
rt

 o
f 
S

2
1

Figure 1: (a) The imaginary part of ln(1/P ) as a function of frequency. (b) The imaginary part of ln(1/P ) as
a function of frequency using computer simulation. The real part of S21 and the imaginary part of ln(1/P )
as a function of frequency using computer simulation. Line 1 is the imaginary part of ln(1/P ), Line 2 is the
real part of S21.
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as Figure 1(a), but it shows the imaginary part of ln(1/P ) is periodic as Figure 1(b), the period is
f1: (where f1 = 1/t = c/d

√
c2).

It can be proved that the real part of S21 has its minimal record in the frequency of (2n− 1)×
f1/2, its maximal record in the frequency of 2n× f1/2. The results are showed as Figure 1(c).

So the period of the imaginary part of ln(1/P ) is f1. If the frequency in the range between
−f1/2 and f1/2, then m in the Equation (10) is 0; If the frequency in the range between f1/2 and
3f1/2, then m in the Equation (10) is 1 . . .

It can be also defined like this: From beginning to the first minimal real part of S21, the m in
the Equation (10) is 0; From the first minimal real part of S21 to the second minimal real part of
S21, the m in the Equation (10) is 1 . . .

In addition, if the expression of the relative permittivity and permeability like these:

εR = n× Z (18)
µR = n/Z (19)

where Z which presented by Yang Guang et al. [4] is the characteristic impedance

n = φ/ (k0d) (20)

where k0 = 2πf/c, f stands for frequency, c stands for the velocity of light.

φ = −i · log(p) + 2 · π ·m (21)

Then the method can be used in the left hand material too.

4. RESULTS

Conclusion paragraph should be here. . .
The results made by mathematics software are presented as below:

Figure 2: The sample in the coaxial line.
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Figure 3: The real part of S21 as a function of fre-
quency.

If the sample has relative permittivity and permeability, then the real part of S21 is measured
as Figure 3.

(εR = 2.04− j0.0005, µR = 1, d = 3 cm)
The first minimal real part of S21 at the frequency of 3.5 GHz. So f1/2 is equal to 3.5 GHz. f1

is equal to 7GHz. Assuming the relative permittivity and permeability of the sample are known,
f1 can be written as

f1 = 1/t =
c

d
√

c2
≈ 7GHz (22)

It can be seen that f1 determined by the minimal real part of S21 as a function of frequency is
equal to Equation (22).

In the frequency range from 3 GHz to 11GHz,the frequency between 3 GHz and 3.5GHz is in
the range between 0 and f1/2, the m in the Equation (10) is 0, the frequency between 3.6 GHz and
10.5GHz is in the range between f1/2 and 3f1/2, the m in the Equation (10) is 1, the frequency
between 10.6GHz and 11GHz is in the range between 3f1/2 and 5f1/2, the m in the Equation (10)
is 2 . . .

Figure 4 to Figure 7 present the real and imaginary part of the relative permittivity and per-
meability as a function of frequency.

In conclusion, the relative permittivity and permeability determined by S21 (transmission scat-
tering coefficient) have a great agreement with the sample, as they are presented by the Figure 4
to Figure 7.
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Figure 4: The real part of permittivity as a function
of frequency.
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Figure 5: The imaginary part of permittivity as a
function of frequency.
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Figure 6: The real part of permeability as a function
of frequency.

T
h
e
 i

m
a
g
in

a
ry

 p
a
rt

 o
f 

P
e
rm

it
ti

v
it

y

Frequency (GHz)

Figure 7: The imaginary part of permeability as a
function of frequency.

5. CONCLUSION

The method provided by Tian Buning, Yang Deshun, et al. [12] and Yang Guang, Jiang Shan
et al. [5] has improved stabilization for low-loss materials in multiples of one half integer period.
Because S11 is too small in that regions, if S11 ≈ 0, the reflection coefficient will be too small. It
leads to the unstable problem.

Furthermore, the improved method has a significant advantage in industrial applications. Since
the real part of S21 can be gotten from automatic network analyzer (ANA), the minimal and the
period of S21’s real parts can be easily seen from the results. Compared with the “phase jump”
method provided by Jing Huixin and Jiang Quanxing [4], there is no need to draw the imaginary
part of ln(1/P ) as a function of frequency.

In conclusion, the improved method can be used in both right and left materials; it also can
be widely used in the broad-band technique with a good stability in multiples of one half integer
period. We can also use Ganquan Xie’s [13] new global and local electromagnetic field (GL)
modeling to rebuild the coaxial line model. Compared with other Finite Element Method (FEM),
Ganquan Xie’s [14] method has an outstanding superiority in resolving only small matrices rather
than huge matrices of FEM. Given that the sample is difficult to made, and large FEM matrices
are difficult to resolve, GL method is useful in inversion.
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Abstract— The phenomenon of satellite thermal Infrared (TIR) anomaly before ocean earth-
quake has been reported since the early 1990s. The evolution pattern and the mechanism of TIR
anomaly before ocean earthquake are of great importance. In this paper, taking Dec. 26, 2006
Hengchun Ms 7.2 earthquake in Taiwan and March 25, 2007 Noto Peninsula Ms 6.9 earthquake in
Japan as the cases of ocean earthquakes, the features of satellite TIR anomaly before the ocean
earthquakes are analyzed. To study the mechanisms of this phenomenon, a group of physical
simulation experiments including the IR radiation detection experiment of rock fracturing and
sliding process, and the heat conduction experiment of water are carried out. The mechanism
of satellite Infrared anomaly before the earthquake in ocean region is discussed based on the
experimental results.

1. INTRODUCTION

There are more than five million earthquakes occurring every years, and most of them occur in the
ocean region. The satellite TIR anomaly phenomena before ocean earthquake has been reported
for many times. Qiang [3], Kong [1], Xu [5], Lu [2] and Yurur [6] reported that there were large area
of TIR anomalies in satellite remote sensing images before many ocean earthquakes. Usually, the
anomaly appeared one month to several days before the earthquake, and the anomaly temperatures
increment reached 2–4◦C.

Taiwan and Japan region are located in the jointed position of Eurasia plate and Pacific Ocean
plate. There are many earthquakes occurred every year due to the action of plate movements. For
example, the Jiji Ms 7.6 earthquake in Taiwan, which happened in Sep 21, 1999, caused about 3000
people death and about 10000 people injured. The feature and the mechanism of TIR anomaly
before ocean earthquake are of great importance

This paper takes Dec. 26/2006 Hengchun Ms 7.2 earthquake in Taiwan and March 25/2007 Noto
Peninsula Ms 6.9 earthquake in Japan as examples of ocean earthquakes to analyze the spatial-
temporal features of satellite TIR anomaly images. Then a group of simulation experiments are
carried out to study the mechanisms of the infrared anomaly before the ocean earthquakes. Some
views are also put forward to explain the TIR anomaly phenomenon before quake.

2. TWO OCEAN EARTHQUAKES WITH POSITIVE SATELLITE THERMAL IR
ANOMALY

2.1. Hengchun Ms 7.2 Earthquake in Taiwan
A Ms 7.2 earthquake occurred in Hengchun of Taiwan at 12:26/Dec. 26, 2006 (UTC, same as
the following), and the epicenter was at the position (21.9◦N, 120.6◦E). The earthquake caused 2
people death and about 50 people injured. The FY-2C satellite TIR images (10.3–11.3µm) showed
positive thermal anomaly appearing before the earthquake. Fig. 1 showed that there was an isolated
high temperature area on the east of Philippines 7 days before the earthquake. In the image at
16:00/Dec. 19 the anomaly area was restricted in the region (0–25◦N, 125–145◦E), and the west
edge of the anomaly was about in Philippines, meanwhile the center of anomaly was about at
the position (10◦N, 135◦E). After that the anomaly and its center moved gradually toward west.
At 16:00/Dec. 21 the west end of the anomaly moved to Palawan island and its center moved to
(10◦N, 127◦E). At 16:00 of Dec. 24 the center of anomaly had moved to Palawan island. The
moving direction of the anomaly in the whole process was from east to west, which is consistent
with the Pacific Plate’ moving direction.



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 775

After Dec. 24, the anomaly changed the moving direction and moved toward the Taiwan island
along manila ocean trench. The Fig. 1 shows following features: (1) 40 to half hours before
the quake the bright temperature of anomaly increased continually. At 4:00/Dec. 25 the bright
temperature of the epicenter was up to 24◦C, which was about 5◦C higher than that at same time
of the previous day; (2) 40 to half hours before quake the anomaly area enlarged continually. At
20:00/Dec. 24 the anomaly was mainly seated in about Palawan island, and the area of anomaly
was about 250000 km2. However half hour before shocking the area of anomaly increased to about
1000000 km2; (3) With the approaching of the earthquake, the anomaly moved gradually toward the
epicenter. Before 4:00/Dec. 25 there was not thermal anomaly around epicenter. But the image
at 4:00/Dec. 25 showed that there was a larger-scope anomaly appearing on surrounding of the
epicenter. The area of anomaly was about 6000 km2 and the temperature was 3◦C higher than the
surrounding area; (4) The anomaly distributed along the northeastern faults of South China Sea
(see the image 16:00/Dec. 25), and the moving route of anomaly was coincident with the Manila
trench, which indicated that the distribution and evolution of the anomaly were controlled by the
geological structure of South China Sea.
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Figure 1: Evolution features of satellite TIR images before earthquake (the white circle represent the epi-
center, and the white line represent faults).
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2.2. Noto Ms 6.9 Earthquake in Japan
A powerful Ms 6.9 earthquake struck Noto of Japan at 0:42/March 25, 2007. The epicenter of the
quake was at the position (37.3◦N, 136.9◦E). The FY-2C satellite TIR images appeared positive
TIR anomaly before the quake. Fig. 2 showed that there was an isolated high temperature area
on the west of the epicenter 7 days before the earthquake. From the Fig. 2, it can be seen that:
(1) With approaching to the quake the anomaly area enlarged gradually. The Satellite IR image
at 5:00/March 18 showed that a high temperature strip appearing on the southwest of Japan.
After that the anomaly area enlarged gradually (see the yellow and green color region). The
anomaly area enlarged up to the peak at 5:00/March 23; (2) The bright temperature of anomaly
increased gradually with approaching to the quake. The highest bright temperature of the image at
5:00/March 23 was about 3◦C higher than that at 5:00/March 18; (3) With the approaching of the
quake, the anomaly moved gradually toward the epicenter. The Fig. 2 showed that at 5:00/March
18 the anomaly appeared like a strip, and the northeast end of the strip is far from the epicenter.
However, at 5:00/March 23 the anomaly area enlarged obviously, and the northeast end of the
anomaly had moved to the epicenter of impending quake.
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Figure 2: Evolution features of satellite TIR images before Noto earthquake (the white circle represent
epicenter).
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Figure 3: IR precursor of rock fracturing.

The moving route of the anomaly in the whole process was consistent with the conjunct zone
of Pacific Plate and Eurasian Plate, which indicated that the IR anomaly was controlled by the
geological structure of Plate structure.

3. EXPERIMENTAL RESEARCH ON MECHANISM OF EARTHQUAKE TIR
ANOMALY

3.1. Experiments on the IR Radiation Variation of Rock in Fracturing and Friction Process
The earthquake is considered as the result of rock fracture or fraction. In order to study the
mechanism of TIR anomaly before earthquake two physical simulated experiments on IR radiation
of rock fracturing and friction process was carried out [4]. Fig. 3 and Fig. 4 show the diagrammatic
sketches and the results of the experiments. The two simulating experiments exist following features:
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(1) High-temperature IR radiation areas appear in the loading process, which distribute along the
fault or future fracture and evolve from one end to the another end with the evolution of stress
field; (2) With the coming of fracture the high-temperature radiation move gradually to the fracture
position. (3) Before the fracturing the IR radiation temperature increases steeply and later decrease,
which indicates the befalling of fracture.

59s 240s 303s72s

Figure 4: IR precursor of the rock friction.

Above experimental results is very consistent with the satellite IR anomaly phenomena before
earthquake.

3.2. Heat Transfer Measurement of Water and Its Numerical Simulation

Above physical simulation experiments show that fracturing and friction of rock can produce heat.
The result induces us to guess the thermal IR anomaly before earthquake is the result of stress-heat
transfer from the deep crust toward surface of earth. In order to examine the guess a simple heat
transfer measurement experiment is designed. In the experiment a basin, whose top caliber is 0.7 m,
bottom caliber is 0.4m and the height is 0.16m, is applied. Some water is poured in the basin,
and a electric heater is used below the basin to heat up the water. To measure the temperature of
water in the heating process two thermometer are used to respectively measure the top and bottom
temperature of water.

The experimental results showed that there is not variation in the top temperature of water
before 100 seconds. But the bottom temperature of water changes immediately as the beginning of
heating. During 20 minutes for heating the top temperature of water increases 5◦C and the bottom
temperature of water increases 11◦C. When the heating stops the top temperature of water is still
unceasingly increasing, but the bottom temperature of water stops increase immediately. Above
experiment process can be numerical simulated by a software FLUENT.

To realize the heat conduction process of water in ocean another larger numerical simulation
experiment was carried out. The size of numerical model was designed into 2 km high, 10 km wide
and the width of heat resource is 1 km. The temperature of heat resource is assumed as 370 K,
and the temperature of surrounding water is assumed as 300 K. The heating time is two days. The
model is applied to simulate the fault-friction heat conduction process in water. Fig. 5 shows the
numerical simulation results, which can be concluded that the heat conduction from 2 km-deep sea
floor to the surface needs 413 days. The temperature rises about 2 K. The result indicates that
the stress heat is not possible to transfer to the surface of ocean water in the shorter time. The
phenomenon of TIR anomaly before earthquake can not be explained by the stress heat conduction
mechanism.

 

413 days207 days

621 days 828 days

Figure 5: Numerical simulation results of water heat conduction.
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4. CONCLUSION

From above earthquake examples and the experiment results, we can find that the space-time
feature of TIR anomaly before quake is consistent with the space-time features of TIR anomaly of
rock fracturing and sliding in the experiments. Earthquake is the result of crustal stress action,
therefore all phenomena related to earthquake are the effects of crustal stress action, including the
satellite TIR anomaly before quake. It can be inferred from the IR detection experiment of rock
fracture and friction that the TIR anomaly before ocean earthquake originates from the stress-heat
of crust rock. But the water conduction experimental result shows heat conduction in water is very
slow and the TIR anomaly before ocean earthquake is impossible caused by the heat conduction of
water. Whether the heat convection of water or gas play a main role in TIR anomaly needs further
experiment to examine.
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Abstract— A main attribute of the Sumudu transform lies in its units preserving property.
Connected to Fourier, bilateral, two-sided, and ordinary Laplace transforms, the Sumudu is
beginning to claim more fame through its unique advantages and pragmatic applications. Here,
Maxwell’s equations, pertaining to transient electromagnetic planar, (TEMP), waves propagation
in lossy media, are shown to yield electric field solutions, through Sumudu transformation.

1. A HANDFUL OF INTEGRAL TRANSFORMS

The Laplace transform usage dates back to Euler’s 1737 ‘De Constructione Aequationum’. Its use
has been prevalent in solving ordinary differential, difference, and functional equations. Like Euler,
a list of contributors to the Laplace transform theory, many of whom have other transforms attached
to their names, include but is certainly not limited to Lagrange, Laplace, Fourier, Poisson, Cauchy,
Abel, Liouville, Boole, Riemann, Pincherle, Amaldi, Tricomi, Picard, Mellin, Borel, Heaviside,
Bateman, Titchmarsh, Bernstein, Doetsch, and Widder [1]. The bilateral Laplace transform is an
integral transform closely related to the Fourier transform, the ordinary one-sided, and the two-
sided or s-multiplied Laplace transform [5, 12]. For, f(t), a real or complex valued function of the
real variable t taking domain over all real numbers, the bilateral Laplace transform is defined by
the integral,

B[f(t)](s) = F (s) =
∫ +∞

−∞
f(t)e−stdt. (1)

Albeit less famed than its one sided counterpart, the bilateral transform can be encountered in
all areas of scientific applications where the functions used may be defined, but not necessarily, over
subsets of both sides of the real axis. For instance, the moment generating function of a continuous
probability density function, p(x), is defined, B[p(x)](−s).

Given any real number, a, and the shifted unit step function, Ha(t), of the Heaviside function,
H(t) = H0(t),

Ha(t) =
{

1, for t ≥ a,

0, for t < a,
(2)

the one-sided ordinary Laplace transform, L, may be defined in terms of the bilateral Laplace
transform by,

L[f(t)](s) =
∫ +∞

0
f(t)e−stdt = B[f(t)H(t)](s), Res > 0. (3)

Clearly, either version of the Laplace transform can be defined in terms of the other, since we
also have,

B[f(t)](s) = L[f(t)](s) + L[f(−t)](−s). (4)

The Fourier transform may also be defined in terms of the bilateral Laplace transform as follows,

F [f(t)](w) = B[f(t)](s = iw) = F (ω) =
∫ +∞

−∞
f(t)e−iωtdt. (5)

According to this definition, the inverse Fourier transform is then given by,

F−1[F (ω)](t) = f(t) =
1
2π

∫ +∞

−∞
F (ω)eiωtdω. (6)

Therefore,

f(t)e−αt =
1
2π

∫ +∞

−∞
F (α + iω)eiωtdω, (7)
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provided,

lim
T→∞

∫ T

0
|e−αtf(t)|dt < ∞. (8)

In science, and engineering applications, the argument t often represents time (in seconds),
while the function f(t) represents a signal or waveform that varies with time. In these cases, f(t)
is called the time domain representation of the signal, while F (s) is called the frequency domain
representation. The inverse transformation then represents a synthesis of the signal as the sum of
its frequency components taken over all frequencies, whereas the forward transformation represents
the analysis of the signal into its frequency components [9].

The two-sided Laplace (different from bilateral) transform used by some authors, is defined by,

T [f(t)](s) = sB[f(t)] = sF (s) = s

∫ +∞

−∞
f(t)e−stdt. (9)

The two-sided Laplace transform is at times referred to as the s-multiplied Laplace transform
as can be traced to Mclachlan 1948 book (see references in [5]). If, s, is real and we take, u = 1/s,
then the two-sided Laplace transform [12], is what Watagula [13], defined as the Sumudu transform
or simply the Sumudu as connoted in [2-, 3], given by,

S[f(t)](u) = T [f(t)](1/u) =
1
u

∫ +∞

−∞
f(t)e−t/udt, − τ1 ≤ u ≤ τ2. (10)

2. SUMUDU TRANSFORM PROPERTIES

While much more may be needed, extensive research has been carried out to date concerning the
properties and applications of the Sumudu transform. It turns out that among other attributes,
the Sumudu does preserve, average, scale, sign, and unit properties [2–5]. Provided the function,
f(t) satisfies,

|f(t)| <
{

Me−t/τ1 for t ≤ 0,

Met/τ2 for t ≥ 0,
(11)

after a change of variable, the sumudu of f(t), can be rewritten as (see for instance [4, 5]),

S[f(t)](u) = G(u) =
∫ ∞

0
f(ut)e−tdt, − τ1 ≤ u ≤ τ2. (12)

Hence, if, Γ, denotes the Gamma function, and, α ≥ −1, S[tα] = Γ(1 + α)uα [10]. In particular,
for any nonegative integer, n, we have, S[tn/n!] = un, S[eat] = 1

1−au , for u ∈ (−1, 1), S[Ha (t)] =
S[H (t− a)] = e

−a

u , with, u ≥ a, and,

S[f (t− a)](u) = S[Ha (t) f(t)](u) = S[H (t− a) f(t)](u) = e
−a

u S[f(t)](u). (13)

Clearly, for real s, we have a Laplace-Sumudu Duality (LSD [2–5] or Reciprocity Property [9])
in the sense that,

S[f(t)](u) =
B[f(t)](1/u)

u
, and, B[f(t)](s) =

S[f(t)](1/s)
s

. (14)

This relation extends in fact to when, s = 1/u, is complex, and to the ordinary one-sided Laplace
transform,

L[f(t)](s) = B[f(t)H(t)](s) =
S[f(t)H(t)](1/s)

s
=
S+[f(t)](1/s)

s
, Res > 0. (15)

Using the LSD, it is pragmatic to reproduce an inverse Sumudu, S−1, residue theorem [4].
Theorem 1. Let M(u) denote the Sumudu of the function, f(t), such that,

(i) the function, sM(s), is meromorphic, with singularities having, Re(s) < β, and



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 781

(ii) there exist a circular region C with radius r, and positive constants, p and q, such that,

| sM(s) |< prq, (16)

then, modulo null functions, f(t), is uniquely given by,

f(t) = S−1[M(u)] =
1

2πi

∫ β+i∞

β−i∞
eut M(1/u)

u
du =

∑
Residues [eutM(1/u)/u]. (17)

Now, denoting by, f (n)(t), the n’th derivative for the function, f(t), for integers n ≥ 0, we have [5],

S[f (n)(t)](u) =
G(u)
un

− f(0)
un

− · · · − f (n−1)(0)
u

. (18)

In particular,

S[f ′(t)](u) =
S[f(t)](u)

u
− f(0)

u
, and, S[f ′′(t)](u) =

S[f(t)](u)
u2

− f(0)
u2

− f ′(0)
u

. (19)

Extensions of the Sumudu differentiation properties to fractional exponents were recently estab-
lished in [10].

Now, we present various useful Sumudu convolution (and hence integration) results (see [3]).
Theorem 2. Let M(u) and N(u), be the sumudi for the functions, f(t) and g(t), respectively,

then,

(i) The Sumudu of the convolution of f , and g,

S[(f ∗ g)(t)](u) = S



t∫

0

f(τ)g(t− τ)dτ


 = uM(u)N(u). (20)

(ii) The Sumudu of the derivative of the convolution of functions, f and g,

S[(f ∗ g)′(t)](u) = M(u)N(u). (21)

(iii) The Sumudu of the derivative of the convolution of f with itself,

S[(f ∗ f ′)(t)](u) = M2(u). (22)

(iv) The Sumudu of the anti-diderivative of the function, f(t),

S



t∫

0

f(τ)dτ


 (u) = uM(u). (23)

Proof: To prove (i), we note that,

uM (u) N (u) = u

∞∫

0

e−vf (uv) dv

∞∫

0

e−wg (uw) dw, (24)

which upon making the variable change, t = v + w, becomes,

uM (u)N (u) =

∞∫

0

∞∫

0

e−(v+w)f(uv)g (uw) udvdw =

∞∫

0

e−t

t∫

0

f (uv) g(u(t− v))d(uv)dt. (25)

Now, if we set, τ = uv, then dτ = udv, with uv in [0, ut], when v is in [0, t]. Hence,

uM(u)N(u) =

∞∫

0

e−t

ut∫

0

f(τ)g(ut− τ)dτdt = S[(f ∗ g)(t)](u), (26)
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yielding the sumudu of the convolution of f and g. This is obviously consistent with the commu-
tativity of the convolution, f ∗ g = g ∗ f . Since, (f ∗ g)′ = (f ′ ∗ g) = (f ∗ g′), and, (f ∗ g)(0) = 0,

using Equation (18), proves (ii),

S[(f ∗ g)′(t)](u) = [uM(u)N(u)− (f ∗ g)(0)]/u = M(u)N(u). (27)

To prove (iii) and (iv), set, g = f , and g(t) ≡ 1, respectively in Equation (26),

S



t∫

0

f(τ)dτ


 (u) = S[(f ∗ 1)(t)](u) = uM(u). (28)

For instance, this confirms that since,

S[sin(t)] = uS[cos (t)] = u/(1 + u2), (29)

then,
S[sin(t) ∗ cos(t)] = (S[sin (t)])2 = u2/(1 + u2)2. (30)

3. SUMUDU BASED MAXWELL’S EQUATIONS TREATMENT

Based on transient excitation functions, the ordinary Laplace transform method has been the
traditional tool used for solving Maxwell’s equations. Here, we use the Sumudu to solve the
problem of transverse electromagnetic planar, (TEMP), waves propagating in the z-direction in an
unbounded lossy medium with constant permittivity ε, permeability µ, and positive conductivity,
σ [6–8]. The development below follows closely the one in [9]. The electric field vector, E, and the
magnetic field vector, H, interactions are generally described by Maxwell’s equations [11],

{
(i) ∇×E = −µ∂H

∂t ,

(ii) ∇×H = ε∂E
∂t + σE.

(31)

Taking account of the transversality of the TEMP wave and the medium conditions, this equation
expands to, {

(i) ∂Ex

∂z + µ∂Hy

∂t = 0,

(ii) ∂Hy

∂z + ε∂Ex

∂t + σEx = 0.
(32)

Setting, F (z, u) = S[Ex(z, t)], and, G(z, u) = S[Hy(z, t)], and resorting to the Sumudu differ-
entiation property (19) above, the Sumudu transform of the previous system delivers the set of
equations, {

(i) ∂F (z,u)
∂z + µG(z,u)

u − µH(z,0)
u = 0,

(ii) ∂G(z,u)
∂z + εF (z,u)

u + σF (z, u)− εE(z,0)
u = 0.

(33)

Now taking the partial derivative of (i) with respect to z,

∂2F (z, u)
∂z2

+
µ

u

∂G(z, u)
∂z

− µ

u

∂H(z, 0)
∂z

= 0, (34)

helps us eliminate G(z, u) and obtain a differential equation for F (z, u) only,

∂2F (z, u)
∂z2

− (
µε

u2
+

µσ

u
)F (z, u) =

µ

u

[
∂H(z, t)

∂z

]

t=0

− µε

u2
E(z, 0). (35)

Now inputting the consequent initial time values relation into the previous equation,
[
∂H(z, t)

∂z

]

t=0

= −ε

[
∂E(z, t)

∂t

]

t=0

− σ [E(z, t)]t=0 , (36)

we get the resulting equation,

∂2F (z, u)
∂z2

− (
µε

u2
+

µσ

u
)F (z, u) = −

(µε

u2
+

µσ

u

)
E(z, 0)− µε

u

[
∂E(z, t)

∂t

]

t=0

(37)
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If we assume the known initial conditions to satisfy, E(z, t → 0) = f0(z), and, ∂E(z, t → 0)/∂t =
f ′0(z), and we set, ρ = µσ

u , λ = µε
u , and, γ2 = µσ

u + µε
u2 = ρ + λ/u, we see that Equation (37) yields,

d2F (z, u)
dz2

− γ2F (z, u) = W (z, u), (38)

where,
W (z, u) = −(γ2f0(z) + λf ′0(z)) = −(ρf0(z) + λ[f ′0(z) + f0(z)/u]). (39)

As expected, for unit consistency, both quantities, f ′0(z), and, (f0(z)/u), must have the same
exact units. We observe that the homogeneous solution of Equation (38), Fh(z, u), and particular
solution, Fp(z, u), are given by,

{
Fh(z, u) = A(u)eγz + B(u)e−γz, and,

Fp(z, u) = eγz

2γ

∫
e−γzW (z, u)dz + e−γz

2γ

∫
eγzW (z, u)dz.

(40)

Next, considering the boundary conditions concerning the electric field, E(z, t), we have,

lim
z→0

E(z, t) = E(0, t),= f(t), t ≥ 0, (41)

along with the assumption that for, z > 0, the wave, f(t), is traveling in a lossy medium having
positive conductivity. In this case, we get, the time coefficients A, and B in Equation (40), satisfy,

{
A(u) = 0, and,

B(u) = F (0, u) = F (u) = S [f(t)] .
(42)

Therefore, since, e−γz = e−
b

a
ze−

1
au

z − a
∫∞
z/a e−bτ ∂

∂zJ0

(
b
a

√
z2 − a2τ2

)
e−τ/udτ , we get, (see [9]

for more details),

F (z, u) = F (z, u) = F (u)e−γz = F (u)e−
b

a
ze−

1
au

z − auF (u)S [Φ(z, τ)] (43)

where, with the substitutions a = 1/
√

µε, b = σ/2ε, and, J0 denotes the Bessel function of order 0,
we have,

Φ(z, τ) =

{
e−bτ ∂

∂zJ0

(
b
a

√
z2 − (aτ)2

)
, for τ ≥ z/a,

0, for 0 < τ < z/a
(44)

Now, by the shift and convolution Sumudu properties, (13), and (20), and development in this
section we have,

Theorem 3. Subject to lossy media conditions, the transient electric field, E(z, t), in Equa-
tion (31) is given by,

E(z, t) = e−
b

a
zf(t− z/a)− a

∫ ∞

z/a
f(t− τ)e−bτ ∂

∂z
J0

(
b

a

√
z2 − (aτ)2

)
e−τ/udτ. (45)

Further details concerning TEMP waves electric field solutions can be found in [6–9].
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Abstract— The obvious promise of single and multiple Graphene sheets for new and improved
electronic devices mandates a serious exploration of their electromagnetic properties. In this
paper, we employ techniques that we recently used to develop an exact explicit analytical ex-
pression for the dyadic electromagnetic Green’s function of a thin excitonic layer (in a study
of inhomogeneous radiative exciton polariton modes corresponding to the complex poles of the
matrix Green’s function). Here, we further extend this technique to determine the structure of
the dyadic electromagnetic Green’s functions for a bilayer, and apply it to examine Graphene
bilayer electromagnetics.

1. INTRODUCTION

Graphene, a single-atom-thick two-dimensional planar layer of Carbon atoms in a hexagonal honey-
combed lattice composed of two superposed triangular sub-lattices, has been receiving a great deal
of attention, both experimental and theoretical, since the first report in 2004 of its unusual device-
friendly material properties [1, 2]. These properties include: high mobility at elevated tempera-
ture [3], reaching 200,000 cm2/Vs (over two orders of magnitude higher than that of silicon-based
materials, over twenty times that of GaAs, over twice that of InSb); high electron density, about
1013 cm−2 in a single subband; long carrier mean-free-path, L ∼ 400 nm at room temperature, open-
ing the possibility of Graphene-based ballistic devices; stability to high temperatures, ∼ 3000K;
quantum Hall effect occurs at room temperature in Graphene; the planar form of Graphene gener-
ally allows for highly-developed top-down CMOS compatible process flows, a substantial advantage
over Carbon nanotubes that are difficult to integrate into electronic devices and are difficult to
produce in consistent sizes and electronic properties. All of these properties make Graphene an
extremely promising material for future nanoelectronic devices. Such applications of Graphene
are already in progress, including: Graphene sensors [4] that can detect minute concentrations (1
part per billion) of various active gasses; a Graphene spin valve [5]; a Graphene electromechanical
resonator [6] can actuate an electromechanical resonator by an rf-gate-voltage superposed on a dc-
voltage applied to the Graphene sheet, or by optical actuation using a laser focused on the sheet; a
Graphene field effect transistor [7, 8] has already been produced; a Graphene quantum interference
device was built to manipulate electron wave interference effects.

Bilayers of Graphene are similarly of great interest at this time and their charge transport
and electromagnetics are also under investigation. In this paper we determine the electromagnetic
dyadic Green’s function for such a bilayer taking the separation “a” of the constituent Graphene
layers to be sufficiently large that tunneling between them can be neglected. In this analysis,
we employ the same techniques used in our earlier derivation [9] of the exact, explicit analytic
expression for the dyadic electromagnetic Green’s function of a thin 2D planar excitonic layer. To
start, we note that the Levine-Schwinger [10] dyadic Green’s function for a spatially homogeneous
and isotropic host medium of dielectric constant εh can be written as (Î is the 3× 3 unit dyadic)

Ĝ3D(z, z′,k‖, ω) =
1

2ıkz

×
{
Î− c2

ω2εh
[k‖k‖+kzsign(z − z′)(k‖ez+ ezk‖) + ezez(k2

z − 2ıkzδ(z − z′))]
}

× exp(ıkz|z − z′|), (1)

Here, we have Fourier transformed in the x-y plane of spatial translational invariance, (r‖ − r′‖) =
(x− x′, y − y′) ⇒ k‖, and in time, t− t′ ⇒ ω, and

kz =
√

(ω2/c2)εh − k2
‖. (2)
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The sign before the radical has been chosen in such a way that the field in the host medium satisfies
the radiation condition for k‖ < ωε

1/2
h /c and the evanescent field condition for k‖ > ωε

1/2
h /c. When

calculating Ĝ3D(0, 0,k‖; ω) in Eq. (1), we approximate the Dirac delta-function, δ(0), by the inverse
of the excitonic layer thickness, 1/d. Moreover, since sign(0) = 0, we have

Ĝ3D(0, 0,k‖; ω) =
1

2ıkz

{
Î− c2

ω2εh
[k‖k‖ + ezez(k2

z − 2ıkz/d)]
}

. (3)

In general we will suppress the explicit appearance of k‖ and ω below.

2. BILAYER DYADIC EM GREEN’S FUNCTION

The integral equation for the electromagnetic Green’s function for a medium with conductivity
σ̂(r, r′) → σ̂2D(r, r′) here is given by (take εh → 1)

Ĝ(r, r′) = Ĝ3D(r, r′)− 4πiω

c2

∫
d3r′′‖

∫
d3r′′′‖ Ĝ3D(r, r′′)σ̂2D(r′′, r′′′)Ĝ(r′′′, r′). (4)

In the case at hand of a planar homogeneous bilayer, we have

σ̂2D(r′′, r′′′) = Îσ2D(ω)δ(2)(r′′‖ − r′′′‖ )[δ(z′′ − a/2)δ(z′′′ − a/2) + δ(z′′ + a/2)δ(z′′′ + a/2)], (5)

where the two layers have conductivity σ2D(ω) and they are situated at z = ±a/2. Employing
Eq. (5), the integral Eq. (4) reduces to (Fourier transform r‖ − r′‖ → k‖ and suppress it)

Ĝ(z, z′) = Ĝ3D(z, z′)− 4πiω

c2
σ2D(ω)Î

∑
±

Ĝ3D(z,±a/2)Ĝ(±a/2, z′). (6)

To solve, we require Ĝ(±a/2, z′) on the right of Eq. (6), so we set z = ±′a/2 throughout it:

Ĝ(±′a/2; z′) = Ĝ3D(±′a/2; z′)− 4πiω

c2
σ2D(ω)Î

∑
±

Ĝ3D(±′a/2,±a/2)Ĝ(±a/2, z′). (7)

This 2×2 matrix equation arising from the multiplicity of (±′,±) values is readily solved (carefully
noting the order of dyadics) as: [since Ĝ3D(z, z′) = Ĝ3D(z − z′), we write Ĝ3D(±a/2,±a/2) =
Ĝ3D(0) and Ĝ3D(±a/2,∓a/2) = Ĝ3D(±a); and also use the notation Ĝ(±a/2, z′) = Ĝ±, and
Ĝ3D(±a/2, z′) = Ĝ3D±, etc.].

Ĝ± = ∆̂−1
±

{
Ĝ3D± − ĈĜ3D(±a)(1 + ĈĜ3D(0))−1Ĝ3D∓

}
. (8)

Here, Ĉ = 4πiω
c2 σ2D(ω)Î, and

∆̂± = Î + ĈĜ3D(0)− ĈĜ3D(±a)(Î + ĈĜ3D(0))−1ĈĜ3D(∓a). (9)

Eqs. (6)–(10) provide all the information needed to determine the double-layer dyadic EM Green’s
function.

3. GRAPHENE BI-LAYER EM DISPERSION RELATION

We choose the coordinate system such that k‖ is along the x axis and ky ≡ 0. From Eq. (3) it
follows that (Î + ĈĜ3D(0))−1 is diagonal:

(
Î + ĈĜ3D(0)

)−1
= λxexex + λyeyey + λzezez, (10)

with

λx =

[
1 +

2πωσ2D

kzc2

(
1−

k2
‖c

2

ω2εh

)]−1

, λy =
(

1 +
2πωσ2D

kzc2

)−1

, λz =
[
1− 2πσ2D

kzωεh
(k2

z − 2ikz/d)
]−1

.
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Furthermore, Ĝ3D(±a) can be written as

Ĝ3D(±a) =
1

2ikz

{
Î− c2

ω2εh

[
k2
‖exex ± k‖kz(exez + ezex) + k2

zezez

]}
exp(ikza). (11)

Using Eqs. (10) and (3), ∆̂± can be written as

∆̂± = Mxxexex + Myyeyey + Mzzezez ±Mxzexez ±Mzxezex, (12)

with

Mxx,zz = λ−1
x,z +

(
iωσ2D

k2
zc

2

)2

e2ikza




(
1−

k2
‖,zc

2

ω2εh

)2

λ2
x,z −

(
k‖kzc

2

ω2εh

)2

λz,x


 ,

Myy = λ−1
y +

(
iωσ2D

k2
zc

2

)2

λye2ikza,

and

Mxz,zx =
1
εh

(
iσ2D

k2
zc

)2

k‖kze2ikza

[(
1−

k2
z,‖c

2

ω2εh

)
λx,z −

(
1−

k2
‖,zc

2

ω2εh

)
λz,x

]
.

Here, Mxx,zz refers to Mxx or Mzz; and Mxz,zx refers to Mxz or Mzx. The symbols λx,z and λz,x

refers to λx or λz and λz or λx, respectively, in accordance with the first M subscript before or
after the comma.

The electromagnetic dispersion relations for a bilayer are determined by the vanishing of det∆̂±,
or

MxxMzz −MzxMxz = 0 and Myy = 0. (13)

The significant differences between the electromagnetic modes of Graphene and those of more
traditional two dimensional materials arise from its conductivity expressed in terms of the Graphene
polarizability as given in Refs. [11–15]. Even the low wavenumber Graphene plasmon makes a
distinctive contribution because of its unusual dependence on 2D density, n

1/4
2D , as opposed to the

usual n
1/2
2D for traditional materials.
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Abstract— When an electrical current with a low frequency is applied to a cell, the current
passes through the outside of the cell. Thus, impedance measurements at low frequencies cannot
be used to determine the pathological change of the cellular organelle taking place inside the cell.
However, increasing the frequency of the electrical current makes the capacitive impedance of
the cell decrease, allowing the electrical current to flow through the cell. This study presents the
design and fabrication of a microfluidic device integrated with a coplanar waveguide open-ended
MEMS probe for the impedance measurement of the single HeLa cell at radio frequencies. The
device includes a PDMS cover with a microchannel and microstructures to capture the single
HeLa cell and a conductor-backed CPW fabricated using a silicon chip and two PCB boards.
The effects of the substrate on the characteristic impedance of the CBCPW structure were
investigated under three conditions by utilizing a Time-Domain Reflectometer (TDR) to obtain
the characteristic impedance of the device (46.43 Ω). Finally, impedance measurements using
the proposed device and a vector network analyzer (VNA) are demonstrated for sodium chloride
solutions with different concentrations, DI water, alcohol, PBS, and a single HeLa cell.

1. INTRODUCTION

Biological cells can be analyzed at low frequencies or high frequencies. When an electrical current
with a low frequency is applied to a cell, the current passes through the outside of the cell. However,
the pathological change of a cellular organelle taking place inside the cell cannot be determined
using low frequency measurements. Additionally, double layer capacitance acts like a traditional
parallel plate capacitor, whereby the capacitance is roughly proportional to the surface area [1].
Therefore, this effect makes it impossible to express the cell status using quantitative analysis. To
overcome the shortcomings of low frequency measurement, high frequency measurement has been
used to reduce the electrical shielding effect and the double layer effect [2]. With an increase of the
frequency of the electrical current, the capacitive impedance of the cell decreases and the electrical
current flows through the cell; this can be used to obtain the impedance characteristics of the cell
in different pathological statuses. This technique allows us to perform dielectric spectroscopy on a
variety of biological samples — from cells to molecules — in solution [3].

In this study, planar-type probes are chosen as the open-ended probe structure. We present
a microfluidic device consisting of an open-ended MEMS probe and a PDMS cover plate with a
microfluidic channel and cell-trapping microstructures for the impedance measurement of single
Hela cells at radio frequency using the vector network analyzer (VNA). Two kinds of substrate
material (silicon and PCB board) are used to fabricate the open-ended MEMS probe as a compound
CPW device. The effects of the substrate on the characteristic impedance of the CBCPW structure
under three conditions are investigated using a Time-Domain Reflectometer. Additionally, the
impedance measurements of various solutions and single HeLa cells are also performed.

2. DESIGN AND MATERIALS

Biological spectroscopy is usually performed on a metal interface, such as the platform of a mi-
croscope. Hence, a conductor attached to the back of the device is required to isolate unwanted
noise. Wen’s analysis for conventional CPW is extended to the CBCPW [4] on the assumption that
a quasi-static transverse electromagnetic (TEM) mode is assumed to propagate on this structure.
In this study, two structures are combined to achieve the biological analysis of a single cell. The
first is a microfludic device with cell-trapping micropillars, which traps a single cell to be analyzed.
The other is a CBCPW device that is used to perform an impedance measurement on the trapped
single cell. The microfludic device is firmly bond onto the CBCPW.

Figure 1 shows the schematic of the CBCPW device, which comprises two parts: part 1 contains
a PCB board with an FR4 substrate as an interface connecting to vector network analyzer (VNA)



790 PIERS Proceedings, Beijing, China, March 23–27, 2009

through the SubMiniature Version A (SMA) adapter (Fig. 1(a)), and part 2 is the CPW open-ended
probe working as an excited electrode to measure its reflected signal (Fig. 1(b)).

(a) (b)

Figure 1: Schematic of the CBCPW device: (a) a PCB board with FR4 substrate and (b) the CPW open-
ended probe working as an excited electrode.

According to the research of Bedair and Wolff [5], different substrates have different dielectric
constants, which affect the electrode size. The electrode size must be designed depending on
the adopted substrate. Silicon is a general material in semi-conductor fabrication. Due to its
large dielectric constant (εr = 11.8), a silicon wafer used as the substrate facilitates a small-size
electrode. Hence, silicon was used as the substrate of the CPW probe in this study. A narrow
strip electrode (20µm in width) was patterned on this substrate to perform the measurement for
a single cell (with diameter of 10 ∼ 20µm). The detailed CBCPW parameters were simulated by
AppCad. A coplanar taper with an angle (θ) equal to 60◦ between the CPW on the PCB board
and the narrow part of the electrode on silicon was designed to minimize impedance mismatch
(Fig. 1(b)) [6]. Around the narrow strip electrode is the ground electrode, which provides shielding
from unwanted noise.

The microfluidic device developed in this study consists of an inlet reservoir and an outlet
reservoir connected by a microchannel containing a cell-trapping microstructure. This structure
is made out of PDMS to form a cover plate that binds onto the CBCPW. The fluid enters and
exits the microfluidic device via plastic tubes attached to the two reservoirs and is driven by a
syringe pump. Fig. 2 shows a schematic showing the details of the inlet reservoir and cell-trapping
structure within the microchannel. The basic components of the device, namely the reservoirs, the
main microchannel, the front filter in the inlet reservoir, and the cell-trapping structure. The width
and depth of the microchannel on the PDMS cover plate are 100µm and 25µm, respectively, while
the micro-pillars in the cell-trapping structure have dimensions of 10µm×10µm×25µm (width×
length×height). The silicon substrate with the CPW probe was covered by the PDMS microfluidic
channel and 3-mercaptopropyltrimethoxysilane was used to strengthen the bond between PDMS
and the gold electrodes on the silicon substrate.

Figure 2: Schematic of the PDMS cover plate, including the inlet reservoir and the microchannel.
For the designed CPW fixture and the VNA used in this work, one port calibration is suitable.
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A customized calibration kit was manufactured to improve the calibration accuracy by shifting the
calibration reference plane located at the port of VNA to the CPW device plane. During one-
port calibration, the calibration data were obtained by connecting an OPEN standard, a SHORT
standard, and a LOAD standard to the desired test port. OPEN and SHORT standards are almost
the same except that OPEN is not connected to ground. The LOAD standard used two 0402 SMD
resistors (100Ω) connected to ground to realize a 50 Ω LOAD standard. Two 100 Ω resistors were
used instead of one 50 Ω resistor to reduce parasitic inductance. The performance of the impedance
measurement system developed in this study was characterized using HeLa cells.

3. CAPACITANCE EFFECT OF THE SUBSTRATE

In the measurements at high frequency, the desired characteristic impedance of the central electrode
is 50Ω. However, the characteristic impedance of the central electrode of the proposed CBCPW
structure is measured at around 10Ω, which results in inaccuracy. According to theory [7], the
characteristic impedance of the central electrode of the CBCPW structure is dominated by the
capacitance effect of the substrate. In other words, regulating the capacitance of the substrate
can result in the desirable characteristic impedance of the central electrode. Therefore, the effects
of the substrate on the characteristic impedance of the CBCPW structure under three conditions
were investigated. The three conditions of the substrate are shown in Fig. 3. First, the original
design of the CBCPW contains a double-side PCB whose ground plane is 34.2µm thick (Fig. 3(a)).
Second, the ground plan of the double-side PCB is engraved (Fig. 3(b)). Engraving the ground plan
changes the condition of the substrate and thus affects the capacitance of the substrate. Third,
the additional single-side PCB is attached to the engraved ground plane of the double-side PCB
(Fig. 3(c)). In this case, there is an air gap with a height of 34.2µm between the double-side PCB
and single-side PCB; this gap also influences the capacitance of the substrate. The characteristic
impedances of the central electrode under three conditions of the substrate were measured using
a Time-Domain Reflectometer (TDR). The characteristic impedance of the central electrode in
the original design decreases to around 10Ω. When the ground plan of the double-side PCB was
engraved, the characteristic impedance of the central electrode on silicon increased to 92.65 Ω. In
the third case, when an air gap was formed between two PCBs, the characteristic impedance of the
central electrode decreased to 46.43 Ω, which is close to the desired impedance of 50Ω.

(a) (b)

(c)

Figure 3: Schematic of the substrate under three conditions. (a) The original structure of CBCPW. (b)
Engraving the ground plane on the double-side PCB bottom surface. (c) Attachment of an additional
single-side PCB.

4. RESULTS AND DISCUSSION

The impedance measurements were performed for sodium chloride solutions with three concentra-
tions, three kinds of solution, and solutions with/without the captured cell. The experiments for
different solutions without the cell were conducted to demonstrate the changes of their impedance
by utilizing the proposed open-ended probe. First, three concentrations of sodium chloride solutions
(0.2 g/ml, 0.17 g/ml, and 0.14 g/ml) were used for the impedance measurements. Fig. 4(a) shows
that the difference in impedances of sodium chloride solutions with different concentrations can be
distinguished below 60 MHz. Below 60MHz, the results show that the magnitude of impedance
increases as the sodium chloride concentration decreases, which coincides with the fact that the
conductivity is proportional to the electrolyte concentration. With a frequency of over 60 MHz, the
difference in impedances of sodium chloride solutions with different concentrations becomes small
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because the capacitance effect of the solution becomes lower at high frequencies. The open circuit
magnitude is higher than that in sodium chloride solution because the air acts as an insulator.
Impedance measurements of DI water, alcohol, and PBS were also conducted, with results shown
in Fig. 4(b). The figure shows that each curve is distinct. The difference in impedance decreases
as the frequency increases. Fig. 4(c) shows the measurement results of a single HeLa cell in PBS
solution. Prior to the experiment, a calibration was conducted with the PBS solution to reduce
the effect of the PBS. The results show that a single HeLa cell can be discriminated from the PBS
solution using the proposed open-ended probe.

(a) (b) (c)

Figure 4: (a) The impedance magnitude of an open circuit and sodium chloride solution with three concen-
trations. (b) The impedance magnitude of alcohol, DI water, and PBS. (c) The impedance magnitude of
cells and PBS.

5. CONCLUSIONS

A microfluidic device integrated with an open-ended MEMS probe that perform single-cell impedance
measurements at radio frequencies using the vector network analyzer (VNA) was developed. The
device includes a PDMS cover with a microchannel and microstructures to capture a single HeLa
cell and a conductor-backed CPW fabricated using a silicon chip and two PCB boards. In order
to achieve the desired characteristic impedance of the device (50Ω), the effects of the substrate on
the characteristic impedance of the CBCPW structure under three conditions were investigated by
utilizing a Time-Domain Reflectometer. According to the results, regulating the capacitance of the
substrate can produce the desirable characteristic impedance of the device. Therefore, the ground
plan of the double-side PCB was engraved and a single-side PCB was attached to form an air gap
for an acceptable characteristic impedance of 46.43 Ω.

The impedance measurements of sodium chloride solutions with three concentrations (0.2 g/ml,
0.17 g/ml, and 0.14 g/ml) and different solutions (DI water, alcohol, and PBS) were performed.
The results show that the magnitude of impedance increases as the sodium chloride concentration
decreases, which coincides with the fact that the conductivity is proportional to the electrolyte con-
centration. At frequencies over 60 MHz, the difference in impedances of sodium chloride solutions
with different concentrations becomes small because the capacitance effect of the solution becomes
lower at high frequencies. The difference in impedance of DI water, alcohol, and PBS decreases as
the frequency increases. The measurement of a single HeLa cell in PBS solution was also carried
out. The results show that the single HeLa cell can be discriminated from the PBS solution using
the proposed device. The optimization and reliability of the proposed device will be studied in the
future. The biological applications of the proposed device will also be explored.
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Abstract— We expand the spectral analysis (SPECAN) convolution to support the generation
of high resolution imagery over a large scene via bistatic spotlight synthetic aperture radar. An
azimuth pre-processor overcoming the Doppler aliasing of the echoed signal is proposed. Since
the spatial characteristics of the returns are preserved, the pre-processor is compatible with
conventional focusing approaches. The proposed method is validated by simulated data.

1. INTRODUCTION

Modern synthetic aperture radar (SAR) is required to provide imagery with both high resolution
and large processing scene. By illuminating the same scene during the data acquisition interval,
the spotlight SAR provides high resolution with a considerable scene. The receiving instantaneous
Doppler bandwidth depends on the width of the scene in azimuth, which should be lower than the
pulse repetition frequency (PRF). In the mode, the azimuth bandwidth is generally much higher
than PRF and azimuth spectral aliasing occurs. Straightforward application of the precise imagery
formation, such as the chirp scaling algorithm (CSA) [1], is thus ill-suited.

The Two-Step focusing approach [2] is a novel method to overcome the limit and provide high
precision in monostatic imagery. Its essence is to filter data with a SPECAN convolution in the
azimuth time domain, and compensate the introduced phase term in the frequency domain. Using
the long-track alignment and formatting system (ATAFS) to reformat the data support and apply
proper interpolations to reconstruct the ideal support, in [3] three algorithms have been proposed
to focus widefield spotlight SAR image. To our knowledge, a few approaches have been proposed
to produce bistatic spotlight SAR imaging. The bistatic polar formation algorithm (BPFA) [4] is
an effective one to provide fine resolution and overcome the aforementioned limitation. However,
similar with the monostatic PFA, the imaging scene is limited due to the presence of the range
curvature quadratic phase error (RCQPE). Another approach is the sub-aperture processing [5].

In this paper, we extend the monostatic wildfield spotlight SAR imaging algorithms and propose
a pre-processor based on the bistatic SPECAN convolution. The essence of the pre-processor is
utilizing SPECAN convolution to remove the Doppler aliasing caused by long synthetic aperture,
along with preserving the spectral spatial characteristics. The chirp phase approximation in azimuth
of the returns is the precondition of the pre-processor. The method is compatible with the current
bistatic SAR focusing algorithms.

2. BISTATIC SIGNAL MODEL

The bistatic geometry is shown in Fig. 1, where the coordinate is built according to the transmitting
trajectory with the scene center as the origin. The transmitter and receiver are with different
velocity vectors of vT and vR. The receiving coordinates are constructed in Fig. 2. Define the
centers of synthetic apertures as (xT0, yT0, zT0) and (xR0, yR0, zR0) respectively. We assume that
a target scatterer P at (xT , yT , zT ) and (xR, yR, zR) in transmit and receive coordinates is on
the ground scene. Assuming that a linear frequency modulated signal with frequency rate γ is
transmitted, the echoed signal from P in the range frequency domain is given as follows:

s(Kr, t) = A(Kr) · rect
(

t− tb
T

)
· exp(−jKrR) (1)

where Kr is the range wavenumber, Krc is the wavenumber center, A(Kr) = rect(Kr−Krc

bcTp/2 ) ·
exp(−j c2

16πγ K2
r ), t is the azimuth time, and rect( t−tb

T ) is the azimuth time window centered on
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tb, describing the time interval during which the point scatterers are within the beamwidth of the
transmit and receiver antennas. Instantaneous range is

R =

√
R2

bt − (vtt− xt)2 +
√

R2
br − (vrt− xr)2

2
(2)

and xt = xT − xT0, xr = xR − xR0. We can obtain the Doppler spectrum by using an azimuth
Fourier transform (FT) as

s(Kr, fd) =
∫

T

s(Kr, t) exp(−j2πfdt)dt (3)

where T is the azimuth coherent processing interval. Several techniques [6, 7] are available to
deduce the analytic formula for s(Kr, fd). These methods form the basis for the several focusing
approaches [8, 9]. However, in the spotlight SAR mode, the synthetic aperture bandwidth (Bsa)
is usually higher than PRF, and thereby the Doppler spectrum is aliasing. Fig. 3 shows the time-
frequency characteristic of bistatic spotlight SAR returns.
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Figure 1: Bistatic SAR geometry.
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3. SPECAN CONVOLUTION PRE-PROCESSING

SPECAN convolution is a n efficient algorithm for scan and spotlight SAR imaging. In the convo-
lution, a quadratic phase azimuth deramping is used followed by a Fourier transform (FT) to focus
the signal in azimuth. The azimuth deramping function is updated with range due to the azimuth
focusing depth. One of its advantages is overcoming the azimuth spectral folding effect, as the
quadratic phase of the returns is approximately compensated by the azimuth deramping operation.
In what follows, we expand this to build a bistatic spotlight SAR pre-processing procedure.
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We use the azimuth chirp rate of the signal of scene center to construct a reference phase function
as follows:

Hq = exp
[
j ·

(
Krcv

2
t

4Rct
+

Krcv
2
r

4Rcr

)
· t2

]
= exp

(
j2πδt2

)
(4)

where Rct and Rcr represent the closest slant range from the center point to transmitting and
receiving tracks respectively. For simplicity, we define the chirp rate as

δ =
(

v2
t

2Rctλ
+

v2
r

2Rcrλ

)
(5)

Then the convolution between signal and the quadratic phase function is given by

s
(
Kr, t′

)
=

∫

T

s (Kr, t) exp
[
j2πδ

(
t′ − t

)2
]
dt

= exp
(
j2πδt′2

)
·
∫

T

s (Kr, t) exp
(
j2πδt2

) · exp
(−j4πδt′t

)
dt (6)

The convolution includes three steps: 1) the product between s(Kr, t) and reference function ap-
proximately removes quadratic phase related to the center frequency; 2) taking a curve integration,
which can be implemented by FT, and it approximately compresses the signal in azimuth, as the
azimuth quadratic phase is approximately removed in former step; and 3) the residual quadratic
phase exp(j2πδt′2) is compensated, by which the spectrums in the [Kr, f ′d] frequency domain is
aligned. f ′d(fd) denotes the Doppler coordinate corresponding to t′(t). The convolution is truly a
time-frequency transform. Based on (6) and Fourier theory, we have

f ′d = 2δt fd = 2δt′ (7)

The extent of f ′d is defined as ∆f ′d, which equals to the bandwidth of exp(j2πδt2) as δ · T . It is
indicated that if we increase the signal length by padding zeros ∆T , the bandwidth of the reference
function can be increased up to δ · (∆T + T ) while Bsa remains the same. In the following, we
can find that the spectrum is transformed into the (Kr, f ′d) domain without Doppler aliasing if
δ(∆T + T ) ≥ Bsa.

Use an azimuth FT to transform s(Kr, t′) into frequency domain as follows:

s
(
Kr, f ′d

)
=

∫

T ′

s
(
Kr, t′

)
exp

(−j2πf ′dt
′) dt′

=
∫

T ′

exp
(
j2πδt′2

)
·



∫

T

s (Kr, t) exp
(
j2πδt2

)
exp

(−j4πδt′t
)
dt


 · exp

(−j2πf ′dt
′) dt′

= exp

(
−jπ

f ′d
2

2δ

)∫

T

s (Kr, t) exp
(−j2πf ′dt

)
dt (8)

By removing the residual phase term outside the integral, the spectrum becomes

s
(
Kr, f ′d

)
=

∫

T

s (Kr, t) exp
(−j2πf ′dt

)
dt (9)

From (3) and (9), it can be found that the spectrum formula remains the same, while the frequency
coordinate is scaled from fd to f ′d. The azimuth coordinates have the relations:

T = N · 1
PRF

∆fd = PRF, ∆f ′d = 2δ · T T ′ =
∆fd

2δ
(10)

where N is the azimuth sample number, ∆fd is the original Doppler domain span, ∆f ′d and T ′ are
the frequency and time span after SPECAN convolution respectively. Based on (7) and (10), the
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scaling factor of the frequency domain is given by

ε = ∆fd/∆f ′d =
PRF 2

2δ ·N (11)

The scaling function of the convolution on the frequency spectrum is shown in Fig. 4. The
improvement of the preprocessor by zero-padding is presented in Fig. 5. In Fig. 5, the three bold
lines represent the time-frequency characteristics of returns from different directions. The broken
lines in green represent the respective quadratic phase multiplied in the procedure above. T is the
azimuth time interval with ∆T denoting the additional azimuth zeros padded. Based on (16), we
respectively substitute fd and t with t′ and f ′d to obtain Fig. 5. By zero-padding ∆T , the azimuth
frequency extension equivalently increases with ∆. Thus no spectral folding occurs in the scaled
frequency domain. However, the time spectrum is aliasing in the t′ domain, which is the same in
the fd domain. It indicates that the following imagery processing should be operated in the f ′d
domain. The steps such as motion compensation and range walking from squint angle correction
in the tm domain before the SPECAN preprocessing.

FT

FT

Figure 4: Procedure of SPECAN convolution pre-processing.

'
T

' df

'

d
f

't

'
2

df
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∆

+

∆

Figure 5: Output of the pre-processor.

4. SIMULATIOON

We use a general bistatic SAR configuration to generate simulation data in time domain. The data
is utilized to validate the proposed pre-processor for Doppler aliasing suppression. The simulation
parameters are listed in Table 1. The Doppler bandwidth is numerically calculated with the ge-
ometry parameters (approximately two times of the sampling rate), resulting in serious Doppler
aliasing in the original spectrum as Fig. 6(a) shows. After the SPECAN pre-processing with 512
zeros padded, the spectrum in the scaled Doppler domain is shown in Fig. 6(b). The Loffeld’s
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bistatic format (LBF) [6] is utilized to derive the 2D spectrum analytic formula of (8). And the
2D spectrum matched filtering is carried out after SPECAN preprocessing to focus the data. The
focal without being windowed is evaluated. As the LBF is validated to be precise, the validity of
the SPECAN pre-processor is confirmed by the simulated results.

Table 1: Bistatic parameters.

Simulation parameters transmitter receiver 

Velocity in x direction 150 m/s 118.20 m/s 

Velocity in y direction 0 21.47 m/s  

Velocity in z direction 0 0 

Center frequency 5 GHz 

Range bandwidth 200 MHz 

Doppler bandwidth 327.8 Hz 

Pulse repetition frequency 150 Hz 

000 m 2000 m

 Range to point target at t=0 15370  m  10247  m  

Squint angle at  t=0 5.64 degree 4.51 degree 

Altitude 3

 

(a) Original spectra (b) Preprocessed spectra

Figure 6: Point spectra before and after pre-processing.

Figure 7: Point focal after LBF matched filtering.
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Figure 8: Measurement of focal.

5. CONCLUSION

A SPECAN convolution based pre-processor is proposed to overcome the Doppler aliasing for
bistatic spotlight SAR imaging. Its essence is to employ SPECAN convolution to scale the fre-
quency domain and suppress the Doppler folding. Because the pre-processor preserves the spatial
characteristics and analytic form of the spectrum in the scaled frequency domain, it is compati-
ble with available bistatic focusing approaches. By zero-padding, we can improve its performance
with suppressing Doppler ambiguity. The method is capable of supporting generation of high res-
olution imagery over a large scene, which has been verified by simulated data of general bistatic
configuration.
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Abstract— Most ground penetrating radar (GPR) transmits and receives radio waves with a
single polarization. That is, they measure the reflected power returned from the radar’s horizontal
pulses or vertical pulses. Polarimetric GPR measure the reflected power returned from both
horizontal and vertical pulses. By comparing these reflected power returns in different ways
(ratios, correlations, etc.), we are possibly to enhance signal and obtain more information on the
size, shape, and physical property, etc. We are developing a stepped-frequency (SF) polarimetric
GPR system, which consists of two transmit antennas, two receive antennas, scanning platform,
and vector network analyzer (VNA). VNA can generate ultra-wideband electromagnetic signal.
Vivaldi antennas are employed in this system, because it is a kind of microstrip antenna, which
possesses a wide bandwidth and a high cross-polarization ratio. Four antennas are oriented
downwards to the ground and are organized into a tetrahedral square. The measurement method
is to alternate between horizontal and vertical polarizations with each successive pulse. That
is, first horizontal, then vertical, then horizontal, then vertical, etc. And, of course, after each
transmitted pulse there is a short listening period during which the GPR receives both reflected
horizontal and vertical polarization radio wave pulses. We test the polarimetric performance of
the GPR system using both copper plate reflector and copper trihedral corner reflector. When
the reflector is the copper plate, strong co-polarimetric (V V polarimetric and HH polarimetric)
signals are detected and very weak cross-polarimetric (HV polarimetric and V H polarimetric)
signals are detected. When the reflector is the copper trihedral corner reflector, strong cross-
polarimetric signals are detected.

1. INTRODUCTION

Ground-penetrating Radar (GPR) is an effective shallow subsurface detection tool that detects the
structure and characteristics of target by transmitting and receiving high-frequency electromagnetic
pulse, and is an important non-destructive detection technique. Generally two parallel antennas
are used in GPR detection and the Co-polarization model is chosen. So common GPR only acquire
single ploarimetric data.

Now many radar systems are designed to transmit microwave radiation of orthogonal polariza-
tion pairs, for example, that is either horizontally polarized (H) or vertically polarized (V ). A
transmitted wave of either polarization can generate a backscattered wave with a variety of po-
larizations. It is the analysis of these pairs of orthogonal transmitting and receiving polarization
combinations that constitutes the science of radar polarimetry. HH — for horizontal transmit and
horizontal receive; V V — for vertical transmit and vertical receive; HV — for vertical transmit
and horizontal receive, and V H — for horizontal transmit and vertical receive. The combination
of HH HV V H V V also called fully polarization [1].

In this work, we are trying to import the fully polarization technique into the GPR system
and developing a full polarimetric stepped-frequency GPR system. Also we test the polarimetric
performance of the GPR system using both copper plate reflector and copper trihedral corner
reflector.

2. POLARIMETRIC GPR SYSTEM

We are developing a vector network analyser-based GPR system, using the computer, adapted
antipodal Vivaldi antenna and a vector network analyser for its flexibility in selection of frequencies.
Figure 1 shows the stepped-frequency GPR system and the three-dimension scanning platform.

In this GPR system, we used four kinds of antenna sets, shown in Figure 2, including V V
model, HH model, V H model and HV model. Depending on these antenna sets, the system
possibly acquires full polarimetric GPR data. Vivaldi antennas are employed in this system. It
is a kind of microstrip antenna, which possesses a wide bandwidth and a high cross-polarization
ratio [2]. It has an advantage of being easy to be manufactured to make an antenna array for a



Progress In Electromagnetics Research Symposium, Beijing, China, March 23–27, 2009 801

Figure 1: GPR system.

VV HH

VH HV

Figure 2: Antenna sets.

stand-off down-looking GPR since it can be made on a thin and light weight circuit board. Figure 3
shows the measured transmission between two antipodal Vivaldi antennae facing each other. In
the figure, V V is for vertical transmit and vertical receive, and HV is for vertical transmit and
horizontal receive, and V H — for horizontal transmit and vertical receive.

Figure 3: Measured transmission between two antipodal Vivaldi antennae facing each other.

3. EXPERIMENTS

We test the polarimetric performance of the GPR system using both copper plate reflector shown
in Figure 4 and copper trihedral corner reflector shown in Figure 5. The parameters of the mea-
surement are shown in Table 1. The frequency range is from 300 KHz to 8.5GHz.

Table 1: The parameters of the experiments.

sample bandwidth Center frequency average power IFBW
201 300 KHz–8.5GHz 4.25GHz 30 10 dB 30KHz

Figure 6 and Figure 7 show the echo signals. In figures, dot lines show the echo signals from
copper plate reflector and solid lines show the echo signals from copper trihedral corner reflector.
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Figure 4: Copper plate reflector. Figure 5: Copper trihedral corner reflector.

In the V V model, the echo signal from copper plate reflector is stronger than the echo signals from
copper trihedral corner reflector. But in the V H model, the echo signal from copper plate reflector
is weaker than the echo signals from copper trihedral corner reflector.

Figure 6: Echo signal in the V V model.

Figure 7: Echo signal in the V H model.
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4. DISCUSSION AND CONCLUSION

We are developing a stepped-frequency polarimetric GPR system. Also we test the polarimetric
performance of the GPR system using both copper plate reflector and copper trihedral corner
reflector. When the reflector is the copper plate, strong co-polarimetric (V V polarimetric) signals
are detected and very weak cross-polarimetric (HV polarimetric) signals are detected. When the
reflector is the copper trihedral corner reflector, strong cross-polarimetric signals are detected. So
depending on this feature, we possibly identify the target.
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Abstract— The background and current state of the art of ground penetrating radar testing
of rebar in concrete is briefly reviewed. This encompasses developments of Polarization in rebar
detection, diameter detection, corrosion detection,neural network and other automatic method
in rebar detection.

1. INTRODUCTION

Radar uses an electromagnetic signal and was first applied by Huelsmeyer to detect metal objects
in 1904 [1]. Applications of GPR to Structures started to grow in the 1980s [2]. Initial civil
engineering applications included condition assessment of highway pavements and their foundations,
with applications to structural concrete focusing on inspection of bridge decks. Cantor [3] reviewed
early developments in these areas in 1984, and Clemena reviewed radar testing of concrete in
1991 [4]. Bungey [5] reviewed the recent development in equipment, materials characteristics, signal
processing, numerical modeling and practical aspects of applications and interpretation in concrete
survey, authorities guidance was published In the UK and in USA for the test of concrete [5–8].

Principle current and potential applications are summarized below:

Estimation of element thickness from one surface.
Location of reinforcing bars and metallic ducts, and estimation of the concrete cover depth.
Determination of major construction features.
Location of moisture variations.
Location of voids.
Localization and the dimensions of voids.
Estimation of bar size [5, 9–15].

Amongst these, location of reinforcing bars is an important and popular application that has
received particular attention with emphasis on the effects of bar size, spacing and depth upon
ability to detect individual bars and the problems caused by masking of deeper features [5–16].

In 1997, Concrete Society published the standard specification for the radar methodology [17],
while in 2003 the Federation of Construction Material Industries of Japan proposed two drafts
test standard (Method for locating of rebars in reinforced concrete by radar and Method for lo-
cating of rebars and determining the diameters of rebars in reinforced concrete by electromagnetic
induction) [18].

Ground-penetrating-radar is an electromagnetic investigation method. Mostly it is used in
reflection mode where a signal is emitted via an antenna into the structure under investigation.
The arrival time and the ampleness of reflected signals caused by changes in material properties is
recorded and analyzed. The result can be present in A-scan, B-scan and C-can. In civil engineering
applications it is more conventional to present these same results by converting the magnitude of
the signal into a grey-scale or color representation (B-scan) [5]. The vertical axis is a time axis. In
order to obtain depths the signal velocities in the different materials under investigation have to
be known and the time interval (wave propagation time), can be transformed to a space dimension
(depth) [19, 20].

For the reinforcement concrete, concrete could be regarded as isotropy medium in reinforced
concrete structure, but the rebar would be regarded as abnormal objects [21]. Radar wave would
be shapely reflected at the interface between rebar and concrete because there exists strong ab-
normality between the two mediums. As a radar antenna is translated across the surface of the
concrete a series of signals returning to the receiving antenna can then be presented as the raw
results. Signal reflections from reinforcing bars displaying a hyperbolic image format (Figures 1
and 2).

Detection of reinforcing bars in concrete is one of the most widespread applications of GPR in
Civil Engineering [20, 22, 23], but the results is very difficult to interpret and may require the skills of
an experienced operator and the use of lengthy manual post-processing and subjective expertise to
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(a) Sub-surface reflection (b) Singal reflection image 

Figure 1: Hyperbolic reflection image from steel bar concrete.

Figure 2: Radar image from sub-surface steel bars.

produce a reliable end result [10, 15]. Because the visual representation of this result can bear little
resemblance to the shape or size of the sub-surface bar. Recent years many automatic algorithms
have been developed for interpretation [5]. Neural networks potentially offer considerable scope
for automatic interpretation of radar results [24, 25], however, success has so far been limited to
straightforward cases such as reinforcing bar location. Bar sizing is more difficult and there is little
evidence of industrial usage.

The potentially enhanced value of test combinations is widely recognized, for example by com-
bining radar with infra-red thermography [26] or impact echo [27] according to the application
whilst combination with both Impact Echo and radiography [28] has also been proposed.

Optimization of antenna orientation, to take advantage of signal polarization, is an important
feature in successful location of reinforcing bars in time-depth slice [29].

2. POLARIZATION AND REBAR DETECTION

Polarization, the direction and amplitude of the electromagnetic field as a function of time and
space, can have a significant impact on the GPR response, and is therefore important to consider
during data acquisition, processing and interpretation [30–34]. Investigations have demonstrated
the potential of using the polarization characteristics of GPR for defining the size, shape, orienta-
tion, and material properties of buried objects [35].

The scattering properties of rebar are strongly polarization dependent. The backscattered fields
from rebar may be strongly depolarized depending on the orientation of the rebar relative to the
antennas, and the radius of the rebar compared to the incident wavelength [36]. These polarization
dependent scattering properties have important implications for rebar detection, survey design,
and data interpretation. The radiation from rebar is linearly polarized, thus the reflections can be
maximized by varying the antenna orientation [5].
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Most commercial GPR antennas are dipole antennas that radiate linearly polarized energy with
the majority of the radiated electric field oriented along the long axis of the dipole [37, 38]. A co-
pole antenna configuration receives reflected and scattered energy that has the same polarization
as the incident energy. Rebar yield strong reflections when oriented parallel to the long axis of a
dipole transmit antenna in a co-pole antenna configuration, but yield weak reflections when oriented
orthogonal to the transmit antenna.

A cross-pole configuration is less sensitive to smooth planer targets, and is more sensitive to
targets that yield more depolarized energy [32]. It is important however to consider polarization
when planning a GPR field survey, as the sensitivity of cross-pole and co-pole antenna arrangements
are different depending on the type of target and subsurface conditions.

Crossed-dipole antennas can be used to reduce clutter and improve antenna isolation when
stratigraphy is considered clutter and only rebar are of interest. Maximum amplitudes are observed
over rebars when the crossed-dipoles are oriented at 45◦ to the rebars. Optimization of antenna
orientation, to take advantage of signal polarization, is an important feature in successful location
of reinforcing bars in the time-depth slice.

For the processing of GPR data, scalar migration algorithms developed for three-dimensional
seismic data are commonly used. However, these algorithms do not account for the radiation
characteristics of GPR source and receiver antennas or the vectorial nature of radar waves. A
multi-component vector imaging algorithm that takes into account the polarization and vectorial
radiation characteristics of GPR data has recently been developed or far-field [39, 40]. R. Streich
and J. V. D. Kruk [41, 42] developed multi-component vector imaging scheme that jointly images co-
polarized and cross-polarized data accounts for the far-, intermediate-, and near-field contributions
to the radiation patterns. Polarization of the electric field can be used to reduced unwanted re-
flections [43, 44]. Polarimetric stepped-frequency GPR and fully-polarimetric processing technique
have also be developed considering the polarization [45] for GPR detection.

Polarization can be used to improve S/N ratio, Co-pole and cross-pole antenna configurations
can be combined with polarization dependent scattering characteristics of subsurface objects to
recognize and reduce antenna ring-down for improved imaging and interpretation of rebars [46, 47],
also can be used to detect the dual layer rebar mesh [48].

Detection algorithm searches a target response using neural networks and discriminates the tar-
get response of a buried pipe among clutters by analyzing the polarization characteristics. Polar-
ization also can be used to discriminate rebar from other linear target such a dielectric cylinder [49].

3. MEASUREMENT OF REBAR DIAMETER

It is known that Ground Penetrating Radar (GPR) can be used to provide an indicative measure-
ment of the size of reinforcement bars [50] despite it is difficult and little industrial application.
Vincent Utsi [51] had used GPR to estimates of bar diameter based on the X/N amplitude ratios
(the amplitudes ratios of the bar signals along and across the E-field) and the rebar sizing accuracy
is about 20%. As the X/N ratio is easy to be distorted, so practical application is highly dependent
on the specifies of the built environment.

M. R. Shaw developed a neural network approach [52] to automate estimation the diameter of
reinforcing bars by analyzing the data taken with the transducer axis parallel and then orthogonal
to the bar using a MLP neural network. It is estimated effectively, but not very accuracy and it is
conditionally.

Rebar is one of the cylinder targets which is popular for GPR detection, for estimation of the
diameter of rebar there also have two procedure as other cylinder such as pipe.

One is the mathematical model of the hyperbola another is hyperbola fitting.
The reflection signal present in radargram is a hyperbola as show in Figure 3, so we can establish

some relation between the radius of rebar and the geometry of the hyperbola.
Stolte and Nick [53] investigate the relationship between cylinder radius and hyperbola eccen-

tricity for the purpose of migration, while Olhoeft [54] attempts in to derive radius information
from the curvature of the hyperbola apex with human intervention. Al-Nuaimy [55] et al., pre-
sented one model relates the two-way travel time t to the horizontal position x and the velocity of
propagation v. But this model relies on the assumption that the hyperbolic signatures, result from
point reflectors, and hence the radius is assumed to be zero. Using this model to characterize the
signatures of such targets leads to erroneous information. S. Shihab and W. Al-Nuaimy [56, 57]
develop a more generalized equation that takes into account the possibility of a finite radius R.
This allows for cylinders of arbitrary radii to be detected and characterized uniquely from a single
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Figure 3: Effect of changing the value of R on the
resulting hyperbola.

Figure 4: A general hyperbola with its asymptotes
and related parameters indicated.

radargram. S. Shihab also establish the following relation between R and the general hyperbola
centered around (x0, y0) Figure 4.

a = t0 +
2R

v
(1)

b =
v

2

(
t0 +

2R

v

)
(2)

The fitting of primitive models to image data is a basic task in pattern recognition,fitters spe-
cific to hyperbola is important as the hyperbolic signature is popular for GPR detection. Hough
transform-based approaches develop by Al-Nuaimy [58] are simple, but are computationally expen-
sive. Polynomial methods [5] develop by Olhoeft do not adequately characterize the hyperbola in
terms of the parameters a and b, and hence fall short of providing the necessary information for
target identification. S. Shihab and W. Al-Nuaimy [57] develop a fitter based on direct least-square
method and was specifically adopted for a hyperbolic conic section, overcoming the above limita-
tions. It can adequately deal with noisy data having missing points and is completely efficient.
Both a, b and t0 are obtained as a result of the fitting process and v and R can be calculate from
a and b.

The fitting technique is applied on a variety of real hyperbolic signatures that are collected from
a controlled test site, the results indicate this technique is fully capable of successfully estimating
the depth and radius to within 10%, which validates the method and justify the assumptions used.
In two-dimensional data [59] obtained from orthogonal sounding of cylinders are analyzed. It is
shown that the generalized Hough method can be used to measure buried pipe diameters from radar
measurements. An interactive technique of 3D-data processing is developed by B. A. Yufryakov
and O. N. Linnikov [60] to estimate cylindrical objects radius directly and automatically.

A. Dolgiy and V. Zolotarev [61], considered some practical examples of pipes radius estimation
on the basis of the technique presented in [56], and designated some problems appeared during
this process. The pipe radius estimations in and were performed without taking into account, for
example, random errors of measurement of delay time for the signal reflected from pipes [50, 52].
A. Dolgiy and V. Zolotarev [62] use the techniques based on the weighted least squares method, the
recursive Kalman filter, the maximum likelihood method, the direct least-square fitting of hyperbola
and the Nelder-Mead direct search method of optimization.

For a pipe with smaller radius, fast attenuation of the GPR signal was observed with distance
increase between the antenna and pipe. Therefore small difference between maximum and minimum
delay times of the signal reflected from pipe and also short azimuthal length of a hyperbola were
acquired. As a result the error for estimation of pipe radius is increased.
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4. CORROSION DETECTION

Corrosion of rebar in concrete structure causes subsurface cracks and is a major cause of structural
degradation that necessitates repair or replacement. Early detection of corrosion effects can limit
the location and extent of necessary repairs, while providing long-term information about the
infrastructure status [63, 64].

There are many factor that induce the rebar corrosion, among the various influential factors,
moisture and chloride contents of concrete are predominant in the initiation of rebar corrosion,
and reversely the rebar corrosion resulting in cracking and saplling of concrete cover and allow
more infiltration of water and chloride and also cause delamination around rebars, the change
of the water and chloride content along with the delamination around rebar provide the basic
condition for using of GPR to detection rebar corrosion. Different GPR signatures may be used
for detecting internal corrosion of steel reinforcement within the concrete. Moisture and dissolved
chlorides within the concrete attenuate the radar signals that are reflected from embedded rebar [65].
They also decrease their average velocity of the reflected signal resulting in increased arrival times.
Generally, lower relative reflection magnitudes and greater travel times are indicative of greater
corrosion or deterioration of rebar [66–68], seeing Figure 5. the amplitude of rebar reflection in
sound section is strengthener the amplitude of the corrosion or deteriorated section.

Figure 5: Example GPR data displaying from good rebars and carrion rebars.

Narayanan et al. [69] analyzed rebar reflection features to extract information regarding the
corrosion state, a threshold level [70] was determined to differentiate between good and corroded
rebars. The variance simulations helped to determine the reflectivity of the corroded rebar. Hub-
bard et al. [71] reported that the radar amplitude data of rebar reflection had the potential to
indicate whether the corrosion had occurred. GPR method hold potential for direct and early
detection of reinforcing bar corrosion, and that the combined use of GPR and electrical impedance
techniques for assessing reinforcing bar corrosion state merits further study.

The location and cover depth of reinforcing steel in concrete structures has a great effect on the
condition of that structure. A thin cover depth would result in rapid reinforcement corrosion, and
therefore lead to early deterioration.

Rebar corrosion can result in cracking and spalling of the concrete cover and decreasing load-
carrying capacity of concrete, so it is important to detection the corrosion at its early time, but for
the most detection method used currently are destructive or time consuming, GPR is a potential
method for direct and early detection of rebar corrosion, but most of this are carried out in labora-
tory, some are implement in site successfully combined with conventional method. The threshold of
reflection amplitude used to discriminate the good and corroded rebar is different from on project
to another and is influenced by many factors such as the water and chloride content of rebar cover
and the type of the concrete in which the rebar are embedded. So there need further study before
the GPR is used to detection rebar corrosion universally.
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5. AUTOMATIC DETECTION

GPR displays are usually either manually scaled and interpreted, or stored and subsequently pro-
cessed off-line. It require considerable operator skill, experience and time to produce a reliable
end result. The processing aids that have been developed to aid in data interpretation are gener-
ally computationally expensive systems inadequate for on-site application. As GPR is becoming
more and more popular as a shallow subsurface mapping tool, the volume of raw data that must
be analyzed and interpreted is causing more of a challenge. There is thus a growing demand for
automated subsurface mapping techniques that are both robust and rapid.

In the literature, there are still few published works dealing with the automatic detection of
patterns associated with buried objects. In [72], the authors proposed also a method for extracting
hyperbolic signatures of buried objects and hence estimating their position. In [73], the detection
process is subdivided in three mainstages: 1) preprocessing step to reduce noise and undesired
system effects; 2) image segmentation with an artificial neural network classifier to identify areas
potentially containing object reflections; and 3) Hough transform to detect hyperbolic patterns.
In [74], some preprocessing steps aiming at enhancing the signature of buried targets are imple-
mented. Then, automatic image interpretation is carried out by a detector based on artificial neural
networks. In [75], the authors applied a fuzzy clustering approach to identify hyperbolas from GPR
images beforehand de-noised.

T. C. K. Molyneaux [76] examined the capability of three-layer, fully connected networks to
detect the presence of a bar, the size of a bar, and the depth of a bar and demonstrated that
the use of a neural network approach to interpret complex sub-surface radar results of embedded
reinforcing bars is promising.

W. Al-Nuaimy and S. Shihab [77–81] has developed many automatic detection and interpretation
method for GPR such as neural network techniques.

M. R. Shaw [52] used a neural network approach to automate and facilitate post-processing
procedure and presented a novel technique for the estimation of the diameter of reinforcing bars.
The results show that data taken with the transducer axis parallel and then orthogonal to the
bar can be analysed by means of a MLP neural network to effectively estimate the diameter of
embedded steel reinforcing bars.

M. R. Shaw [82] studied the use of a neural network approach to automate and facilitate the
post-processing of ground penetrating radar results. The radar data is reduced to a simplified
data set by using an edge detection routine. Signal reflections from reinforcing bars displaying a
hyperbolic image format are detected using a multi-layer perceptron (MLP) network with a single
hidden layer containing 8 nodes to recognize a simplified hyperbolic shape. The results showed that
the use of a MLP neural network approach could be quite effective in automating the identification
and location of embedded steel reinforcing bars from a radar investigation.

Francesco Soldovieri [83] exploit a linear inverse scattering algorithm in frequency domain based
on the Born Approximation (BA); it allows to obtain satisfactory and reliable results in terms of
localisation, sizing and shape of the buried objects and is computationally much more effective
than nonlinear algorithms.

Edoardo Pasolli [84] proposed a novel system to identify and classify buried objects from GPR
imagery using Genetic Algorithms and Support Vector Machines to detection and Classify Buried
Objects.
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Abstract— Gas Insulated Switchgear is an important equipment in a substation, and it’s highly
desirable to analyze a partial discharge occurring in GIS which is a symptom of an insulation
breakdown. Ultra high frequency (UHF) electromagnetic wave can be radiated by partial dis-
charge. In order to explore the relationship between UHF signal and partial discharge sources in
GIS, this paper proposes a method of finite difference time domain (FDTD) to investigate the
characteristics of UHF signal. With the resort to the XFDTD simulation of electromagnetic wave
propagation in GIS, factors such as PD current pulse amplitude and pulse width are analyzed.
The result shows that UHF signals have direct relation to the distance of PD source. And when
the pulse width is constant, the square root of UHF signal energy is direct ratio to the amplitude
of the real pulse.

1. INTRODUCTION

Gas Insulated Switchgears (GIS) have the advantage of covering the smaller area, running more
safely and reliably, less constant-maintenance, overhauling in a longer period and so on, so it
develops very quickly and gets more and more applications when it came out. Operation experience
shows that intrinsic defects in GIS still cause accidents though its high reliability. Insulation
breakdown is the primary reason for GIS electrical failures. A partial discharge (PD) phenomenon
is the most common characteristic before insulation breakdown in GIS. The UHF-method, as its
name suggests, works in the frequency range above 300 MHz called the UHF-range (300MHz–
3GHz). The UHF electromagnetic waves, caused by PD are picked up by a UHF sensor inside
the GIS. A lot of practical experience with the UHF-method has been reported in the past. But
for the effective application of the UHF-method in practice and the correct interpretation of the
measurement results, it is necessary for us to research the characteristics of UHF electromagnetic
waves. This paper proposes the method of finite difference time domain to resolve it, and the
results of simulation help us to find some useful and progressive conclusion.

2. FDTD METHOD AND NUMERICAL SIMULATION OF ELECTROMAGNETIC WAVE

To study the Ultra high frequency behavior of GIS, it can be modeled as a cylindrical coaxial
waveguide. The electromagnetic waves radiated by PD propagate along the cavity of GIS and can
be explored depending on the principle of wave propagation and current pulse radiating electro-
magnetic wave in waveguide.

Three different types of wave modes which can propagate in the GIS are established. They are
TMmn mode (Hz = 0), TEmn mode (Ez = 0), and TEMmn mode (Hz = 0, Ez = 0). Parameters
m and n mark the different types of wave modes. But all of these three modes in waveguide meet
helmholtz Equation (1)

∇2E + ω2µεE = 0; ∇2H + ω2µεH = 0 (1)

Equation (2) defines the mode-characteristic cut-off frequency fc (m, n), below which the cor-
responding wave mode cannot exist in GIS. µ and ε are the permeability and dielectric constant of
the medium. The modal eigenvalue constant kmn in (2) has to be determined by the evaluation of
the boundary conditions of the electromagnetic waves in the GIS.

fc(m, n) =
kmn

2π
√

µε
(2)

For TEM mode, cut-off frequency does not exist. Therefore, all frequencies of TEM mode will
propagate in GIS. According to the boundary conditions:

r = a, ϕ = u0

r = b, ϕ = 0
(3)
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The field components along Z-axis are:

Er =
u0

r ln(b/a)
ej(wt−kz), Hϕ =

Er

η
(4)

As to TMmn mode (Hz = 0),

Ez = [CJn(kcr) + DNn(kcr)]
{

cosnϕ
sinnϕ

}
ej(αx−βz) (5)

And for TEmn mode (Ez = 0),

Hz = [AJn(kcr) + BNn(kcr)]
{

cosnϕ
sinnϕ

}
ej(αx−βz) (6)

Among them, Jn, Dn are the first and the second Bessel function, and A, B, C, D are constants.
So, when the frequency is high enough which results in k > kc, β is the real number, and the factor of
travelling wave is e−jβz, that means the electromagnetic wave propagates along Z-axis. Otherwise,
when k < kc, energy will attenuate. If frequencies of TE and TM lower than cut-off frequency, the
signals will attenuate rapidly. On the contrary, if frequency is above cut-off frequency, the loss of
wave in the propagation would be small. Therefore, it turns out ot be that UHF electromagnetic
wave can propagate with small loss.

The FDTD method first presented by Yee in 1966 and later improved upon by several researchers
is a numerically exact technique to solve Maxwell’s equations with given boundary conditions. It
is based on the discretization of electric and magnetic fields over a rectangular grid with the
second order central difference approximation for both spatial and temporal derivatives appearing
in differential forms of Maxwell’s equations. In solution procedure, the coupled Maxwell’s equations
in differential forms are solved for the scatter and its surroundings in a time-stepping manner. This
procedure involves positioning the components of electromagnetic fields around the unit cells of the
lattices, and calculating the electric and magnetic fields in alternative half-time steps. In Cartesian
coordinate system, the Maxwell’s time-dependent curl equation can be written in terms of a set of
six scalar equations. Difference equations are derived from these six equations by applying central
difference. Maxwell’s Equations of rotation are:

∇× ~E = −∂B

∂t
− σm

~H

∇× ~H =
∂D

∂t
+ σ ~E

(7)

Six scalar equations derived from Maxwell’s Equations of rotation are:

∂Ex

∂t
=

1
ε

(
∂Hz

∂y
− ∂Hy

∂z
− σEx

)

∂Ey

∂t
=

1
ε

(
∂Hx

∂z
− ∂Hz

∂x
− σEy

)

∂Ez

∂t
=

1
ε

(
∂Hy

∂x
− ∂Hx

∂y
− σEz

)

∂Hx

∂t
=

1
µ

(
∂Ey

∂z
− ∂Ez

∂y
− σmHx

)

∂Hy

∂t
=

1
µ

(
∂Ez

∂x
− ∂Ex

∂z
− σmHy

)

∂Hz

∂t
=

1
µ

(
∂Ex

∂y
− ∂Ey

∂x
− σmHz

)

(8)

According to the accuracy of design, divide the field domain into many grid units along three
axis with ∆x, ∆y, ∆z, which are the space step of grid, and ∆t which is the time step. Then, any
function can be expressed below:

Fn(i, j, k) = F (i∆x, j∆y, k∆z, n∆t) (9)
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Apply central difference in this function for time and space partial derivative, and FDTD equa-
tions can be obtained by using finite difference arithmetic expression in space. Following Yee’s
notation, the grid points in space are defined as (i, j, k) with coordinates(iδx, jδy, kδz), where
δu (u = x, y, z) is the cell size in each dimension and δt is the time increment. This space configu-
ration not only allows difference calculation in space, but also meets the integral form of Maxwell
equation, thus it is able to simulate the propagation of electromagnetic wave. For example, When
t = (n−1/2)∆t, difference type of scalar equations at the point (i+1/2, j, k) can be approximated
to:

E
n− 1

2
x

(
i +

1
2
, j, k

)
=

1
2

[
En−1

x

(
i +

1
2
, j, k

)
+ En

x

(
i +

1
2
, j, k

)]
(10)

Further, we can get difference equation about Ex

En
x

(
i +

1
2
, j, k

)
=

[
1− σ(i + 1

2 , j, k)∆t

2ε(i + 1
2 , j, k)

/
1 +

σ(i + 1
2 , j, k)∆t

2ε(i + 1
2 , j, k)

]

·En−1
x

(
i +

1
2
, j, k

)
+

∆t

ε(1 + 1
2 , j, k)

· 1

1 + σ(i+ 1
2
, j, k)∆t

2ε(i+ 1
2
, j, k)

·

H

n− 1
2

z (i + 1
2 , j + 1

2 , k)−H
n− 1

2
z (i + 1

2 , j − 1
2 , k)

∆y

− H
n− 1

2
y (i + 1

2 , j, k + 1
2)−H

n− 1
2

y (i + 1
2 , j, k − 1

2)
∆z


 (11)

And the other five can also be obtained like this. Electric fields are assigned to half-integer
(n + 1/2) time steps and magnetic fields are assigned to integer (n) time steps for the temporal
discretization of fields. The central difference ensures that the spatial and temporal discretizations
are second-order accuracy, where errors are proportional to the square of the cell size and time
increment. After the EM fields are obtained, the power density at any space point can be found
by the Poynting Theory.

In numerical calculation, suppose components of electromagnetic fields are single-precision vari-
ables. Each variable takes up four bytes and the summery of FDTD domain cellular are N . If we
use serial number of each medium instead of electromagnetic parameters, only a byte is needed to
recognize all parameters. Suppose v stands for variables and sn stands for serial number, then

Memory = N × (6v/cell × 4B/v + 6sn/cell × 1B/sn) (12)

Without doubt, it will save a lot of space of computer memory. By means of calculation, we can
get the needed memory of 3DFDTD showed as Figure 1:

Figure 1: Computer memory needed for 3DFDTD.

In order to make full use of FDTD method and finish a reliable operation, software XFDTD is
used to simulate the process of UHF electromagnetic wave propagating in waveguide.

Model structure setting: Figure 2 is the waveguide simulation. It is made up of three parts of
coaxial waveguides. The inner part radius a = 5 cm, outer part radius b = 25 cm, and exine is 1 cm
thick. The full length of waveguide cavity is 360 cm, involving two Epoxy Resin insulators. Point
A is the PD source, others are receiving points. The distance between A and B is 75 cm, A and C
is 110 cm, A and D is 140 cm. Four points are at one line.
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(a) (b)

Figure 2: Coaxial waveguide.

Meanwhile, superposition method is chosen to model current supply. Firstly, superimpose time
function of discrete current supply on FDTD iteration expression of grid boundary. Secondly,
choose proper time function waveform of current supply.

Here we choose the Gauss pulse source:

I(t) = I0 exp
(
−4π(t− t0)2

π2

)
(13)

Then, settle the time width of Gauss pulse. The pulse width was given in the form of the number
of time step in XFDTD. However, it needs to multiply a step time in practice. In order to meet
the limit of Courant stable condition, suppose ∆x is the length of side of cellular, then, the upper
limit of frequency in simulation is:

Frequency ≤ 1
10∆t

√
3

=
c

10∆x
(14)

In simulation, the waveform of Gauss current pulse which injects into PD source has been showed
in Figure 3, and the upper limit of the pulse frequency is above 5 GHz, which has been showed in
Figure 4.

Figure 3: Gauss pulse. Figure 4: Frequency spectrum of Gauss pulse.

In addition, discharge magnitude of Gauss pulse can be calculated with integral formula (15),
approximated to 1.3 pC.

Q =

t2∫

t1

i(t)dt (15)

On the other hand, subdivision setting means dividing the rectangle solution domain along X,
Y , Z axis with the unit ∆x, ∆y, ∆z. In order to simulate the electromagnetic process of open
domain, we should set absorbing boundary condition in modal cut off boundary. The side length
of cellular could be no more than tenth-wavelength of the highest frequency. But if the cellular
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size was too small, excessive computer memory would be occupied. When Gauss current pulse was
chosen, the smallest pulse width is 308 ps. Settle the upper limit frequency to 6 GHz, and the size
of cellular could be obtained:

Lmax =
c

10× f
=

3× 108

10× 6× 109
= 0.5 cm/cell (16)

Thus, a completed cellular size is 0.5 cm× 0.5 cm× 0.5 cm, and space subdivision of model has
been established. It is made up of free space domain, boundary, and the object. The general size
is 96 cell× 688 cell× 96 cell, and the total memory needed is 232M. Subdivision 3D image is made
into Figure 2(b).

3. SIMULATION RESULTS

According to transient electromagnetic wave theory, while electromagnetic wave propagating in
waveguide, its energy size and distribution relates to wave propagation characteristic, including
structure size of waveguide, the distance between PD source and receiving point, current pulse’s
gradient and so on. Many factors that affect the UHF signal receipt have been analyzed. Moreover,
the inner relationship and regularity have been found out from the simulation. UHF signal’s energy
calculation formula is :

e(t) =
1

ZL

∫
v(t)2dt (17)

Several modes have been established below:

1) Distance between PD source and receiving points has been settled as 75 cm, 110 cm, and
140 cm separately.

2) PD pulse width has been settled as 2.4 ns, 1.2 ns, 0.6 ns, and 0.3 ns separately in simulation.
3) Amplitude of the Gauss pulse which is injected into PD source has been settled as 10mA,

20mA, and 30 mA separately.

Firstly, just as the Figure 2, four points are in one line. Point A is PD source, B, C, D are
receiving points. In Y axial, the distance between PD source and each receipt is 75 cm, 110 cm,
and 140 cm separately and a, b, c are corresponding receiving ponits waveform, showed as Figure 5.
By means of calculation, each couple energy of a, b, c is 0.393E-15J, 0.627E-15J, 0.923E-15J. We
can get that UHF singles have direct relation to the distance of PD source. The longer distance
between two points, the weaker signal received.

Figure 5: Compare of three waveforms with different receiving distance.

Secondly, as the Figure 6 shows, four different width pulses with the same amplitude (10mA)
are injected into the PD source.

a, b, c, d corresponding PD quantity are 1.26 pC, 2.52 pC, 5.05 pC, 10.10 pC, the distance be-
tween two points is 120 cm long. Four waveforms are showed in Figure 7. Obviously, the highest
amplitude can be obtained with the pulse with 0.3 ns width. On the contrary, the lowest amplitude
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(a 0.3 ns, b 0.6 ns, c 1.2 ns, d 2.4 ns) 

Figure 6: Four different width pulses with same am-
plitude.

Figure 7: Compare of four waveforms.

is obtained with 2.4 ns one (the widest pulse of four). By means of calculation, each couple energy
of a, b, c, d is 0.627E-15J, 0.147E-15J, 0.009E-15J and 1E-18J. Also, wave a can stimulate the most
energy and wave d gets the least. The results indicate that pulse width play a crucial part in UHF
signal receipt. The narrower pulse width is, the stronger UHF signal receives.

Thirdly, as the Figure 8 shows, four pulses of different amplitude with the same width (0.3 ns)
are injected into the source.

(a 30 mA, b 20 mA, c 10 mA) 

Figure 8: Four different amplitude pulses with same
width.

Figure 9: Compare of four waveforms.

By means of calculation, each couple energy of a, b, c is 5.645E-15J, 2.509E-15J, 0.627E-15J.
As is showed in Figure 9, the square root of UHF single energy is direct ratio to the amplitude of
the real pulse.

4. CONCLUSION

With the resort to FDTD method, several useful and progressive conclusions are reached:

1) UHF signals have direct relation to the distance of PD source. The longer distance between
two points is, the weaker receiving points’ signals are.

2) The energy of UHF signal has no direct relation to the real pulse’s discharge magnitude.
However, pulse width plays a very important part in it. If the electromagnetic wave pulse has
narrow width and high amplitude, that is to say it has a large gradient, and then UHF signal
received is strong.
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3) Meanwhile, experiment shows that UHF single energy is direct ratio to the square of the
amplitude of the real pulse.
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Abstract— In this paper, we propose a new numerical method for leaky and bulk wave detection
of an acoustic microwave signal during the propagation of acoustic microwaves in a piezoelectric
substrate. Moreover, we know that the Fourier transform presents a global spectral study of
signal, this is not interesting if we want to study a signal locally and know its features in a more
precise manner. By the use of wavelet transform, we can reduce this drawback. The originality
of the wavelet transform consists of the local analysis of signal singularities (or signal pseudo-
singularities) where abrupt events appear and hence access to hidden information by using the
scale of this transform as up scaling parameters. These pseudo-singularities (correspond to abrupt
variations) inform us of presence of leaky and bulk waves in piezoelectric materials.
Furthermore, this transform proved its efficiency in many applications, such as signal processing
and the analysis of waves in microstrip structures. Hence, it can play an important role in the
modeling of pseudo-singularities in acoustoelectronic.

1. INTRODUCTION

The investigation of bibliography in micro-acoustic area permits us to point the state of the art.
Two major works can be mentioned, the first one is Greeb’ paper [1], which explore the interaction
using effective permittivity concept, another work of Lakin [2] which elaborate a perturbation
theory to explain the interaction phenomena. Following the work of Greeb, Milson [3] in 1977
elaborates a relation based of the charge density, and develops a formalism based on the Fourier
Transform. In spite of it, this method doesn’t permit to distinguish easily the different modes of
propagation by a numerical methods based on the inverse Fourier transform. These works were
taken by Junjhunwalla [4] that granted a particular attention to the SSBW (Surface Skimming
Bulk Waves). Yashiro and Goto [5] introduce the method of the stationary phase of Lightill [6] to
calculate the pseudo-singularities that inform us on the presence of the pseudo- waves, particularly
the leaky and bulk waves.

In our case, we propose another approach for the modelling of the acoustic microwaves with a
complementary vision to the literature mentioned above. In this approach we interested especially
in the detection of pseudo-singularities by the use of a wavelet transform as detection tool [7, 8] in
order to mark the mode of a leaky waves and the mode of a bulk waves [9–12].

2. PHENOMENOLOGICAL TENSORIAL PIEZOELECTRIC EQUATIONS

The signal to be treated will be applied to the electrodes of the transducer that generate the
compression and dilatation, so a piezoelectric wave is generated and propagated in the X direction
(Figure. 1).

We consider the space coordinates: X1 = X, X2 = Y , X3 = Z.
The mechanical state of the medium is defined by two magnitudes of tensorial type, the stress

Tij and the mechanical deformation (Strain) Sij (i, j = 1, 2, 3). The electric state of the medium is
defined by two vectors, the electric field Ek and the electric induction Di. The stress tensor and
the electric induction are given by:

Tij = Cijkl · Skl − ekij · Ek (1)
Di = eikl · Skl + εik · Ek (2)

with i, j, k, l = 1, 2, 3.
Where εik: permittivity tensor (F/m), ejkl: piezoelectric tensor (c/m), Cijkl: elastic tensor

(N/m2)
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Piezoelectric substrate (LiNbO3) 

Surface elastic waves 

 Output of signal

    Bulk waves (into the crystal) 

   Leaky waves (Propagation out of the crystal)

Figure 1: LiNbO3 crystal excited by transducer.

The strain is bound to the relative displacements of the particles of the material environment
is defined by:

Sij =
1
2

(
∂Ui

∂Xj
+

∂Uj

∂Xi

)
(3)

where Ui represents the elastic displacement of the particle (i = 1, 2, 3).
Note that in the quasi-static approximation, we can define an electric field of components:

Ei = −∂U4

∂Xi
(4)

where U4 is the electric potential (with i = 1, 2, 3)
In the quasi-static approximation, the Maxwell’s equation amount to the Poisson’s equation:

div · ~D =
∂Di

∂Xi
= 0 (5)

The movement of the particles under the action of stress (constraints), is described by the following:

∇T =
∂Tij

∂Xi
= ρ · ∂2Uj

∂t2
(6)

where ρ is the mass density of medium.
Replacing (3) and (4) in (1) and (2), we obtain:

Tij = Cijkl · 1
2

(
∂Uk

∂Xl
+

∂Ul

∂Xk

)
+ ekij · ∂U4

∂Xk
(7)

Di = eikl · 1
2

(
∂Uk

∂Xl
+

∂Ul

∂Xk

)
− εik · ∂U4

∂Xk
(8)

Replacing (7) and (8) in (5) and (6), we obtain the piezoelectric tensorial equations:

Cijkl
∂2uk

∂Xi∂Xl
+ elij

∂2U4

∂Xk∂Xi
= ρ

∂2uj

∂t2
(9)

eikl
∂2uk

∂Xi∂Xl
− εik

∂2U4

∂Xk∂Xi
= 0 (10)

3. THE FORM OF SOLUTION

Consider the following form of the surface wave (partial wave):

Ui = ui exp (jk · αiY ) exp−j [ω · t− k(1 + jγ)X] (11)

where ui (i = 1, 2, 3) are the displacement amplitudes, ui (i = 4) is the amplitude of the electric
potential, k is the constant of propagation, the αi are the penetration coefficients of the wave inside
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the piezoelectric substrate (Figure 1), γ is the coefficient of longitudinal attenuation and ω is the
angular pulsation.

Equations (9) and (10) can be written in a matrix form as:

[A][U ] = [0] (12)

with [U ] = [u1, u2, u3, u4]T , [A] is a matrix (4× 4).
The determinant of the matrix [A] must be zero to ensure a non trivial solution, it can be written

as:
8∑

i=0

βi · αi = 0 (13)

where Bi depends on the piezoelectric material features (Cijkl, εik, elij) and of the acoustic velocity
VS .

The determinant of the matrix [A] must be zero, we have eight complex roots (i = 1 . . . 8):

αi = ai + jbi (14)

where ai: is the real part and bi: is the imaginary part, with am = am+1 and bm = −bm+1 where
m = 1, 3, 5, 7.

In the surface mode (or Rayleigh wave) the αi (i = 1 . . . 8) are conjugated by pairs and only the
complex roots with negative imaginary part are taken into consideration (for convergence reasons).

Let us first neglect the longitudinal attenuation (γ = 0) and insert (14) in (11) to obtain:

Ui = ui exp−(bik · Y ) exp−j [ω · t− k (X + aiY )] (15)

If we go inside the crystal (Y tends to −∞), the wave Ui tends to zero. This corresponds to surface
acoustic waves (S.A.W) (Figure 1). In the opposite case (Y tends to +∞), Ui tends +∞ (without
physical signification).

4. LEAKY AND BULK WAVES

The variation of the acoustic velocity VS allows us to obtain bi = 0 (imaginary part) and (15)
becomes:

Ui = ui · exp−j [ω · t− k · (X + aiY )] (16)

The wave nature bulk waves (B.W) and leaky waves (L.W) depends on the sign of the real part
of αi (ai).

If ai is negative, we have bulk waves (Propagation inside the crystal (Figures 1 and 2)).
If ai is positive, we have leaky waves (radiation out of the crystal (Figures 1 and 2)).
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Figure 2: Penetration coefficient α4. (a) Real part. (b) Imaginary part.
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5. GENERAL FORM OF THE ACOUSTIC WAVE SOLUTION

The general form of Ui (i = 1, 2, 3, 4) is expressed by:

Ui(k, Y ) =
4∑

n=1

Cn ·A(n)
i · exp−j[ωt−k·αn·Y ] (17)

where A
(n)
i are the components of eigen vectors associated to coefficients αn [3]

Cn are the constants determined by the traction-free boundary conditions [3].
the product Cn ·A(n)

i depends on Cijkl, εik, elij and of the acoustic velocity VS .
For i = 4, we have a potential electric given by:

U4(k, Y ) =
4∑

n=1

Cn ·A(n)
4 · exp−j[ωt−k·αn·Y ] (18)

6. WAVELET TRANSFORM OF SIGNAL

The signal chosen for analysis by wavelet transform is given by Equation (18). It represents an
electric potential “U4” coupled with an elastic wave of components “U1, U2, U3”. This wave with the
frequency “f” propagates along the X direction and guided on the free surface of the piezoelectric
(Figure 1).

The space-scale type wavelet transform of U4 (in the neighbourhood of the surface: Y ≈ 0) is
given by this convolution product [8]:

TU4(Y ≈ 0, X, a) = U4(Y ≈ 0, X)⊗ 1√
a
Ψ∗

(
X

a

)
(19)

where U4 (Y ≈ 0, X) is a signal in the neighbourhood of the material surface (Y ≈ 0).
Ψ∗(X) is the complex conjugate of the wavelet (Mexican-hat): Ψ(X) = d2/dX2(e−X2/2)
The frequency-scale type wavelet transform of U4 becomes a simple product:

TU4(Y ≈ 0, f, a) =
√

aU4(Y ≈ 0, f) ·Ψ∗(a · f) (20)

where U4 (Y ≈ 0, f) is the Fourier transform of a signal in the neighbourhood of the material surface
Ψ∗(f) is the Fourier transform of Ψ∗(X): Ψ∗(f) = (2 · π)1/2 · e−(4·π2·f2/2) · (2 · π · f)2.
Replacing the expression of Ψ∗(a · f) in Equation (20), the wavelet transform of U4 in this case

becomes:
TU4(Y ≈ 0, f, a) = |U4(k, 0)| ·

√
2 · a · π · e− 4·π2a2·f2

2 · (2πf · a)2︸ ︷︷ ︸
Ψ∗(a·f)

(21)

With |U4(k, 0)| =
4∑

n=1
Cn ·A(n)

4 , k = 2 · π · f/VS

7. RESULTS AND DISCUSSION

The detection of leaky and bulk waves appears at the level of the penetration coefficients when the
acoustic velocity Vs change its value. This change results in an annulation of the imaginary parts
of the penetration coefficients. We note that when the imaginary part becomes null, it appears at
the level of signal wavelet transform an abrupt variations called pseudo-singularities. These
pseudo-singularities are not always observable. The use of the scale of this transform permits to
visualise them. Once these pseudo-singularities are detected, the sign of the real part can inform
us about the leaky wave (ai > 0) and the bulk wave (ai < 0).

The analysis of the signal by wavelet transform (Equation (21)) clearly shows these pseudo-
singularities at the level of the contour of three-dimensional figure (the above view). This figure
englobes the Wavelet Transform of “U4”, the Acoustic Velocity “VS” and the Scale “a” with the
frequency “f” as parameter (Figures 3, 4 and 5). At the frequency f = 1 GHZ, it is impossible
to detect the pseudo-singularities for a scale superior to 10−8, In this case we can’t detect the
pseudo-singularities (Figure 3). For a good detection, it is necessary to reduce the scale from 10−8

to 10−10 (Figures 4 and 5), these pseudo-singularities appear more and more clearly.
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Figure 3: The wavelet transform of the U4 Scale
order (10−8).

Figure 4: The wavelet transform of U4 Scale order
(10−10).

Good detection of 
pseudo-singularities

Figure 5: The above view of Figure 4 (Good detection of pseudo-singularities).

8. CONCLUSION

In this work, we have developed a model for studying the behaviour of electroacoustic waves at
the level of pseudo-singularities which appear for some velocities giving the leaky and bulk waves.
This model that insures the detection of pseudo-singularities using the wavelet transform. This
latter has the property of being locally maximal around the points where the signal is singular or
pseudo-singular. In this paper, we were interested in the influence of the scale “a” of this transform.
The decrease of the scale allowed us to detect the pseudo-singularities whatever the frequency so
that we can obtain all the details about the propagation of acoustic waves in particular on the
leaky and bulk waves. This information can be useful for many applications such us the antenna
and the oscillator devices.
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Abstract— Recent some researches reveals that abnormal SLHF in the epicentral regions is
found to appear prior to several coastal earthquake in the world, while no abnormal existence
in terrestrial region far away from coast. The features of SLHF anomaly of four earthquakes
occurred in the past ten years in China are studied in this paper. The analysis shows that there
was abnormal SLHF occurred 2∼12 days before these earthquakes without exception. The SLHF
anomaly usually occurred in the epicenter or its surrounding area, and its spatial distribution
was in accordance with the local active faults. It is concluded that the SLHF anomaly can act as
a valuable index for the remote sensing monitoring of tectonic activity, and it provides a useful
impending messages for both costal and inland earthquakes in China.

1. INTRODUCTION

The satellite thermal infrared (TIR) imaging data have been proposed to map large linear structure
and fault systems in the Earth’s crust and to monitor geophysical phenomena associated with
major earthquakes. TIR radiation anomaly can provide early warming information for impending
earthquakes, and is considered to be a new precursor of shocking. The satellite TIR remote sensing,
for the advantages of large observation area and short observation period, is becoming a promising
technique for detecting earthquake and for monitoring tectonic activities. Surface Latent Heat Flux
(SLHF), as an atmospheric parameter proportional to the evaporation from the Earth’s surface,
is dependent on meteorological parameters such as surface temperature, relative humidity, wind
speed and underlaying surface. Numerous precursory geophysical parameters have been found to
be associated with earthquakes that occurred in the world. These parameters can be proved to be
potential precursors of earthquake even if their characteristic behavior has not been understood.

Recently, the analysis on SLHF from the epicentral areas of several coastal earthquakes in the
world shows that SLHF is possible to provide meaningful anomaly index. The spatial-temporal
anomalies of satellite SLHF, observed several months to several weeks before shocking, were sug-
gested to be pre-seismic signals [1–4]. The results of SLHF anomaly investigations in coastal
regions has indicated that: 1) the SLHF anomaly is sensitive to earthquake above Ms5.0, 2) the
SLHF anomaly usually appears from 2∼19 days before and disappears quickly after the shocking,
3) the anomalous behavior of SLHF is not found for terrestrial earthquakes in India.

In the present paper, the SLHF behaviors of the epicentral areas of four earthquakes in China
(one coastal earthquake and three terrestrial earthquakes) are analyzed to study the SLHF behavior
both before and after the earthquake.

2. DATA AND PROCESSING

The details of one coastal earthquake and three terrestrial earthquakes are given in Table 1, which
have been obtained from CSNDMC (http://www.csndmc.ac.cn/newweb/). The SLHF data of
four earthquakes have been downloaded from the NCEP-NCAR reanalysis data of the IRI/LDEO
Climate Data Library (http://iridl.ldeo.columbia.edu/). The data set is in resolution of global grid
1.8◦×1.8◦. The global database of various meteorological and surface parameters are generated by
taking into considering the measured values at various worldwide stations and also retrieved from
satellite dada. The spatial distribution of the SLHF anomaly prior to each event has been studied
in a 12◦ × 12◦ area with the pixel covering the epicenter. The daily values of a month period prior
to and after shocking from 1991 to 2007 are taken for analysis.
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Table 1: Details of four earthquakes.

Place Data Epicenter Magnitude (Ms) Focal Depth
Zhangbei 01/10/1998 114.51E, 41.12N 6.3 15

Taiwan Chichi 21/09/1999 121.20E, 23.35N 7.6 8
Jiashi 24/02/2003 77.33E, 39.58N 6.8 8
Puer 06/02/2007 101.13E, 23.08N 6.7 6

Since SLHF is affected by the winds, tides and monsoon, it is spatial-temporally changed.
To analyze the SLHF anomaly prior to earthquake, the perennial spatial-temporal influences are
considered as background trend, and the SLHF data of 16 years (besides the shocking year) are
used to calculate the mean values of SLHF for each pixel as perennial trend. The mean value during
that period is used to take account of the seasonal effect. For each earthquake location, to analyze
the SLHF behavior of the epicenter, the mean value of SLHF plis 1.5 time the standard deviation
of SLHF were taken as background noise. To analyze the SLHF behavior of the epicenter and the
adjacent regions of shocking, the procedures are as following:

1) The mean value and the standard deviation (the same month and the same day of 16 years)
are calculated so as to get the background trend of each pixel.

2) The daily anomaly index of each pixel can be calculated as:

AI =
(SLHF(r, t)− SLHF(r))

σSLHF

SLHF(r, t) is the daily value of SLHF, SLHF(r) and σSLHF are the mean value and standard
deviation of each pixel respectively;

3) If AI > 1.5, the pixel is considered to be an anomaly pixel;
4) The group of the anomaly pixels is considered to be a potential seismic active region.

3. RESULTS AND DISCUSSION

To analyze the SLHF behavior of the epicenter pixel of four earthquakes in Table 1, the temporal
variation features of SHLF in epicenter pixel were obtained in Fig. 1. The solid line shows the
SLHF daily values prior to and after earthquake. The dashed-dot line shows the daily mean value
for 16 years. The dotted line shows daily mean of 16 years plus 1.0 time standard deviation. The
dashed line shows the maximum SLHF values, which is considered as the maximum background
noise daily mean of 16 years plus 1.5 time standard deviation. This background noise varies with
location to location and day to day. The arrow shows the day of the main earthquake event. The
result show that: 1) SLHF behavior of the epicenter pixel shows a similar trend for all the four
earthquake, 2) abnormal SLHF occurred 9 days before Zhangbei earthquake (Fig. 1(a)), abnormal
SLHF occurred 2 days before Chichi earthquake (Fig. 1(b)), abnormal SLHF occurred 12 days
before Jiashi earthquake (Fig. 1(c)), abnormal SLHF occurred 5 days before Puer earthquake
(Fig. 1(d)), 3) Prior to the main earthquake event, SLHF values have been found to be greater the
sum of mean SLHF plus 1.5 time standard deviation.

The SLHF anomaly has associated with local active faults before earthquake. The spatio-
temporal distribution of SLHF anomaly index of seismic active areas of two earthquakes has been
analyzed.

For convenience of comparison, the spatio-temporal distribution of SLHF anomaly has been
considered for two different stages of a month period prior to and after the earthquake in Zhangbei
region: from 2 January 1998 to 5 January 1998 as the first stage (anomalous stage), from 6 January
1998 to 10 January 1998 as the second stage. Fig. 2 shows a spatio-temporal distribution of the
SLHF anomaly index (10 days prior to the main event): 1) the SLHF anomaly appeared on north-
west in epicenter on 2 January 1998, 2) the SLHF anomaly increased significantly on 3 January
1998, their distribution tended to concentrate onto the main active faults, the maximum ∆SLHF
exceed 2 time standard deviation, 3) the SLHF anomaly decreased in southern of epicenter on
4 January 1998 and disappeared on 5 January, 4) the SLHF anomaly decreased in western of
epicenter, but increased in eastern and the maximum ∆SLHF exceed 2 time standard deviation.
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(a) Zhangbei Ms6.3    (b) Chichi Ms7.6  

 (c) Jiashi Ms6.8   (d) Puer Ms6.7 

 

Figure 1: Temporal features of SHLF in the epicenters pixels of four earthquakes respectively.

During the second stage (4 days before the earthquake), the region of SLHF values decreased to
normal values.
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Figure 2: Spatio-temporal distribution of SLHF anomaly in the Zhangbei region.

Figure 3 shows a spatio-temporal distribution of the SLHF anomaly index in Puer region prior
to the earthquake: 1) the SLHF anomaly appeared on northern and western in epicenter on 27
May 2007, the maximum ∆SLHF exceed 3 time standard deviation in northern, 2) the SLHF
anomaly increased significantly from 31 January 2007 to 2 June 2007, their distribution tended to
concentrate onto the main active faults, the maximum ∆SLHF exceed 2 time standard deviation
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on 2 June 2007.
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Figure 3: Time-spatial distribution of SLHF anomaly in the Puer region.

The analysis results of spatio-temporal distribution of the SLHF anomaly index show that the
SLHF anomaly usually occurred in the epicenter or its surround area, and its spatial pattern was
in accordance with the strike of local active faults.

4. CONCLUSIONS

The analysis of SLHF data of data the recent four earthquakes has shown anomalous behavior prior
to the earthquakes. The result shows that there were abnormal SLHF occurred 2∼12 days before
the earthquakes without exception. The SLHF anomaly usually occurred in the epicenter or its
surround area, and its spatial pattern was in accordance with the strike of local active faults. It was
concluded that the SLHF anomaly can act as a valuable index for the remote sensing monitoring
of tectonic activity, and provide useful impending messages for both costal and inland earthquakes
in China. It was suggested that SLHF together with other meteorological data such as surface
temperature, water vapor, cloud liquid water and outgoing long wave radiation can be used for
early warning of costal and territorial earthquakes.
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Abstract— In this paper, the temperature dependable dielectric model for moist soils was
developed on the basis of the generalized refractive mixing dielectric model (GRMDM) recently
proposed by Mironov et al. to provide for substantially less error, as compared to the most
popular model by Dobson et al.. This model was substantiated with the use of the dielectric
data measured by Curtis et al.. For a specific soil type, the temperature dependable GRMDM
was shown to make as accurate predictions of this value, as a function of volumetric moisture,
wave frequency, and temperature, as the dielectric data measurement accuracy is. The error of
dielectric predictions was tested in the range of temperatures from 10 to 40◦C, frequencies from
300MHz to 26.5 GHz, and moistures varying from those of dry soil to the ones corresponding to
full soil water capacity. The Silty Sand soil tested contained 14, 9, and 77% of clay, silt and sand
respectively. In addition, the error of dielectric predictions with the temperature dependable
GRMDM was compared with that of Dobson’s model, proving a lot more accurate predictions.

1. INTRODUCTION

Dielectric models of the soil and vegetation are [1] an essential part in the algorithms used for
data processing with regard to the problems of radar and radiothermal remote sensing. At present,
the semiempirical dielectric model (SDM) proposed in [2–4] has become a routine instrument for
predicting permittivities of moist soils in the microwave band. Wide spread occurrence of this
model in the respective literature is partly caused by its direct linkage to conventional geophysical
or agro physical variables describing moist soils, which are the input parameters sufficient for
dielectric predictions. This factor makes the SDM simple and convenient in practical use, so giving
this model an undisputable superiority over the other dielectric models in solving inverse problems
pertinent to the radar and radiothermal remote sensing.

At the same time, once the SDM was developed on the bases of limited dielectric measurements
in terms of soil mineral composition and temperature range, what really needs to be analyzed about
this model is its accuracy when being applied to the soil types and used in the range of temperatures
falling out of the domains encountered in [2–4]. In this context, the SDM was recently shown [5–7]
to generate predictions for an assemblage of soils measured in [8] with three times as large error
compared to that it does in the case of the prototypal soils, thus revealing essential impact of
specific soil mineral compositions on the SDM error.

Meanwhile, the impact of temperature variations on the SDM accuracy has not been analyzed
yet. In this paper, this analysis is conducted in conjunction with testing the error of a newly
developed temperature dependable GRMDM.

2. METHODOLOGIES OF ACCOUNTING FOR TEMPERATURE DEPENDENCE IN
THE FRAME OF THE GRMDM

According to the GRMDM [5–7], dielectric constant (DC) ε′ and loss factor (LF) ε′′ can be calcu-
lated using the following formulas:

ε′ = n2 − κ2, ε′′ = 2nκ (1)

where n and κ are the refractive index and normalized attenuation coefficient.
The moist soil-water mixture refractive index (RI) and normalized attenuation coefficient (NAC)

can be represented in the following form:

ns =

{
nd + (nb − 1)W, W ≤ Wt

nd + (nb − 1)Wt + (nu − 1) (W −Wt) , W ≥ Wt

(2)

κs =

{
κd + κbW, W ≤ Wt

κd + κbWt + κu (W −Wt) , W ≥ Wt.
(3)
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A set of parameters in (2) and (3) consists of: 1) maximum bound water fraction, Wt; 2) RIs
nd, nb, nu and NACs κd, κb, κu of the dry soil, bound soil water (BSW), and free soil water (FSW),
respectively.

RI and NAC are the following functions of DC and LF:

np = 1√
2

√√
ε′2p + ε′′2p + ε′p, (4)

κp = 1√
2

√√
ε′2p + ε′′2p − ε′p, (5)

Here, the values p = u and p = b correspond to the FSW and BSW, respectively. The DC and
LF of the BSW and FSW as a function of wave frequency follow the Debye formula:

ε′p = ε∞ +
ε0p − ε∞

1 + (2πfτp)
2

ε′′ =
ε0p − ε∞

1 + (2πfτp)
2 2πfτp +

σp

2πεrf

(6)

Here, ε∞ = 4.9 is the DC in the high-frequency limit, ε0p is the DC in the low frequency limit,
f is the wave frequency in Hertz, τp is the relaxation time in second, σp is the effective conductivity
in S/m, and εr is the DC for free space, which is equal to 8.854× 10−12 F/m.

In order to make the GRMDM expressed with formulas (1)–(6) a temperature dependable
dielectric model, some of the GRMDM spectroscopic parameters have to be presented as a function
of temperature. The dependence of the low frequency dielectric constant limit on the temperature
can be represented with the Clausiuss-Mossotii equation [9] in the form

ε0p(T ) = (1 + 2 exp(Fp(ts)− βp(t− ts)))/(1− exp(Fp(ts)− βp(t− ts))) (7)

where βp is the volumetric expansion coefficient, t and ts are the current and starting temperatures
by degrees centigrade. The function Fp(t) can be expressed with the equation

Fp(t) = ln[(εp0(t)− 1)/(εp0(t) + 2)]. (8)

The relaxation time, in picoseconds, can be determined with the Debye relaxation formula [9]
accounting for the temperature dependence:

τp =
48× 10−12

T
exp

(
ψp

T
− θp

)
(ps) (9)

where the parameters, ψp = ∆Hp/R and θp = ∆Sp/R, are proportional to the activation energy,
∆Hp, and entropy of activation, ∆Sp, respectively, T is the absolute temperature, and R is the
universal gas constant.

Finally, the conductivity, σp, has a linear dependence on the temperature, which is characteristic
to the ionic solutions:

σp(t) = σp(ts) + βσ p(t− ts). (10)

Here, βσp is the temperature incrementation coefficient for conductivity. While σp(ts) is the
value of conductivity at a starting temperature, ts. The temperature in (10) is to be assigned in
degrees by centigrade. As a result, to make dielectric predictions, the temperature dependable
GRMDM needs the input parameters shown in Table 1.

3. TEMPERATURE DEPENDABLE DIELECTRIC MODEL

The dielectric data available in [8] were employed to obtain the GRMDM spectroscopic parameters
with the same fitting procedure as used in [5–7] for the Silty Sand soil containing by mass 14% of
clay, 77% of sand, and 9% of silt. The results of this fitting at the temperatures of 10, 20, 30, and
40◦C are shown in Table 2.

The data from Table 2 were fitted with formulas (7)–(10) to yield the parameters relating to the
temperature dependable GRMDM, as given in Table 3, with the starting temperature being equal
to 20◦C.
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Table 1: Temperature dependable GRMDM parameters.

nd Dry soil RI

κd Dry soil NAC

Wt Maximum BW fraction

ε0b(ts) Starting low frequency limit DC for BSW

βb, (K−1) Volumetric expansion coefficient for BSW

ψb, (K) Activation energy coefficient for BSW

θb Entropy of activation coefficient for BSW

σb(ts), (S/m) Starting conductivity for BSW

βσb, (S/mK) Temperature incrementation coefficient for conductivity for BSW

ε0u(ts) Starting low frequency limit DC for FSW

βu, (K−1) Volumetric expansion coefficient for FSW

ψu, (K−1) Activation energy coefficient for FSW

θu Entropy of activation coefficient for FSW

σu(ts), (S/m) Starting conductivity for FSW

βσu, (S/mK) Temperature incrementation coefficient for conductivity for FSW

Summing up it is worth noticing that the GRMDM is represented with the formulas (1)–(6) in
conjunction with the spectroscopic parameters to be assigned for each temperature and taken from
Table 2 as a function of temperature. While the temperature dependable GRMDM is presented
with the formulas (1)–(10) in conjunction with the spectroscopic parameters, which do not depend
on the temperature, as given in Table 3, nevertheless ensuring dependence of the complex dielectric
constant on the temperature. In the next section, the temperature dependable GRMDM will be
tested against the dielectric data from [8].

Table 2: GRMDM spectroscopic parameters at different temperatures.

Spectroscopic

Parameters

Temperatures, ◦C

10 20 30 40

nd 1.5

κd 0.03952

Wt 0.071

ε0b 66.5

τb (ps) 13.8 10.5 8.4 7.04

σb (S/m) 0.160 0.200 0.243 0.290

ε0u 103.9 100 96.4 93.1

τu (ps) 11.8 8.5 6.4 5.04

σu (S/m) 0.200 0.250 0.304 0.363

Table 3: Temperature dependable GRMDM parameters for the Silty Sand soil at the starting temperature
of 20◦C.

nd κd Wt ε0b(ts) βb (K−1) ψb (K−1) θb σb(ts) (S/m)

1.5 0.03952 0.071 66.5 0 1700.983 1.623 0.2

βσb (S/mK) ε0u(ts) βu (K−1) ψu (K−1) θu σu(ts) (S/m) βσu (S/mK)

0.004 100 0.0001 2227.226 3.634 0.25 0.005
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4. VALIDATION OF THE TEMPERATURE DEPENDABLE GRMDM

To estimate the correlation between the predictions obtained with the temperature dependable
GRMDM and the measured DCs and LFs borrowed from [8], the latter were plotted in Fig. 1
versus predicted ones for the whole ensemble of temperatures shown in Table 2. In their turn, the
predicted values were calculated with the use of the formulas (1)–(10) and parameters shown in
Table 3.

As follows from Fig. 1, over the whole variety of temperatures, moistures, and frequencies
measured in [8] for the Silty Sand soil, the temperature dependable GRMDM is able to predict the
DCs and LFs with error characterized by the correlation coefficients, RDC and RLF , and standard
deviations, SDDC and SDLF , which are equal to: R2

DC = 0.996, R2
LF = 0.981, SDDC = 0.601,

SDLF = 0.401. While the linear fits obtained are expressed in the form as follows: ε′m = 0.319 +
1.003ε′p, ε′′m = −0.0481 + 1.0325ε′′p, which signifies only a minor bias of the predictions obtained
against the measured data.

The test conducted in the same way with the use of the GRMDM, that is, the formulas (1)–(6)
and Table 1, revealed the same error in terms of the correlation coefficients, RDC and RLF , and
standard deviations, SDDC and SDLF , which appeared to be equal to: R2

DC = 0.996, R2
LF =

0.981, SDDC = 0.606, SDLF = 0.403. The linear fits themselves were found to be as follows:
ε′m = 0.0.320 + 1.004ε′p, ε′′m = −0.051 + 1.033ε′′p, which are almost identical to those corresponding
to the temperature dependable GRMDM. This means that the temperature dependable GRMDM
is able to provide predictions with the same accuracy as the GRMDM does.

(a) (b)

Figure 1: Correlation of the temperature dependable GRMDM predictions, ε′p, ε′′p , for DCs (a) and LFs
(b) with the measured ones, ε′m, ε′′m, in the case of soil D measured in [7]. Solid and dotted lines represent
bisectors and linear fits, respectively. Correlation coefficients, RDC and RLF , and standard deviations,
SDDC and SDLF , are equal to R2

DC = 0.996, R2
LF = 0.981, SDDC = 0.601, SDLF = 0.401. The linear fits

are expressed as follows: ε′m = 0.319 + 1.004ε′p, ε′′m = −0.0481 + 1.032ε′′p .

5. VALIDATION OF THE TEMPERATURE DEPENDABLE DOBSON’S DIELECTRIC
MODEL

In order to make assessments of the predictions error regarding Dobson’s dielectric model [2–4] over
the whole range of temperatures available in [8] for the Silty Sand soil, the respective predictions
were calculated using the formulas of Dobson’s model from [2–4], with the water complex dielectric
constant values as a function of temperature to be calculated according to the dielectric data and
formulas available in [10]. The results of this correlation analysis are presented in Fig. 2, based
on the data set for all temperatures, frequencies and moistures available in [8] for the Silty Sand
soil. Although the measured and predicted values presented in Fig. 2 exhibit rather a high degree
of correlation (R = R2

DC = 0.988 for DCs and R = 0.906 for LFs), it should be noted that the
predictions have a noticeable bias relative to the measured values, their linear fits being expressed
by the following equations: ε′m = −0.95347+0.77726, ε′′m = 0.77612+0.74347ε′′p, instead of ε′m = ε′p
and ε′′m = ε′′p. And, second, some values of LF predicted take negative in the range of measured
values from 0.5 to 3. From the data given in Figs. 1 and 2 follows that the error of the temperature
dependable GRMDM dielectric predictions is about twice as small, compared to that of the SDM.
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(a) (b)

Figure 2: Correlation of the temperature dependable Dobsonfs dielectric model predictions, ε′p, ε′′p , for DCs
(a) and LFs (b) with the measured ones, ε′m, ε′′m, in the case of the Silty Sand soil measured in [7]. Solid
and dotted lines represent bisectors and linear fits, respectively. Correlation coefficients, RDC and RLF ,
and standard deviations, SDDC and SDLF , are equal to R2

DC = 0.988, R2
LF = 0.906, SDDC = 1.072,

SDLF = 0.885. The linear fits are expressed as follows: ε′m = −0.953 + 0.777ε′p, ε′′m = 0.776 + 0.743ε′′p .

6. CONCLUSIONS

The temperature dependable GRMDM proved to ensure dielectric predictions in the temperature
range from 10 to 40◦, using the spectroscopic parameters not dependable on the temperature, with
the same accuracy as the GRMDM does with the use of the temperature dependable spectroscopic
parameters. In terms of standard deviation, the error of the temperature dependable GRMDM
dielectric predictions was found to be twice as small, compared to that of the SDM.
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Monioring of Satellite Thermal Pattern in the Azores Current Area
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Abstract— In relation to problems on monitoring of satellite thermal pattern of relation to
ocean front evolution, a specific example is introduced to give one of the supporting data obtained
in the sea area of the Azores in the northeastern Atlantic. A simplified model is shown for
understanding the sea surface temperature pattern observed in-situ. This result is effective to
encourage the author’s modeling.

1. INTRODUCTION

This work is an extensive part of the author’s research project on monitoring if satellite thermal
pattern in the ocean front evolution.

In relation to this project, the author has had an information from one of the scientist in the
Azores. The Azores group has reported on a problem of the Azores current separates the colder and
fresher waters in the northeastern Atlantic. They have noticed about the sea surface temperature
pattern in-situ in their interested sea are could be well related to the satellite thermal pattern in
the satellite signal of the infrared band received out of the sea surface.

The author’s model for realizing satellite thermal pattern of an ocean front evolution is taken
to be well supported by this specific case. So that, a more advanced research might be effective to
find a key to this application.

2. DATA SOURCE

The author is now introducing a simple model for illustrating sea surface thermal pattern observed
in the ocean by this time not only in the area of the northwestern Pacific but also a specific case
in the Azores area of the northeastern Atlantic.

The specific case of the sea surface temperature pattern was informed personally by one of
the scientists in the University of Azores. This pattern was obtained by an observation in-situ
which was studied comparing the satellite thermal pattern of the sea surface obtained by analyzing
the signals of the infrared band radiated out of the sea surface. The Azores research group has
compared to find them to be consistent each other.

On the other hand, referring to the author’s related research by this time, this specific case of
the Azores seems to support the author’s model for ocean front evolution studied on the bases of
the author’s monitoring system by directly receiving of the satellite signal at a station where a
simple system has been available to use an antenna and a processing function.

3. OCEAN FRONT MODEL

The author introduces a model of ocean front evolution first.
Now, assume that a cold water mass encountering to a warm water mass forms an ocean front.

Consider a straight line form case of an ocean front. An undulation of a straight ocean front is a
conditional trigger of an ocean front evolution. A small amplitude undulation evolves to form a
kink, filament, and an entrapped core water.

In this work, a case of the entrapped core water in an encircled filament is formed by the ocean
front.

Assuming a case of no water masses interaction across the front, the encircled water in the core
of the considering filament may be taken as if it were a form of eddy. There are some concept of
eddy though the author considers that this filament formation to be taken as an eddy like front
evolution, as found in A of Figure 1. In this case, a couple of eddy like front evolution can be seen.
However, one of them is simply taken in our interest for our purpose. This spiral pattern can be
found by the satellite just at the time when this pattern is in the foot print of the sensor mounted
on the satellite.

Next, consider about a thermal pattern on the sea surface along a survey line A–A for a line of
X=A (cf. Figure 1).
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Figure 1: A model of ocean front evolution for intruded filament which is a stage of forming a couple of
eddies. A — Ocean front pattern with a core of a matured stage; B — A thermal pattern along a line A–A
of sea surface in a transcendental stage of model; C — A thermal pattern along a line A–A of sea surface in
a matured stage of model; D — A schematic thermal pattern of the sea surface temperature observed in the
Azores area.

Then, a thermal pattern on the sea surface in the interested ocean area must be a form of a case
similar to that of B as shown in Figure 1. In a case of a matured stage of the encircled filamentation,
The case of C rather than the case of B might be possible to appear.

In the actual ocean, some interactions and exchange processes are found across the front. Exactly
speaking, the two water masses contacts a frontal face of the 3 dimensional shape.

In fact, no thermal pattern with a harshe edges is seen (cf. cases B or C in Figure 1), though
a rounded thermal pattern of the sea surface temperature is usually found as shown in case D of
Figure 1.

4. AZORES OBSERVATION

The research group of the University of Azores, has surveyed to obtain a specific thermal pattern
on the sea surface temperature in-situ along a survey line where was in a foot print of the satellite
sensor in the northeastern Atlantic.

A part of their group’s survey has been analyzed and reported. The author has informed about
the pattern of the sea surface along one of their survey lines. This was personally informed to the
author by Professor Ana Martins (the University of Azores), the leader of the survey group, when
she had a chance to discuss here on the problems related to ocean front. Their research has covered
not only the satellite monitoring but also surveys in-situ, numerical modeling of current field in
their interested field area. The other oceanographic factors are their interest so that several other
data are also introduced though the author is not to introduce the other informations from them.
With this, it could easy to see that the water masses have complicated motions though the specific
thermal pattern is found easily.

The author has noted first an ocean front evolution referring to the cases found in the area of the
northwestern Pacific. Then, he could find his model could be taken applicable to the other cases in
the other ocean area. This might be a key to introduce a model good for a universal application.
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5. CONCLUSIONS

The author introduced the sea surface thermal pattern monitored by the satellites in order to see
what problems should be considered for the problems of an ocean front evolution. This work is a
special reference to the case of the sea surface thermal pattern along a survey line which was in
the foot print of a satellite, referring to a project which has been promoted by the survey group
of the University of Azores. The sea surface thermal pattern observed along a survey line in the
northeastern Atlantic seems to support the author’s model of an ocean front evolution. Even
though, it is necessary to consider a 3 dimensional problem in practice. A more advanced research
is expected.
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Radiometric Measurements of Maximum Bound Water Fraction in
Soil

V. L. Mironov, P. P. Bobrov, and A. S. Yascheko
Kirensky Institute of Physics, SB, RAS, Krasnoyarsk, Russia

Abstract— The radiothermal method of simultaneous sensing both the maximum bound water
fraction in the soil and the bulk soil moisture has been proposed and experimentally substantiated.
The method is based on soil emissivity measurements for thawed and frozen soils during a short
time before and after freezing.

1. INTRODUCTION

So far, the radiometric remote sensing of moist soils has been focused on retrieving only volumetric
soil moisture [1], with almost no studies having been developed to remotely sense hydrological
properties of soils, such as the maximum bound water fraction (MBWF) retained by a given type
of soil. This situation can be partly attributed to using in respective moisture retrieving algorithms
the semiempirical dielectric model [2–4], in which the MBWF was not explicitly introduced as
a distinct value to be determined. At the same time, recently, the MBWF as a hydrological soil
parameter was proposed to be used in the generalized refractive mixing dielectric model (GRMDM)
for moist soils [5], which made possible, at least in principle, deriving the MBWF from radiometric
or radar remote sensing data. In this paper, a method of radiometric measurements of the MBWF
is considered, using the GRMDM as a radiophysics basis.

2. MEASUREMENT METHODOLOGY

First, on the basis of the GRMDM parameters given for a variety of soils in [6, 7], there were
established the regression dependences of the real, nt, and imaginary, κt, parts of the soil complex
refractive index on the MBWF, with soil volumetric moistures being equal to the MBWF. These
equations can be expressed in the following form:

nt = (f, T, Wt) = a (f, T ) Wt + b,

κt = (f, T, Wt) = c (f, T ) Wt + d,

where f and T are the wave frequency and physical temperature, respectively. Coefficients b and
d do not depend on the frequency and temperature (b = 1.65, d = 0.11), as they concern dry soil.
At the temperature of 20◦C and frequency of 1.67; 6; and 6.9 GHz, the factors a and c are equal
to: a = 5.21; 4.97; and 4.93 and c = 0.77; 0.86; and 0.89, respectively.

Second, according to the GRMDM, at a given total volumetric moisture, W , the emissivity for
moist soils was expressed through the real and imaginary parts of the complex refractive index,
which can be written in the form

n = (f, T, Wt, ∆W ) = n (f, T,Wt) + (n∆ (f, T )− 1) ∆W,

κ = (f, T, Wt, ∆W ) = κ (f, T,Wt) + κ∆ (f, T )∆W,

where n∆(f, T ) and κ∆(f, T ) are respectively the real and imaginary parts of the complex refractive
index of free soil water, which is present in soil in excess of the MBWF, ∆W = W −Wt. If the
surface of soil is smooth, the emissivity, χ, is given by the equation

χ = 1−
∣∣∣∣
cosϕ1 − ṅ cosϕ2

cosϕ1 + ṅ cosϕ2

∣∣∣∣
2

(1)

where ṅ stands for the complex refractive index of the soil, ϕ1 and ϕ2 are the angles of incidence
in air and refraction in soil, respectively. As seen from (1), the emissivity appears to be a known
function of four arguments, χ = χ(f, T, Wt,∆W ), provided the functions n∆(f, T ) and κ∆(f, T )
are determined from some other consideration.

Third, to derive the MBWF, it was proposed to measure the brightness temperature TB of
thawed soil just before and after freezing, with the depth of frozen layer being equal to, or greater
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then, the depth of sensing, and the temperature of soil being confined in a narrow range around the
freezing point, Tf . From these measurements, the soil emissivity can be found with the following
formula: χ = TB/Tf .

As follows from [8], the values nt(f, T,Wt) and κt(f, T, Wt) undergo only minor variations with
the temperature, so that they were estimated at the temperature of 20◦C with the use of data
presented in [6]. While, in the case of thawed soil, the values of n∆(f, T ) = nq(f, T ) and κ∆(f, T ) =
κq(f, T ) were calculated using the Debye formula for liquid water, according to [9]. While in
the case of frozen soil, they were supposed to be equal to the real and imaginary parts of the
complex refractive index of the ice: n∆(f, T ) = nc = 1.77 and κ∆(f, T ) = κc = 0.02. In the
final analysis, the system of two transcendental equations was obtained, χq = χq(f, T,Wt,Wq) and
χc = χc(f, T, Wt, Wc), which is to be resolved with regard to the MBWF, Wt, and liquid water
fraction, Wq = 0.917Wc, using χq, and χc measured as input values.

3. VALIDATION OF MEASUREMENT METHODOLOGY

To validate the proposed methodology, the emissivities at 6.0, 6.9, and 8.2 GHz for three soil plots
having different values of Wt were measured in the thawed and frozen conditions. Simultaneously,
the MBWFs and bulk volumetric moistures for all soil types were determined as reference values
with the use of weight analysis, in case of bulk moisture, Wt + ∆W , and moist soil dielectric
measurements, like in [5], in case of the MBWF, Wt. At the frequencies of 6.0, 6.9, and 8.2 GHz
the depth of sensing is small enough for the upper layer of the soil to get frozen without occurring
noticeable decrease of its temperature, in regard with the temperature of freezing. Testing plot
soils had different clay and humus contents thus ensuring variations in the values of MBWF from
0.1 to 0.17.

Figure 1: The view of the radiometric system.

Plots number 1, 2, having nearly homogeneous moisture profile due to artificial irrigation, and
3, with noticeable moisture gradient, were measured at nadir and 45 degree of arc incidence angle,
respectively. The surface roughness of plots 1 and 2 was ignored because a special smoothing
procedure had been applied before radiobrightness measurement.

From the start of freezing, the radiobrightness temperature grew in the course of night time,
experiencing some oscillations as a function of time (see Fig. 2), which were caused by wave inter-
ference in a frozen layer of the soil. In the process of relaxation oscillations, the radiobrightness
observed was approaching to the value, which corresponds to the case of soil homogeneously frozen
in the limits of sensed depth. This value and the physical temperature of soil, were used for
calculating the emissivity of frozen soil, χ2.

Testing plot number 3 was measured in a succession of three freezing/thawing cycles. The
emissivity for this plot is presented in Fig. 3. During the whole cycle of measurement, the soil
moisture varied from 0.35 cm3/cm3, in the layer from 0 to 1 cm, to 0.25 cm3/cm3, in the layer from
2 to 5 cm, and the surface of soil had not been smoothed in advance.

To calculate brightness temperature TB, we implemented a coherent model representing the soil
as a stratified dielectric medium consisting of elementary layers with uniform complex permittivity,
ε = ε′ − jε′′. The reflectivity factor of this media was calculated using an iterative procedure as
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Figure 2: Emissivity related to plot 2 as a function of time in the process of freezing (see Table 1) measured
at the frequency of 8.2 GHz.
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Figure 3: Emissivity related to plot 3 in the process cyclic freezing/thawing measured at frequency of 6.9 GHz.

given by the formula

r′0 =
r0 + r′1 exp(−2jkz1∆Z1)
1 + r0r′1 exp(−2jkz1∆Z1)

, (2)

where r′0 — reflectivity factor regarding the surface of multilayered soil, r0 — Fresnel reflectivity
factor relating to this boundary, r′1 — reflectivity factor regarding the multilayer soil below the depth
of ∆Z1, which is the thickness of the 1-st layer, kz1 = k0

√
ε1 − sin2 θ — transverse component of the

complex wave number in the 1-st layer, k0 = 2π/λ0 — wave number in vacuum, ε1 — permittivity of
the 1-st layer. Then the brightness temperature TB of the soil with rough surface can be determined
with the use of the formula

TB =
(
1− ∣∣r′0

∣∣2 exp (−h)
)

T (3)

where T is the thermodynamic soil temperature, h — the parameter of roughness. The latter
was derived from fitting the radiobrightness measured before freezing with that calculated by the
formulas (2) and (3), with the profiles of temperature and moisture in the soil having been simulta-
neously measured and an appropriate soil dielectric model employed. As a result, at the frequency
of 6.9GHz, the value of this parameter appeared to be of h = 0.73. As shown in [10], in the case
of thawed soils, with the decrease of moisture, the roughness parameter, h, slightly increases, thus
suggesting the value of h to increase in the process of freezing as well. However, the theoretical
estimations proved the roughness parameter to be nearly constant in the process of freezing. In
processing the radiobrightness data measured the roughness parameter was considered to be of the
same value for the thawed and frozen soils.

Soils of plots 1 and 2 had homogeneous moisture profiles. Therefore, a good agreement of the
MBWF and total moisture data obtained from the radiometric measurements and direct measure-
ments was observed (see Table 1). Though, as seen from Table 1, the error of remote sensing data
increased in the case of plot 3, which had a noticeable moisture gradient of moisture with depth.
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Nevertheless, data for the MBWF appeared to be less affected by the gradient of moisture, as
compared to those related to the bulk moisture.

In Table 1, are shown the values of bulk soil moisture determined by direct measurement for the
layer with thickness of 4 cm. At the same time, in the process of freezing, the motion of moisture
toward the freeze/thaw boundary was present, thus causing the decrease in emissivity χ1 of both
thawed and frozen soil in a succession of freezing/thawing cycles, which is well observed in Fig. 3.

Table 1: Measured values of χq and χc, retrieved values of the MBWF, Wt, and bulk volumetric moistures,
W .

Wt , cm3/cm3  W, cm3/cm3  

Plot q c f,  GHz 
remote 

sensing 

data 

direct 

data 

remote 

sensing 

data 

direct 

data 

714 0.813 6.0 0.16  0.17 0.265 0.27 

690 0.842 6.0 0.11 0.10 0.27 0.28 

560 0.812 8.2 0.09 0.10 0.32 0.28 

3 502 0.621 6.9  0.15 0.13 0.29 0.

3 6.9  0.14 0.13 0.29 0.

3 0.443 0.609 6.9  0.15 0.13 0.34 0.

34

34

33

χ χ

0.6050.476

0.

1 0.

0.2

2 0.

4. CONCLUSIONS

The experimental testing of the methodology proposed in this paper for radiothermal measurements
of both the maximum bound water fraction and bulk soil moisture values showed good accuracy
in the case of small moisture gradients present in the soil. This technique seems to be so far a
unique one, allowing to remotely sense hydrological properties of the soil with acceptable accuracy.
The method can be applied to perform measurements over large territories with both airborn and
spaceborn radiothermal instruments.

It should be noted that the methodology needs to be improved in terms of accuracy to cover the
soils with noticeable moisture gradients. In this case, multi-frequency measurements may prove to
be helpful
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Abstract— Permanent scatterers interferometry (PSI) is a technique to exploit the temporal
and spatial characteristics of interferometric signatures collected from point targets to accurately
map surface deformation histories, terrain heights, and relative atmospheric path delays. Among
PS processing steps, permanent scatterers selection is the first one. It will strongly affect the
other following processing steps, and be considered as the most important one. In this paper,
we present a new PS selection method using temporal variation information intended to detect
permanent scatterers for changing city.

1. INTRODUCTION

Permanent scatterers interferometry is a technique to exploit the temporal and spatial characteris-
tics of interferometric signatures collected from point targets to accurately map surface deformation
histories, terrain heights, and relative atmospheric path delays. It is a complicated technique com-
posed several processing steps: PS selection, pixel triangulation, phase unwrapping . . . [1], each
step can affect the monitoring results to some extent. Among these steps, permanent scatterers
selection is the first step. It will strongly affect the other following processing steps. So it is most
important in PS technique.

Many methods have been developed for selecting permanent scatterers. These selection methods
are based on pixel amplitude stability, pixel phase stability, and also spatial coherence. Coherence
has been widely used as an indicator of interferometry quality. So the spatial coherence is used to
obtain the maximum likelihood estimator of the coherence magnitude, and provides an estimation
of the accuracy of the pixel’s phase for each interferogram that is not dependent on the number of
images available. The required estimation window decreases the spatial resolution, also can cause
loss of isolated scatterers which could be selected with the amplitude or phase criteria. On the
other hand, the selection based on amplitude presented by Ferretti estimates the phase standard
deviation of every pixel from its temporal amplitude stability, which preserves the maximum spatial
resolution of the images and allows detecting single isolated scatterers smaller than a resolution
cell. These two methods are widely used by all researchers, and proved their effectiveness in most
tests.

2. TRADITIONAL PERMANENT SCATTERERS SELECTION METHOD

For PS processing steps, choosing enough permanent scatterers with high reliability is the most
important step. Permanent scatterers are the points with high stability, their back scattering
character are steady or not easily changed in long-term monitoring. Besides the good temporal
stable character, permanent scatterers also have good stability when the interferometric baseline
changed from more than ten to more than a thousand miles. Based on this character, there are
mainly two permanent scatterers selection methods:

(1) Coherence method
Based on coherence, we can choose out enough high coherent points as permanent scatterers,

which coherence is above a certain threshold. The estimation window decreases the spatial resolu-
tion, also can cause loss of isolated permanent scatterers. So we should trade off between estimation
window size and good resolution. Theoretically, we can select permanent scatterers with high in-
terferometric phase stability using coherence. Using coherence as a criterion is considered as the
most direct PS selection method. Coherence can be illustrated as following equation [2].

γ =

∣∣∣∣∣
m∑

i=1

n∑
j=1

M(i, j)S∗(i, j)

∣∣∣∣∣
√

m∑
i=1

n∑
j=1

|M(i, j)|2
m∑

i=1

n∑
j=1

|S(i, j)|2
(1)
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Here, M and S stand for pixels of two interferometric single look complex acquisitions data
respectively. And * stands for conjugate operator. Generally, points of bigger coherence value
correspond to the higher stability scatter points. Estimation windows have affected coherence value
greatly in this PS selection method. The bigger the estimation window, the better the estimation
is. But this could decrease resolution to some extent, leading to the loose of some isolated good PS
points. On the other hand, the smaller estimation window can decrease the reliability of coherence
estimation, which is also unfavorable for PS selection. So, the effectiveness of this method is
greatly depends on the size of estimation window. This could be considered its primary deficient
of coherence method.

(2) Amplitude deviation method
Amplitude deviation method is based on the theory that permanent scatterers often have good

amplitude stability. This method presented by Ferretti estimates the phase standard deviation of
every pixel from its temporal amplitude stability [3]. Then choose a proper threshold of amplitude
standard deviation as a criterion for permanent scatterers selection. This method can be seriously
affected by the number of data sets. When the available data set is small, statistical amplitude
dispersion can not reflect the scatterers amplitude variation exactly, then it can pass the error into
permanent scatterers selection. Large amount of data set is needed for this method.

Amplitude coefficient of variation is widely used as a symbol of scatterers phase stability.
For an ordinary point in SAR image, we can define amplitude standard deviation as std(V )

E[V ] ,

std(V ) =
√

E[V 2]−E[V ]2, E[V ] is mean value. We then choose a proper threshold, normally
used value between 0.2 to 0.3. When standard deviation is above this threshold, we identify these
corresponding points as permanent scatterers.

The above two methods all have their disadvantages. For coherence method, thought it has a
significant physical meaning, but the estimation window caused resolution loose. This is a handicap
for permanent scatterers selection especially for space born SAR image, which resolution is low.
For amplitude deviation method is a technique based on isolated pixel calculation, which preserved
space resolution well. This method is effective for a large stacks data process.

3. NEW PERMANENT SCATTERERS SELECTION METHOD

These traditional PS selection methods have limitations, because they have not taken new building
or house-breaking into consideration. The selection methods using amplitude stability and spatial
coherence are not considered the temporal amplitude variation; often mis-select new buildings as
non-permanent scatterers. We can see clearly from the equations used as criterion for PS selection,
one value method will mis-select the points have only one or two big changes but demonstrate high
stability in other time. But in many areas, especially in many developing cities, many buildings are
newly built, rebuilt, or disappeared for reprogramming the city. Cities change almost every year.
Here two pictures following are examples of the changing city as Figure 1 shows. This new method
is intended to solve this problem.

         

Figure 1: Example of changing city: circled points showed an area from nothing to some new buildings.

We use pixel amplitude of SAR image to judge phase noise in high signal to noise ratio circum-
stances. This can be illustrated as follows: For pixels in SAR images, if real part and imaginary
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part all have standard deviation σn, then amplitude of the pixel can be Rice distribution:

fA(a) =
a

σ2
n

I0

(
ag

σ2
n

)
e−(a2+g2)/2σ2

n a > 0 (2)

Here, g stands for backscatter energy, is a positive real number. I0 is Bessel function. For points
with low signal to noise ratio (SNR, g/σn), the amplitude of the pixels can demonstrates Rayleigh
distribution instead of Rice distribution. For points with high signal to noise ratio (g/σn > 4), the
amplitude of the pixel can be Gauss distribution. Especially when σn << g, then:

σA
∼= σnR = σnl (3)

σv
∼= σnl

g
∼= σA

mA
= DA (4)

As we can see from the equations above, we can use pixel amplitude dispersion of SAR im-
age to judge phase noise for high signal to noise points. Our historical method is based on
this theory, can be simply illustrate from the following simulation of temporal variation of cer-
tain pixel. We use an array of number to simulate the pixel’s amplitude change in a long time.
a = [0.1 0.2 0.1 0.15 0.16 0.8 0.9 0.85 0.8 0.9 0.8 0.9 0.85 0.8 0.9 0.8 0.9 0.85 0.8 0.9], the mean
value is 0.6703, and amplitude standard deviation std(V )

E(V ) is 0.47198. It can be a simulation of a
point from nothing to a manmade building. Before or after its building, this point demonstrates
stable amplitude characters, which is permanent scatterers character. But When we used ampli-
tude deviation method to select PS point, amplitude standard deviation is 0.47198, which could be
usually bigger than the threshold (normally between 0.2 and 0.3), and mis-select as non-PS point.

We then calculate its amplitude standard deviation using the three values around, it is shown
in the Figure 2 right. There is a pinnacle between five and six, other point’s deviations are small,
and the mean deviation value is 0.1969. But this point has a typical character of PS point, except
for one big change in the array. So our method re-select this kind of points as PS points.

Figure 2: Left: amplitude of the simulated point. Right: deviation of this point calculated from relatively
small data sets around.

Figure 3: New method (left) and amplitude deviation method (right) comparison.
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Figure 4: Corresponding position of re-selected points in Google Earth.

4. EXPERIMENT AND CONCLUSION

These analyses above are mainly focused on ideal simulation. In order to prove the effectiveness
of our method we apply it on space born SAR data. Our experiment data is from Envisat ASAR,
from April 25 in 2003 to Jan. 4 in 2008. These 26 acquisitions covered Tianjin area in China. We
compared this new method to amplitude deviation method, amplitude deviation method selects
1621 PS, and our new method selects 1674 PS in the same area. As we can see from the Figure 3,
it can re-select these newly building points successfully. The bold black circles make three of them
more significantly. The last picture is the three re-selected points corresponding position in google
earth. As shown in the picture, these points we highlighted in bold red circles are actually new
buildings. We have check out that the left point at bottom is a new uptown in Tianjin, which
have been built mainly in 2003 and 2004. Comparing to the long monitoring time span, nearly six
years, its variation did not change its permanent scatterers character. Our method select it back
successfully.
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Abstract— In this paper, a heuristic time-domain uniform theory of diffraction (TD-UTD)
coefficient for a double wedge obstruction is proposed. The coefficient is obtained by taking the
inverse Laplace transform of the corresponding frequency domain (FD) solution that incorpo-
rates higher-order diffracted field. The early-time approximations are employed to heuristically
establish the double TD-UTD coefficients for the analysis of the diffraction by dispersive obstacle
wedge. The proposed closed form time domain solution is in good agreement with the numerical
inverse fast Fourier transform (IFFT) of the FD solution.

1. INTRODUCTION

Ultra-wideband (UWB) systems have gained worldwide popularity in recent years due to its unique
features. Accurate channel models are vital for performance evaluation and the design of UWB
communications systems. Given the very wideband nature of UWB signals (i.e., up to tens of GHz
of frequency bandwidth), it is more advantageous to analyze UWB channel model directly in the
time domain (TD) where all the detail features that need to be calculated in an UWB system, such
as the number of the multipath, the delay, the power, and the distortion of each path can be easily
obtained.

Time-domain UWB multipath propagation channel model can characterize the most important
electromagnetic wave propagation mechanisms, such as reflection, transmission and diffraction.
Many papers have addressed the issue on the TD reflection [1] and TD transmission coefficient [2].
The Time domain UTD (TD-UTD) for a single straight perfectly conducting wedge was calculated
in [3], whereas a general solution of TD-UTD coefficient for a curved perfectly conducting wedge
was presented in [4]. However, in complicated environment, the transmitted signals usually undergo
multiple diffractions before reaching the receiving antenna. So it is necessary to extend the single
diffraction solution to a multiple-diffraction solution.

The contribution of this paper is to extend a single diffraction case to a multiple diffraction
solution. By incorporating time domain higher order diffracted field, this work derives the impulse
response of a double wedge diffraction configuration in a closed form. Furthermore, the early-time
approximations are employed to heuristically establish the double TD-UTD coefficients [6]. And
for the validity of our proposed solution, the TD solution is compared with the corresponding FD
solution by applying the IFFT. The results show a very good agreement between the two solutions.

2. THEORY

2.1. Frequency Domain Model
The finite conductivity diffraction coefficients are given by [5] as

D(L, n; φ, φ′) = D(1) + R0RnD(2) + R0D
(3) + RnD(4) (1)

where R0,n are the Fresnel reflection coefficients for the 0 and n face of a wedge, respectively.
According to [5], double UTD coefficient in FD can be expressed as

EUTD =
E0e

−jksT

sT

√
sT

s1s2s3

∞∑

m=0

1
m!

( −1
jks2

)m ∂mD1(φ1, φ
′
1)

∂φm
1

∂mD2(φ2, φ
′
2)

∂φ
′m
2

(2)

where D1 and D2 are the diffraction coefficients for the first and second wedge, ∂mD1
∂φm

1
and ∂mD2

∂φ
′m
2

are the derivatives of the coefficients with respect to φ1 and φ′2, as presented in [5], when dealing
with multiple diffraction, higher order diffraction field might be required for a good result. For the
double-diffracted examples in this paper, however, the first-order (m = 0) and the second-order
field (m = 1) give good enough result. The calculation of each individual component of (2) when
m = 1 can be found in [7]. Moreover, a special case of double diffraction with two-joined wedges
also will be considered, it is illustrated in Fig. 2. Here, the second wedge is illuminated at the
grazing incidence by the field from the first wedge. Consequently, the factor of 1/2 in Fig. 2 is used
for grazing incidence.
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wedges.
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Figure 2: Diffraction by two joined wedge when us-
ing a factor of 1/2 for grazing incidence.

2.2. Time Domain Model

Following the formula above in (1), the TD-UTD coefficient for a lossy wedge can be written as

Ds,h(t) = d1 (t) + r0(t) ∗ rn(t) ∗ d2 (t) + r0(t) ∗ d3 (t) + rn(t) ∗ d4 (t) (3)

where r0(t) and rn(t) are the TD reflection coefficients for the 0 and n face of a wedge, respectively,
and the di(t) components is given by

di(t) =
−1

2n
√

2π
cot (γi)

Xi√
πct

(
t + Xi

c

) , Xi = 2Ln2 sin2 (γi) (4)

where L is the distance parameter, nπ is the exterior angle of the wedge. c is the speed of light
and γi relates to the angle of incidence and diffraction.

In the formula of (3), the time domain reflection coefficients are incorporated into the diffraction
coefficient for the lossy wedge cases. But sometimes the TD versions of the reflection coefficients
and their derivatives are cumbersome for calculation. In [6], the early time approximations are
introduced to build the TD-UTD heuristic coefficients. This early time approximations are based
on the fact that the UTD is an asymptotic formulation, valid in the limit ω →∞. And considering
that the Fresnel reflection coefficients are the functions of the complex permittivity (ε = εr−jσ/ωε0)
of the lossy obstacle, it proposes to treat the complex permittivity in the limit ω →∞ (i.e., ε ≈ εr,
with negligible frequency variation), which means to assume that the Fresnel reflection coefficients
do not vary with ω. Such reflection coefficient can be written as

RH,V =
sinϕ− aH,V

√
εr − cos2 ϕ

sinϕ + aH,V

√
εr − cos2 ϕ

(5)

where aH = 1 and aV = 1/εr, corresponding to the horizontal and vertical polarization, ϕ = φ′
for the 0 face, ϕ = nπ − φ for the n face. By using the formula of (5), the derivation of the
TD-UTD heuristic coefficients is quite straightforward. It has been confirmed in [6] that the early
time approximations work very well for the single diffraction cases. In this paper, the early time
approximation is also applied to the establishment of the TD double diffraction coefficients. Then
by taking the inverse Laplace transform of (2), the time domain double diffraction coefficients can
be expressed as

h(t) =
√

1
sT s1s2s3

×
[
D1(t) ∗D2(t)− 1

s2
df

1(t) ∗ df
2(t)

]
∗ δ

(
t− sT

c

)
(6)

where D1(t) and D2(t) (defined by (3)) are the single time domain diffraction coefficient corre-
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sponding to the first and second wedge.
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F i
s =

√
ai

2 (t + ai)
3/2

· u(t), ai = 2Ln2 sin2(γi)/c (9)

with R0 and Rn defined by (5). Noting that for the special case in Fig. 2, the factor of 1/2 is also
used in the time domain formulas for the grazing incidence.

3. NUMERICAL RESULTS

Throughout the paper, the second order derivative of Gaussian pulse is used as the incident pulse
which can be mathematically expressed as

s =

[
1− 4π

(
t− tc

τ

)2
]

exp

(
−2π

(
t− tc

τ

)2
)

(10)

where τ is the parameter used to control the width of the pulse, tc is the time shift to put the
pulse in the middle of the window, we use τ = 0.414 ns and tc = 1.5 ns. Fig. 3 is the time domain
incident pulse shape. In our simulation, hard polarization was assumed. The received signal r(t)
can be calculated by the equation r(t) = s(t) ∗ h(t).
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Figure 3: Second-order Gaussian pulse used as inci-
dent pulse s(t).
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Figure 4: Pulse waveforms of the received signal at
the receiver Rx in Fig. 1.

As illustrated in Fig. 1, a simple environment that only consists of two wedges was simulated
and the environment parameters are as follows: height of the wedges hw,1 = hw,2 = 4 m, height of
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transmitter hT = 3m, height of the receiver hR = 1 m, distances between wedges, the transmitter
and the receiver d1 = d2 = d3 = 4 m, the two wedges have the same internal angle π/3, the relative
permittivity εr = 15 and the conductivity σ = 0.012 S/m. In Fig. 4, the solid curve denoted as
“TD” is calculated by performing direct convolution, the dash line is calculated by performing
an IFFT of the FD formulations. As we can see from Fig. 4, the received pulse shape is greatly
distorted. Fig. 4 also shows that our time domain results are in well agreement with the frequency
domain results, which validate our derivation in Section 2.

In Fig. 2, another special case of double diffraction with two-joint wedge was studied. The
environment parameters remain the same with the Fig. 1 except the internal angle (π/2 in Fig. 2).
The factor of 1/2 is used for the second wedge for the grazing incidence. Noting that when ht ≥ hw,1,
besides a doubly diffracted ray, a singly diffracted ray has also been involved. It is confirmed again
in Figs. 5 and 6 that both techniques essentially provide the same result.
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Figure 5: Pulse waveforms of the received signal at
the receiver Rx in Fig. 2, when hT = 3 m.
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Figure 6: Pulse waveforms of the received signal at
the receiver Rx in Fig. 2 with single diffraction in-
volved, when hT = 5m.

4. CONCLUSIONS

This paper derives closed form expressions in the time domain for a double wedge diffraction that
can be easily extended to a multiple diffraction solution. The obtained analytical model can model
the channel with better accuracy and is very simple to use. Early time approximations are also
employed to heuristically establish the double TD-UTD coefficients without any compromise on
the accuracy of the results. The numerical results show that our proposed time domain results
agree well with the frequency results that are widely adopted in the literature with the TD solution
being more efficient in computation time and more accurate and straightforward for the analysis
of pulse distortion.
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Abstract— This paper presents a two-section model to produce beam bunching and obtain
coherent Terahertz (THz) Smith-Purcell (SP) radiation. Based on the mechanism of Cherenkov
oscillator, a continuous beam is bunched in the first section without external signal. In the
second section, the coherent THz Smith-Purcell (SP) radiation is stimulated by the bunched
beam interacting with open grating. The particle-in-cell (PIC) simulations show that the beam
is effectively bunched and the strongest radiation is observed at 51◦ with the frequency of 194GHz
in this scheme.

1. INTRODUCTION

The THz sources, a currently active research area, are of importance in a variety of applications
to biophysics, medical, and materials science [1, 2]. The coherent SP radiation is a promising
alternative in the development of a compact, tunable, and high power THz device. However it is
necessary to improve the performance of such kinds of devices.

Recently, in a companion article [3–16], the SP radiation mechanism and characteristic are
discussed. They conclude that the high quality bunches is the key to generate the coherent SP
radiation.

We have previously presented a study of obtaining coherent THz SP radiation from a two-section
grating system [17]. By an external input signal the electron beam is bunched in traveling wave
domain in the first section of the model. To obtain compact and relatively inexpensive coherent THz
source, we will explore in this article how to generate the bunches mainly based on the mechanism
of Cherenkov oscillator.

This paper is organized as follows: Section 2 contains a description of the physical model.
In Section 3, the simulations are carried out using a CHIPIC code [18], we analyze the physical
process of generating THz radiation. The Simulations and results are described in Section 4. The
conclusions are given in Section 5.

2. THE PHYSICAL MODEL

A schematic diagram of the two-section model [17] is given in Fig. 1. The system consists of a
grating with a flat conducting roof and an open grating. The main parameters of the grating and
electron beam are summarized in Table 1.

The dispersion curve of the first section is shown in Fig. 2. In Fig. 2, the operating point P is
indicated, with f = 97 GHz, i.e., the intersection of the dispersion relation with the beam line for

Figure 1: Schematic illustration of the physical model.
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Table 1: Main parameters for the two-section model.

Parameters First section Second section

Beam energy 40 keV
Current density 200 A/m
Beam thickness 0.4mm

Beam-grating distance δ = 0.3mm
Grating period d1 = 0.5mm d2 = 0.8 mm

Grating groove depth h1 = 0.625mm h2 = 0.24mm
Grating groove width a1 = 0.25mm a2 = 0.24 mm

Number of period N1 = 89 N2 = 20
Grating roof height H = 0.75mm

External magnetic field 2T

40 keV electrons. Obviously, the first section Operates like a diffraction oscillator. Then it can be
bunch the electrons without input signal.

In the second section, the coherent SP radiation is stimulated by the bunched beam. The
frequency of SP radiation [20] observed at the angle θ as shown in Fig. 1 is

f = |n| c

d

(
1
β
− sin θ

)−1

, (1)

where f is the frequency of the radiation, n is the order of the radiation, d is the grating period,
βc is the electron velocity, c is the speed of light.

3. PIC SIMULATIONS

3.1. Descriptions of the Simulation Geometry
The simulations are carried out using a CHIPIC code [19]. It is a finite-difference, time-domain
code for sufficiently simulating plasma physics process. The geometry for simulations is given in
Fig. 3. The surface of the grating and the roof are assumed to consist of a perfect conductor whose
rectangular grooves are parallel and uniform in the z direction. A sheet electron beam propagates
along the x-direction. It is a perfect beam produced from a small cathode located at the left
boundary of the simulation area. The beam-wave interaction and radiation propagation happen in
the vacuum box. The boundary is enclosed with absorbers. At the end of the first section, there is
an attenuator, which prevents most of the electromagnetic wave from reaching the second section.

The simulation parameters of the grating and the electron beams are shown in Table 1. The
parameters of the first section grating are the same as those in a previous the article [17]. Since
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it is a two-dimensional simulation, it assumes that all fields and currents are independent of the
z-direction. The current density is 200 A per meter. To operate the first section as an oscillator
the beam voltage is 40 kV.

3.2. Generation of Periodic Bunches
To illustrate the beam bunching, we show the phase-space plots and energy modulation of the
electrons at time 3 ns, as shown in Fig. 4. The PIC simulations show that the bunching can be
clearly observed as functions of both space and time. From Fig. 4(b), we note that appreciable
energy modulation is visible and the mean beam energy reduction is about 2 keV due to the beam-
wave interaction.
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Figure 4: Phase-space distribution: Fig. 4(a) density of electrons in the x-y plane at 3 ns, bunching is evident.
Fig. 4(b) kinetic energy-x density at the same time.

The modulation of the current displayed in Fig. 5. The Fig. 5(a) shows that the bunching
current gets maximum at the center of open grating. In Fig. 5(b), one clearly sees the bunching
current is stable in time after about 1.3 ns. The simulation results show that a continuous beam is
effectively bunched by the first section.

3.3. Coherent THz Radiation
Here we focus on the radiation from the bunched beam interacting with the open grating. We
observe the coherent SP radiation emitted at harmonics of the bunching frequency of 97GHz. We
use a grating having 12 periods. The Bz detector is placed at the distance 21.25mm from the center
of the open grating. Because only the second harmonic radiation frequency 194 GHz is allowed
frequency of the first order (|n| = 1), we observe the distributions of the evanescent wave and
the SP radiation wave, as illustrated in Fig. 8. From the fast-Fourier-transform (FFT) amplitude
observed by the Bz detectors, we know that the dominant radiation is the second harmonic of the

0 10 20 30 40 50 60 70 80
-800

-600

-400

-200

0

I/
A

x/mm

0.0 0.5 1.0 1.5 2.0 2.5 3.0

-800

-600

-400

-200

0

I/
A

t/ns

(a) (b)

Figure 5: Current evolution as functions of both space and time: Fig. 5(a) current as a function of x direction
at 3 ns, Fig. 5(b) current as a function of time at the center of open grating.
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bunching frequency, which peaks at the angle of about 51◦ corresponding to the SP radiation angle
predicted by Eq. (1). Of course, due to the beam-wave interaction which reduces the value of the
particle velocity, there is a slight discrepancy between the simulation data for the radiation angle
of 51◦ and the theoretical value 48◦ of the basic SP equation. According to the Fig. 6, we know
the evanescent wave radiation reaches maximum at the angle of about −90◦ corresponding to the
left end of the open grating, where it undergoes partial reflection and partial diffraction. This is
due to the evanescent wave being backward wave.
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In Fig. 7, we show evolution of magnetic field Bz(t) and the corresponding FFT at angle 51◦
shown in Fig. 8. The time signal shows rapid growth after 1 ns. From the contour plot of Fig. 9,
one can easily understand that the dominant second harmonic radiates at the angle of about 51◦,
in agreement with what is shown in Fig. 8.
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4. CONCLUSIONS

In this paper, we have presented a study of obtaining coherent THz SP radiation from a two-section
grating system. Based on mechanism of Cherenkov oscillator, a continuous beam is effectively
bunched through the first section. In the second section, the coherent SP radiation has been
obtained by the bunched electrons interacting with the open grating. The strongest radiation
is observed at 51◦ and the radiation frequency is 194GHz at the simulation parameters. The
coherent THz SP radiations are emitted at frequencies that are integer multiples of the bunching
wave frequency, and at the corresponding SP angles. The results show that process is stable in
time and along the grating. The coherent SP radiation will occur in the other frequency band when
proper parameters are chosen. In this scheme, the periodic bunches are generated by itself instead
of the input signal, and the cost of the source will be reduced.
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Abstract— Scattering of electromagnetic waves from a 2D groove filled with a lossy dielectric
in an infinite conducting plane is modeled using the method of auxiliary sources. The scattering
structure contain two mediums (perfectly electric conductor and the lossy dielectric) considered
as strongly coupled.
According to the MAS, in order to approximate the electromagnetic fields in each domain, fic-
titious current sources verifying the Helmoltz equation in the considered domain are introduced
and distributed around the physical boundary.
Three bases of AS must be taken into account, the satisfaction of the respective boundary con-
ditions between the dielectric, the PEC and the upper free space model the strong coupling
affecting the structure.
Therefore, the scattered field is the superposition of the scattered fields by the two mediums.
The implementation code was realized with Mathematica, and the numerical results (RCS, near
field) agree very well with references.
The MAS in conjunction with the EM coupling model is able to analyze the scattering from finite
gratings.

1. INTRODUCTION

The method of auxiliary sources MAS is a numerical technique used extensively to solve problems
involving boundaries [1]. The MAS is based on the fact that the EM fields within each domain are
expressed as a linear combination of analytical solutions of Helmholz equation. These particular
solutions constitute the base of auxiliary sources placed along the auxiliary contour surrounded by
the physical one [2].

The MAS is applied to model the scattering by a PEC half space groove filled with a dielectric,
illuminated by a TMz monochromatic plane wave. In order to simplify the presentation, we have
initially decomposed the whole structure in two globally coupled parts.

The satisfaction of the boundary conditions lead to a linear system having as solution the
amplitude and phase of the different auxiliary sources [3].

The implementation code realized with Mathematica justifies the above mentioned technique to
model the coupling between the groove and the filled dielectric.

Numerical results (RCS, pattern field) reveal good agreement with references [5, 6].
At the end, we have numerical results justifying the technique and the possibility to extend it

to periodically filled groove (gratings . . . ).
An ejωt time convention is assumed and suppressed throughout the paper.

2. FORMULATION

A TMz monochromatic plane wave illuminate under the ϕi incidence a dielectrically filled groove
(Fig. 1).

In the purpose to clarify the technique handled to model the initial structure, we decompose it
as indicated in (Fig. 2).

Three bases of auxiliary sources are needed to evaluate the total scattered field: as shown in
(Fig. 2), the first one behind the boundary groove generates the scattered field in the medium1,
the second located inside the dielectric and radiate outside in the first medium and the third one
is distributed outside the dielectric boundary and acts inside it. The total scattered field in the
medium1 is the superposition of the fields scattered by the groove and the dielectric, of course after
resolving the linear system having as unknowns the auxiliary currents.

The incident transverse magnetic wave has an electric field:

Einc(x, y) = Eoi~z exp[jk0(x cos(ϕi) + y sin(ϕi))] (1)
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Figure 1. Figure 2.

Here, z denote unit vector in the z direction, since the incident electric field is z directed and
independent of z with uniform structure along z, then we deduce that the scattered field is z
directed too, reducing the scattering problem to a bidirectional one.

For the dielectric and the PEC, the auxiliary sources are regularly distributed along the auxiliary
contour surrounded by the physical one on which are positioned the collocation points.

An auxiliary source (xn,xn) produce an electric field expressed as:

Esn(x, y) = An~zH
(2)
0

[
k0

√
(x− xn)2 + (y − yn)2

]
(2)

where, H
(2)
0 (.) is the Hankel function of the second kind of first order and An the complex current.

According to the standard impedance boundary condition (SIBC), the tangential component of
the total electric field must be continuous on the boundary [4], then for the PEC:

nPEC ∧ Etotal = 0 (3)

And for the dielectric boundary:

nDIEL ∧ Einside = nDIEL ∧ Eoutside (4)
nDIEL ∧Hinside = nDIEL ∧Houtside (5)

Applying (3) on the PEC boundary and (4), (5) on the dielectric we obtain a linear system
composed of 3N equations. Where, the unknowns’ An mentioned before represent the complex
currents and N the number of auxiliary sources per base.

For every groove collocation point m and dielectric collocation point n, the continuity equations
yield to:

Einc
1(m) + EI

1(m) + EI
1/2(m) = 0 (6)

Einc
2(n) + EI

2(n) + EI
2/1(n) = EII

2(n) (7)

n2 ∧
(
H inc

2(n) + HI
2(n) + HI

2/1(n)

)
= n2 ∧HII

2(n) (8)

The indices 1 and 2 refers respectively to the groove and the dielectric,
Einc

1(m) is the incident electric field just on the groove collocation m.
EI

1(m) in the total electric field radiated by the groove auxiliary base on the collocation point m.
EI

1/2(m) is the total electric field radiated by the inside dielectric auxiliary base and evaluated
just on the groove collocation point m.

Einc
2(n) is the incident electric field just on the dielectric collocation n.

EI
2(n) is the total electric field radiated by the inside dielectric auxiliary base on the collocation

point n.
EI

2/1(n) is the total electric field radiated by the groove auxiliary base and evaluated just on the
dielectric collocation point n.
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EII
2(n) is the total electric field radiated by the outside dielectric auxiliary base on the collocation

point n.
Repeating these conditions for different collocation points, we obtain the following square matrix:

(
Z11 Z12 0
Z21 Z22 Z23

Z31 Z32 Z33

)

We obtain a linear system composed of 3N equations that gives as solution the amplitude and
phase of the complex currents.

3. NUMERICAL RESULTS

Figure 3: Backscattering 2-D RCS for TM Inci-
dence on a Rectangular Groove with W = 1.0m
and d = 0.25m. Comparing calculations using
MAS to those from (FEBI) Approach in [6] at
f = 300 MHz for: εr = 1 (vacuum).

Figure 4: Backscattering 2-D RCS for TM Inci-
dence on a Rectangular Groove with W = 1.0m
and d = 0.25m. Comparing calculations using
MAS to those from (FEBI) Approach in [6] at
f = 300MHz for: εr = 4− j1 (lossy dielectric).

4. CONCLUSION

The MAS is applied is this paper to model coupling between a PEC groove and a lossy dielectric.
Numerical results show good agreement with references. According to the MAS we can superpose
two different auxiliary bases acting with different frequencies.

We are working about the application of this technique to a periodic grating.
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Département Technologie de l’information et de communications

Ecole nationale d’ingénieurs de Tunis, Tunisia

Abstract— According to the method of auxiliary sources and for conducting bodies, the scat-
tered field is the summation of radiated fields by a set of auxiliary sources distributed on a
fictitious inner contour near the physical one and satisfying the Helmoltz equation outside the
considered domain [3].

The satisfaction of boundary conditions leads to the unknown complex currents. The MAS
applied to model coupling between a finite array of infinitely and parallel conducting cylinders,
illuminated by a monochromatic plane wave. The coupling modeled by the mutual satisfaction
of the boundary conditions just on the collocation points of every cylinder [6].

In the purpose to decrease the computational cost and to alleviate calculus, we suppose that every
cylinder is coupled only to the eight neighbouring cylinders. The partial coupling implementation
full simplifies the global matrix expression.

The comparison between the results obtained (RCS, field pattern) according to global and partial
coupling for the same array reveals good agreement with references.

In this paper, we validate the MAS applicability for the global coupling and the approximation
validity for the partial coupling for a finite array of conducting cylinders.

1. INTRODUCTION

Generally, the method of auxiliary sources is used to solve problems involving one scatterer. For
an array, we extend the MAS technique by subdividing the array in a finite number of different
scatterers, each one acts according the distributed auxiliary sources around his boundary [1].

The boundary satisfaction on every part leads to a linear system having as unknowns the aux-
iliary currents.

The above mentioned technique is applied to model the scattering by a finite array of conducting
and parallel infinite cylinders illuminated by a TMz monochromatic wave.

The electromagnetic coupling between the different cylinders is tacked into account by the
mutual satisfaction of the boundary conditions [7].

The exact or global coupling between different parts entrains the calculus to a completely filled
matrix, leading a difficult computation.

In the purpose to decrease the computational cost, we suppose that every cylinder is coupled
only with the eight neighboring one. The mathematical development show that the global matrix is
fully simplified and the implementation code realized by Mathematica justify the low computational
cost achieved by this approximation.

Numerical results (RCS, pattern field) reveal good agreement with references.
An ejωt time convention is assumed and suppressed throughout the paper.

2. FORMULATION

A TMz monochromatic plane wave illuminate under the ϕi incidence a finite two-dimensional array
of K.L infinite, PEC, circular cylinders positioned in the xOy plane (Fig. 1).

The incident transverse magnetic wave has an electric field:

Einc(x, y) = Eoi~z exp [jk0 (x cos(ϕi) + y sin(ϕi))] (1)

Here, z denote unit vector in the z direction, since the incident electric field is z directed and
independent of z with uniform cylinders along z, then we deduce that the scattered field is z
directed too, reducing the scattering problem to a bidirectional one.

For every cylinder, the auxiliary sources are regularly distributed along the auxiliary contour
and surrounded by the physical one on which are positioned the collocation points [2].
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Figure 1: Array of K.L conducting cylinders.

An auxiliary source (xn, yn) produces an electric field expressed as:

Esn(x, y) = An~zH
(2)
0

[
k0

√
(x− xn)2 + (y − yn)2

]
(2)

where, H
(2)
0 [.] is the Hankel function of the second kind of zero order and An the complex current.

According to the standard impedance boundary condition (SIBC), the tangential component of
the total electric field must be continuous on the boundary, then for a PEC [4]:

n ∧ Et = 0 (3)

Applying this boundary condition on every cylinder, we obtain a linear system of K.L equations:

Epq +
∑

i 6=p

∑

j 6=q

Epq/ij + Einc/pq = 0 (4)

Epq is the total electric field generated by all the auxiliary sources of the Cpq cylinder.
Epq/ij is the total electric field generated by all the auxiliary sources of Cij cylinder and
calculated on Cpq.
Einc/pq is the incident electric field on Cpq cylinder.

2.1. Global Coupling
The linear system (4) traduce the fact that the electric field on each collocation point take into
account the contribution of all the auxiliary sources present in the array.

Let us consider a collocation point mpq on Cpq then:

Einc(m) = Eoi exp [jk0 (xm cos (ϕi) + ym sin (ϕi))] (5)

Epq(m) =
Npq∑

npq=1

Apq
n H

(2)
0

[
k0R

pq/ij
mn

]
(6)

Epq/ij(m) =
N ij∑

nij=1

Aij
n H

(2)
0

[
k0R

pq/ij
mn

]
(7)

R
pq/ij
mn represents the distance between the collocation m of Cpq and the auxiliary source n of

Cij .
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Aij
n represents the current of the auxiliary source n of Cij .

Developing these expressions in (4) we obtain:

Npq∑

npq=1

Apq
n H

(2)
0

[
k0R

pq/ij
mn

]
+

∑

i6=p

∑

j 6=q

N ij∑

nij=1

Aij
n H

(2)
0

[
k0R

pq/ij
mn

]
= −Epq

inc(m) = V pq
m (8)

We obtain a linear system composed of N.K.L equations that gives the solution the amplitude
and phase of the complex currents.

2.2. Partial Coupling

In this part, we take into account only the coupling between the considered cylinder and the eight
neighboring one. The Equation (8) will take the following form:

Npq∑

npq=1

Apq
n H

(2)
0

[
k0R

pq/ij
mn

]
+

∑

i=p±1

∑

j=q±1

N ij∑

nij=1

Aij
n H

(2)
0

[
k0R

pq/ij
mn

]
= −Epq

inc(m) = V pq
m (9)

The matrix will be fully simplified because only eight lines around the diagonal will be different
from zero.

Figure 2: The RCS of five perfectly conducting
cylinders each of radius = 0.1λ, and their centers
are separated by 0.5λ, due to a plane wave incident
at ϕ = 180◦.
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Figure 3: The RCS according to MAS for the same
structure in Fig. 2.
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Figure 4: The RCS of 10.10 perfectly conducting cylinders
each of radius = 0.5λ, and their centers are separated by 3λ,
due to a plane wave incident at ϕ = 90◦ (global coupling).
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Figure 5: Far scattered field by 10.10 con-
ducting cylinders (global coupling).
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3. NUMERICAL RESULTS

The reference [8] as shown in Fig. 2 applied foe five conducting cylinders have an RCS identical to
the MAS one.
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Figure 6: The RCS of 10.10 perfectly conducting cylinders
each of radius = 0.5λ, and their centers are separated by 3λ,
due to a plane wave incident at ϕ = 90◦ (partial coupling).
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Figure 7: Far scattered field by 10.10 con-
ducting cylinders (partial coupling).

4. CONCLUSIONS

The aforementioned numerical results valid the applicability of the MAS for the scattering prop-
erties by a finite linear array of conducting cylinders with no restriction on the cylinders size and
spacing.

The global and partial coupling applied to a 10.10 conducting cylinders array have almost the
same RCS and this can be explained by the fact that the number of auxiliary sources per wavelength
is not sufficient (5 per wavelength).
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Abstract— The effects of refractive index and shape on single scattering properties of ice
particles are investigated in this paper. Mie theory is employed to simulate the effects of refractive
index for ice spherical particles in the mm/sub-mm waveband. Mean deviations of scattering
properties, caused by uncertainties in the real part and the imaginary part of refractive index,
are calculated respectively. The discrete dipole approximation (DDA) method is used to calculate
the scattering properties of bullets and Koch-fractals of the first generation.

1. INTRODUCTION

Cirrus clouds play an important role in the radiation balance of the earth [1]. Their distributions
and microphysical parameters are vital to the global circulation models. Many kinds of ice crystals
exist in cirrus clouds, including considerable amount of non-spherical shapes, like plate, pyramid,
polyhedron, solid or hollow column, bullet and bullets aggregation, etc. The scattering and absorp-
tion characteristics of these ice particles are essential in performing radiative transfer in simulations
and retrieving physical parameters of cirrus clouds.

Analytical and numerical methods, which have been tested to be valid and accurate for regular
shapes like spheroids etc., have been applied for calculating scattering properties of ice particles.
For irregularly-shaped particles, scattering properties can be simulated by volume integral equation
methods such as DDA method [2, 3], etc. Since using spheroids to simulate the scattering charac-
teristics of non-spherical ice particles in cirrus clouds introduces significant deviations of brightness
temperature in microwave radiative transfer, it is necessary to model scattering properties of ice
particles in realistic shapes in cirrus clouds. The scattering properties of ice particles depend on
many other factors like crystal shape, refractive index, size parameter, orientation, etc.

This study employs Mie theory and DDA method to study the effects of refractive index and
shape, respectively. In Section 2, Mie theory is employed to compute the effects of refractive index
for ice spherical particles in mm/sub-mm waveband. In Section 3, the DDA method is briefly
described and the emphasis is given on scattering properties of non-spherical ice particles, namely
bullets and Koch-fractals (first generation). Finally, conclusions are given in Section 4.

2. EFFECTS OF REFRACTIVE INDEX

Refractive index, expressed as the square root of complex permittivity, plays a key role in calculating
the scattering properties of ice particles in radiative transfer. An accurate knowledge of refractive
index is required to perform radiative transfer; however, uncertainties in environmental factors
and measurement errors may result in deviations of refractive index. This can take effects on the
scattering characteristics of ice particles.

A model for pure ice permittivity [4] is employed in this study. The permittivity of pure ice
ε = ε′ + iε′′, at the frequency of 89 GHz, is 3.15 + i0.0047 at the temperature of −30◦C. Refractive
index m is equal to 1.7748 + i0.0013.

Based on Mie theory, we simulated the effects of refractive index for ice spherical crystals. The
results at 89 GHz are shown in Figures 1–3. In Figure 1, the optical efficiencies and asymmetry
factor, calculated in the interval of ±5% uncertainty in the real part of complex permittivity or
of ±20% in the imaginary part, is monotonously increasing or decreasing at the radius of 300µm.
Figure 2 shows the optical efficiencies and asymmetry factor are as a function of sphere radii. The
relative errors are given when the permittivity ε has ±5% uncertainty in the real part and ±20%
uncertainty in the imaginary part, in the left panel and right panel of Figure 2 respectively. The
mean deviations of optical efficiencies and asymmetry factors are demonstrated in Figure 3. The
radii are calculated in the range from 20µm to 1000µm since the equivalent-volume spherical radii
of realistic ice particles are less than 1000µm. Here we suppose the imaginary part of the ice
permittivity lying in the interval between 80% × 0.0047 and 120% × 0.0047 uniformly, the real
part between 95% × 3.15 and 105% × 3.15. Optical efficiencies and asymmetry parameters are
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Figure 1: Optical efficiencies and asymmetry parameter g as a function of uncertainty in the real part of
permittivity and in the imaginary part when the spherical radius is 300 µm.

Figure 2: Optical efficiencies and asymmetry parameter g as a function of spherical radii at 89 GHz. Left
Panel is scattering properties calculated as uncertainty of ±5% in the real part and relative errors of optical
efficiencies and asymmetry factor while right Panel of ±20% in the imaginary part.

Figure 3: ±5% uncertainty in the real part of permittivity results in mean deviations at 89GHz (Panel a-d)
and ±20% uncertainty in the imaginary part (Panel e-h).

slightly influenced by uncertainty of ±20% in the imaginary part, since the mean deviations are
all less than 1.0% at 89 GHz in Panel e-h of Figure 3. The uncertainty in the imaginary part of
permittivity mainly affects absorption efficiencies, and results in significant deviations in absorption
efficiencies. Mean deviation of extinction efficiencies is greater at small particle size. When the
radii of ice particles are greater than 200µm, mean deviation of extinction efficiencies declines
since the extinction of the incidence is greatly caused by scattering rather than absorption at larger
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particle sizes. While uncertainty in the real part of permittivity results in error up to about 8% in
extinction and scattering efficiencies at some radii, for the real part of permittivity is a significant
parameter in calculating size parameter in Mie theory.

3. EFFECTS OF SHAPE

The DDA method [2, 3], is a widely used approach to calculate non-spherical particle’s scattering
properties. In the DDA algorithm, a particle is divided into an array of dipoles. Each dipole is
excited by the sum field of the incident field and the electric fields contributed by other dipoles of
the particle. In this paper, we used DDSCAT 6.1 package [3] to simulate the effects of different
particle shapes. The criterion |m|kd < 0.5 is satisfied, where m is refractive index of the material,
k is the wave number in vacuum and d is the distance between two dipoles.

Figure 4: The geometry of ice particles. Left panel is bullet, and right panel is Koch-fractals (first generation).

We perform the calculation at 89 GHz to observe the effects of different particle shapes. At
89GHz the refractive index of pure ice is 1.7748+ i0.0013 at a supposed temperature of −30◦C.
In Figure 4, it shows the geometric shapes of ice particles, which are studied in this paper. To
determine the scattering properties of randomly oriented ice particles, we averaged the results for
8× 7× 12 orientations (β × θ × ϕ, β, θ and ϕ are angles used to specify the particle orientations,
where β is from 0◦ to 180◦, θ from 0◦ to 180◦, and ϕ from 0◦ to 360◦). The Koch-fractals of first
generation is deterministic. We suppose that the height of a pyramid is a half of the hexagon
radius for bullets and the relationship between length L and diameter D satisfies the power law as
follows [5],

D =
{

0.7L L ≤ 100µm
6.96L0.5 100µm < L < 3000µm (1)

The scattering characteristics of bullets are revealed by Panel a-d of Figure 5 and the differences
of scattering properties between the equivalent-volume spheres and bullets are given by Panel e-f,
Koch-fractals by Figure 6. The range of large dimensions for bullets and Koch-fractals is about
from 50µm to 3000µm. The equivalent-volume spherical radii of the two particles are all less
than 800µm and greater than 20µm. The extinction efficiencies, scattering efficiencies, absorption

Figure 5: The optical efficiencies and asymmetry parameters g are as a function of large dimension for bullets
at 89 GHz in Panel a-d. The difference of scattering properties between bullets and equivalent-volume spheres
is as a function of equivalent-volume spherical radius in Panel e-f. reff is the radius of the equivalent-volume
sphere.
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Figure 6: Same as Figure 5 except the particle shape is Koch-fractals.

efficiencies and asymmetry factors are increasing as the large dimension grows in Figures 5–6.
As the large dimension increases, the extinction and scattering efficiencies of Koch-fractals grow
more quickly than bullets. Different shapes results in significant different scattering properties, as
demonstrated in Figure 5 and Figure 6.

4. CONCLUSIONS

Base on the calculations, it can be found that the mean deviations of scattering characteristics
are less than 10% introducing uncertainties of ±20% in the imaginary part of permittivity and of
±5% in the real part. The scattering efficiencies for non-spherical ice particles are increasing as the
dimensions grow since the radii of the equivalent-volume sphere existing in the natural clouds are
all less than 1000µm. The shape of ice particles appears to have greater effects on the scattering
properties than refractive index. The scattering properties of different shapes with large dimensions
are quite different, up to a factor of 10 at some sizes.
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Radio-frequency Characteristics of a Printed Rectangular Helix
Slow-wave Structure
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Abstract— A new type of printed rectangular helix slow-wave structure (SWS) is investigated
using the field-matching method and the electromagnetic integral equations at the boundaries.
The radio-frequency characteristics including the dispersion equation for transverse-antisymmetric
(odd) modes of this structure are analysed. The numerical results agree well with the results
obtained by the EM simulation software HFSS. It is shown that the dispersion of the rectangular
helix circuit is weakened, the phase velocity is reduced after filling the dielectric materials in the
rectangular helix SWS. As a planar slow-wave structure, this structure has potential applications
in compact TWTs.

1. INTRODUCTION

Recently, there is an increasing interest in the study on miniaturization of TWTs for potential
applications in millimeter wave radar, communications and electronic wars [1, 2]. With the require-
ment of a large amount of compact TWTs, the fabrication technique with increasing reliability,
improved repeatability and small tolerance is necessary. Fortunately, the micro-electro-mechanical
systems (MEMS) can meet these requirements, which results in innovative TWT designs based on
this technology. As the key component of beam-wave interaction of a TWT for exciting microwave
energy, the slow-wave structure (SWS) directly influences the TWT’s properties. Thus, the investi-
gation on the novel compact slow-wave interaction structures based upon MEMS technique is more
important. Though the conventional circular helix is so far the best structure for wide bandwidth
and low dispersion, it is not compatible with MEMS technology. A related structure in planar
configuration was studied in Refs. [2–7]. An investigation of the rectangular helix SWS printed on
dielectric substrates and incorporating the shields, considering the width, as far as we know, has
not appeared in the literature.

In this Letter, a field theory of the rectangular helix printed on dielectric substrates incorpo-
rating metal shields is obtained using the electromagnetic integral equations at the boundaries.
The dispersion equation of transverse-antisymmetric (odd) modes of this structure in high power
applications are derived using the sheath model [8], and the effect of the dielectric parameters on
the slow wave characteristics based on the finite wide model is investigated.

2. THEORY

A rectangular helix on dielectric substrates shielded by metal shields is shown in Fig. 1. It encom-
passes a rectangular geometry, thus the configuration can be described in terms of a rectangular
coordinate system (x, y, z), where 2a and 2b are the height and width of the rectangular helix
cross section, respectively, 2c and 2d are the height and width of the rectangular shield screen,
respectively, L is the helix period, ψ is the pitch angle and tanψ = L/2/(a+b), respectively. In the
sheath helix approximation [8], the four side surfaces are represented as unidirectionally conducting
(UC) screens (Fig. 1(b)), which are separated by a distance 2a in the x-direction and 2b in the
y-direction, respectively. In general the media inside and outside the helix have different permittiv-
ities, the medium 1 inside the helix with dielectric constant εr1 and magnetic permeability µ0, and
the medium 2 between the helix and the metal shields with dielectric constant εr2 and magnetic
permeability µ0. Special cases are of particular interest and are examined in detail, they are normal
helix (εr1 > εr2) and inverted helix (εr1 < εr2). And the helix direction of the structure is shown
in detail in Fig. 1(a).

Due to the anisotropic conducting boundary conditions of the rectangular helix, all the solutions
in the helix with a rectangular cross section are hybrid modes (both TE and TM modes are
required). Considering the symmetry of the rectangular helix together with Maxwell’s equations,
one finds that the solution of the problem must be either even or odd if x and y are taken in
conjunction. Thus the structure admits of two independent solutions: transverse symmetric (even)
modes and transverse antisymmetric (odd) modes [3]. In the former type, the transverse field
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(a) (b)

Figure 1: (a) Rectangular helix structure and (b) the rectangular Sheath helix model.

components are symmetrical with respect to x and y, while the longitudinal field component Ez

and Hz are antisymmetrical. Similarly, in the latter type of modes, the opposite is true. The
symmetry also ensures that only a quarter of the structure need considering for analysis. The
quarter structure is divided into four regions: region I (0 < x < a and 0 < y < b), region II
(a < x < c and 0 < y < b), region II (0 < x < a and b < y < d) and region IV (a < x < c and
b < y < d). For simplification reasons in the following analysis, the weak fields in region IV are
neglected.

With omitting ejωt−jβz, where ω is the angular frequency, the longitudinal components for odd
modes in each region can be obtained by solving wave equations in a rectangular coordinate system
as follows:

(1) Region I (0 < x < a and 0 < y < b):

E1z = A cosh(u1x) cosh(v1y),
H1z = B cosh(u1x) cosh(v1y);

(1)

(2) Region II (a < x < c and 0 < y < b):

E2z = C sinhu2(c− x) cosh(v2y),
H2z = D coshu2(c− x) cosh(v2y);

(2)

(3) Region III (0 < x < a and b < y < d):

E3z = E cosh(u3x) sinh v3(d− y),
H3z = F cosh(u3x) cosh v3(d− y);

(3)

(4) Region IV (a < x < c and b < y < d):

E4z = G sinhu4(c− x) sinh v4(d− y),
H4z = H coshu4(c− x) cosh v4(d− y);

(4)

where A, B, C, D, E, F , G, and H in (1), (2), (3), and (4) are the amplitude constants. The
transverse field components can be expressed in terms of the longitudinal components of the
fields with the aid of the Maxwell equations.

According to the Sheath model [8], the boundary conditions at the interface are represented as
follows:

(1) The tangential components of electric field are continuous at x = a and y = b;
∫ b

−b
E1z |x=a dy =

∫ b

−b
E2z |x=a dy, (5)

∫ b

−b
E1y |x=ady =

∫ b

−b
E2y |x=a dy, (6)

∫ a

−a
E1z |y=b dx =

∫ a

−a
E3z |y=bdx, (7)

∫ a

−a
E1x |y=bdx =

∫ a

−a
E3x |y=b dx. (8)
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(2) The electric field components along the helix-direction are zero, i.e.,
∫ b

−b
(E1z sinψ |x=a + E1y cosψ |x=a )dy = 0, (9)

∫ a

−a
(E1z sinψ |y=b − E1x cosψ |y=b )dx = 0. (10)

(3) Because of the singular behaviour of the fields at the corners, the boundary conditions for
magnetic fields in differential form can not be used at the boundary between regions I, II
and III. Here, the matching conditions we choose is that the average values of magnetic field
components are continuous along the helix direction, and we have the integral equation

∫ b

−b
(H1z sinψ |x=a + H1y cosψ |x=a )dy +

∫ a

−a
(H1z sinψ |y=b −H1x cosψ |y=b )dx

=
∫ b

−b
(H2z sinψ |x=a + H2y cosψ |x=a )dy +

∫ a

−a
(H3z sinψ |y=b −H3x cosψ |y=b )dx. (11)

(4) At x = c and y = d, the field expressions already satisfy with the metallic boundary conditions.
Substituting the field expressions of each region into the above boundary conditions, the
characteristic equations for odd modes are obtained,

k2
1 cot2 ψ

(β2 − k2
1)2

= coth(u1a)
M

N
,

u1 tanh(u1a) = v1 tanh(v1b),
(12)

where

M = cosh(u1a) sinh(v1b)
1

u1v1
+ sinh(u1a) cosh(v1b)

1
u2

1

+
γ2

2

γ2
1

coth(u2(c− a)) sinh(u1a) sinh(v2b)
1

u2v2

+
γ2

3

γ2
1

coth(v3(d− b)) sinh(v1b) sinh(u3a)
v1

u1u3v3
,

N = sinh(u1a) sinh(v1b)(
u2

1 + v2
1

u1v1
) +

ε2

ε1

γ2
1

γ2
2

coth(u2(c− a)) cosh(u1a) sinh(v2b)
u2

v2

+
ε2

ε1

γ2
1

γ2
3

coth(v3(d− b)) cosh(v1b) sinh(u3a)
v3

u3
.

3. NUMERICAL RESULTS

The numerical results on the slow wave properties of a rectangular helix printed on dielectric sub-
strates incorporating the metal shields are illustrated in the following. Fig. 2 shows the dispersion
characteristics of odd modes in the rectangular helix filling of dielectric media (εr2 = 2.0) between
the helix and the shield screens. Here βL is the phase shift, and k0a is the normalized frequency.
For comparison, we have also simulated the structure using a three-dimensional EM simulation
code HFSS. It can be seen from Fig. 2 that the numerical calculation data from the present theory
agree well with the results by HFSS simulation.

The effect of the dielectric constant εr1 on the dispersion characteristics of odd modes in the
normal rectangular helix are presented in Figs. 3(a) and 3(b), respectively, where εr2 = 1.0. Fig. 3(a)
shows that the increase of εr1 can make the phase velocity decrease and the dispersion curves become
steeper.

Figure 4 shows the effect of εr2 of an inverted rectangular helix SWS on the phase velocities. It
is clear that, as εr2 increases while εr1 = 1.0, the phase velocity decreases and the cures become
flatter, the bandwidth becomes greater.
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Figure 2: Dispersion curve when b/a = 2, a/L =
0.75, a = 3mm, c/a = 2, d/b = 2, εr1 = 1.0, εr2 =
2.0.

Figure 3: Phase velocity of a rectangular helix SWS
when b/a = 2, a/L = 0.75, a = 3mm, c/a = 2,
d/b = 2, εr2 = 1.0.

Figure 5(a) shows the comparison of dispersion between the rectangular helix SWS in free space
and dielectric-loaded cases. Here the structure dimensions are the same. It is clear that the phase
velocity of the dielectric-loaded cases (A and C in Fig. 5(a)) will decrease in comparison with a
free rectangular helix (B in Fig. 5(a)), and curve A is flatter than the curve C, which suggests the
wider bandwidth and lower working voltage.

Figure 4: Phase velocity of a rectangular helix SWS
when b/a = 2, a/L = 0.75, a = 3 mm, c/a = 2,
d/b = 2, εr1 = 1.0.

 

Figure 5: Phase velocity of a normal/inverted rect-
angular helix SWS when b/a = 2, a/L = 0.75,
a = 3 mm, c/a = 2, d/b = 2.

4. CONCLUSIONS

In summary, The dispersion equation for odd modes of this structure have been derived respectively
and calculated numerically with the variation of the dielectric constant. The numerical results,
which are in good agreement with the results from using the HFSS, reveal that weaker dispersion can
be obtained by adjusting the dielectric constant of the medium of the rectangular helix structure,
which may allow wider bandwidth or higher gain of a TWT. With advantages of compatibility
with microwave integrated circuits, ease of fabrication based on MEMS techniques and interaction
with a sheet beam, the rectangular helix structure thus holds promise for applications in compact
TWTs.
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Investigation of the Dielectric-loaded Folded Waveguide
Traveling-wave Tube Amplifier

C. Q. Zhang, Y. B. Gong, H. R. Gong, Y. Y. Wei, and W. X. Wang
National Key Laboratory of High Power Vacuum Electronics of UESTC, Chengdu, China

Abstract— The cold-test characteristics of the dielectric-loaded folded waveguide traveling-
wave tube (FWTWT) amplifier are investigated theoretically and the Pierce small-signal theory
is employed to confirm the results. The linear theory for the Q-band dielectric-loaded FWTWT
amplifier shows that the bandwidth is increased from 15.08% to 27.03%.

1. INTRODUCTION

The dielectric materials have long been used to improve the performance of traveling-wave tube
(TWT) amplifiers [1, 2]. The FWTWT is a kind of slow-wave amplifier with moderate bandwidth
and power-handling in combination. It also has the advantages of simple structure compatible to
planar precise-fabrication technologies and easy coupling, which make it promising in millimeter
wave as well as the Terahertz region [3, 4]. In reference [5] the dielectric and Metamaterial Effects in
a Terahertz TWT amplifier have been studied by computational software. The results indicated that
adding materials to a certain part of the folded waveguide didn’t work well. In the present paper, a
concise analytical method is employed to study the characteristics of a new type of dielectric-loaded
folded waveguide.

2. THEORETICAL ANALYSES

The dielectric-loaded Folded Waveguide is formed by folding a dielectric-loaded rectangular waveg-
uide in y-z plane, as is shown in Fig. 1. In the rectangular waveguide there are three different
dielectrics along x-direction.

z

y

0

y

x

1 1
,

2 2
,

0 h1 ah2

3 3
,ε µ ε µ ε µ

I I I I I I

Figure 1: Schematic of dielectric-loaded folded waveguide.

The normal modes in such a rectangular waveguide structure are classified as longitudinal section
electric (LSE) and longitudinal section magnetic (LSM) modes respectively, depending on whether
they have a magnetic or electric field component normal to the dielectric interface (transverse
x-direction).

Considerations of the boundary conditions lead to the fact that for modes having no y depen-
dence of fields, the LSE mode is a TE mode, the only difference between them is the description
method [6]. Thus, we can also assume that the mode structure is not altered in the folded guide
but the axial phase velocity decreases due to propagation along a circuitous path, the phase shift
per segment is given by the following expression [3]

βz,mp = βL + π + 2mπ (1)

Differently, β represents the propagation constant of the dielectric-loaded rectangular waveguide.
From above expression, the cold dispersion characteristic is achieved. It should be noticed that we
do not take account of the reflections caused by waveguide bends and holes for beam which can
create a stop-band but not influence our conclusions.
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2.1. The Field Representation and Propagation Constant of the Dielectric-loaded Rectangular
Waveguide
In region II (h1 ≤ x ≤ h2),

Ey2 = −jωµ2kx2A2 sin (kx2x + φ2) e−jβz

Hz2 = k2
x2A2 cos (kx2x + φ2) e−jβz

(2)

Continuity of the field at x = h1, x = h2 requires

Ey1 (h1) = Ey2 (h1) , Ey2 (h2) = Ey3 (h2) ; (3)
Hz1 (h1) = Hz2 (h1) , Hz2 (h2) = Hz3 (h2) . (4)

Considering the expression (3), the dispersion relations are given by:

kx1

µ1
cot (kx1h1) =

kx2

µ2
cot (kx2h1 + φ2)

kx2

µ2
cot (kx2h2 + φ2) =

kx3

µ3
cot [kx3 (h2 − a)]

(5)

When the frequency and the parameters of dielectrics are given, we can get the numerical values
of the kx1, kx2, kx3, φ2 and then determine the propagation constant β.
2.2. Interaction Impedance
The on-axis interaction impedance of the nth space harmonic is expressed as

Kn =
|En|2
2β2

nP
, (6)

where En is the on-axis electric field of the nth space harmonic, and P is the RF power flow in the
serpentine waveguide. According to the representations of the electric field in region II, we get

Kn =
bG2

m sin2 (kx2x + φ2)

(βnp)2 β
ω

(
c1P1
µ1

+ c2P2
µ2

+ c3P3
µ3

) , (7)

where,

c1 =
(

sin (kx2h1 + φ2)
sin kx1h1

)2

, c2 = 1, c3 =
(

sin (kx2h2 + φ2)
sin [kx3 (h2 − a)]

)2

;

P1 =
∫ h1

0
sin2 (kx1x)dx, P2 =

∫ h2

h1

sin2 (kx2x + φ2)dx, P3 =
∫ a

h2

sin2 [kx3(x− a)]dx.

From the representation of interaction impedance derived above we note that there is an extra
term sin2(kx2 +φ2) which indicates that the dielectrics may influence the location of the maximum
electric field.

3. RESULTS AND DISCUSSIONS

We set the dielectrics in regions II and III have the same permittivity and thickness. And the
region II is free from dielectric, i.e., ε2 = ε0, µ2 = µ0. In addition, permeability has been removed
from our discussions.
3.1. The Cold-test Characteristics
The dimensions of the folded waveguide are a = 4mm, b = 0.5mm, p = 1.42mm, l = 1.069mm.
The normalized phase velocity versus frequency for several dielectric constant and thickness are
plotted in Fig. 2 and Fig. 3. Note that the choice of εr = 1 corresponds to the absence of any
dielectric material. It is clear that the effect of the dielectric is to (1) progressively reduce the
phase velocity and (2) flatten the dispersion curve. It also can be seen that the dispersion is more
sensitive to the dielectric thickness. However, When an over high dielectric constant is chosen, the
passband will fail to meet the design requirements. Thus, for a design it is necessary to choose the
proper materials.
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Figure 2: Normalized phase velocity for variations
on dielectric constant.
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Figure 3: Normalized phase velocity for variations
on dielectric thickness.

Figure 4 and Fig. 5 show the on-axis interaction impedance of the dielectric-loaded folded
waveguide. From these illustrations we see that as the dielectric constant or thickness increases,
the impedance is decreased. Since there is no dielectric in region II, this effect is mainly caused by
the fact that loading dielectric reduces the cutoff frequency and shifts the pass band range. From
Fig. 5, it is noted that when the value of h1 is small (h1/a ≤ 0.1), the interaction impedance is
influenced slightly, because the dielectrics are far away from the beam tunnel, which have small
influence on the on-axis electric field. Like the dispersion curves, it is also seen that the interaction
impedance is more sensitive to thickness.
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Figure 4: Interaction impedancefor variations on di-
electric constant.
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Figure 5: Interaction impedancefor variations on di-
electric thickness.

3.2. Pierce Small Signal Gain
The linear theory [7] is employed to confirm the study above. The small-signal gain of the dielectric-
loaded FWTWT is plotted in Fig. 6, compared to the unloaded waveguide.

The dimensions of the folded waveguide are the same as above and the parameters of dielectrics
and beam are εr1 = εr3 = 6, d1 = d2 = 0.4 mm, U0 = 20.5 KV, I0 = 0.17A, rb = 0.2mm, where
rb is the radius of beam. The 3 dB-bandwidth is given by the difference of the two frequencies at
which gmin = 0.85gmax [8], where g is the growth rate in dB/cm.

It is shown that the maximum gain decreases by a small amount but there is a large increase
in bandwidth. The bandwidth is increased from 15.08% to 27.03% and the operating voltage is
decreased from 20.5 KV to 18.6KV.
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Figure 6: Small-signal gain of the dielectric-loaded FWTWT.

4. CONCLUSIONS

The characteristics of the dielectric-loaded FWTWT amplifier have been investigated. It has been
shown that for the dielectric thickness where h1/a ≤ 0.1, the interaction impedance is little affected.
Accordingly, by proper choice of thickness and dielectrics, the bandwidth can be significantly in-
creased with small influence on maximum gain. In addition, the operating voltage is decreased,
which may benefit to reducing the volume of the device.
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