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Abstract— In this paper, an elevated CPW based on high-resistivity silicon is presented. The
center strip conductor is elevated on a silicon dioxide layer which can be easily fabricated by
thermal oxidation. This extra silicon dioxide layer under the center strip conductor weakens the
magnetic-field, which could be validated by the HFSS simulation. Compared with the conven-
tional CPW with the center strip and ground planes on the same plane, the elevated CPW’s
insertion loss can be decreased. The simulated and measured results are in good agreement. And
the process flow is compatible with the mainstreamed CMOS technology.

1. INTRODUCTION

Coplanar waveguide lines (CPW) is an important component in microwave field and it is widely
used in monolithic microwave integrated circuits (MMIC) and modern communication systems [1].
Practical application of integrated circuits requires operation over radio frequency. The investi-
gation on the performances of CPW structures on Si-based substrates as a function of frequency
gains interest [2, 3]. The loss of CPW lines on low-resistivity silicon is high in the traditional IC
technology. There are several ways to solve this problem at present.

For the CPW lines on low-resistivity silicon produced through MEMS technology, the measured
loss at 30 GHz is 6 dB/cm. The backed V-shaped cavity reduces the electromagnetic coupling effect
between the substrate and devices, but the difficulty of technology is aroused [4].

Another method is to fabricate CPW on high-resistivity silicon (HR-Si). Gold metalized CPWs
with 1.45µm thickness on 2005Ω· cm HR-Si substrates have been shown a measured attenuation
of 1.03 dB/cm at 30 GHz [5, 6].

This letter proposes an elevated CPW based on high-resistivity silicon. The center strip conduc-
tor is elevated on a layer of silicon dioxide which can be easily fabricated by thermal oxidation. The
magnetic-field concentrating near the center strip conductor is decreased. As a result, the insertion
loss is reduced. Moreover, the technology is compatible with the traditional CMOS technology.

2. ANALYSIS OF THE CPW LOSS

The overall CPW loss can be divided into integration substrate loss and strip metal loss. The loss
of CPW lines on low-resistivity silicon is high in the traditional IC technology. The high-resistivity
silicon can reduce substrate loss effectively. The magnetic-field which brings loss concentrates near
the center strip conductor. Loss is produced due to medium molecule polarization when magnetic
field overpasses the medium. Reducing the magnetic distribution on the substrate can decrease the
loss.

An extra layer of silicon dioxide under the center strip conductor is fabricated in this elevated
structure. The cross section of the elevated structure is shown in Fig. 1. G represents the width of
the ground planes, S represents the width of the center strip conductor, W represents the width of
the gap between the center strip conductor and the ground plane, H1 represents the height of SiO2

under the ground planes, and H2 represents the height of SiO2 under the center strip conductor.
The SiO2 under the center strip conductor is thicker than that under the ground planes (H2 >

H1). This extra silicon dioxide layer under the center strip conductor weakens the magnetic-field,
which has been validated by the HFSS simulation. Compared with the conventional CPW with the
center strip and ground planes on the same plane, the elevated CPW’s insertion loss is decreased.
The elevated structure in this paper can improve the performance of CPW lines.
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Figure 1: The cross section of the elevated CPW structure.

3. DESIGN AND EXPERIMENT

According to the simulated results by HFSS, 50 Ω Aluminum CPW lines have been fabricated on
HR-Si of 1000 Ω · cm. The length of CPW lines is 2000µm. The width of the center strip conductor
S is 39µm and the gap W is 24µm. The Aluminum lines are isolated from Si substrate by oxide
layer. Three CPW lines with different H2 heights have been fabricated. Table 1 shows the different
heights of oxide layer.

Table 1: CPW with different elevated heights.

````````````CPW Number
Height

H1 H2

L1 0.1 µm 0.1 µm
L2 0.1 µm 0.2 µm
L3 0.1 µm 0.3 µm

To fabricate the CPWs in Table 1, the silicon wafers have been cleaned first. Take CPW L3 for
example, 0.3µm SiO2 has been grown. Then keep the SiO2 under the center strip conductor to
form a step while SiO2 elsewhere is removed. Then grow 0.1µm SiO2 on the wafers again. Pure
aluminum is evaporated and patterned to produce aluminum CPW lines on the silicon dioxide
surface. The CPW L1 and CPW L2 are fabricated in the same way.

4. RESULTS AND DISCUSSIONS

The simulated S-parameters of CPW L1 are presented in Fig. 2. There are good transmission
coefficient and reflection coefficient.
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Figure 2: Simulated S-parameters of CPW L1 based on HR-Si.
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Figure 3: Measured and simulated S21-parameters of L1, L3 CPWs.

The simulated and measured results of CPWs L1, L3 are in good agreement, as shown in Fig. 3.
The loss of elevated CPW L3 is lower than that of conventional CPW L1 over the measured
frequency range (10M–10 GHz). At 5 GHz, the measured losses of CPW L3 and L1 are −1.6 dB,
−1.8 dB seperately. The loss difference of these two structures becomes clear as the frequency rises
due to the thicker SiO2 under the center strip conductor of the elevated CPW L3. It weakens the
magnetic-field between the center strip conductor and substrate. However, the measured insertion
loss (−1.91 dB) is −1.33 dB larger than the simulated loss (−0.58 dB) at 10 GHz, which may be due
to the loss caused by the probe during test process.

In Fig. 4, the loss of CPW L3 is 1.91 dB at 10 GHz, and the loss of CPW L2 is 2.02 dB. That
also shows that the magnetic-field is weakened and the performance improves.
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Figure 4: Measured S21-parameters of CPWs L3, L2.

5. CONCLUSIONS

In the elevated CPW structure, the SiO2 under the center strip conductor is higher than that under
the ground planes. The elevated SiO2 not only isolates CPW from the substrate but also weakens
magnetic-field apparently. So the performance of CPW is improved. The simulated and measured
results of the elevated CPW are in good agreement. Thus this elevated structure is available for
low-loss SiMMIC applications up to radio frequency.
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Abstract— In this paper we utilize a basic loop resonator to design and realize the bandpass
filter, and then use the quarter-wavelength open stub to suppress the second and third harmonics.
Electric and magnetic coupling in this filter will be realized by a narrow coupled gap and grounded
via to achieve the transmission zeros in either the lower or upper stopband. Since the prototype
of the original bandpass filter is a resonator-based one wavelength structure, it is slightly larger
compared with the other proposed structures. We therefore utilize the folding loop structure of
the circuit to achieve miniaturization. The 30% reduction of the circuit size is achieved. The
circuit with folded structure not only can reduce the size but also can maintain the performance
as original structure with only slight degradation on the third harmonic. The result of the
measurement and simulation is in good agreement to provide an experimental verification on the
compact filter design.

1. INTRODUCTION

Microwave/RF filters are the key components in RF front-ends, so the performance of filter is im-
portant to the modern wireless communications. In the past, the design rules in many type of filters
were quite complete, therefore the future research in filter design will be focused on high selectivity
or harmonics suppression capability. Besides the fundamental resonance of unwanted signal, the
similar resonance can also be generated on second, third, or even higher order harmonic frequencies,
but those higher order resonances might pass the filter and cause the electromagnetic interference.
Therefore many literatures have been proposed to suppress the harmonics with quarter-wavelength
open stub [1], spurline [2], step impedance resonator [3, 4]; With quarter-wavelength open stub and
spurline being used as bandstop filter to filter the unwanted signal, and step impedance resonator
being used to shift the harmonic frequency to higher frequencies.

Recently, the higher performance requirement in communication-system was demanded, and
the noise control scheme was also become more strictly. If the filter can be designed to improve
selectivity, then the noise will be filtered out effectively and provide the better signal to noise ratio.
In the past, the most filters were originally designed to provide the selectivity by using the higher
order elliptic filter [5], or later by using the cross coupled (electric coupling, magnetic coupling
and mixed coupling) to achieved the transmission zeros generated in lower, upper stop or even
in both bands [6]. However, the two methodologies above have the disadvantage of their large
sizes. The filter in [7] achieved high selectivity by using separate electric and magnetic coupling
without any size reduction of filter. In order to reduce physical dimension of the filter, lumped
elements [8], capacitive termination [9], aperture coupled [10] or folded structure [11] are frequently
used in miniaturizing RF/microwave filters. However the lumped element method is known to
have very poor quality factors for the insertion loss and out-of-band rejection. Therefore many
miniaturization design techniques are still under investigation.

The filter we proposed in this paper, not only can suppress the second and third harmonics
with quarter-wavelength resonators, but also improve the selectivity with narrow coupled gap and
grounded vias to generate the transmission zeros in both lower and upper stopbands. Finally, we
utilize the folding loop for the filter circuit to achieve the miniaturization.

2. LOOP FILTER

In this paper, a filter configuration (see Fig. 1). The FR-4 dielectric substrate with permittivity of
εr = 4.4 and thickness of 1.6 mm.

The prototype filter was based on a loop resonator, where the resonant condition occurs when
the length of microstrip line equals to one guided wavelength of the resonance frequency. The
feeding line in this filter (see Fig. 1) is different from the other filters. This feed type can improve the
coupling energy and reduce the insertion loss as used in [8], for the particular structure with l1 and l2
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Figure 1: Prototype filter configuration. Figure 2: The current distribution at 2.4 GHz.

being used as quarter-wavelength open stubs, where different lengths are used to achieve harmonics
suppression. The two quarter-wavelength stubs were close to each other. When we made the length
of l2 longer, the electric coupling can then be realized by utilizing the coupling gap to generate an
additional transmission zero at the upper stopband. When the signal is injected to the transmission
line, the current distribution can be determined and show the maximal magnitude near the quarter-
wavelength of the transmission line (the current distribution can be seen clearly in Fig. 2). Based on
this principle, magnetic coupling can also be introduced by a grounded via to generate an additional
transmission zero at the lower stopband. After adjusting the filter configuration shown in Fig. 3,
the real circuit size (see Fig. 1) can be reduced to about 31.5mm× 12mm.
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Figure 3: The filter configuration after adjusting.
(all the line width is 1mm; the space of line to line
is 0.2 mm).

Figure 4: The photograph of the prototype filter.

In this paper, commercial EM software IE3D version 10.0 and PNA network analyzer Agilent
E8362B are used in simulation and measurement respectively. To meet the design goal, we first
utilize the principle of quarter-wavelength transmission line by adjusting the length of l1 and l2 to
suppress the second and third harmonics. However, the lengths of l1 and l2 are different, because
the l1 and l2 are both the tightly adjacent paths of the loop resonator with the parasitic effect
introduced by the gap between the lines. It thus affects the original quarter-wavelength long open
stubs. The resulting effect of different l1 and l2 is shown in Fig. 5. We finally obtained the
optimum length with l1 = 5mm and l2 = 15.5mm with the second and third harmonics being
suppressed −30 dB and −15 dB respectively. Although the quarter-wavelength open stubs have
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good harmonics suppression performance, but the lower frequency response tends to rise up and
degrade performance as shown in Fig. 5. Therefore, the grounded via is introduced to achieve
magnetic coupling and thus generate an additional transmission zero at the lower stopband. Up to
this point, our filter design not only can compensate the effect of different l1 and l2, but also can
improve the selectivity and therefore enhance the system performance. As to the determination of
grounded via location, the maximum magnitude of the current distribution should occur near the
quarter-wavelength position of the transmission line (see Fig. 2) from the transmission line effect.
Therefore the location of grounded via was chosen at quarter-wavelength distance away from the
feed point (see Fig. 3).
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Figure 5: The frequency response of different length
with l1 and l2.
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Figure 6: The frequency response with or without
via ground.

The frequency response with or without grounded via can be seen clearly from Fig. 6, where
an additional transmission zero is generated at about 1.7 GHz with a −46 dB dip. On the other
hand, the electric coupling will generate an additional transmission zero at the upper side of the
passnband by a narrow gap between two open stubs. Fig. 7 shows the cases with different gap
spacing g (0.2 mm∼ 0.7mm), the smaller the spacing g the closer the transmission zero to the
passband and therefore the larger capacitance. For the purpose of suppressing second harmonic,
the g= 0.4mm is considered the optimum value. The Fig. 8 shows the transmission coefficient of
the proposed filter with excellent selectivity and good rejection performance in out-of-band.
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Figure 8: The frequency response of prototype filter.

3. COMPACT SIZE FILTER

In the previous section, we have designed the bandpass filter that not only can suppress the second
and third harmonics, but also can improve the selectivity in the same time. However, since the
structure of the filter is based on one wavelength resonant condition of a loop, it’s dimension is
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usually larger than others. Therefore, we try to make filter smaller size by folding the prototype
structure. The proposed filter structure is shown in the Fig. 9, where the folded structure was
used in the resonant loop path and internal quarter-wavelength open stub. The proposed filter
is divided into two parts from the symmetrical plane with the spacing n controlling the coupling
between two separate parts. The smaller the spacing n, the more coupling will occur between two
separate partitions. Therefore, the spacing should be carefully decided. In order to maintain the
performance of the selectivity, we double the number of grounded via for more magnetic coupling
and to make the transmission zero much closer to the passband. While electric coupling is made
by the gap between internal open stubs, it is a little different from the prototype but the same
performance is kept.
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Figure 9: Proposed filter structure. (L = 1.7mm; m = 0.2mm; n = 0.9mm; j = 0.5 mm; g1 = 0.2mm).
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Figure 10: The frequency response compared with proposed and prototype filter.

The transmission coefficients of the proposed filter and original prototype filter were compared
in Fig. 10, the transmission zeros of the proposed filter are found located farther away than the
prototype because of the effect from folded structure. Meanwhile, the effect of magnetic and
electric coupling was also decreased. The second harmonic was found below −30 dB, but the third
harmonic was only reduced by −6.5 dB probably because of the open stub bending. The proposed
filter was fabricated with a small size 23.5mm× 11.5mm, it is smaller than the original prototype
(31.5mm× 12 mm) with size reduction up to about 30%.

4. SIMULATION AND MEASUREMENT

The simulated and measured results of S11 and S21 are illustrated in Figs. 8 and 9 respectively. From
the plot of S21, the trend is found to be approximately close to each other. The second and third
harmonics suppression is achieved about −25 dB and −17 dB, respectively. The discrepancies in
transmission zeros between the measurement and simulation might come from the dimension error
of the structure due to inaccurate fabrication of grounded via and narrow coupling gap. While
the discrepancies in S11 between the measurement and simulation at 7.18 GHz might be due to the
material loss. To verify the effect, we use the perfect material characteristics in simulation from
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Figure 11: Simulated and measured of reflection co-
efficient of prototype filter.
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Figure 12: Simulated and measured of transmission
coefficient of prototype filter.
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Figure 13: Simulated and measured of reflection co-
efficient of proposed filter.
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Figure 14: Simulated and measured of transmission
coefficient of proposed filter.
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Figure 15: Reflection coefficient of different mate-
rial.
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Figure 16: Reflection coefficient of different angle.

the beginning and found the discrepancy around 7.18 GHz is large. However, when we take the
material loss into account, the results of simulation and measurement was in good agreement at
7.18GHz. In order to improve the agreement for high frequency, we modified the bending corner
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of the structure to different angles for investigation. After modifying the bending corner to the
bevel angle, the material loss effect was improved. From the result of Fig. 16, the modified corner
technique not only makes the material loss effect reduced from −40 dB to −7 dB, but also proves
that the bevel angle corner is necessary for the high frequency implementation.

angle 1

angle 2

angle 3

38°

452X

45°

Figure 17: Different angle of the corner. Figure 18: The photograph of the prototype filter.

5. CONCLUSIONS

In this paper, the original prototype filter can obtain the transmission zeros in both the lower
and upper stopbands, and also can suppress the second and third harmonics. It is different from
the past filter design that must use the higher order to realize the elliptical filter. Furthermore,
the proposed folded-loop structure of the circuit not only can achieve miniaturization with size
reduction about 30%, but also can maintain the same excellent performance as original structure
with only a slight degradation on the third harmonic suppression. Finally, we have modified the
angle of the bending corner to reduce the material loss effect and avoid electromagnetic interference
problem.
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Abstract— Since the achievable gain of transistors typically falls off as the frequency increases,
an equalization filter with positive gain slope is necessary to compensate for the gain roll-off of
broadband amplifiers. This paper proposed an novel equalizer structure and design a equal-
ization filter by applying this novel structure and a modified SIW-PBG (Substrate Intergrated
Waveguide-Photon BandGap) filter. The numerical simulated results show that the proposed
design of Gain Slope Equalization Filter has a positive gain slope from 8.5 GHz to 18.5 GHz with
good impedance matching,low excess loss,and good selectivity.

1. INTRODUCTION

With the new and increasing demand of the internet and multimedia on the commercial side,
RF and microwave amplifiers are being used in many broadband applications in the 2 GHz to
20GHz [6]. However, Modern microwave and millimeter-wave receivers have long struggle with
the excessive pass-band negative ripple and gain slopes [4]. Therefore,the equalization filter with a
sloped pass-band performance are needed to provide compensation for the gain roll-off of the active
devices.

The ideal passive slope equalizer should be no excess slope(that is, the minimum loss should be
0 dB), and the good matching should present to both source and load. Many types of equalizer
circuits are provided in G. Vendelin’s work [2]. However, according to momentum-simulated results,
simple-form equalizer circuits based on lumped capacitors or inductors usually have a large excess
loss and a poor input matching characteristics. One of most direct causes is the parasitic effect of
lumped elements at the very high frequencies. These problems are well solved in Matt.Morgan and
Travis Newton’s work [4] by using non-reflective transmission lines.

However, different from their designs, in this paper we proposed another improved equalizer
circuit in which the series resonant circuit in traditional models is substituted by series microstrip
gap and high-resistance microstrip lines. In addition, we also apply the SIW-PBG technology
and design a filter which provide a high-selectivity stop-band for the equalizer. The numerical
simulated results of each parts and the entire performance would be presented in the 3rd section.
By applying and synthesizing the two parts, we also design an example which could yield a positive
gain compensation of 10 dB between 8.5GHz–18.5 GHz. It has the characteristics of well-matching,
low excess loss, low non-linear distortion and high selectivity.

2. THE DESIGN OF GAIN SLOPE EQUALIZATION FILTER

To meet the both requirements of compensating and filtering, we propose an entire network model
as shown in Figure 1. The design of equalizer would be discussed in Section 2.1, and the PBG filter
in Section 2.2.

Figure 1: The entire network model.

2.1. Improved Equalizer Structure
Among various equalizer circuits provided by Mellor [3], the circuit shown in Figure 2 presents
the best characteristics in good linear slope, good matching and low excess loss. The operating
frequency of both the series resonant circuit and the one-quarter-wavelength transmission lines is
5GHz, which is also the high end frequency of the positive gain slope.
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Figure 2: The traditional equalizer circuit. Figure 3: The LC structure after improved.

However, for the parasitic effect, the performance of this circuit get worse a lot when we imple-
ment this circuit with chip elements. We find the situation would become much better if we apply
boradband adaptive lumped elements, but the cost is also increased at the same time.

To seek less drift effect, the LC series resonant circuit in traditional equalizer model is substituted
by microstrip gap and high-resistance microstrip lines as shown in Figure 3. After synthesis and
optimization steps, the frequency response of this structure presents approximately the same with
the LC series resonant circuit. The entire structure and the parameter definition could be seen in
Figure 4.

Figure 4: Improved equalizer structure with parameter denition.

2.2. Compact Super-wide Bandpass SIW-PBG Filters

The improved structure described in Section 2.1 could provided a positive gain slope from DC to
18GHz. To filter out the out-of-band frequencies, we design and apply the SIW-PBG filter for its
characteristics of low insertion loss, low band ripples and high selectivity.

On the basis of PBG equivalent circuits and the SIW-DGS (Defect Ground Structure) developed
by Zhang-Cheng Hao and Wei Hong [2], we modify the PBG cell structure to meet the requirement
of our work as shown in Figure 5. The main purpose of this modification is to reduce the equivalent
capacitance and inductance, then increase the cut-off frequency.

The substrate intergrated waveguide provide a excellent high-pass effect, and the photon bandgap
yield a periodic stop-band. The entire modified structure and the definition of parameters are pre-
sented in Figure 7.
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(a) (b)

Figure 5: Modification of PBG cell, (a) The classical
cell structure, (b) Modified PBG cell structure.

Figure 6: The value of parameters.

(a) (b)

Figure 7: The proposed PBG structure and the parameter definition, (a) Modified PBG structure, (b)
Congurations for PBG cell and the SIW with their geometric parameters.

3. NUMERICAL SIMULATION

To demonstrate performances of positive gain slope equalizer and the wide-band filters, we have
investigated these parts with the aid of two software-ADS (Advanced Design System 2003A) and
CST (CST Microwave Studio 5.1.3). The dielectric substrate in the simulation model has a thickness
of 0.8 mm, a relative permittivity of 4.3, the thickness of metal is 0.03mm.

3.1. Simulation Results of Gain Slop Equalizer

Simulated by ADS, Figure 8, Figure 9 show the simulation results of schematic models of the
improved equalizer structure discussed in Section 2.1. It can be found that the improved equalizer
structure proposed provide a linear gain slope between 8.5 GHz–18.5 GHz from −10 dB to 0 dB.
The loss at the 18.5 GHz is 0.08 dB. The return loss is better than −15 dB.

With the geometric parameters listed in Table I, the Momentum simulation results of the same
structure made by CST could be seen in Figure 10. in the plot of S21, The excess loss is 0.88 dB,
and the average value of S11 parameter approximates −15 dB.

From the results yielded by CST, we can find that the parasitics of the lumped elements have
been greatly reduced. Although worse than schematic results, the performance of this proposed
structure show the characteristics of slope, matching and excess loss, which are well enough to meet
the requirement of the entire system.
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Figure 8: S21 plot achieved by ADS. Figure 9: S11 plot achieved by ADS.

Figure 10: S-parameter plot achieved by CST momentum simulation.

3.2. Simulation Results of SIW-PBG Filter
Obtaining the improved structure equalizer, we design a super-band filter with the passband from
8.5GHz to 18.5 GHz by applying the new PBG structure discussed in Section 2.2. To enhance the
performance, we add the number of PBG cells to 11, and with the parameters listed in Table II,
the S-parameters simulated results by CST are shown in Figure 11. According to the results, the
average insertion loss of this filter is lower than 0.32 dB, and the return loss is better than −10 dB.

3.3. Simulation of Gain Slope Equalization Filter
To combine the filter and the equalizer proposed in former sections into a series system, we pack and
export the data of SIW-PBG filter we designed from CST and import it into ADS. For the two parts
have the same input resistance and output resistance (both of their input resistance and output

Figure 11: Simulation results of modified SIW-PBG structure achieved by CST.
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resistance are 30Ω), we connect the data package of SIW-PBG filter and the improved equalizer
structure in ADS without impedance transformation. The performance of the entire system —
Gain Slope Equalization Filter(GSEF) in ADS would be described in Figure 12.

From the Figure 12, we can see that with the excess loss of −0.79 dB, the passband is from
8.5GHz to 18.5 GHz, and the return loss is better than −10 dB, showing good characteristics of
filter selectivity, low insertion loss, linear slope and the impedance matching. In addition, to
described the linear performance of this work, we add a ideal reference slope (the lighter line)
between 8.5 GHz to 18.5 GHz from −10 dB to 0 dB as shown in Figure 13. The variance and the
largest offset between the reference slope and the simulated one are respective 0.164(0.66 dB) and
0.093(0.34 dB).

Figure 12: S-parameter plot of the GSEF by ADS. Figure 13: S21 plot of the GSEF with reference line.

4. CONCLUSION

Improved equalizer circuit and modified SIW-PBG structure has been proposed. By applying these
designs, the GSEF developed in this paper could provide a 10 dB compensation from 8.5 GHz to
18.5GHz with the excellent characteristics of selectivity, matching, low insertion loss, wide band
and low nonlinear distortion.
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Abstract— The performances of the periodic surface structures of defected shapes on the
ground plane for low-pass filter (LPF) co-design are studied. Simulated results with full wave
electromagnetic analyses are in good agreement with those experimental data. The optimal
structure of double periodic structure bringing about the perturbation electromagnetic waves
will be determined. The proposed LPF has defect ground surface with the characteristics of
band-gap characteristics.

1. INTRODUCTION

The periodic surface structure is like photonic band-gap (PBG) [1, 2] structures are effective in RF
and microwave application that provides an effective control of electromagnetic (EM) waves along
specific direction and performance. Controlling the periodic distance of PBG that exist band reject
characteristic. Periodic and defected ground structure (DGS) have some excellent performance
applied microwave transmission line guide such as the microstrip PBG [3], coplanar waveguide
PBG [4], coplanar-stripline PBG [5], uniplanar compact PBG [6] and multiplayer PBG [7]. The
perforation patterns of PBG on the ground surface with band-stop and slow wave characteristics
are studied. The DGS show great promise in improving the power added efficiency and radiation
pattern in high power amplifiers [8], increase the Q value of planar inductor [9] or high efficiency
planar antenna [10] application to suppress unwanted sub-harmonic compared to conventional har-
monic turning techniques. Some papers also report a new tunable technique on traditional planar
filter [11] or DR filter [12] to reject undesired resonator modes.

2. DESIGN & RESULTS

In this paper, a traditional LPF (Figure 1) placed at center the DGS with various PBG structures
(Figure 2 and Figure 3) are studied, then proposed high harmonic reject low pass characteristic on
PBG microstrip line. By the way of measurement and simulation (Figure 4) to detect this struc-
ture exist obvious passband, stopband and leaky wave band region then compare with interrelate
research papers [13–17]. Via measurement to calculate EM structures [18, 19] on band-gap region,
then find DGS structure can apply high reject band characteristic as a perfect low-pass filter cir-
cuit. FR4 substrate (dielectric constant 4.4, loss tan δ = 0.015 and height 1.6 mm) was used for
this design and implement, as shown in Figure 5 and Figure 6.

Figure 1: Traditional LPF design with perfect ground plane.
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Figure 2: LPF design with periodic and defected
ground plane.

Figure 3: LPF design with non-periodic and de-
fected ground plane.
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Figure 4: The simulated data of LPF embedded DGS (Fig. 3) and traditional LPF (Fig. 1).

Figure 5: The practical LPF with DGS design (top-
plane).

Figure 6: The practical LPF with DGS design
(bottom-plane).

3. CONCLUSIONS

This paper describes a harmonic tuning for embedded defected ground plane. EM modeling for
a LPF embedded defected ground plane structure co-design is determined. The structure with
stop-band characteristic for broadband harmonic rejection tuning has been experimentally verified.
Method of moment is applied to simulate the fields and currents distribution of the design. The
results of full wave electromagnetic analyses are in good agreement with those experimental data.
An optimal structure of the LPF and defected ground plane structure is determined.
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Abstract— Complexity is a main shortcoming for designing surface acoustic wave transducer.
It is effective to use the optimization program to design SAW transducer IDTs to aim at im-
provement in the transducer characteristics and shortening of the lead time of the product design.
In general, it is difficult to apply the gradient method because there are a lot of semi-optimal
solutions in the allowable range of the design parameters. Some researches have done by using
global optimization algorithms, in which Genetic algorithms (GAs) are the most widely used. In
this paper, a new and promising method based on Probabilistic Global Search Lausanne (PGSL),
a new global optimization algorithm which was proposed by Benny Raphael is proposed.

1. INTRODUCTION

Surface acoustic waves (SAWs) are ultrasonic waves propagating along the surface of solids, discov-
ered by Lord Rayleigh [1]. In constrast to plane-wave like bulk-acoustic wave (BAWs), SAWs are
localized to the surface of the surface of the substrate with most of their energy confined to within
a few wave lengths from the surface. Surface acoustic wave (SAW) devices have been used since the
early 1990s as critical components in many radio frequency (RF) transmitters and receivers due to
their small size, efficient operation, and excellent performance characteristics. In today’s wireless
applications, the number of passive SAW components used is on the increase. SAW devices are
being used in mobile phones and wireless devices as RF resonator filters, intermediate frequency
filters, and local oscillators. In addition, SAW devices have recently been defined and used for
sensing various measurands, including gases, liquids, ice, and mechanical vibrations. Various types
of SAW devices based on Rayleigh wave, SH-SAW, Love wave, acoustic plate mode (APM), flexu-
ral plate wave (FPM) have been explored for sensors and telecommunication applications [2, 3]. A
typical SAW device consists of a pattern of electrodes fabricated atop a piezoelectric crystal wafer
using lithograghic processes. An interdigital transducer (IDT) [4] performs the function of con-
version of electrical energy to mechanical energy and vice versa. IDT is a comb-shaped structure
fabricated over the piezoelectric substrate. A voltage applied to the IDT produces dynamic strains
in the substrate and initiates elastic waves that travel along the surface. It is effective to use the
optimization program to design the IDT structure of the SAW transducer to aim at improvement
in the transducer characteristics and shortening of the lead time of the product design. The first
optimization algorithm proposed for the linear design of SAW filters was the Remez Exchange al-
gorithm [5, 6]. The least squares method for the design of SAW filters was suggested in [7, 8]. Some
researches have done by using global optimization algorithms, in which Genetic algorithms (GAs)
are the most widely used [9, 10]. In this paper, a new and promising method based on Probabilis-
tic Global Search Lausanne (PGSL), a new global optimization algorithm which was proposed by
Benny Raphael is proposed.

2. THEORY

PGSL is another global optimization algorithm which was proposed by Benny Raphael [11]. It is
a direct search algorithm that utilizes global sampling for finding the minimum of a user defined
objective function. The power of PGSL is in handling blackbox objective functions (the objective
function does not require to be expressed in an explicit mathematical form) and constraints. Gra-
dients are not needed and no special characteristics of the objective functions (such as convexity)
are required. PGSL is founded on the assumption that optimal solutions can be identified through
focusing search around sets of good solutions. The algorithm includes four nested cycles: Sampling
cycle, Probability updating cycle, Focusing cycle and Subdomain cycle, illustrated in Fig. 1 [11].
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Figure 1: The terminating condition for all cycles, except the sampling cycle, is the completion of the
specified number of iterations or the value of the objective function becoming smaller than a user defined
threshold.

In the sampling cycle (innermost cycle), a certain number of samples (NS) are generated ran-
domly according to the current probability density function (PDF). Each point is evaluated by the
user-defined objective function and the best point is selected. In the next cycle, probabilities of
regions containing good solutions are increased and probabilities decreased in regions containing
less attractive solutions. In the third cycle, search is focused on the interval containing the best
solution after a number of probability updating cycles by further subdivision of the interval. In the
subdomain cycle, the search space is progressively narrowed by selecting a subdomain of smaller
size centered on the best point after each focusing cycle. Each cycle serves a different purpose in the
search for a global optimum. The sampling cycle permits a more uniform and exhaustive search
over the entire search space than other cycles. Probability updating and focusing cycles refine
search in the neighborhood of good solutions. Convergence is achieved by means of the subdomain
cycle. For more details on PGSL the reader is referred to Ref. [11, 12].

3. DISCUSSION AND EXPERIMENT

Here, we take the design of a Withdrawal weighted SAW IDT as an example. To begin with, the
objective function E is defined by Eq. (1), which provides a measurement of the deviation between
the target frequency responses of withdrawal weighted SAW IDT Htarget (f) and the calculated
Hcal (f):

E =
M∑

k=1

∣∣∣∣∣∣
Htarg(fk)−

N∑

j=1

aj exp
(
−j

2πfk

Vs
Xj

)∣∣∣∣∣∣
k = 1, 2, . . . , j = 1, 2, . . . , N (1)

where Vs is the velocity of the SAW, Xj is the center position of the jth IDT finger, aj = 1 when the
volt on the finger is positive and aj = −1 when the volt is negative, M is the number of frequency
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samples and N is the number of electrode positions in the IDT.
When N = 50, Vs = 3488 m/s, the center frequency f0 = 100 MHz and

{aj} =[1,−1,−1, 1,−1,−1,−1, 1,−1, 1, 1, 1, 1, 1,−1, 1,−1, 1, 1, 1,−1, 1,−1,−1,−1, 1,

− 1, 1,−1,−1,−1, 1,−1, 1, 1, 1,−1,−1,−1, 1,−1,−1,−1, 1, 1, 1,−1,−1,−1,−1];
(2)

The target frequency response can be numerically calculated, showed in Fig. 3 (solid curve). Let
{aj} be the optimization parameters, we can reconstruct the target frequency response with the
PGSL, showed in Fig. 3 (dot curve).

Figure 2: Withdrawal weighted SAW IDT.

Figure 3: Frequency responses of withdrawal weighted SAW IDT: target (solid curve) and reconstructed
with PGSL (dot curve).

4. CONCLUSIONS

In conclusion, the PGSL algorithm has been first used to design the IDT structure of the SAW
transducer. We find that such a simple method help to solve complicated problems in a high
convergence speed as well as high reliability. Another attractive characteristic of PGSL is that
there are not a large number of interrelated parameters in it need to be appropriately fixed. There
are only two parameters to be set: one is NFC (the maximum number of focusing cycles), the other
is NSDC (the number of subdomain cycles). NFC = 20 × n (n is the dimension of the problem)
and NSDC = 300/n can be used as default values in many tests and the users can tune them for
better result if necessary.
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Abstract— The split-ring resonator defected ground structure (SRR DGS) is applied to the
wideband filter design in the paper. A micro-strip band-pass filter with a transmission zero at
right out-of-band are designed using the equivalent-circuit analysis and curve-fitting method,
which is then realized in the actual compact structure, making use of lumped chip capacitors
and T-shaped open-circuit stub to achieve series and shunt capacitance, respectively. A band-
pass filter with a wide pass-band from 1GHz to 2.4 GHz is fabricated and measured, and the
experimental results have a good agreement with the simulation results.

1. INTRODUCTION

Defected ground structure was firstly proposed by Park et al. based on the idea of photonic band-
gap (PBG) structure [1] in 1999, and had found its application in the design of planar circuits and
low-pass filters [2, 3]. Defected ground structure is realized by etching a defective pattern in the
ground plane of the micro-strip line, which disturbs the shield current distribution in the ground
plane, then change the characteristics of a transmission line such as equivalent capacitance and
inductance to obtain the slow-wave effect and band-stop property. Compared with the conventional
PBG structures, defected ground structure requires only one defected unit to obtain the forbidden-
gap property, and the center frequency of the gap is fully determined by the configuration of the
defected unit, so it has the advantages of small size, compact structure as well as the facility of
equivalent-circuit analysis and filter design [4–6].

Split-ring resonator DGS is becoming one of the most popular DGS types in recent years [7, 8],
which introduces a transmission zero at the out-of-band, so it has a much steeper slope for the
filter design. In this paper, the split-ring resonator DGS is successfully applied to the design of
micro-strip band-pass filter. First, the equivalent-circuit values are extracted by the curve-fitting
method; second, a novel wideband filter circuit model is constructed and analyzed; the filter is
then realized by using lumped chip capacitances and T-shaped open-circuit stubs and fabricated.
Measured pass-band loss is below 1 dB with a wide pass-band from 1 GHz to 2.4GHz, and from
3GHz to 8 GHz, the out-band suppression is no less than 25 dB.

2. ANALYSIS OF SPLIT-RING RESONATOR DGS CELL

The SRR DGS is obtained by etching two concentric split-ring defective patterns which have dif-
ferent size and inverse split direction in the ground plane, due to the discontinuity of impedance
in defective region, an electromagnetic resonance is obtained and thus a band-gap is formed. As
shown in Fig. 1(a), the permittivity of the micro-strip line is εr = 2.65, the height of the dielectric
board is h = 1.5mm, and width of the conductor line is 4mm.

L1 C1

L2

C2

L2

(a) (b)

Figure 1: (a) Structure of the SRR DGS cell, (b) Equivalent-circuit of the SRR DGS cell.
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Generally speaking, the split-ring resonator forms a parallel resonator, so etching split-ring
defective pattern in the ground plane will add a parallel resonator to the equivalent right-hand
transmission line which is composed of two serial inductors and a shunt capacitor. In addition, the
parallel tank L1-C1 has a capacitive coupling with the conductor line, so the whole equivalent-circuit
is achieved as shown in Fig. 1(b). When a = 10 mm, g = 1 mm, t = 1 mm and c = 2 mm, by using
the curve-fitting and parameter extraction technology, the corresponding equivalent-circuit values
of the SRR DGS can be determined as follows: L1 = 3.300 nH, C1 = 0.430 pF, L2 = 2.818 nH,
C2 = 0.652 pF, Fig. 2 shows the comparison of two different simulation results.
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Figure 2: Simulation results of the SRR DGS cell.

3. CIRCUIT MODEL OF SRR DGS BAND-PASS FILTER

In order to apply the SRR DGS to the band-pass filter design, series capacitors are used to realize
external coupling and shunt capacitors are introduced to improve the out-of-band suppression.
Firstly, we construct a two-stage topology of band-pass filter as shown in Fig. 3, and make an
analysis of this circuit model. The transmission zero location of the circuit is determined by the
resonant frequency of the shunt circuit, that means it is codetermined by L1, C1 and C2, and the
resonant frequency is

fs =
1

2π
√

L1(C1 + C2)
(1)

The frequency response of the circuit model is depicted in Fig. 4, which shows a wide pass-band
property. With the optimized circuit values, the filter has a center frequency of 1.7GHz and a wide
relative bandwidth of 0.9. Furthermore, it also has a transmission zero at the right-hand side of
the main pass-band, which forms a asymmetry frequency response of wide pass-band filter, so a
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Figure 3: Circuit model of the SRR DGS band-pass
filter.
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Figure 4: Frequency response of the circuit model
for the band-pass filter.
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sharp slop and high suppression are obtained at the band-edge. Within a wide frequency range
from 3 GHz to 8 GHz, the out-of-band suppression is no less than 25 dB.

4. STRUCTURE AND MEASUREMENT RESULTS

In this paper, we make use of lumped chip capacitor to realize series capacitance of SC=5.6 pF, and
T-shaped open-circuit stub to achieve the large shunt capacitance C3 and C4, then we can get the
corresponding structure model of the pass-band filter as shown in Fig. 5. The size of SRR DGS is
the same as the above section, and other parameters are: w1 = 3 mm, w2 = 4 mm and L = 7 mm.

Open- circuit stubChip capatitor

SRR DGS

Figure 5: Structure of the proposed SRR DGS band-pass filter.

Figure 6: Photographs of the fabricated SRR DGS wideband filter.

To verify the filtering property of this structure, the SRR DGS band-pass filter is fabricated
as illustrated in Fig. 6, which is composed of Teflon substrate with thickness h = 1.5mm and
dielectric constant εr = 2.65, the conductor line has a width of 4 mm. The measured result shows
a low pass-band loss of no more than 1 dB within wide pass-band from 1GHz to 2.4 GHz, and the
out-of-band suppression is no less than 25 dB until almost 7.5GHz, which shows a good agreement
with the simulation results by EM simulator Ansoft HFSS software (Fig. 7).
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Figure 7: Comparison between EM simulation result and measurement result.

5. CONCLUSIONS

The split-ring resonator DGS founds its application in the design of micro-strip band-pass filter in
this paper. A novel circuit model of band-pass filter with a transmission zero is proposed on the
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basis of the analysis of SRR DGS cell. Then the chip capacitors and T-shaped open-circuit stubs
are used to realize series and shunt capacitance, respectively. Finally, a wideband filter with low
insertion loss of 1 dB and wide rejection band until 7.5 GHz is fabricated and measured. Other kinds
of SRR DGS band-pass filter can be achieved by replacing the lumped capacitor by interdigital
capacitor or series gap, and considering the SRR DGS as an independent resonant unit, which can
be applied to the miniaturized microwave integrated circuit design.
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Abstract— This paper presents a novel trisection cross-coupled filter by using defected split-
ring resonator combined with the conventional microstrip split-ring resonators. Defected split-
ring can be used as an independent resonator, which has a coupling with two microstrip split-ring
resonators, considering the existing coupling between the two microstrip rings, a trisection cross-
coupled filter with a pair of transmission zeros is then obtained. Such a practical filter which
operates at 1.4 GHz is successfully designed and fabricated, compared with the conventional
trisection microstrip split-ring filter, this filter has a more compact structure and a symmetrical
frequency response with a pair of transmission zeros.

1. INTRODUCTION

Recent development in wireless communication system has created a need of bandpass filter with
low insert loss, high out-of-band suppression and compact size. Cross-coupled filters are widely in-
vestigated because they introduce one or more additional coupling between nonadjacent resonators
and creates finite transmission zeros out of band [1, 2]. Microstrip open-loop or split-ring is one of
the most popular resonant units that be used, it is equivalent to a half-wavelength resonator, the
coupling between two split-rings can be electric, magnetic or mixed depending on the orientation
of the resonators, and the input/output coupling can be realized by strip-gap or tapped line. This
structure can be easily applied to the exact filter design using classical theories of coupled resonator
circuits [3–5]. In recent years, there has been an increasing interest in the planar filter design with
defected ground structure due to its compact size and band-gap property [6–8].

In this paper, both microstrip split-ring and defected split-ring are applied to the design of a
mixed split-ring cross-coupled filter. First, the resonant property of defected split-ring is studied
and compared with that of the microstrip split-ring. Then the defected split-ring is loaded at
the bottom of the two-section microstrip split-ring filter, which have a mutual coupling with each
other, and a bandpass filter with a pair of transmission zeros is obtained. At last, such a kind of
trisection mixed split-ring cross-coupled filter which has a center frequency of 1.4 GHz is fabricated,
the experimental results agree well with the simulation that validates the presented method.

2. RESONANT PROPERTY OF DEFECTED SPLIT-RING CELL

In the previous work, the defected split-ring has been proposed and used to construct lowpass filter

Microstrip Split-ring Feed Structure Split-ring  DGS Feed Structure

(a) (b)

Figure 1: (a) Microstrip split-ring unit, (b) Defected split-ring unit.

and suppress the harmonic effect. Here the defected split-ring is considered as an independent
resonant unit, and its resonant property is studied.
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As shown in Fig. 1, the defected split-ring is etched at the bottom of the microstrip substrate
with a relative dielectric constant of 2.65 and a thickness of 1 mm. The length and width of the ring
are a = 23mm and b = 12 mm, respectively, and the split-gap is g = 1.2mm, each narrow side of
the split-ring is fed by a microstrip T-shaped branch, which has a length of L = 11 mm and width
of t = 1.4 mm, and is connected with the 50 ohm conductor at the end. The difference between
(a) and (b) is that, microstrip split-ring has a capacitive gap with the T-shaped branch, but the
defected split-ring is overlapped with the T-shaped branch in two different sides of substrate.

The two different split-ring units are then analyzed with the 3D simulation software Ansoft
HFSS, we found that they have the similar resonant properties. As illustrated in Fig. 2, the
defected split-ring has a resonant peak at about 2GHz. For the same magnitude of S21, defected
split-ring has a much wider passband than that of the microstrip split-ring.
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Figure 2: Comparison of resonance between microstrip and defected split-ring.

3. MIXED SPLIT-RING CROSS-COUPLED FILTER

Considering the resonant property of defected split-ring, they can be used to design a novel compact
filter combined with the conventional microstrip split-ring. Fig. 3(a) shows a simple two-pole
coupled resonator split-ring filter, when a defected split-ring with the same size is etched at the
bottom of the microstrip split-ring, a novel trisection filter is formed as depicted in Fig. 3(b). The
main transmission passage is from one microstrip split-ring to the bottom defected split-ring, then
to the another above split-ring. The cross-coupled filter is obtained due to the additional coulpling
between the two microstrip split-rings.
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Figure 3: (a) Two-pole microstrip split-ring filter, (b) Trisection mixed split-ring filter.

The simulation frequency responses of the two different split-ring filter are compared in Fig. 4. It
can be found that, by adding the defected split-ring at a proper location, a trisection cross-coupled
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filter with good performance and a pair of transmission zeros is achieved, which has a much wider
bandwidth as well as low return loss. By adjusting the distance between two split-ring resonators,
the locations of the out-of-band transmission zeros will shift at the same time.

0. 6 0 .8 1.0 1. 2 1 .4 1. 6 1 .8 2. 0 2 .2 2. 4
-70

-60

-50

-40

-30

-20

-10

0

 p
a

ra
m

e
te

rs
 (

d
B

)

Frequency (GHz)

 S21 of mixed split-ring

 S11 of mixed split-ring

 S21 of microstrip split-ring

 S11 of microstrip split-ring

S

Figure 4: Frequency responses of mixed split-ring filter and microstrip split-ring filter.

4. MEASUREMENT RESULTS

To validate this method, a practical mixed split-ring cross-coupled filter which operates at 1.4 GHz
is fabricated on the RF printed circuit board. The substrate has a permittivity of 2.65 and a
height of 1 mm. Fig. 5 shows the photographs of the fabricated mixed split-ring cross-coupled

Figure 5: Photographs of the fabricated mixed split-ring cross-coupled filter.
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Figure 6: Comparison of frequency responses between EM simulation and measurement.

filter, and the measured results are depicted and compared with the simulation in Fig. 6. It shows
this compact filter has a low insertion loss of no more than 1 dB around the center frequency, and
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a relative bandwidth of 0.14. Moreover, the measured transmission zeros appear at f1 = 0.7 GHz
and f2 = 1.9GHz, the experiment and simulation agree well with each other.

5. CONCLUSIONS

The design method of mixed split-ring cross-coupled filter is proposed in this paper. The defected
split-ring is found to have the similar resonant property as the microstrip split-ring, by combin-
ing the two kinds of split-rings, a novel trisection mixed split-ring filter is successfully designed.
Compared with the conventional trisection microstrip split-ring filter, the new filter has a broad
bandwidth, compact size and a pair of out-of-band transmission zeros, which improve the filter
performance at various aspects. This kind of filter may find its applications in the miniaturized
planar microstrip circuit design.
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Abstract— In our opinion, employing the same set of solutions to the Maxwell’s equations for
representing both oscillations and signals, deserves a disambiguation. In radio communications,
indeed, the distinction between received signal and carrier wave is paramount. At microwaves,
and for resonating cavities in particular, classical electromagnetism concepts can be applied.
However, that distinction is not acknowledged when treating the MASER, which is considered
an oscillator as well as a tuned amplifier. In accordance with this a MASER emission is required
to be as steady as a carrier, while still supplying information about the internal structure of
the active material. In order to explain the latter fact, then, it is common practice to resort to
quantal principles that are totally extraneous to electromagnetism. In this article we propose to
consider the MASER emission in its entirety to be a saturation effect, in an attempt to show how
classical theory can in principle explain those observed facts, provided that steady oscillations
are distinguished from signals.

1. INTRODUCTION

Today the difference between signal and carrier is central in telecommunications. The two corre-
sponding kinds of waves are obtained and processed in different ways on both transmitting and
receiving. Typically, the carrier wave is required to be stable, and the signal is demodulated
and filtered from it before amplification. For such reasons, signal distortions brought about by a
narrow-band amplifier are considered to be different from shock excitation 1. Rather than leaning
on XIX century theory, the latter distinction is concerned with telecommunication practices. The
habit to decompose the solutions to Maxwell’s equations into Fourier components, established after
mathematical reasons, further hinders any attempt at distinguishing between signals and steady
waves. To get more insight, we have to recall that bases of solutions to the wave equation were
originally regarded as mere abstractions. After H. Hertz discovery, an electromagnetic emission
s(t) was thought of as being generated by an electrically balanced elastic motion 2 and irradiated
in unison with it. It is worth recalling also that the low distortion amplification G of a signal,
s(t) = G(I,V )e(t), which is meant to linearly magnify as well as to increase resolution, was ex-
plained in terms of electromagnetic forces on charged particles. Here e(t) is the input, whilst I and
V are the operating current and voltage of a high vacuum tube. After World War II, electronic
techniques developed for radio detection and ranging have allowed to extend optical spectroscopy,
that had previously been practiced using only “natural” sources, to an intermediate spectral portion
where antennas are still required for irradiation. In the latter portion, absorption lines 3 are very
narrow and buried in noise. Their linear amplification is hard either. Thus, the signal enhancement
basically consists of tuning the receiver to the expected absorption frequencies and narrowing its
passband 4 around them at the price of some distortion. The contribution of a tuned amplifier
is taken into account using the formula s(t) = G(I,V )

∫∞
−∞ e(τ)h(t − τ)dτ , where h(t) is the re-

ceiver’s response. Considerable saturation effects, leading to the disappearance of absorption lines,
have been noticed by irradiating the relevant samples at higher intensities. Attempts to better
the resolution finally resulted in the MASER, acronym for Microwave Amplification by Stimulated
Emission of Radiation, as a further technology fallout [1]. For explanatory purposes, extending
concepts from hertzian to light waves, enables to treat masing as an electromagnetic radiation of
hertzian kind, not just formally but dealing with its transmission and reception comprehensively.
In the opposite direction, the extension of optical concepts to microwaves required the assumption
of quantal principles. Therefore, we next consider a linear alternative to the latter approach.

1This expression was used for instance by E. H. Armstrong for describing spark interference on regenerative audions.
2According to Felectric = ma
3Corresponding to dark lines on positive photos.
4Doing so one believes to be cutting off the noise due to thermal agitation of molecules.
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2. A LINEAR PICTURE ALTERNATIVE TO QUANTUM JUMPS

The problem of interpreting optical spectra came about because classical optics does not distinguish
at all between radiating sources and illuminated bodies, but rather assumes that point objects
always spread any radiation in an isotropic fashion 5. In addition the theory is strictly exempt
from any consideration about the radiations’ strengths. Bohr’s atomic model was substituted for
Lorentz’ electrodynamics in the interpretation of absorption and emission experiments, because
during the early 1900s it became apparent that assuming a continuous distribution of the field
energy was not compatible with the observation of lines characteristic of each gas compound.
In fact quantization came about after the need for an energetic account of optical spectra and
has been used in optics to give an energetic account of the Nadelstrahlung 6. Nowadays, the
emissions of advanced electronic devices like a MASER are also considered elementary radiations
and are represented as finite amplitude sinusoids. Although quantum physics can justify them, as
a probabilistic theory it provides no help for an interpretation of those microwave emissions so as
to be useful for telecommunication purposes.

A MASER is a highly sophisticated device provided with a resonator, that can either be pulsed
or continuously emit an almost monochromatic collimated beam obtained, in principle, by tuning its
cavity to one of the specific frequencies of an active substance contained therein. Today’s physicists
accept that that beam represents a specimen of the steady electromagnetic field that is present inside
the cavity, much like for the black-body radiation, at least until the escaping energy is small enough
to avoid perturbing the thermodynamic equilibrium inside (in other words, the matching with the
output must be bad). If it is granted to apply energetics to radiations with specific features, a
MASER beam thus differs from conventional “black” light since its cavity amplifies only a single
frequency, by stimulating emission at the expenses of the internal energy of the atoms placed inside
it. As the coefficients that Einstein used to derive Planck’s radiation formula apply separately to
each frequency, they are deemed to be amenable to computing an energetic balance of the MASER
radiation too. The computation is carried out in terms of probabilities of spontaneous or stimulated
quanta absorption and emission in steady conditions. From a radio engineer standpoint, assuming
that the cavity admits normal modes, the steady oscillation of the system represents the limit case
where losses due to outward radiations are compensated exactly. In that case the MASER works
as a continuous wave (CW) oscillator. Otherwise, if Einstein’s spontaneous emission 7 represented
the input signal, the MASER could be considered an amplifier 8.

Whilst MASER technology applied to a scalpel doubtless involves a transfer of power (trans-
duction), a high Q factor of the eye sensors adapted to darkness is enough to explain why stars are
visible (signal reception). In the latter case “small signal” circuital schemata exist that are capable
of gathering weak signals owing to the Q, which indicates that the corresponding functioning is
amenable to electrical explanations. Besides, spectral lines are a phenomenon and as such they are
subject to alternative interpretations. Let’s take as an example an experiment that A. Kundt inter-
prets as anomalous dispersion [2]. In that article he mentions an observation upon the behavior of
sodium vapor illuminated by a sodium lamp. It is described how the cold gas, rather than getting
dimly lit by spreading the lamp’s light, visibly quenches a doublet, which finally gets black. This
behavior, only observable when the monochromatic light emitted by the hot gas is well visible, used
to be called “Umkehrung” 9 in ancient times. As it is a relatively common experience today that
different LASER beams interfere with each other, it is apparent that the doubled and quenched
sodium D line can be explained linearly as a negative interference of the lamp’s emission and the
excited cold gas. This explanation assumes the superposition principle, but also hypothesizes that
both the hot and the cold gases emit anyway. It is also apparent that the phenomenon that Kundt
relates with anomalous dispersion, and that we’d be inclined to call shock excitation in virtue of
resonance coupling, is called the absorption in Bohr’s linear theory.

5Geometrically, a collimation is achieved moving the beam’s center from finite to infinite.
6Needle radiation, i.e. the “natural” narrowband emission.
7The distinction between spontaneous and stimulated emissions applies just to Einstein’s calculation, unless “spontaneous”

is taken to mean, for instance, emissions without antenna. In the latter case all emissions where an antenna is necessary, should
be considered stimulated.

8The difference between amplifying and oscillating completely vanishes when one takes into account vacuum fluctuations of
the electromagnetic field.

9Reversion.
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3. RESONANT SIGNAL ACQUISITION

Optical absorption spectra are taken at steady conditions, essentially because measuring practices
used to adopt such conditions in the past. Hence, the black lines on a positive photogram are those
that are quenched at steady conditions, and which quantum mechanics ascribes to transitions of the
so-called optical electron from the ground state E0 to an excited atomic energy level En(n = 1, 2, . . .)
due to an energy supply per light-quantum ~ω. Absorption lines that saturate easily, between 0.5
and 18GHz, in general measure the polarizability of substances, and are ascribed to quantized roto-
vibrational degrees of freedom. The analogous nuclear rotational transitions at radio frequencies
are completely buried in thermal noise, despite the number of good linear amplifiers at those
frequencies. However, to measure transients is the business of electronics. Thus, besides those
standard methods for measuring “steady state occupation levels”, a resonance method has been
devised, at first precisely in the VHF band, for measuring free precession of the nuclear induction
of liquids polarized by an uniform magnetic field of some kilogauss. The latter method is devised
to receive the signal induced orthogonally to the irradiation direction at the resonance condition.
Resonance condition usually means that the system interacting with radiation has to fulfill Bohr’s
rule ~ω = En − E0. Therefore the conspicuous part of the device, which is called a marginal
oscillator, or ”pound box” after the name of its inventor, is the same for induction and spectrometric
measurements [3]. Only its rationale is different, as it is understood as a tuned antenna in the first
case, and as a lengthening of the optical path in the second. Its pick up essentially consists of a
tank circuit with a high quality factor QC fed by a frequency modulated generator at the center
band frequency ωC/2π of the LC. The sample of polarized substance is inserted within the coil. If
the sample resonates near the LC, and its intrinsic QS is high enough, the ensuing variation of the
total Q can trigger a dumped oscillation of the circuit around its resonating frequency 10. This Q
changes as the detecting circuit gets transitorily “coupled up” during the frequency sweep. Because
of the mathematical treating of the induction response given by F. Bloch, we have to point out
that the pound box detection amplifies differently from what is experienced during superheterodyne
detection. This time, the sharply tuned stages at intermediate frequencies (IF) must steadily filter
a band around ΩF /2π and QF measures this passband. Transients have been broadcast directly
in early radiotelegraphy instead of using a CW carrier. Regenerative amplification was by no
means distortionless. Hence, there are some differences between resonantly picked up emission and
harmonic analysis of an IF-filter response. In modern radio receivers the carrier is used for tuning
to a specific channel, and has no significance by itself 11. Now, it is worthwhile to contemplate
whether the MASER beam, which is emitted when its resonant cavity gets coupled up steadily,
should still be regarded as a signal originating from the medium inside.

One question related to the previous one is about how the above described triggering can result
in an ignition, that is, in a sustained stable emission. At low frequencies multivibrators show
oscillating behavior. At radio frequencies there are relatively simple oscillator circuits, e.g., Colpitts’
one. Such circuits typically feature a quite narrow passband filter inserted between a transistor’s
input and its output, so that their self excitation is maintained by coherently feeding part of the
output back into the input. During steady oscillation, according to the circuit schema, there is no
other input than that fed back from the output. That way, in steady conditions, the feed-back loop
governs and modulates the transistor’s own oscillation. Replacing the transistor with its signal
equivalent, due to Miller capacity, one is assuming in fact that a positive feed-back takes over every
time a transistor oscillates. Although from an electrical standpoint the MASER is a much more
complex device than a Colpitts’ oscillator, in principle an explanation of its functioning might be
transposed from radio to microfrequencies, and adapted to the cavity’s behavior. That would then
imply that spectral theories should consider the MASER emission a saturation phenomenon, that
is a depletion of the dominant resonating frequency accompanied by all of the modulation allowed
by the feedback loop. If induction is considered a signal, as in NMR spectroscopy, then that signal
doesn’t exist any more during steady emission.

4. EMISSIONS SUSTAINED BY PUMPING

A parametric amplifier is usually considered a frequency transformer, as it may be employed for
up- or down-converting fixed input frequencies. However, transformations taking place between

10That’s just electrical consonance. In fact “wiggles” have been observed already by R. Pound himself.
11Broadband HiFi amplification is possible up to fairly high frequencies. However tuned VHF receiving circuits are liable to

oscillate. Hence VHF amplification of audio signals introduces that big difference between signal and carrier, and poses at the
same time the question about what exactly the concern of an up to date electromagnetism has to be.
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frequencies result from a kind of coupling, known as mixing crosstalk, that settles between oscillating
systems out of tune with each other. Since long, their mechanical analogs have been swings. For
reporting that, let’s recall that energetics evaluates the MASER parametric amplification assuming
that operations conform to adiabatic cyclic processes. That way, the gain equals the net amount
of energy absorbed each cycle. Before quantum mechanics got its current probabilistic foundation,
P. Ehrenfest contributed to the correspondence principle by referring to the adiabatic invariance
hypothesis. In order to derive the proportionality relation between energy and frequency En =
~(ωn − ω) that quantum leaps are based upon, he hypothesized that the length ` of an oscillating
pendulum string supporting a mass m would slowly shorten by δ` (that is −δ`) during the motion.
He reckoned the external work required for shortening the string against weight and centrifugal
force. From mechanics we get δA = −(mgcosϕ + m`ω2)δ`, where ω = dϕ/dt, and ϕ is the
angle with respect to the normal. If the string’s length is constant, then the centrifugal force
is assimilated into a constraining reaction. Hence, by splitting δA into the sum of an external
contribution due to the weight −mgδ` and an internal energy increase δE, we get for the latter δE =
[mg(1− cosϕ)−m`ω2]δ`. In that expression, slightly different from the common classical concept,
internal energy contributes to the change of a quantity that characterizes the motion. While the
formation of an average may lead to a statistical thermodynamic justification of the proportionality
assumed for the energetic leap, the same formula has been used to describe parametric amplification,
at frequency 2ω. In the latter sense, it is exemplified by a person sitting on a swing seat and
swinging at a frequency ω without external intervention. In the example, the oscillatory motion
gets “amplified” at the expenses of the constraining energy, given that the string is shortened by
δ` twice during a complete cycle, when it is on the vertical, and lengthened also twice, when the
bob turns around.

Classical theory establishes that a pendulum’s frequency is strictly constant 12, and that possible
anharmonic correction terms show up only when oscillations are not small 13. Instead, the above
formula explains how timely tiny impulses imparted to the string can alter the amplitude of the
oscillations, eventually “creating” distortions. As far as frequency conversion is concerned, average
gain per cycle and pumped parametric amplification are expressed equivalently. The above 2ω =
ω + ω is a particular case of Ritz’s principle, which is formulated as ω13 = ω12 + ω23 in the
general case. However, Ritz’s combination principle applies to normal modes, while parametric
amplification involves crosstalking between pumped and output frequencies. R. H. Dicke made the
following experience [4]: “[...] the performance of a standard microwave radar receiver [...] was
extremely poor at centimeter wavelengths, and [...] could be vastly improved by rapidly switching
the receiver input back and forth between the antenna and a dummy antenna, [...]”. Afterwards, he
himself applied those ideas to the measurement of thermal noise, and hence could feedback stabilize
the gain of his IF amplifier. That allowed him to synchronously drive a lock-in detection at the
switching frequency. But if, as it happens during a RADAR signal acquisition, the IF-tuned stage
is not neutralized, it behaves like a mixer since its loaded Q varies during the switch. In the latter
case, if the receiver is in band K around frequency ω1, and a front-end relay in the input circuit
is switched on and off at a lower frequency ω2, it picks up: . . . , ω1 − 2ω2, ω1 − ω2, ω1, ω1 + ω2,
. . . Since the intensity of the impulse at frequency ω2 is stronger than the amplitude of signal ω1,
this mixing betters the sensitiveness. In the case of a MASER, frequency mixing plays another
role: the saturation of the line at ω13 could boost both an emission at the effective ω23 and at the
idler’s ω12, in accordance with Ritz principle. But if ω13 is the pumping or feeding frequency and
ω23 is steadily irradiated by amplifying one crosstalking frequency, the idler as a rule does not show
up. The swing analogy could run as follows: If someone pushes the seat to get a swinging motion,
the frequency of the impulses must come in the correct phase relation as required by parametric
amplification. However, the small power given with each single push, which is calibrated to increase
or maintain the actual amplitude of the oscillations, features a varying spectrum that in acoustic
would be called a “formant”. That’s how we think a MASER device works, as compared to a swing.

In compliance with telecommunications, the stable MASER emission ω23 is related to the linear
wave equation, and behaves as an electromagnetic radiation to that extent. As an alternative to
characterizing it by assigning amplitudes, phases, and frequencies, perhaps we could stress the links
with other logical quantities related to the signal, such as maximal channel capacity, or information
transfer rate. For example, it is well known that bettering the coupling between cavity and active

12In fact it is unique for a given `, unless g varies.
13As anharmonic terms give rather an account of the deformation of the steady motion, than of the motion changes that they

might cause, they are considered normal modes.
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material lowers the Q. According to usual understanding, by doing so the dumping is increased,
and one has to compensate for the resulting losses in order to sustain the masing. For the signal
transfer rate, the response time is progressively increased by rising the Q.

5. CONCLUSIONS

“Natural” generators produce characteristic emissions, in which one cannot usually discern a carrier
and a signal. A telecommunications carrier has to be periodic and well known by the receiver, and
thus bears no (new) information about its generator. A generator producing a carrier is called an
oscillator, its carrier-wave may be modulated with a signal. Oscillators may be employed inside
circuit diagrams, without bothering about the inner working of the corresponding physical devices.
Indeed, when an oscillator is present in a radio circuit, it only serves to allow tuning to a channel.
Other circuit components, particularly signal amplifiers, are built in order to exhibit a smooth
biunivocal relationship between their input and output. Hence, their functioning principles may
be captured by providing suitable explanations in terms of classical electromagnetism or circuit
theory.

Finally, on explaining a wave provided by an oscillator, it is important to take into account
that “amplifying” it quenches the relevant frequency. For that reason, we think that the difference
between signal amplifiers and oscillators is a substantial one, and it should be hold.
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Abstract— A fully integrated quadrature VCO with transformer feedback is proposed to
achieve low-phase-noise and at a x-band using a TSMC 0.18-µm CMOS technology. The VCO is
implemented using a transformer-based LC tank and the transformer feedback configuration from
the drain to the back-gate of the switching transistors. The simulation result shows the phase
noise is about −114 dBc/Hz at 1MHz offset and the output frequency tuning range of the QVCO
is around 800 MHz ranging from 8.9 to 9.7 GHz. The QVCO core circuit draws only 4.1 mA
from a 1.5-V supply. Compared with the recent works, the proposed QVCO topology shows
phase noise performance 5 dBc/Hz lower than the original and power consumption of 6.15 mW
compared to the original VCO core of 6.8 mW.

1. INTRODUCTION

The fully integrated CMOS VCO has been paid great attention due to its low cost and the inte-
grability with other analog and digital circuits although Si substrate has higher loss than GaAs
substrate. The disadvantage associated with substrate loss is being conquered by the evolution
of the process and the circuit technologies. When the operating frequency of a VCO increases,
however, the main bottleneck of a CMOS VCO is the low quality factor of an inductor. Recently
it is reported that a transformer-based LC resonator has higher quality factor than that of a single
LC tank, lower phase noise VCO can be achieved. Until now, most of transformer based CMOS
VCOs are published below 8 GHz.

In [2], the drain terminal is magnetically feedback to source terminal with an impedance trans-
formation of n2/gm, where n is the transformer turns-ratio and gm is the transconductance of the
transistor. Since the impedance seen at the source terminal is 1/gm, a relatively high turns-ratios
is required for the transformer to make an impedance transformation, thereby entailing complexity
in transformer design, making it possible to lower the oscillation frequency. If we feedback the
drain voltage to the front-gate. Since the impedance seen at the gate of the switching transistor
is relatively high, the turns-ratio of the transformer can be optimized with a smaller number of
turns. However, the parasitic capacitances of the transformer directly couple to the tank, and
lower the oscillation frequency significantly. To obtain both higher frequency and simplify the
transformer design (small number of turns ratio), the front-gate feedback path can be modified to
have a feedback to the back-gate as shown in Fig. 1(a).

In this paper, a novel transformer-based differential VCO is presented by utilizing the trans-
former feedback configuration from the drain to the back-gate of the switching transistors to not
only maintain high frequency operation, but also the proposed one to have better phase noise
performance and save half of power consumption.

2. TRANSFORMER FEEDBACK DIFFERENTIAL VCO

Figure 1(b) shows the proposed VCO, which allows higher oscillation frequency while keeping
comparable performances compared to those of the other topologies as in [1–3].

With parallel coupling transistor to generate the I-Q phase. From the Barkhausen criterion,
oscillation only occurs when the loop gain is [A(jω)]4 = 1, which means A(jω) = 1∠90◦. Therefore,
this configuration provides quadrature-phase signals from the four outputs of these two proposed
VCOs.

The current source in Fig. 1(a) is replaced by resistor providing bias condition and wide-band
operation. Besides, two benefits also achieved due to the removal of the current source. First, the
current source is the main contributor to the phase noise. Second, when all transistors in the VCO
core are put in GHz-switching bias condition, flicker noise will apparently be reduced by about
10 dB.

A 2-µm-thick top AlCu metal is used for the windings to increase the quality factor. The
transformer is designed with 1-µm line spacing, 150-µm outer dimension. Besides, the quality
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(a) (b)

Figure 1: (a) Transformer feedback to the back-gate, (b) the proposed VCO (with parallel coupling to
generate I-Q).

factor of transformer can be optimized by increasing the metal width progressively from the inner
to the outer turn [4, 5]. As such, the series loss in the outer turn is reduced while its substrate loss
associated with the wider metal width does not degrade the performance due to the virtual ground
at the inductor’s center tap. Fig. 2 shows the transformer is simulated by ADS Momentum with
primary inductance (Ld) 0.46 nH, and the secondary inductance (Ls) 0.13 nH, with quality factors
6.8 and 4.4 respectively. The transformer coupling coefficient km is modeled as shown in Fig. 3,
which is calculated by (1) as 0.4.
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Figure 2: The primary and secondary self-
inductances.

 

Figure 3: The simplified small signal equivalent cir-
cuit model of the transformer [6].

Kim =
Im(Z12)√

Im(Z11)Im(Z22)
=

LM√
Ls/2× Ld/2

(1)

MOS varactors are used to provide the frequency tuning capability. AM noise originating from
the upconversion of low frequency bias noise cannot be neglected due to AM-PM conversion through
the varactors. So the frequency tuning capability will be controlled as varactor’s selectivity and
traded for lower phase noise. The all-PMOS topology is preferred since PMOS has lower corner
frequency of flicker noise, which means less low frequency noise [6, 7].

The most common topology of the buffer is source follower. This architecture has several
advantages, such as high isolation between the core circuit and the output pads to reduce the
loading effect and oscillation frequency deviation. But it will take 2 ∼ 3 times power dissipation
than the core circuit.
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3. SIMULATION RESULTS

Figure 4 shows the chip layout size is 0.88 × 0.49mm2 including the pads. The phase noise is
about −114 dBc/Hz at 1MHz offset as shown in Fig. 6 and the output frequency tuning range
of the QVCO is around 800 kHz ranging from 8.9 to 9.7 GHz as shown in Fig. 5. The QVCO
core circuit draws 4.1 mA from a 1.5-V supply (6.15mW) and the buffer takes 16.2 mW. Fig. 7
shows the quadrature output from the core QVCO and buffer. Moreover, to further compare the
performance of the proposed VCO, the power-frequency-normalized figure-of-merit (FOM) is used

 

Figure 4: Chip layout.
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Max. Frequency 9.7GHz

Core Circuit Power (mW) 6.15

Buffer Power (mW) 16.2

Supply Voltage (V) 1.5

Phase Noise (dBc/Hz) −114.2@1MHz

FoM (dBc) −185.5@1MHz

Technology CMOS 0.18 µm

Die Size (mm2) 0.88× 0.49

Table 1: Summary of simulation.
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in (2) as −185.5@1MHz.

FOM = 10 log
[( ω0

∆ω

)2 1
L{∆ω} × VDD × IDD

]
(2)

where ω0 is the center frequency, ∆ω is the frequency offset, L{∆ω} is the phase noise at ∆ω, VDD

is the supply voltage, and IDD is the supply current. Table 1 shows the summary of performance
of the proposed QVCO. Table 2 shows the comparison with previously reported works.

Table 2: Comparison with the reference paper.

This work

(Simulation)

MWCL, 2005 [1]

(Measurement)

MWCL, 2003 [3]

(Measurement)

Technology 0.18 um CMOS 0.18 um CMOS 0.18 um CMOS

Voltage 1.5 V 1.8V 3V

Oscillation

Frequency
9.4GHz 11.22GHz 8GHz

Tuning 8.9 ∼ 9.7GHz 300MHz vtune from 8.08 ∼ 7.83GHz

Range 9 % 1.6–2V 3 %

Phase noise

(dBc/Hz)

−114@1MHz

−125@3MHz
−109.4@1MHz −117@1 MHz

Power

Dissipation
6.2 (qvco core) 6.84mW (vco core) 24mW (vco core)

FOM (dBc) −185.5@1MHz −181.8@1MHz −181.7@1MHz

4. CONCLUSIONS

In this paper, a quadrature voltage controlled oscillator with proposed VCOs in a standard TSMC
0.18-µm CMOS 1P6M technology. The proposed VCO circuit employs a the transformer feedback
configuration from the drain to the back-gate of the switching transistors to not only maintain
high frequency operation, but also to have better phase noise performance and save half of power
consumption. The QVCO’s phase noise is about −114 dBc/Hz at 1 MHz offset and the output
frequency tuning range is around 800 MHz ranging from 8.9 to 9.7 GHz. The QVCO core circuit
draws 4.1 mA from a 1.5-V supply (6.15 mW) and the buffer takes 16.2 mW.
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Abstract— This paper presents a new structure that combines low noise amplifier with on-chip
filter to eliminate external expensive SAW filter, and achieves high performance while consumes
low power. The proposed image rejection LNA is optimized for 5.8 GHz application for WLAN
with IF frequency of 500 MHz based on TSMC 0.18 µm CMOS technology. The circuit operates
at supply voltage of 1 V, and Vbias of 0.7 V. The power consumption is 5.98mW.

1. INTRODUCTION

At typical ratio frequency front-end receiver, low noise amplifier amplifies very small signal while
suppresses the noise of the circuit itself. After the LNA, proper filtering of image signals is manda-
tory to reject unwanted signal, then enter in mixer that mixes RF and local signals. The image
rejection filter usually is an external component, such as surface acoustic wave filters. These kinds
of filters are often very expensive and large that is not suitable for SOC. However, image rejection
filter is an indispensable component. If not use image rejection filter, image signal will interfere
with IF signal. It is highly undesirable. For this purpose, LNA with image rejection filter improves
RF integration.

In this paper, LNA with third-order active notch filter will be discussed [1]. However, it consumes
more power than general LNA. As a solution to overcome the limitations of previously reported
work, this paper proposes a new image rejection LNA topology as shown in Fig. 1. In other words,
the proposed image rejection LNA not only has high performance, but also achieves low power
consumption. The details of this image rejection LNA will be analyzed in Section 2.

As Fig. 2 shows from [1], the circuit’s performance is one of the best. Image rejection LNA
is based on current reuse. First stage is a common source (CS) amplifier. In the first stage, an
extra capacitor is used to obtain the power constrained simultaneous noise and input matching.
Second stage is cascode circuit. An inter-stage inductor is included to resonate with input gate-
source capacitor of second stage. The low impedance at output of first stage reduces voltage gain
so that the Miller effect is reduced. Image rejection is implemented by third-order active notch
filter inserted between the cascode stage as shown in Fig. 3. Observing behavior of this filter, it’s
input impedance has a deep lowest point at image signal frequency. When image signal passes
cascode stage, it will be short to ground. So image signal can be filtered out while wanted signal is
amplified.

Image rejection LNA with third-order active notch filter from [1] has high performance. However,
using three transistors and an active filter with current source driving costs extra power. To solve
this problem, a new image rejection LNA is proposed to improve power.

2. CIRCUIT ANALYSIS

2.1. Image Rejection Filter
The passive image rejection filter is shown in Fig. 4, that includes a shunt connected with LC tank
series with a capacitor, then shunts with a inductor. The input impedance is simulated in Fig. 5.
The input impedance at RF frequency and image frequency are the highest and lowest respectively.
Because of using passive devices to complete, the filter does not consume extra power. It will
be inserted in inter-stage of the current reuse circuit to achieve low power dissipation and image
rejection.

2.2. Image Rejection LNA Design
The image signal is a serious problem in the ratio frequency front-end receiver. To avoid using
off-chip SAW filter, the new on-chip image rejection techniques have been developed. As shown in
Fig. 1, the Image rejection LNA has been proposed. Amplification stage is based on current reuse
structure. RF signal path is from gate of M1 to drain of M1 and then from gate of M2 to drain of
M2. Two NMOS transistors works like two common source amplifiers, but use only one current.
Therefore current reuse can achieve high gain and save power efficiently.
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Figure 1: Schematic of proposed image rejection
LNA.

Figure 2: Image rejection LNA from [1].

Figure 3: Third-order active notch filter.

The image rejection filter is made up of inductors L1, L2 and capacitors C1, C2, that is located
between M1 and M2 transistors. Because looking into gate of M2 is capacitive, effective C2 value
will be reduce. We can increase C2 value to cancel reduction of C2. Cps is large capacitor which
works like short in AC, so that looking into output of M1 is like image rejection filter as shown in
Fig. 4. By suitable adjustment, output impedance of M1 will be like in Fig. 5. Gain of common
source is approximately given by (1)

Gain = gm1 × Rout1 (1)

The value of Rout1 is very high at RF frequency and low at image frequency respectively. There-
fore first stage M1 amplifies wanted signal, and filters out unwanted signal. By adjusting Lg and
Ls optimizes input matching and the noise figure. Ld and Cout are for output matching purpose.

Figure 4: Image rejection filter. Figure 5: Input impedance from Fig. 4.
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3. SIMULATION RESULTS

The image rejection LNA for 5.8 GHz WLAN receiver has been designed based on TSMC 0.18µm
CMOS technology. In this design, the image rejection LNA is operating at 5.8 GHz, and image
frequency is at 6.8 GHz. IF is 500MHz. Power dissipation is 5.9 mW with a 1V supply. Fig. 6
shows S-parameters. S11 is −15.88 dB. S22 is −26.16 dB. S21 is 15.38 dB and −18.07 dB at RF
frequency and image frequency respectively. The Noise figure is 2.85 dB in Fig. 7. The P1db is
−19.6 dBm and IIP3 is −6.5 dBm as shown in Fig. 8 and Fig. 9 respectively. This work can achieve
high performance and consume lower power. Circuit performance is summarized and listed in
Table 1 and compared with those of prior references. Chip layout is shown in Fig. 10.

0 2 4 6 8 10 12

frequency (GHz)

-30

-25

-20

-15

-10

-5

0

5

10

15

20

(d
B

)

S11

S22

S21

Figure 6: S-parameter.

1.5 2.5 3.5 4.5 5.5 6.5 7.5 8.5 9.5 10.5

frequency (GHz)

2

4

6

8

10

12

14

16

18

20

22

(d
B

)

Figure 7: Noise figure.

-50 -45 -40 -35 -30 -25 -20 -15 -10

input power (dBm)

8

9

10

11

12

13

14

15

16

o
u

tp
u

t
p

o
w

e
r

(d
B

m
)

Figure 8: P1 dB.

-30 -25 -20 -15 -10 -5 0 5 10

RF_power

-80

-70

-60

-50

-40

-30

-20

-10

Figure 9: IIP3.

Table 1: Compariation of image rejection LNA.

 Operation 

frequency 

(GHz) 

Image 

frequency 

(GHz) 

S11 

(dB)

S22 

(dB)

S21

(operation)

(dB) 

S21 

(image) 

(dB) 

NF

(dB)

Power 

(mW) 

This work 5.8 6.8 -15.9 -26 15.4 -18.1 2.85 5.98 

[1] 5.25 4.25 -18 -20 20.5 -15 1.5 12 

[2] 2.4 1.8 N/A N/A 11 -35 3 6.3 

[3] 2.4 2 -8 N/A 18 -80 (m ax) 4.6 32 
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Figure 10: Chip layout.

4. CONCLUSIONS

In order to eliminate external SAW filter, the LNA with new on-chip image rejection techniques have
been proposed. This image rejection LNA uses current reuse and reduces the numbers of transistors
so that power dissipation can be decrease. By locating image rejection filter in inter-stage of current
reuse circuit, high performance LNA with image rejection capability can be achieved.
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Abstract— A 3–8GHz broadband mixer is presented in this paper. This broadband mixer is
low power and high conversion gain. It provides current reuse and ac-coupled folded switching.
This mixer is designed in TSMC 0.18-µm CMOS technology. This broadband mixer achieves
simulated conversion gain of 9 ± 1.5 dB, a single sideband noise figure lower than 15.2 dB and
IIP3 batter than −7 dBm. From 3–8 GHz, at supply voltage of 1.5 V power consumption without
output buffer is 3.27 mW and power consumption with buffer is about 8 mW. The chip area is
1079 µm× 761 µm.

1. INTRODUCTION

In the wireless communication system, low power RF component is a trend recently. However, if
we reduce the power and supply voltage, the linearity and conversion gain will be degraded. In
order to accomplish low power and low voltage, holding out linearity and conversion gain without
degraded is a challenge in the system. A low power mixer for UWB system input broadband
matching will be a first challenge getting good return loss. Mixers executed in the receiver afford
frequency translation to lower frequency or higher frequency by multiplying two signals in time
domain. Mixer can be divided into two regions. One is down-conversion mixer which makes RF
frequency down to IF frequency. The other is up-conversion which makes IF frequency up to RF
frequency. In this work, we discuss a low power folded switch down conversion mixer.

Because of the development in the CMOS technology, we have a chance to achieve the low
currents and low power in CMOS process circuit. However, it may have not enough headroom
of supply voltage. Therefore, we require sufficient supply voltage to complete this mixer without
cutting off transistor. A 0.3–25 GHz UWB mixer has been proposed [1], and a low voltage 2 mW
6 ∼ 10.6GHz UWB mixer is reported in [2], a low power up-conversion mixer for 22–29 GHz UWB
mixer is reported in [3], wide band and low power mixer is reported in [4].

Gilbert-based mixers can remove the undesired output LO component through the differential
pairs providing opposite signal phases to cancel the feed through from the LO to the IF and gen-
erates less even-order distortion. The double-balanced mixer also has better port-to-port isolation.
In traditional Gilbert cell mixers, the switching stage is stacked on the top of the transconductor
stage, and resistor is stacked on the top of the switch stage. In this topology, it would compress
voltage headroom. Therefore we adopt folded switching mixer. It can reduce voltage headroom
of this circuit and provide broad choice of supply voltage. We can achieve the different headroom
voltage from switching stage and transconductor. It will release the limit of the supply voltage.
In this work as Fig. 1, we use supply voltage of 1.5 V and get good performance in this folded
switching mixer.

2. ARCHITECTURE AND ANALYSIS

In Gilbert cell double-balanced mixer, nmos transistor is used as transconductor. But it may
compress the headroom of the supply voltage. Then we test a resistor stacked on the top of the
nmos as transconductor stage as shown in Fig. 2, the direction of signal current may be as low as
possible through resistor. We would increase R to keep low ac current. However, it may limit the
headroom of supply voltage. In this work, we use nmos transistor stacked of pmos transistor as
transconductor, just like a CMOS inverter as Fig. 3. Because of this folded switching topology, we
can achieve low supply voltage instead of limiting voltage. The components C1, L1, C2, L2, R1
are used as input matching to achieve broadband at 3.1 ∼ 8.1GHz. M1 ∼ M4 are transconductor
stage used of nmos and pmos stacking. M5 ∼ M8 are folded as switch stage. M9 ∼ M14 are used
as output buffer just like a common drain with a current source.

In transconductor stage, the advantage of using pmos instead of resistor can be amplified RF
signal. The pmos can be used as current reuse. It can not only supply high gain but also provide a
low power. The capacitor C affords ac-coupled in RF signal and to be isolated of pmos and nmos
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Figure 1: Proposed broadband folded switching mixer.

Figure 2: Nmos stacked R as transconductor. Figure 3: Proposed broadband mixer with current
reuse.

in DC. In RF signal, the total gm is equal to gmn + gmp (gmn is the transconductance of nmos M1,
and gmp is the transconductance of pmos). The voltage conversion gain of the mixer shown in [5]

CG = 20 log
(

2
π

(gmm + gmp) R

)

Therefore, the conversion gain will be increased.
Linearity in the mixers is very important. Nonlinearity in the mixer voltage transfer function is

caused by operation of the switching transistors in the linear region. The transistors in switching
stage will be cutting off by the large voltage swing at the drain of the M1 and M2. Linearity almost
completely decides by the input signal dynamic range. In the folded switching mixer with current
reuse, the linearity can be improved by decreasing the DC drain voltages of the M1 and M2 as
Fig. 1 [5].

The input matching is important in the broadband mixer. Because this mixer operates for
3–8GHz, we can use LC ladder to match instead of transmission line. We use C1, C2, L1, L2, R1
to achieve wideband input matching. Therefore, we can achieve good performance of input return
loss.
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3. SIMULATION AND PERFORMANCE

The down conversion mixer is designed with 0.18µm TSMC CMOS process. Input RF frequency
and LO frequency are 3–8GHz. Fig. 4 shows input return loss and output return loss. In 3–8 GHz,
the input return loss are all lower than −10 dB. This is good performance in broadband input
matching. Fig. 5 shows LO power versus conversion gain with RF frequency at 8.1GHz and LO
frequency at 8GHz. We can see about −4 dBm of LO power, we can get the best conversion gain.
With −4 dBm of LO power, we can obtain P1 dB with −22 dBm as shown in Fig. 6. Simulation
broadband conversion gain can be shown as Fig. 7. Broadband conversion gain are all around
9 ± 1.5 dB. Based on two tones test with 1 MHz offset frequency, IIP3 is −4.5 dBm at 8GHz as
shown in Fig. 8. For 3–8 GHz, all IIP3 are better than −7 dBm. Compared with other mixers in
Table 1, this work provides low power, broad band, good return loss, and good performance for
other section. In this mixer, power consumption is 8mW. Fig. 9 shows the layout of this broadband
mixer. And Table 1 shows the comparison with the references.
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Figure 4: Return loss at 3 ∼ 8GHz.
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Figure 5: LO power versus conversion gain.

Table 1:

Tech.
BW

(GHz)

S11

(dB)

Conversion

Gain

(dB)

NF

(SSB)

(dB)

VDD

(V)

Core

mixer

Power

(mW)

IIP3

(dBm)

This work
0.18 µm

CMOS
3.1–8.1 < −12 7.5–10.8 12.4–15.2 1.5 8 −3.4–7

[1]
0.18 µm

CMOS
0.3–25 < −5 11 N/A 5 71

[2]
0.18 µm

CMOS
6–10.6 N/A 14 ∼ 17 15 1 2 −1 ∼ +1

[3]
0.18 µm

CMOS
22–29 < −5 −2 ∼ 0.7 N/A 1.2 8

OIP3

5.8

[4]
0.18 µm

CMOS
0.8–2.2 N/A 10.5 N/A 2.7 9.7 +10

[5]
0.18 µm

CMOS
2.4 N/A 11.9 13.9 0.7 3.2 −3

[5]
0.18 µm

CMOS
2.4 N/A 16 12.9 1.8 8.1 1
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Figure 6: Simulation P1 dB at 8 GHz.
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Figure 7: 3–8GHz conversion gain.
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Figure 8: Simulation IIP3 at 8 GHz. Figure 9: Chip layout.

4. CONCLUSIONS

This proposed mixer for 3 to 8GHz with UWB system has high conversion, broad band, good
return loss, moderate linearity, moderate noise figure, good isolation. This mixer is implemented
in 0.18µm TSMC CMOS technology. The advantages of this mixer are 10.8 dB conversion gain,
lower than 11.4 dB noise figure, −3.4 IIP3, and only need 3.27 mW in 3 ∼ 8GHz. It uses current
reuse and folded switching to achieve low power consumption with 1.5 supply voltage. Comparing
with other mixers, this mixer has the performance of low power, enough bandwidth, and good
performance with current reuse.
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Abstract— Based on the specifications of DRM/DAB receivers, 4 synthesizer structures were
designed for the receiver which supports several radio standards including AM, DRM, FM, and
DAB. Comparisons of the characteristics of the four structures were given. Analysis and calcu-
lations prove that the synthesizer structure 1 with a single VCO and a single loop filter is the
most suitable one to be used in the DRM/DAB receivers with good performance in phase noise,
reference spurs and lock time, at expense of little more power consumption.

1. INTRODUCTION

A DRM/DAB receiver will need to support several radio standards including AM, DRM, FM, and
DAB, and needs to provide the necessary flexibility for seamless receive. A key challenge in the full
integration of such a DRM/DAB receiver is the design and implementation of its beating heart,
i.e., the reconfigurable frequency synthesizer which acts as the local oscillator (LO) and covers
all the frequency bands of the considered standards. This is due to the difficulty in meeting the
performance requirements with on-chip components because of the diverse standards it needs to
support. It is also due to the simulation of the synthesizer, a task that requires mixed-signal tools
that should provide radio frequency, analog, and digital perspectives.

We have proved that a double-conversion low-IF structure is the most suitable architecture for
the DRM/DAB receiver, and the first intermediate frequency (fIF1) is 36.95 MHz and fIF2 is 2 MHz
for DAB, 175 kHz for other bands in this system. The receiver needs two quadrature LO signals,
the first one is generated by a synthesizer and the second one is a fixed frequency, which is easy to
be generated. So, only the synthesizer which generates the first quadrature LO is discussed in this
work.

2. DESIGN SPECIFICATIONS

Some of the main design specifications and considerations are given as follows.
2.1. Output Frequency Range and Resolution
The output frequency range and resolution of the frequency synthesizer are listed in Table 1.

Table 1: The output frequency range and resolution.

Band Output frequency range (MHz) Resolution (kHz)

LF 37–37.3 3

MF 37.4–38.7 1

HF 39.2–64 5

FM 112.9–145 25

III band 210.9–277 64

L band 1488.9–1529 64

2.2. Phase Noise and Spurious Frequencies
Numerical stipulation of phase noise for this design, a typical value of −80 dBc/Hz @1 kHz is chosen.
Generally speaking, all sidebands need to be approximately 70 to 80 dB below the main carrier.
2.3. Switching Time
Initial design switching time of less than 100 ms is aimed. Furthermore, generation of quadrature
LO-signals is mandatory for low-IF receiver architecture.



60 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

3. FREQUENCY SYNTHESIZER ARCHITECTURE DESIGN [1]

Since a direct analog frequency synthesizer (DAS) or a direct digital frequency synthesizer (DDFS
or DDS) can provide an arbitrarily small frequency step size, at expense of higher complexity,
higher dissipation and a larger die area, and thus they are often not suitable for DRM/DAB
receivers, the charge-pump phase locked loop (PLL) frequency synthesizer is widely adopted. To
address different application requirements, there are several PLL synthesizer architectures, such as
fractional-N architecture, dual-loop architecture, or integer-N architecture. Each has advantages
and drawbacks, depending upon the application.

The Fractional-N PLL architecture enables a PLL synthesizer to generate output frequencies
with a step size smaller than the reference frequency. But, it suffers from fractional spurs which
degrade the spurious-tone performance.

In Multi-Loop PLL Synthesizer [2–4], the basic idea of it is that spectral purity can be separated
from the minimum step size specification, with the small tuning step requirement being satisfied
with the addition of a second loop to the tuning system. This architecture can improve the tradeoff
among phase noise, channel spacing, reference frequency, and locking speed of the synthesizer.
Although more circuits are needed, the specifications for each building block are much relaxed [5].

Despite the advance of fractional-N or multi-loop PLL architectures, Integer-N architectures are
still the most popular synthesizer architectures used in the industry due to its simple architecture,
easy implementation, high reliability, low power, and low-cost in terms of design time. The basic
limitation is the fact that the reference frequency is equal to the minimum step size of the PLL,
which can lead to quite a few drawbacks including: (a) large division ratios — increased area and
power, (b) low bandwidth — large lock times, and (c) reference spurious tones. So, conventional
single-loop PLL synthesizers are not able to combine the requirements of small step size, good
spectral purity, and wide loop bandwidth [3]. While in single-loop integer-N PLL Synthesizer with
a divider shown in Fig. 1 [6–8], an additional frequency divider X is placed at the output of the
VCO to allow for smaller frequency steps than the loop’s reference frequency and improve the lock
time, phase noise, and reference spurs.

fPFD fVCO

fDIV

NfREF
PFD/CP LPF VCO ÷X

÷N

Figure 1: Single-loop integer-N PLL synthesizer with divider.

To address all these needs, 4 frequency synthesizer architectures are given in the following
sections.

3.1. Synthesizer Structure 1
The frequency synthesizer architecture 1 given in Fig. 2 has been defined such that all reception
bands can be accessed with a single VCO and a single loop filter. The VCO covers the band from
2600 to 3120 MHz. Mapping the frequency of the VCO to the different input bands is achieved
by dividing its output frequency by different ratios, depending on the band to be received. A
divide-by-2 and -4 circuits are included to generate the desired quadrature LO frequencies. Table 2
presents the frequency synthesizer parameter settings for various reception bands.

In this configuration, fOUT = (fPFD×N)/X. Some consequences for this architecture are given
as follows.

a) The minimum step size is indeed smaller than fPFD.

 
VCOLPF

Channel Select

PFD/CP

Main DIV 2/4/8/

10/12

REF 

DIV

LO_I

LO_Q

1/5/6
/7/8

Figure 2: Synthesizer structure 1.
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Table 2: Reception bands with corresponding synthesizer Parameters [7].

Band (MHz) LO (MHz) X1 X2 fPFD (kHz)

LF: 0.1485–0.2835 37.0985–37.2355 8 10 240

MF: 0.525-1.710 37.475–38.66 8 10 80

HF: 2.3–27

39.25–43 6 12 360

43–48 8 8 320

48–55 7 8 280

55–63.95 6 8 240

FM: 76–108
112.95–130 6 4 600

130–144.95 5 4 500

III band: 174–240
210.952-220 7 2 896

218–260 6 2 768

260–276.952 5 2 640

L band: 1452–1492 1488.952–1528.952 1 2 256

b) Compared to the use of the standard integer-N architecture, the phase noise performance of
this kind of synthesizer is optimized by 10 log(X) at the LO output.

c) Reference spurs reduction: In this architecture, at fOUT, the spurious frequencies still exist
at the integer multiples of the PFD frequency but they are reduced in amplitude by 20 log(X).

d) Shorter lock time due to higher PFD frequency.
The price of this improved performance is the extra cost of the output divider and the extra

power consumption of the system as a whole. Thus, the improved performance must be a critical
requirement for selecting this architecture.
3.2. Synthesizer Structure 2
Synthesizer structure 2 is shown in Fig. 3. This structure is similar to structure 1, except that
fPDF, fVCO, and X is one half of these in structure 1. In other words, fVCO is divided by 40 for
LF and MF bands, by 36, 32, 28, or 24 for HF band, by 12 or 10 for FM band, by 7, 6 or 5 for III
band, and by 1 for L band. When X is odd number, path I is chosen, in this case a poly-phase filter
(PPF) is used to generate the desired I/Q LO frequencies. When X is an even number, path II or
III is chosen, a divide-by-2 circuits are included to generate the desired quadrature LO frequencies.

LO_I

LO_Q
Path II

LO_I

LO_Q

Path I

6/8
LO_I
LO_Q

VCOLPF

Channel Select

PFD/CP

Main DIV

REF 
DIV

1/5/7

2/4/

6/8
Path III

PPF

Figure 3: Synthesizer structure 2.

3.3. Synthesizer Structure 3
Synthesizer structure 3 is shown in Fig. 4 [9]. This structure is also similar to structure 1, but
fPDF, fVCO, and X is one fourth of the counterpoint in stucture 1. In other words, the VCO covers
650 to 780 MHz, and divided by 20 for LF and MF bands, by 18, 16, 14, or 12 for HF band, by 6 or
5 for FM band, by 3.5, 3 or 2.5 for III band, and by 0.5 for L band. When X is a fraction number,
such as 0.5, 2.5, and 3.5, path I is chosen. In this case the Delay-Locked loop (DLL) combines
the functions of frequency multiplication and quadrature generation. It consists of a DLL with 2N
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tunable delay cells that can multiply the frequency of the incoming signal with a factor N , while
also generating the quadrature LO-signals [10]. When X is an odd number, path I is used, but the
DLL is used to generate the desired I/Q LO frequencies only. When X is an even number, path
II is chosen, in which a divide-by-2 circuits are included to generate the desired quadrature LO
frequencies.

 

Path I

LO_I

LO_Q

Path II

VCOLPF

Channel Select

PFD/CP

Main DIV
2/4/6

REF 
DIV

LO_I

LO_Q

1/3/4/
5/7

DLL with 4 
Delay Cells

Figure 4: Synthesizer structure 3.

3.4. Synthesizer Structure 4
Another alternative solution is to use a dual-loop architecture shown in Fig. 5. Table 3 presents
the VCO frequency and frequency synthesizer parameter settings for various reception bands. The
VCO1 covers 37 to 1529 MHz.

 
PFD/CP LPF VCO1

÷M

LO-I

PLL 1

Channel Select

SSB 

Mixer

÷XPFD/CP LPF VCO2

÷N
PLL 2

LO-Q

fREF1

fREF2

Figure 5: Synthesizer structure.

Table 3: VCO frequency and frequency synthesizer parameter settings for various reception bands.

Band fREF1 (MHz) M X N fVCO2 (MHz)

LF
3 12 20 366–887 21.97–53.2

HF

HF 2 19–30 14 1250–3950 17.5–55.3

FM 5 22–27
10

6
590–1990

29.5–60

36–59.7

III band 8 26–33
6

4
118–518

17.7–48

32–51.8

L band 20 74–75 2 139–453 17.9–57.9

3.5. Comparison of These 4 Synthesizer Structures
The total phase noise in a phase locked loop (dB) can be expressed as follows [6]:

PNtot = PNfloor + 20 log N + 10 log fREF − 20 log X (1)

where, PNtot is the total phase noise of the synthesizer, fREF is the incoming PFD frequency of
the synthesizer, PNfloor is the phase noise due to the PLL synthesizer circuit itself. This provides
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a figure of merit for the PLL synthesizer circuit itself. For ADF4106, this figure is −219 dBc/Hz
@1kHz. 20 log N is the increase of phase noise due to the frequency magnification associated with
the feedback ratio, 1/N . 20 log X is the improvement of phase noise due to the division with the
divider ratio, 1/X.

On the other hand, the spurious frequencies exist at the integer multiples of the PFD frequency,
and they are reduced in amplitude by 20 log X. Furthermore, shorter lock time due to higher PFD
frequency.

So the phase noise of structure 1 is 3 dB, 6 dB better than the counterpart of structure 2 and
structure 3 respectively. And the reference spurs of structure 1 is 6 dB, 12 dB better than the
counterpart of structure 2 and structure 3, respectively. And the lock time is much shorter than
structure 2 and structure 3.

The fVCO of Structure 1 is two and four times of that of the structure 2 and 3, respectively, it
needs more power consumption. However, it easier to implement on-chip than that of Structure 2
and 3. Moreover, Structure 2 and 3 need extra PPF or DLL to generate the quadrature LO signals,
so they need a more complex circuit, a larger chip area and even more power consumption.

The phase noise, reference spurs and lock time of Structure 4 maybe better than these of other
structures, at expense of higher complexity and a larger die area. Especially, the tunable frequency
range of VCO1 and VCO2 is too large to implement on-chip, and VCO1 need output quadrature
LO signals, and the performance of synthesizer also lies on the perfect single side-band mixer. So
this design is not the best solution for DRM/DAB receivers’ synthesizer.

Based on the analyses given above, we can know that the synthesizer structure 1 is the most
suitable one for DRM/DAB receiver.

4. PERFORMANCE ANALYSIS OF THE SYNTHESIZER STRUCTURES

Suppose that the PNfloor of the PLL is better than −210 dBc/Hz @1 kHz, we can obtain the
performance of the synthesizer structure 1, which is given in Table 4, based on the formula (1) and
the experiential formula that the switch time tsw < 25/fPFD.

Table 4: The performance of synthesizer structure 1.

Band
Step Size

(kHz)

Phase noise

(dBc/Hz@1kHz)

Ref. spur Reduction

(dB)

Switch Time

(ms)

LF 3 < −112 38 < 0.1

MF 1 < −107 38 < 0.3

HF 5 < −107 > 33.6 < 0.1

FM 25 < −103 > 26 < 0.05

III band 64 < −99 > 20 < 0.04

L band 64 < −80.4 6 < 0.1

5. CONCLUSIONS

In the quest for true reconfigurable DRM/DAB receiver, four frequency synthesizer architectures
are given, enabling the generation of quadrature LO signals over extremely wide frequency ranges.
Theoretical analysis shows that structure 1 will be the best one to be used with good performance
in phase noise, reference spurs and lock time, at expense of little more power consumption. As we
can see from the Table 4, synthesizer structure 1 can meet the design specification, is very suitable
for DRM/DAB receivers, need few external components and require no mechanical alignments.
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Abstract— An optimal path planning learned from homing pigeon utilizing geomagnetic dis-
tributions on the earth is presented, which depends totally on the geomagnetic environments,
without relying on familiar landmarks or information collected along the journey.

1. INTRODUCTIONEARTH’S

magnetic field is discovered to be information for pigeon’s homing navigation in Todd E. Dennis’s
article [1]. Whether pigeons can rely totally on the geomagnetic field for position determination
begs more biological experiments. Here we propose a theoretical navigation method similar to
pigeons’ homing behavior, which depends totally on the geomagnetic environments, without relying
on familiar landmarks or information collected along the journey.

2. BACKGROUND

The true axis used by pigeons needs scientists’ further experiments. Here we just set up a geomag-
netic navigation model, pigeon homing as a paradigm, trying to explain her path planning during
flying trajectory.

There must be two or more oblique intersecting coordinates to determine a fixed position on a
surface [2]. I have a suggestion here to use paired combinations of the geomagnetic intensity and
the declination. Then after released from an unfamiliar site, the pigeon’s task is to compare these
two factors with that of her home loft to find a way back.

3. MAGNETIC DIPOLE FIELD DECLINATION

The main composition of the geomagnetic field is geocentric magnetic dipole field, thus the sys-
tematic distribution of the dipole’s declination can reflect that of the real world geomagnetic field
to some extent.

Definition:
a Angle between magnetic North Pole and geographic North Pole.
c Magnetic colatitude, ranges from 0 degree to 180 degree.

λm Magnetic longitude, ranges from 0 degree to 360 degree, calculated from the half great
circle connecting magnetic North Pole and geographic North Pole.

A Magnetic declination.

By calculation referring to Spherical Trigonometry materials [3, 4], we get following equation
for A

cos(A) =
sin(c) cos(a)− sin(a) cos(c) cos λm√

sin2 a cos2 c + sin2 c(1− sin2 a∗ cos2 λm)− 1
2

sin(2c) sin(2a) cosλm

(1)

From Equation (1) we know that the declination varies with c and λm.
Plus, the isopleths of magnetic intensity of a Geocentric Dipole lies exactly where c is a constant.

4. PATH PLANNING DURING GEOMAGNETIC NAVIGATION

In Todd E. Dennis’s article [1], pigeons showed parallel and perpendicular alignments to isopleths of
geomagnetic intensity during homing. One abstraction and generalization of the flying trajectories
is to approximate them to be connections of line segments showed in Figure 1, where the junction
points are called nodes.

The geomagnetic intensity serves as the first factor. The line segments can be divided into
two groups accordingly, the one parallel to isopleths of geomagnetic intensity are labeled as “a”
segments; the other perpendicular to them labeled as “e” segments. We define two segments
composed of one “a” segment and one “e” segment as one “a e” pair. Along the way from starting
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point (or released point) to ending point (or home loft point), these segments are labeled with
subscript as 1, 2 . . . to n in sequence. The nodes are labeled in sequence too, with starting point
as 0.

Figure 1: Idealized fly trajectories. Figure 2: Multi-segments method.

Many pigeon racers discovered that pigeons turn circles in the air both after initially released and
before landing to home loft [5]. We think it is the way pigeons finding the slope of the geomagnetic
intensity isopleths around the circle center. During a uniform speed circle shape flying, the intensity
varies at different rates at different positions. The tangent of the curve at the lowest rate position
is parallel to the isopleths, whereas the highest rate designates perpendicular direction.

Each line segment joins two nodes, which can be marked as origin and aim according to the
flying order. When pigeon fly along “e” segments, the magnetic intensity varies fastest since the
segment is perpendicular to the intensity isopleths. And when it is along “a” segments, the magnetic
intensity scalar keeps constant.

But when along “a” segment, another factor such as the geomagnetic declination varies as the
second coordinate.

If the isopleths of the two factors are aligned at high angels to each other, then the variation
rates will be efficient for homing pigeons.

5. EXPLANATION FOR PIGEON’S OPTIMAL PATH PLANNING BEHAVIOR

At this point, there comes up one doubt: Why don’t pigeons fly along one “a” segment until the
2nd factor is the same as home loft before flying along the “e” segment to make the 1st factor equal
to the final aim’s demand, or these two procedures reversed? Only two segments will be much
easier! Why its trajectory consists of so many segments?

Our explanations are as follows:
1) When in “e” segments, intensity varies. But the variation is too fast for pigeons to justify

which grade of intensity they have reached, thus they need to turn to “a” segments frequently to
make sure if the intensity has been over-varied (increased or decreased too much), or if they have
overdo the homing. Since in “a” segments, intensity varies little, pigeons can find out the intensity
value easier and compare it with that of the home loft. The comparison will not be time enough
when the factor varies too fast.

2) Under the assumption that the pigeons can not pre-know the geomagnetic factor distributions
along the homing way, since no information is collected along the journey when pigeons are taken
from home to the released points, “multi-segments method” is a better choice to decrease the total
distance as much as possible compared with “only two segments method”.
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An abstract illustration is showed in Figure 2 (warning: this is just a paradigm, not the real
world factors’ distributions.) Black line segments are isopleths of intensity factors, while blue
line segments indicate perpendicular lines to intensity isopleths; numbered nodes indicate their
junctions. Suppose pigeons are released at the “start node”, its task is to find way back to the
“end node”. According to the homing decision described above, pigeon will fly along black and
blue lines.

Since pigeons can not pre-know these line shapes. If the flying trajectory only consists of two
segments, one pair of “a e”, there can be two possible routes: 1st is and the start→1→end and the
2nd is start→16→end, whether they choose the 1st route or the 2nd route depends on probability,
obviously the 1st route is much shorter than the 2nd one.

But if “a e” pairs increase
start→16 →end
starting→8→7→15→end
starting→8→7→11→10→14→end, etc
As the number of “a e” segment pair increase, the trajectory gradually approximate to the

start→end homeward direction (dashed line in Figure 2). Since the beeline connection of two
points is the shortest route between them, if the pigeon’s velocity is constant, it may be an optimal
planning for pigeon navigation to make homing time less when the distribution along the way are
unknown.

6. CONCLUSION

An optimal path planning is introduced in this paper, where the position determination is not
limited to pigeon’s biological behavior but expected to be applicable to human beings’ navigations.
It only needs acquainting the magnetic data near home and continuous comparing work done during
the journey, instead of recording detailed magnetic information of a large scale area in advance (e.g.,
huge amounts of data required in terrain navigation). Therefore it may be used on the other planets
where we do not know detailed magnetic data, as long as these planets have systematic magnetic
distributions.
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Abstract— In this paper, a method of providing a phase-stable signal to the remote terminal
using a loop system is mentioned. The phase stability is the feature of this system. Two methods
of simulation are presented. Excellent results show the great performance of the system.

1. INTRODUCTION

In some fields, such as measurement, microwave sensor, wireless communication and so on, a high
precision clock is of great demand to achieve greater performance. In this paper, a distributed
phase-stable synchronization system, which is capable of sending a phase-synchronous signal from
the master base to several slave bases over a distance using a microwave signal, is presented. Several
simulations and their results have been described here.

2. SYSTEM DESCRIPTION

This design is based on the system described in [1, 2], As is shown in Figure 1, the system over a
radio link using two antennas separated by a physical, generally varying all the time, distance is
composed of 4 modules, upper-sideband generator (USG), lower-sideband generator (LSG), phase-
halving block, antennas and transmitting space part. USG and LSG as well as other mixers
appearing in the system are the components used to manipulate the phase and frequency. The
phase-halving block is a function block which is able to divide not only the frequency but also the
phase in half precisely, suggesting using a PLL with the phase error of zero. The transmitting
space part and antennas are used here only because this system is used to provide a signal over a
distance.

Phase-halving (Fref, -2L)

Mixer

(Fref, -A-2L)(Fref/2, -L)

(Fref/2, Q)

(Fref, -A)

Fref/2

F0

(F0, 0) LSG

Mixer

(Fa, -A) USG

(Fref, 0) (Fref, -Lref)

(F0, -Q)

output

(Fa, -A-La)

Fref

Figure 1: System block diagram.

In Figure 1, (Fref , 0) means a signal with the frequency of Fref and the phase of 0 rad; Fa =
F0− Fref , A = Q− L; L, Lref and La are the phase delay of F0, Fref and Fa separately. From
these frequencies and the phases labeled on Figure 1, we can easily see how the signal is locked. The
key component is the phase-halving block. It must be able to divide both the phase and frequency
in half; otherwise the system can not work properly.
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3. NUMERICAL SIMULATION

A simulation with matlab is formulated here. The system is implemented with the method of the
mathematic model. As analyzed in the previous section, we simulate the system in phase domain.

As shown in Figure 2, three phase-controlled sources, which are Fref , F0 and Fref /2, are
constants. Q is a source controlling the output phase. Distance is a source that varies with time
depending on the distance between the master and slave, which is a parameter of the transmission
space block. USG and LSG, as well as the mixers in Figure 1, are implemented by the SUM model,
which can add or subtract the inputs depending on the configuration settings. Phase-halving block
consists of two transfer function blocks, an adder and a gain block, which are put together to form
a PLL. The transmission space block is actually an adder. Three components are added here,
which are input signal with a time delay, noise and the phase delay due to the distance. Details of
the transmission space block are in Figure 3. During the simulation, several types of sources are
applied to Q and Distance in order to verify the performance of the system.

Figure 2: Numerical simulation in matlab. Figure 3: Details of transmission space
block.

 

(a) (b) 

Figure 4: Simulation result (without noise), (a) Distance is constant and Q is a sine signal, (b) Q is constant
and Distance is a sine signal.

When Distance is fixed, we use three waveforms, which are constant, ramp and sine wave, to
emulate Q. The result shows that all these three waveforms get a locked signal from the output and
the locking time is too short to be distinguished. Figure 4(a) is about the result when a constant
Distance and a sine Q are added to the system. When Q is fixed, the same method is applied to
Distance. For a ramp signal, the system can be locked quickly. The output can be locked easily
if Distance is a sine wave in a low frequency (less than 100Hz). For a higher frequency, if the
amplitude is large enough (we simulated as 30000), the output can not lock to Q. However, this
case is impossible to happen. Figure 4(b) is about when a sine Distance and constant Q are added
to the system.
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In addition, a band-limited white noise is added. The two simulations mentioned above are done
again. Results in Figure 5 show that a constant error occurs when a noise is added, but the locking
time does not change much. According to the result, it is suggested that the system lock in a very
short time. Without the noise, the output is absolutely the same as the input. If a noise is added
to the system, the output has a constant error with the value. Therefore, according to the result
of numerical simulation, the system is able to lock most types of signals.

(a) (b) 

Figure 5: Simulation result (with noise added into the transmission space block), (a) Distance is constant
and Q is a sine signal, (b) Q is constant and Distance is a sine signal.

4. SYSTEM SIMULATION

In this section, we put forward a simulation with ADS (advanced design system) as system simu-
lation. The whole simulation system is plotted in Figure 6. Q, as mentioned above, is integrated
into Half Fref . Three signal sources are implemented by sine wave blocks with specified phase and
frequency. A mixer and a Butterworth band-pass filter are combined together as USG or LSG.
A time delay is regarded as the transmission space. The most complicated part, phase-halving
module, is composed of a PLL with low gain active 2 poles. An extra testing module is added
in system simulation to evaluate the performance of the system. Since the output phase of the
phase-halving block is within the range of 0 to 180◦, it has an ambiguity of phase error of 180◦.
Thus a process on the output phase is necessary. The simplest way is to use a computer to make
a judgment whether to add 180◦ or not.

Figure 6: System simulation.

A transient simulation is conducted. We tune the phase of the Half Fref and time delay to
see how the phase of the output changes. Figure 7 is the result with the parameter as follows:
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Stop time =205µs; Time step= 0.1 ns; Phase (this is the phase of Half Fref )= 30 rad; Time de-
lay= 60µs. From Figure 7 we can definitely see that the input and output frequency and phase.
The output of the testing module is almost constant after 100µs, which demonstrates that the
input and output have a constant dephasing and the same frequency.

Figure 7: System simulation result.

Further simulation is put forward. Different parameters are applied and the summary is listed
in the Table 1 and Table 2. Table 1 shows the performance under the condition of varying time
delay. According to the table, with the time delay increasing, the phase difference is able to be
controlled by the phase of Half Fref . The average error is 3.025◦ and the standard deviation is
1.386◦. Table 2 shows the case where the controlling phase is different. All the results show that
the system can be locked within a small error range.

Table 1: Data collection when increasing the time delay.

No.

stop

time

(µs)

Step

(ns)

Phase of

Half Fref

Time delay

(ns)

Phase

of F0

Output

phase

Output

Processed
Error

1 100 0.1 30 30 −1.577E − 05 −31.371 31.371 1.371

2 100 0.1 30 40 −1.577E − 05 −35.276 35.276 5.276

3 100 0.1 30 45 −1.577E − 05 147.666 32.334 2.334

4 100 0.1 30 50 −1.577E − 05 146.861 33.139 3.139

5 100 0.1 30 55 −1.577E − 05 147.119 32.881 2.881

6 205 0.1 30 60 −1.515E − 05 −33.524 33.524 3.524

7 100 0.1 30 65 −1.577E − 05 −33.353 33.353 3.353

8 100 0.1 30 70 −1.577E − 05 −33.586 33.586 3.586

9 100 0.1 30 75 −1.577E − 05 148.98 31.020 1.020

10 100 0.1 30 80 −1.577E − 05 148.65 31.350 1.350

11 100 0.1 30 90 −1.577E − 05 144.67 35.330 5.330

12 100 0.1 30 100 −1.577E − 05 −33.14 33.140 3.140
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Table 2: Data collection when phase is increasing.

No.

stop

time

(µs)

Step

(ns)

Phase of

Half Fref

Time delay

(ns)

Phase

of F0

Output

phase

Output

Processed
Error

1 100 µs 0.1 ns 0 65 ns −1.577E − 05 −3.023 3.023 3.023

2 100 µs 0.1 ns 15 65 ns −1.577E − 05 −18.637 18.637 3.637

3 100 µs 0.1 ns 30 65 ns −1.577E − 05 −33.353 33.353 3.353

4 100 µs 0.1 ns 45 65 ns −1.577E − 05 −47.252 47.252 2.252

5 100 µs 0.1 ns 60 65 ns −1.577E − 05 −62.101 62.101 2.101

6 100 µs 0.1 ns 75 65 ns −1.577E − 05 −77.353 77.353 2.353

7 100 µs 0.1 ns 90 65 ns −1.577E − 05 −93.076 93.076 3.076

8 100 µs 0.1 ns 105 65 ns −1.577E − 05 −108.689 108.689 3.689

9 100 µs 0.1 ns 120 65 ns −1.577E − 05 −123.39 123.390 3.390

10 100 µs 0.1 ns 135 65 ns −1.577E − 05 −137.545 137.545 2.545

11 100 µs 0.1 ns 150 65 ns −1.577E − 05 −152.098 152.098 2.098

12 100 µs 0.1 ns 165 65 ns −1.577E − 05 −167.321 167.321 2.321

13 100 µs 0.1 ns 180 65 ns −1.577E − 05 176.977 183.023 3.023

5. CONCLUSION

A method of providing a phase-stable signal to the remote terminal using a loop system is introduced
and in order to analyze its performance, two methods of simulation, which are numerical simulation
and system simulation, are presented. The results of the simulation are listed and prove the good
performance of the system.
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Abstract— A film bulk acoustic resonator (FBAR) is designed and fabricated in this work.
Using this resonator, a 2.5 GHz voltage-controlled FBAR oscillator is designed and realized with
hybrid circuits. The electronic tuning range exceeds ±6%. The 2nd harmonics of oscillator is
suppressed below 40 dB. The oscillator provides 14.5 dBm of output power and consumes 65mA
from +5 V DC power supply.

1. INTRODUCTION

In high-speed digital communication system, a clock recovery circuit is used for signal integrity. The
clock is usually extracted from a phase-look-loop (PLL) circuit with low jitter voltage controlled
oscillator (VCO). In optical communications, 2.488 GHz VCO plays an important role in the jitter
filter and frequency translator for 40 G system, like OC768.

Due to the availability of high frequency and high quality resonator, the VCOs were mostly
fabricated at 622MHz either by the fourth harmonic of 155MHz crystal oscillator (VCXO) or
directly 622 MHz saw oscillator (VCSO) [1, 2]. Both cases suffer from the increase of floor noise
and the degradation factor of 20 log(N) =12 dB on the phase noise as applications to OC768 at
2488.32MHz. Thus, high frequency VCO with high-Q resonator using direct oscillation is required
to overcome these disadvantages. For this purpose, Film Buck Acoustic Resonator (FBAR) is the
hopeful candidate.

In this paper, a high quality FBAR was designed and fabricated. Using this resonator, a high
frequency voltage controlled FBAR oscillator is designed and realized with hybrid circuits.

2. FILM BULK ACOUSTIC RESONATOR

The FBAR device is a three-layer structure with the top and bottom electrodes of aluminum and
gold sandwiching a middle layer of oriented piezoelectric aluminum nitride. An air interface is used
on both outer surfaces to provide high-Q reflectors at all frequency. When RF signals are applied
near the mechanical resonant frequency the piezoelectric transducer excites the fundamental bulk
compress wave traveling perpendicular to the films [3].

Figure 1: Picture for the film bulk acoustic res-
onator.
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Figure 2: A simplified principal-level cross section
of film bulk acoustic resonator.

The picture of FBAR is shown in Fig. 1. The size of the resonator is about 70× 70µm. Fig. 2
shows the device geometry for the FBAR. The thickness of aluminum nitride is about 1µm. The
Modified Butterworth VanDyke (MBVD) equivalent circuit model for the resonator is shown in
Fig. 3. The typical values for the FBAR, to be described below, at 2.5 GHz are: Lm = 143 nH,
Cm = 29 fF, Rm = 1Ohm, C0 = 2pF, R0 = 1 Ohm and Rs = 1Ohm.
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3. OSCILLATOR DESIGN

Here, the architecture with a FBAR forming a feedback loop is chosen for proper control of parasitic
capacitances and shown in Fig. 4.
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Figure 3: MBVD equivalent circuit model of the resonator.
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Figure 4: Block diagram of a feedback loop oscillator.

It consists of a single loop amplifier, an electronic phase shifter, a lump element reactive Wilkin-
son power splitter, a lumped element reactive phase adjusting, and a FBAR resonator. The res-
onator acts as a short circuit with zero phase-shift at the desired frequency. No output buffer
amplifier is used because it may degrade the oscillator’s white phase noise floor. The oscillation
starts as the closed loop gain satisfies Barkausen’s criteria. During design phase, the open loop gain
is evaluated by breaking the loop at the appropriate plane with equal input and output impedance,
such as line AB noted in Fig. 4.
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Figure 5: Results of linear simulation using ADS.

The linear simulation result of open-loop frequency response using Agilent Advance Design
System (ADS) software is shown in Fig. 5. The linear simulation is used to ensure |S11| > 1
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(negative resistance) in the desired frequency. The oscillation starts when the phase of S11 equal
to zero and |S11| > 1. The Barkhausen’s criteria are satisfied in this moment.

The HBT monolithic amplifier is selected as the loop amplifier because of low noise figure and
high dynamic range. The P1 dB is at +17 dBm and the bandwidth is 4 GHz. Its bandwidth was
properly selected to prevent high 2nd harmonics. The nominal gain of 17 dB is much greater than
that required to overcome the total loop losses to insure the stable oscillation. The magnitude
of gain variation over temperature is approximately 0.005 dB/◦C and this feature can prevent the
AM-PM noise induced with the temperature variation.

Figure 6: Output spectrum for the oscillator. Figure 7: Harmonics spectrum for this oscillator.

Item Value

Supply Voltage (Volts) +5.0

Supply Current (mA) 65

Output Power (dBm) +14.5

Tuning Voltage (Volts) 0–5

Tuning Range > ±6%

Sub Harmonics (dBc) −40

Table 1: Measured results for the oscillator.
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Figure 8: Output frequency vs. tuning voltage.

4. OSCILLATOR PERFORMANCE

The performances of the oscillator with FBAR resonator are measured and summarized in Table 1.
The narrow and wide scan of output spectrum and relative levels of harmonic are shown in

Figs. 6 and 7, respectively. The 2nd harmonics of oscillator is suppressed below 40 dB as shown in
Fig. 7. The tuning characteristic is shown in Fig. 8 with ±6% range.

5. CONCLUSIONS

A film bulk acoustic resonator is design and fabricated in this work. Using this resonator, a 2.5 GHz
voltage controlled oscillator was designed and fabricated in this study. The resonator is operated
directly at the specific frequency 2.5GHz to avoid the degradation of phase noise due to frequency
multiplication. The tuning capability achieves ±6%. The 2nd harmonics of oscillator is suppressed
below 40 dB. The oscillator provides 14.5 dBm of output power and consumes 65 mA from +5 V
DC power supply.
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Abstract— We present a novel tunable metal-insulator-metal (MIM) capacitor with the finger-
structure electrode for improving its tunability. The capacitors were fabricated on a low-resistivity
Si substrate employing lead zinc niobate (PZN) thin film dielectric. The fabricated capacitor,
whose line width and spacing was 2.5 and 2.0µm, respectively, achieved the effective capacitance
tunability of 22.9% at 5.5V. This achieved tunability is higher value of 10% than that of the
conventional rectangular MIM capacitor at 900 MHz.

1. INTRODUCTION

Recently, a great diversity of networks such as cellular network, personal area network (PAN),
wireless local area network (WLAN), etc. coexist in the wireless communication market. In or-
der to enable “seamless roaming” reconfigurable intelligent devices are needed to be compatible
with various communication standards [1]. Therefore, compact and low-cost tunable devices are
indispensable for reconfigurable RF applications satisfying multi-band or multi-mode standards.
Tunable dielectric based tunable RF device technology is one of the viable solutions for reconfig-
urable RF applications, because of a high tunability, compact size, and low cost. In order to realize
various reconfigurable devices, tunable capacitors as their basic element have been implemented by
using several electric-field tunable dielectrics such as ferroelectric materials or paraelectric materi-
als [2–5].

Representative electric-field tunable dielectrics such as barium-strontium titanate (BST) [6, 7]
and bismuth zinc niobate (BZN) [8–10] have been successfully demonstrated for the possibility
of the tunable circuits. Using these dielectrics, high-performance capacitors, matching networks,
band pass filters [11], and phase shifters [12] have been implemented for tunable system applications.
However, although high tunable characteristics were achieved, their operation frequencies were as
low as below ∼ 100MHz and the applied bias voltage ranged 20 ∼ 50V. Therefore, only limited
applications are available for low-frequency circuits or high-power systems. Moreover, most research
efforts have focused on dielectric materials, metallization [9, 12, 13], or buffer layers [14] for high
tunable and low-loss characteristics.

In this paper, a tunable capacitor with a finger-structure electrode is presented in order to
improve its tunability and DC bias characteristics. This capacitor was fabricated on a general
low-resistivity Si substrate using PbO-ZnO-Nb2O5 (PZN) cubic pyrochlore thin film dielectrics.
The capacitor is analyzed in terms of the effective capacitance and tunability compared to the
conventional one with the rectangle-structure electrode.

2. DESIGN AND FABRICATION

Tunable MIM capacitors operate using electric (E)-fields. Their distribution is linear and uniform
between the electrodes and fringes out at the edges. For devices with larger electrodes, the energy
of the fringe field is small to the total capacitive energy, but for small devices the fringe field energy
comes to dominate [15]. The intensity of the fringe fields at the edge is higher than that of the E-
fields between electrodes. Therefore, the purpose of this work is to improve the tunability and DC
bias characteristics utilizing fringe fields. The tunable MIM capacitor with the finger-structure elec-
trode is proposed. This proposed tunable capacitor utilizes fringe E-fields for improving tunibility
and bias characteristics.

The tunable MIM capacitors were fabricated on the silicon substrate. The substrate resistivity
was 1 ∼ 30Ω cm. The bottom electrode layer (Pt) of 2300 Å was deposited and patterned using
the sputtering and dry etching process, respectively. The PZN thin film of 2000 Å was deposited
on a Pt layer by RF-magnetron sputtering. The deposition was carried out from Pb6ZnNb6O22

target material in an O2/Ar atmosphere. During reactive RF magnetron sputtering, off-axis type
system geometry was used. The base pressure in the process chamber was 3.0 × 10−6 Torr, while
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the working pressure was maintained at 10 mTorr using a throttle valve. High purity Ar and O2

(> 99.99%) were used as base and reactive gases, respectively. The plasma discharge was generated
at a constant RF power of 150W and the O2/Ar flow rate ratio was held at 10% (2/20 SCCM).
Using the Inductive Coupled Plasma (ICP) dry etcher the PZN film was patterned to cover the
bottom electrodes. After patterning, post-annealing processes were carried out at 600◦C for 3 hours
in air to crystallize the film. Finally, the Pt layers of 2300 Å for the top electrodes and coplanar-
waveguide (CPW)-probe pads were deposited by the sputtering process and patterned by the dry
etching process for the top electrode. The line width (L) and spacing (S) of the finger pattern were
2.5 and 2.0µm respectively, The capacitor areas for the rectangular and finger electrode were 1,200
(40 × 30)µm2 and 1,170µm2, respectively. Relative dielectric constant of the PZN thin film was
240 at 10MHz. Fig. 1 shows the photography of the fabricated tunable MIM capacitors in CPW
configuration and enlarged finger-type top electrode.

Figure 1: Fabricated MIM tunable capacitors with finger-structure top electrode.

Figure 2: Measured effective capacitance and tunability for the proposed finger structured capacitor at
different bias voltages, compared to the conventional capacitor (Rect.: the rectangle structured electrode,
C-: the effective capacitance, and T-: the tunability).

3. MEASUREMENTS

The effective capacitance (Ceff ) and percentage tunability (T) of the fabricated capacitors were
analyzed by measuring complex reflection coefficients (S11) with a vector network analyzer (HP
8510C) and a probe station. A thru-reflect line (TRL) calibration was performed with a standard
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calibration kit. Using the measured S11 data, the effective capacitance (Ceff ) and tunability (T)
are analyzed, as following equations,

Ceff = − 1
2π · freq · Im(Z11)

[F ]

T =
Cmax − Cmin

Cmax
[%]

where Z11 is the total impedance of the device under test calculated from the measured S11. Cmin

and Cmax are the measured minimum and maximum capacitance, respectively, within the applied
bias voltage range.

Figure 2 shows effective capacitance and tunability characteristics of the proposed finger struc-
tured capacitor as a function of bias voltages at 900MHz, compared to the conventional one with
the rectangular electrode. Even though the area for two capacitors is nearly the same, each effective
capacitance (Ceff ) is different due to fringe E-fields. The finger electrode makes more fringe fields
than the conventional structure one. Therefore its capacitance is increased and its permittivity
due to high fringe fields is easily changed. The tunability of 22.9% is achieved for the finger-type
capacitor at 5.5 V. this tunability is 10.4% higher value than that of the rectangle-type one.

4. CONCLUSIONS

A tunable MIM capacitor with the finger-structure electrode was proposed and demonstrated in
order to improve the tunability characteristics utilizing fringe fields. The capacitors were fabricated
on the Si substrate using lead zinc niobate (PZN) thin film dielectric. The fabricated capacitor with
the finger structured electrode achieved the effective capacitance tunability of 22.9% at 900MHz
and 5.5 V. In the conventional capacitor with rectangle structured electrode the tunability of 12.5%
was measured at the same conditions.
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CPW-to-stripline Vertical via Transitions for 60GHz LTCC SoP
Applications
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Abstract— In this work, CPW-to-stripline (SL) vertical via transitions using gradually stepped
vias and embedded air cavities are presented for V-band LTCC System-on-Package (SoP) appli-
cations. In order to reduce radiation loss due to abrupt via discontinuities, gradual via transitions
are proposed and investigated. In addition, in order to reduce increased parasitic shunt capaci-
tance due to stepped via structures, air cavities are embedded below the transition vias. Using
a 3-D EM simulation tool, the proposed transitions are designed and analyzed, compared to
the conventional transition. Three-segment transmission lines (CPW-SL-CPW) in 7-layer LTCC
dielectrics were fabricated and measured. The two stepped via (STV2) transition embedding
air cavities shows an insertion and return losses of 1.6 dB and below −10 dB, respectively, over
60GHz. The transition loss per one STV2 transition is 0.7 dB at 60 GHz.

1. INTRODUCTION

Recently, various wireless communication systems for mm-wave video transmission, wireless-LANs,
and wireless Ethernet applications have been constantly proposed and developed [1–4]. In order
to implement these systems commercially, technologies for compact and low-cost radio systems
are indispensable. The low temperature ceramic co-firing (LTCC) based SoP approach is one of
the most promising solutions for integration of the radio system due to its multi-layer integration
capability, excellent metal conductivity, low-loss characteristics, and a temperature coefficient of
expansion (TCE) close to semiconductors.

For the three dimensional (3-D) integration of mm-wave radio systems, several vertical transi-
tions such as CPW-to-stripline (SL) transition [5, 6], microstrip-to-SL transition [7, 8] and CPW-
to-CPW transition [5, 9] are required. These transitions allow the integration of passive and active
circuits to be placed in inner layers or mounted on the top layer. Therefore, various interesting
methods for the improvement of their RF performance have been presented. They are roughly
divided into two categories: impedance matching [6, 7, 9] and parasitic compensation [5, 6]. In or-
der to match the transition impedance, the coaxial-like transition [7, 9] and intermediate ground
planes [6] have been investigated. And also, various attempts were tried for reduction of the ca-
pacitive effect in the transition region [7] or the inductive effect of vertical vias [6]. However, if the
total height of the vertical vias connected in a row is more than one tenth of the wavelength in the
mm-wave frequencies, their physical discontinuities can generate a significant amount of radiation
as well as reflection.

In this work, CPW-to-SL vertical via transitions using gradually stepped vias and embedded air
cavities are presented. The stepped vias are devised for reduction of their structural discontinuities
and the embedded air cavities are designed for compensation of the increased shunt capacitive effect
of the proposed stepped vias. Transitions are designed in back-to-back configuration and analyzed
using a 3-D Finite Integration Technique (FIT) simulator [10] and they are implemented using a
7-layer LTCC dielectric.

2. DESIGN AND ANALYSIS OF CPW-TO-STRIPLINE VERTICAL VIA TRANSITIONS

2.1. Structures of the Vertical Transitions
CPWs and SLs have been used for signal lines and embedded devices, respectively, for the 3-D
system integration because they have low-radiation and high-isolation characteristics. The CPW
is insensible to interference from several higher surface modes because its ground planes are on
the same layer as the signal line. The SL is principally used for miniaturization of passive circuits
through vertical deployment of their elements, because it is basically a buried structure, its radiation
and dispersion are negligible. However, embedded passive devices based on the SL require vertical
via transition for 3-D interconnection with other circuits or in/output ports.

Figure 1(a) shows a cross-sectional structure of the conventional CPW-to-SL vertical via tran-
sition in a 7-layer LTCC substrate. The total height of the vertical vias in the transition region is
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300µm. The wavelength (λ) on the LTCC CPW with a relative dielectric constant of 7.0 is 2.56 mm
at 60 GHz. Therefore, the rate of the vertical transition to λ is 11% at 60 GHz. It roughly accounts
for the degree of the discontinuity. As a result, radiation and reflection can be induced by the
physical discontinuity of the vias. In this work, in order to reduce the physical discontinuity, the
directly stacked vias are subdivided into small-length elements relative to the wavelength as shown
in Fig. 1(b) and (c). Fig. 1(b) and (c) show one and two stepped vertical via transition (STV1 and
STV2), respectively. Therefore, the critical dimension, which primarily influences the discontinu-
ity, is decreased from 300 to 200 and 100µm for the STV1 and STV2, respectively. However, the
stepped vias lead to the increase of the shunt capacitance between the vias and SL ground planes.
For reduction of the increased shunt capacitance, the embedded air cavities are inserted below the
stepped vias.

Figure 1: Cross-sectional structures of the CPW-to-SL vertical via transitions. (a) the conventional transi-
tion, (b) the novel one-STV1, and (c) the novel one-STV2 (Lx: the number of LTCC layers).

2.2. Design of the Vertical Transitions
For evaluation of the proposed vertical transitions compared to the conventional one, three-segment
transmission lines (CPW-SL-CPW) have been designed in back-to-back configuration using the
transitions. The ground planes of the CPWs and SL are connected by shielding vias. The STV1
and 2 structures consist of the stepped vias through the 5th and 7th layer. The height and diameter
of signal vias are 100 and 135µm, respectively, and they are connected through lines of 100µm
wide. The CPWs are placed on the top layer, and the SL is placed on the 4th layer. In order to
maintain the characteristic impedance of 50 Ω for both CPWs and the SL, the width and gap of
the CPWs are 250 and 99µm, respectively, and the SL is 135µm in width. The air cavities for the
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Figure 2: Calculated results of three-segment trans-
mission lines using the conventional vertical transi-
tions, the STV1 ones, and the STV2 ones.
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ent diameters of embedded air cavities and without
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Progress In Electromagnetics Research Symposium, Hangzhou, China, March 24-28, 2008 83

STV1 and the STV2 are inserted through the 2nd to 5th layer below the 7th layer via. In addition,
they are embedded through the 2nd to 3rd layer below the 5th layer via for the STV2. In the case
of the conventional case, two CPW lines of 526µm are connected at the both ends of the stripline
of 2,650µm. In the case of STV1 and STV2, two CPW lines of 1003 and 526µm, respectively, are
connected at the both end of the SL of 2,050µm.

2.3. Calculated Results
Figure 2 presents simulated S21 and S22 of the CPW-SL-CPW using the STV1 and STV2 transi-
tions compared to the conventional ones. The proposed transitions, STV1 and STV2, show better
S22 and S21 characteristics than the conventional ones. These results come from the reduction of
via discontinuity. As the directly stacked vias of 300µm in the vertical transition region are subdi-
vided into the small elements of 200 and 100µm for the STV1 and STV2, respectively, their rate of
the critical dimension to λ is decreased to 7.8% and 3.9%, respectively, and the structural discon-
tinuities of the vertical via transitions are improved. In the case of the transitions, poles of their
S22 shift a little to higher frequencies, due to their increased inductance and shunt capacitance.

Figure 3 shows simulated loss results of the CPW-SL-CPW using STV1 transitions without
embedded air cavities and with their different diameters. Compared to the STV1 without embedded
air cavities, all of the STV1 with them demonstrate that their integration can reduce the shunt
parasitic capacitance in the vertical via transition region. Therefore, S22 and S21 characteristics
are improved; as their diameter increases, an insertion and return loss decrease and it is optimized
to 250µm.
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Figure 4: Calculated results of three-segment trans-
mission lines using STV2 transitions with differ-
ent diameters of embedded air cavities and without
them.
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Figure 5: Fabricated CPW-SL-CPW transmission
line. (a) and the cross-sectional views of the STV1,
(b) and STV2 (c) with embedded air cavities.

Figure 4 displays calculated results of the CPW-SL-CPW using STV2 transitions with a different
diameter of air cavities, compared to the transitions without them. For this experiment, the
diameter of air cavities below the 7th layer vias was fixed to 170µm and that below the 5th layer
ones were changed from 170 to 270µm. Unlike the STV1, the effect of the embedded air cavities
on the transmission characteristics is very little and the improvements are slight. This result shows
that the increased series inductance and shunt capacitance for the STV2 are well matched each
other because of reactance cancellation.

3. FABRICATION AND MEASUREMENT

The designed three-segment transmission lines were implemented using seven LTCC dielectric layers
with a dielectric constant of 7.0 at 60 GHz and its thickness between the metal layers is 100µm.
The Ag and Ag/Pd conductors were screen-printed on the unfired layers for internal and external
conductors, respectively. Signal vias and air-cavities of 150µm and 190µm in diameter were formed
through the standard mechanical punching process because the design rule between vias was 300µm
in our process, while the optimum diameter of the air cavities for the STV1 was 250µm. For
implementation of embedded air cavities, the metal filing step in punched vias was omitted. The
ground planes of the CPWs and stripline are interconnected to each other using shielding vias.
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The spacing between ground vias (edge to edge) is 320∼360µm. Fig. 5(a) shows the fabricated
CPW-SL-CPW in back-to-back configuration using CPW-to-SL vertical transitions and their cross-
sectional views of the part A-A’ of (a) are shown in (b) and (C), respectively, for the STV1 and
the STV2. Embedded air cavities were clearly defined and no crack and depression were observed
around them.
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Figure 6: Measured resultss of the fabricated three-segment CPW-SL-CPW transmission lines using the
STV1 and STV2 transitions and embedded air cavities in comparison with the conventional transitions.

Figure 6 presents measured S22 and S21 of the fabricated three-segment lines. As the step of
the vertical via transition with embedded air cavities increase from the directly stacked vias to
one and two stepped via, respectively, their characteristics are improved. In other words, as the
critical height in the vertical via transition is decreased, the return loss is also improved. These
results imply that a key parameter mainly impacting on the structural discontinuity is the critical
dimension rather than total height of the vertical via transition. In the STV2 case, the measured
S22 and S21 of the CPW-SL-CPW are less than −10 dB and −2.0 dB, respectively, from 50 to
65GHz. In particular, its low-S21 of −1.6 dB is achieved at 60 GHz. These values represent all
losses along the three-segment transmission lines and the two vertical via transitions. Considering
the total loss of transmission lines with −0.19 dB, which is calculated by using a conventional line
calculator, the transition loss per a STV transition is 0.7 dB at 60GHz.

4. CONCLUSION

We present CPW-to-SL vertical via transitions utilizing stepped via structures and embedded air
cavities for V-band SoP applications and demonstrate that the STV structures and embedded air
cavities reduce discontinuity and parasitic shunt capacitance of the vertical via transition through
3-D EM simulations and the measurements of three-segment transmission lines (CPW-SL-CPW) de-
signed in back-to-back configuration. The fabricated CPW-SL-CPW using two stepped via (STV2)
transitions shows an insertion loss of −1.6 dB and return losses of −10 dB at 60GHz. Compared
to the conventional ones using directly stacked vias, an insertion and return loss are improved by
0.4 dB and 5 dB, respectively. The transition loss of 0.7 dB per STV2 transition is achieved at
60GHz.
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Abstract— A 3–10 GHz wide-band low noise amplifier with novel input matching mechanism
is presented in this letter. The proposed circuit uses reactive-feedback and transistor’s intrinsic
gate-drain capacitor as input matching network to achieve a simulated −10 dB input reflection
coefficient from 3.1 GHz to 10.6 GHz. The fabricated wideband LNA achieves a simulated power
gain (S21) of about 10 dB from 3.1 G to 10.6GHz, and noise figure of 2.72–3.26 dB from 3.1 G to
10.6GHz. The input 1 dB compression point and input IP3 (IIP3) at 3.1 GHz are about −18.5
and −12 dBm, respectively. The DC supply voltage and power consumption is 1.5 V− and 15 mA,
respectively.

1. INTRODUCTION

Ultra wide-band communication techniques have attracted great interests in both academia and
industry during the last few years for applications in short-range. A Low-noise amplifier (LNA) is
the first stage, after antenna and low-pass filter in the receiver block of a communication system.
The UWB LNA face several challenges, such as sufficient power gain through entire bandwidth to
suppress the noise of next stage, low noise figure and low power consumption.

In order to connect to an antenna port, the first problem facing is 50 Ohm wide-band input
matching. There are several existing matching mechanisms for wideband matching network. How-
ever, these topologies have some problems such as high noise figure, large chip area or very com-
plicated matching network. The proposed circuit uses transistor’s intrinsic capacitor and reactive-
feedback to achieve a simulated −10 dB input reflection coefficient from 3.1 GHz to 10.6 GHz. In
addition, the average power gain is abut 10 dB from 3.1–10.6 GHz.

2. CIRCUIT DESIGN

Figure 1 shows the topology of the proposed low noise amplifier designed in 0.18µm CMOS. This
low noise amplifier utilize negative inductive feedback and an added external capacitance to achieve
wideband input matching while maintaining the noise of whole circuit over the entire UWB band.

Figure 1: The topology of our proposed low noise amplifier.

Negative inductive feedback [1] allows one to exchange gain for bandwidth, which is useful
when designing a UWB amplifier. The input impedance computed from the small-signal equivalent
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circuit.

Zin ≈ A

(1 + β) · (1 + Aβ)
·
(

(β2rsec + rpri) +
A− 1
gm ·A +

rg

A

)
≈ 1

(1 + β) · β · gm
(1)

It depends on the feedback (β) and the transistor transcondutance (gm). Consequently, the input
impedance with feedback is decided by the effective turns ratio of T1 (n/k) and the transistor
transcondutance (gm) of Q1. Therefore, one can tune the (n/k) and (gm) to reach the input
matching.

In addition, the wide-band feedback mechanism provided by the transister’s intrinsic gate-drain
capacitor [2, 3] will develop the wide-band amplifier input matching.

 

Figure 2: Reactive feedback RF amplifier stage. Schematic and its small-signal equivalent circuit.

The input impedance of the capacitor-loading circuit can be written as

Zin = (Yα +
1

Zβ
)−1 (2)

(Zβ is ignored, because Zβ is much greater than Yα).

Yα = jωCgd + (Rα +
1

jωCα
+ jωLα)−1 (3)

with

Rα =
CFB

Gm(Cgd + Cex)
Cα = GmRds(Cgd + Cex)

Lα =
LFBCFB

GmRds(Cgd + Cex)
(1 + GmRds) (4)

and, n external capacitor Cex is added to lower the Rα to approach 50 Ω.

3. SIMULATION RESULTS

All the simulations are designed with TSMC 0.18µm Design Kit. The simulated input and output
return loss are smaller than −10 dB from 3.1G to 10.6GHz, as shown in Fig. 3. The Fig. 4 shows
that a flat power gain are about 10 dB from 3.1G to 10.6 GHz. The noise figure achieves 2.72–
3.26 dB from 3.1G to 10.6 GHz as shown in Fig. 5. The input IP3 (IIP3) and input compression
point (P1dB) at 3.1GHz are −12 and −18.5 dBm respectively, as shown in Fig. 6 and Fig. 7.
The DC supply voltage and power consumption is 1.5V and 15 mA, respectively. The proposed
wide-band LNA performance is summarized in Table 1.
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Table 1: Summary of the performance of wide-band LNA.

3–10GHz Wideband LNA (TSMC 0.18 µm)
Band-width 3.1∼10.6GHz
Gain (max) 13 (dB)

S11 < −12.83 (dB)
S22 < −14.32 (dB)
NF 2.72∼3.26 (dB)
DC 1.5V/15 mA

P1 dB −18.5 dB

Figure 3: Input and output return loss. Figure 4: Gain.

 

Figure 5: Noise figure. Figure 6: IIP3

Figure 7: Input 1 dB compression point.
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4. CONCLUSION

This letter presents a wideband LNA using cascaded stage to achieve wideband power gain. By way
of transistor’s intrinsic capacitor Cgd and reactive-feedback as input matching network, wideband
input matching can be achieved.
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Abstract— A system design of a Direct Digital Synthesis (DDS) based radar signal generator
is presented. The DDS technique has its inherent disadvantage in noise and spurious suppression,
due to the all-digital structure. To overcome these disadvantages, we apply two effective methods
of a 3-order low-pass Butterworth filter and the pre-distortion technique to greatly enhance the
system performance.

1. INTRODUCTION

Microwave Remote Sensing (MRS) has become a targeted area of intensive research for its great
application in diverse situations. Early MRS radar signal generators are analog devices with high-
cost, short life, low reliability and low precision. At present, due to the advance of high-speed
Very Large Scale Integrated Circuit (VLSI), the technique of Direct Digital Synthesis (DDS) is
being widely used to synthesize complex waveforms for applications in MRS. DDS makes it easy
to precisely control and adjust the frequency, amplitude and phase of the required Chirp signals
that are widely used in MRS. However, DDS technique has its inherent disadvantages in noise and
spurious suppression, due to its all-digital structure. This paper presents a system design of a DDS
signal generator for MRS. Besides, we put forward two methods to improve the spectrum purity.
The first one is to design a low-pass filter to improve the SNR, and the second one is to employ
the pre-distortion method to make spectrum within band much flatter.

2. TECHNICAL BACKGROUND

In microwave remote sensing, especially in microwave radar imaging, the transmitted radar signals
are supposed to have a wide bandwidth, which helps to acquire high long-distance resolution and
trigger other features of the targets. As one of the diverse forms of radar signals, the Chirp signal
has a broad application in microwave remote sensing. Since the Chirp signal has a necessarily
signal bandwidth, it is also helpful in measuring the generator’s signal quality in a certain band.
The complex expression of the Chirp signal can be seen as follows:

s(t) = u(t)e2πf0t =
1√
T

rect
(

t

T

)
ej2π(f0t+Kt2/2) (1)

where the complex envelop u(t) is:

u(t) =
1√
T

rect
(

t

T

)
ejπKt2 (2)

In the above equations, T is the pulse width. The instantaneous frequency of the Chirp signal is
as below:

fi =
1
2π

d

dt

[
2π(f0t + Kt2/2)

]
= f0 + Kt (3)

where K = B/T is the frequency slope, B is the frequency range.
The DDS signal generation technique is theoretically based on Nyquist Sampling Theorem.

It could be seen as the inverse process of the signal sampling [2]. The sampling data of the
required signals are calculated and stored in a Look-Up-Table (LUP), in which data are reachable
by the phase codes. Sampling data are read out of the LUP and converted to analog signals
through Digital-to-Analog Converter (DAC). Finally, required radar signal is obtained after the
DAC output waves are filtered properly. However, there are some disadvantages for DDS, which
degrade the spectrum purity and impose severe restrictions on the performance of the generator.
These limitations are noise and spurious suppression, mainly due to the nonlinearity of the logic
circuitry such as the DACs, and the Finite Word-length Effect coming from the size limitation of
memories and DACs [1].
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Figure 1: Architecture of DDS radar signal generator.

3. MRS SIGNAL GENERATOR DESIGN

The architecture of the DDS radar signal generator is showed in Figure 1. Waveform data are
generated on PC, and DataFlash, a permanent memory, is used as the waveform memory to store
these digital data. We apply Xilinx Spartan IIE FPGA as the master chip, fulfilling the communi-
cation with PC interface, DataFlash and high-speed SDRAM. Besides, FPGA supplies clock to the
DACs. To generate radar signals, waveform data are read out of the DataFlash to the high-speed
SDRAM and DACs, with the phase-encoding address sequence generated by FPGA as the address
for waveform memory. The DACs convert digital data to analog outputs, which are further fil-
tered to remove undesirable frequency waveforms. The mixer modulates baseband signals to radio
frequency (RF) output that is amplified to a required power level for the ultimate radar signal
output.
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Figure 3: Real spectrum of RF output.

4. ENHANCEMENT OF SPECTRUM PERFORMANCE

According to the analysis in Section 2, we simulate the radar Chirp signal baseband spectrum as in
Figure 2. The figured chirp signal is with the pulse width 10µs, bandwidth 120MHz, and sampling
rate 300 MHz. The SNR is slightly less than 45 dB. There are some regular fluctuations within
the band, which could be flat after median filtering. We use Agilent E4407B spectrum analyzer to
analyze the real spectrum of the RF output. It is seen as Figure 3, from which we can see clearly
that the SNR is degraded to only 20 dB, due to the interference of sideband. In order to increase the
SNR, it is necessary to eliminate off-band noise. The simplest way is to insert a properly featured
low-pass filter between DAC and mixer. Another parameter measuring the performance within the
band is the gain flatness, which refers to the gain range of an amplifier within the whole working
frequency band. The gain flatness reflects the linearity of the amplifier within a certain band. The
real RF output, in Figure 3, is with a gain variation range of 0.8 dB, much more than the design
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specification 0.2 dB. To ameliorate the gain flatness, the most direct way is to add a nonlinear
circuit before the RF amplifier to offset its nonlinear distortion, that is, the way of pre-distortion.
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Figure 4: A 3-order low-pass Butterworth filter.
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Figure 5: RF spectrum with and without filter in-
serted.

The clutter noise comes from three aspects: the nonlinearities of logic circuit and devices,
especially DACs, the Finite Word-length Effect of memories and DACs, and aliased harmonics
predicted by sampling theory [1]. The role of the filter is to remove unwanted signal frequency, or
to decline the frequency component below a certain level. The unfiltered signal spectrum is showed
in Figure 3. The frequency range 940 MHz to 1.06GHz must be retained, that is, −60MHz to
60MHz in the baseband. So the filter should be a low-pass filter, with the 3 dB cut-off frequency
80MHz and off band attenuation at 250 MHz no less than 20 dB. For the simplicity of the circuit
structure, we choose the passive LC filter. A 3-order low-pass Butterworth filter is designed with
components properly selected.

Figure 4 and Figure 5 display respectively the simulation result of a 3-order low-pass Butterworth
filter and the RF spectrum with and without the filter inserted. In Figure 5, it is obvious that the
designed filter has a good performance in the term of restraining unwanted signals off the band.
The SNR is improved to 45 dB or more.

The waveform generation process includes a signal sampling process. So, as long as the amplitude
and phase compensation values are made, it is convenient to program and calculate the value after
pre-distortion for each sample point. In the system design, we use Agilent E4407B spectrum
analyzer, which provides a way to obtain spectrum data through the GPIB (General Purpose
Interface Bus) interface. Following are the details of the process of the pre-distortion method:
obtain spectrum data from the spectrum analyzer→ use filtering algorithm to analyze the spectrum
envelop → obtain the pre-distortion compensation coefficient for each sampling point → obtain
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waveform value for each sampling point according to the pre-distortion compensation coefficient
→ download waveform data. In order to achieve the desired in-band gain flatness, the above
process may be repeated several times. Using the pre-distortion method, the system’s output
signal spectrum in-band flatness is greatly improved. In the experiment, we pre-distort the Chirp
signals as mentioned in Figure 3. Then we get the results contrasting the in-band spectrum before
and after pre-distortion. Figure 6 displays the simulated in-band spectrum, and Figure 7 shows
together the before and after pre-distortion in-band spectrum.

It can be found from the above figures that the pre-distortion method used in this paper leads
to very good result in improving the flatness of in-band spectrum. The flatness is improved from
original 0.8 dB to present within 0.2 dB.

5. CONCLUSION

We presented a system design of a radar signal generator for microwave remote sensing. Then we
proposed two methods to improve the performance of the generator. A 3-order low-pass Butter-
worth filter is designed to improve the SNR to 45 dB or more. The pre-distortion method is applied
to ameliorate the in-band spectrum flatness. Real testing results shows that the designed system
has a good performance within in-band spectrum.
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Abstract— The ambiguity function of a kind of chaotic radar uses Colpitts oscillator is in-
vestigated and compared from different points of view. The Colpitts oscillator with specific
value of capacitance and inductance can generate chaotic signal with frequency band from di-
rect current to several gigahertz. The auto-ambiguity functions show that the chaotic signal of
such oscillator is ideal for Radar application with both high range and range rate resolution.
The cross-ambiguity functions also indicate the chaotic signal has excellent capabilities in the
electronic counter- countermeasures (ECCM).

1. INTRODUCTION

Chaotic and random signal radars have been widely investigated in the recent years. It is known
that random signal has high resolution in both range and range rate, making it ideal to radar
application. The previous electric circuits generated chaotic signals are all limited by their low and
narrow frequency bandwidth for better range resolution. The chaotic signal used in this paper is
generated from the Colpitts oscillator. The basic working frequency of the Colpitts oscillator ranged
from 1 GHz to 3.5 GHz, with ultra-wide frequency band from direct current to about 10 GHz.

By using the microwave chaotic signals generated from Colpitts oscillator, the advantage of the
direct chaotic radar is, by varying the operating condition, the dynamics in a Colpitts oscillator can
be easily switched among different states, and the corresponding diverse waveforms with different
characteristics are highly desirable, since it provides the property of “multi-user”, which is required
when a large number of radars with the same scheme co-exist, in applications such as vehicular
collision avoidance system.

2. COLPITTS OSCILLITOR CIRCUIT

The basic configuration of the Colpitts oscillator used as the microwave chaotic oscillator source is
shown in Fig. 1. It contains a bipolar junction transistor (BJT) as the gain element and a resonant

Figure 1: Schematic setup of the Colpitts oscillator circuit.
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network consisting an inductor and a pair of capacitors. The state equations for colpitts oscillator
as shown in Fig. 1 are:

C1
dVC1

dt
= −f(−VC2) + IL (1)

C2
dVC2

dt
= IL − VC1 + Vee

Re
(2)

L
dIL

dt
= −VC1 − VC2 − ILR + VCC (3)

where IL is the current through the inductor L, VC1 and VC2 are the voltages across the capacitors
C1 and C2. It has been verified with proper value of IL, C1 and C2 list in Fig. 1, the chaotic signal
with fundamental frequency more than 1GHz can be generated. We obtain the chaotic signal both
in simulation as shown in Fig. 2. Figs. 2(a) and (b) are the simulation results, where Fig. 2(a)
shows the time series which is noise like signal, Fig. 2(b) shows power spectra of the signal VC2 ,
which is like white noise with frequency band of about 1 GHz. Fig. 3 reveal the chaotic signal with
3.5GHz fundamental frequency. It is found the fundamental frequency of the Colpitts oscillator
can be tuned to be several gigahertz with carefully designed values of C1, C2 and IL.
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Figure 2: Simulation results, (a) Time domain waveform of VC2 , (b) Spectrum of VC2 .
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Figure 3: Simulation result for the spectrum of VC2 .

3. AMBIGUITY FUNCTION ANALYSIS OF THE CHAOTIC SIGNAL

3.1. Wideband Chaotic Signal Model

For a point target, suppose s(t) is the reference signal and

sr(t) = s(t− τ(t)) (4)
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is the reflected signal from the moving target, where τ(t) is the delay time between the reference
and the received signal, and it can be expressed as

τ(t) =
2R(t)
c + v

≈ 2R(t)
c

(5)

the velocity of the target is much smaller than the microwave signal, R denotes the distance between
the source and the target.

sr(t) = s((1 + α)t− τ0) (6)

where α =
2v

c
.

3.2. Ambiguity Function
In the Colpitts oscillator chaotic radar system, the broadband microwave chaotic waveforms are
transmitted and received as baseband signals. The ambiguity function is defined as

〈χ(τ, α)〉 =

t+T∫

t

s(t)s((1 + α)t− τ)dt (7)

where T is the correlation interval.

Figure 4: Auto-ambiguity function of the Colpitts
oscillator with 1 GHz fundamental frequency.

Figure 5: Auto-ambiguity function of the Colpitts
oscillator with 3.5GHz fundamental frequency.

Figure 4 shows the auto-ambiguity function of range and range rate, with correlation internal
T = 10µs, for signal with the fundamental frequency 1 GHz as shown in Fig. 3. As can be seen, the
ambiguity function of 〈χ(τ, 0)〉 has many side lobes. This is because the chaotic signal generated
by Colpitts oscillator possesses somewhat periodicity essentially, which makes the chaotic signal
not ideal random waveform.
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Next we investigate the characters of the chaotic signal that affects the ambiguity function.
Fig. 6 shows the slices of 〈χ(0, α)〉T for the chaotic signal with fundamental frequency 3.5 GHz,
with T = 10, 2, and 1µs, the widths of the slices narrow when the correlation interval increases.
As can be seen from Fig. 8, the FWHM of the slices are inversely proportional to the correlation
interval, that means the range rate resolution can be improved linearly with the correlation interval.

Another merit of the chaotic signal of Colpitts oscillator is its sensitivity to initial values of
the oscillator parameters, which means the chaotic signals vary greatly with different parameters,
this is useful in the multi-users condition such as car collision avoidance. To evaluate the ECCM
capability of the Colpitts oscillator, we have calculated the cross-ambiguity function of the signal
shown in Fig. 4 with the same circuit parameters but at a different time with a correlation interval
T = 10µs in Fig. 7(a), and that of two slight different parameters in Fig. 7(b). One circuit has the
same parameters as listed in Fig. 1, the other changes value of R (R = 27 Ω). The cross-ambiguity
function in Fig. 7(a) indicates the chaotic signal of Colpitts oscillator has good randomicity in time
domain, thus signal samples at different time have low degree of correlation, the cross-ambiguity
function in Fig. 7(b) is due to the sensitivity of chaotic signal of Colpitts oscillator to the circuit’s
parameters, that means slight change of the parameters will greatly change the character of the
chaotic signal. Therefore the chaotic signal of Colpitss oscillator has excellent capabilities in ECCM.

(a) (b) 

Figure 7: Cross-ambiguity function of the Colpitts oscillator with 3.5 GHz fundamental frequency, correlation
interval T = 10 µs. (a) Cross-ambiguity function with different time. (b) Cross-ambiguity function with slight
different parameters.

4. CONCLUSION

In this paper, the ambiguity functions of microwave chaotic signal generated by chaotic Colpitts
oscillator, have been studied. The time-domain, frequency domain chaotic signal and chaotic at-
tractor of the Colpitts oscillator are presented for illustration. The chaotic signals with fundamental
frequency of 1 GHz and 3.5GHz have been studied and compared. The auto-ambiguity function
of chaotic signals shows that the chaotic signal with low frequency possesses periodicity, too many
side lobes makes the unambiguous range detection difficult, and the side lobe reduces when the
fundamental frequency increases, so that the randomness characteristics of the microwave chaotic
signal improves. It should be mentioned that the operating condition of the Colpitts oscillator with
more abound dynamic characteristics can help improve the signal spectrum.

The cross-ambiguity functions of the direct radar system have also been investigated to evaluate
the ECCM performance and the “multi-user” characteristic when the chaotic signal is used as anti-
collision vehicle-borne radar. Rather excellent ECCM capability can be achieved with transmitting
chaotic signals generated by circuits with same parameters but at different time or with slightly
different circuit parameters.
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Abstract— Low noise amplifier (LNA), as the first stage of RF and microwave receivers, is a
very important element in communication systems. It is imperative to accelerate the production
process of the space LNA by developing the broadband LNA with high reliability.
In this paper, a design method for space LNA is proposed. Compared with those LNA’s designed
by traditional ways using the same low noise element, the LNA’s performance obtained here can
be improved and 30% bandwidth is achieved in noise factor.

1. INTRODUCTION

At present, the space LNA is made up of the packaged MESFET or HEMT. Because of the para-
sitic effects in packaged MESFET or HEMT itself, it is difficult for electronic engineers to design
broadband LNA.

In this paper, a method for broad band LNA design is shown. Firstly, the resonance network
is used as the LNA’s input matching network. Secondly, by optimizing elements’ values of the
resonance network, the port impedance is matched to the optimal noise impedance of the low noise
element in a broad band based on simulations and the broadband noise matching is obtained. A
C-band two stages broadband LNA is designed on the basis of the authors’ method.

The circuit and EM simulation are showed by microstrip elements in Agilent ADS software,
which proves the availability and practicality of the method.

2. DESIGN PROCEDURE

2.1. Source-Peaking and Analysis of FET
At the beginning of LNA design, it is necessary to give a thorough analysis of the low noise FET
which in the authors’ design. Source-Peaking, a feedback method, will be applied. This is a brief
introduction of Source-Peaking. Connect an inductor between the source and the ground and select
an appropriate value of the inductor. This series process can change the S parameter and Noise
parameter of FET (a little change in Noise Figure). These adjusted parameters make the design
process easy to implement. We can get low noise and good VSWR simultaneously.

Figure 1: Common source connection. Figure 2: Source-Peaking connection.

Figure 1, Figure 2 show the Optimal Noise Impedance curve and the conjugate S11 curve of a
packaged FET. Figure 1 shows the common source status and Figure 2 shows the Source-Peaking
status.

From the curves in Smith Chart of the two ground methods, it can be seen that the Optimal
Noise Impedance curve and the conjugate S11 curve is overlapped after Source-Peaking processing.
To design a matching network based adjusted parameters can easily achieve the low noise figure and
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good VSWR. The authors also can get the circuit more stable through Source-Peaking. However,
the inductor that connects ground and the source of FET is very small. It is hard to find a lumped
inductor with so small value. The authors have to use a fine microstrip line and via hole to achieve
an equivalent inductor. Optimize the microstrip line and via hole to make the S parameters of the
microstrip circuit to approach the S parameters of schematic circuit (Figure 3).

Figure 3: Source-Peaking microstrip line equivalent circuit.

2.2. Input Matching Network Design

As everyone knows, the design of input network is a key process in whole LNA design. If designers
want to get broadband performance, it is necessary to match the optimal noise impedance in
specified bandwidth. Traditional ‘L’ matching network always used for narrowband design is hard
to implement in broadband applications. Because the frequency respond curve of resonance network
can across a curve of certain frequency respond in Smith chart several times. To obtain the
broadband performance, the resonance network as the matching network must be used in design.

(a)

(b) (c)

Figure 4: Input matching network: (a) Input matching network with lumped-elements. (b) Input matching
network with microstrip. (c) Simulation results of the input matching network.

Figure 4, Zopt’s curve is the curve of optimal noise impedance. The frequency respond curve of
resonance network constitutes of lumped elements and microstrip elements across the Zopt’s curve
at low and upper frequency point. The two curves (Zopt and frequency respond curve of resonance
network) must have the same direction. After these processes, the authors get the broadband noise
matching. Simultaneous, a good VSWR is achieved by the Source-Peaking technology.
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2.3. The Whole LNA Design

After the input matching network design, the key step of LNA design is finished. Then, the inter-
matching and output networks are designing. During the inter-matching network design, designers
need pay attention to the frequency respond of the LNA. In the other word, the frequency respond
of the FET amplifier always drops as frequency increases so the frequency respond of the inter-
matching network must be oppositional with the FET’s respond.

Figure 5: EM simulating circuit.

EM simulation is implemented for the input, inter- and output matching network. Then, the
authors simulate the LNA using the EM simulation data and active element s2p file (Figure 5).
Simulated results are showed in Figure 6.

(a) (b)

(c)

Figure 6: Simulated results: (a) Gain, S11 and S22 of the LNA. (b) Comparison of NFmin and simulated
NF. (c) Stability factor.

3. CONCLUSION

This paper presents a method for broadband LNA design using resonance network. A C-band two
stages broadband LNA is designed with packaged MESFET on the basis of the authors’ method.
The simulated results show that 30% bandwidth is achieved in noise factor and proved the avail-
ability and practicality of the authors’ method.
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Abstract— Finite-difference time-domain (FDTD) method is an effective tool for shielding
effectiveness analysis. But due to the high Q of the cavity considered, the conventional second-
order FDTD method requires a very large number of time steps for a pulse excitation to decay to a
value that is sufficiently close to zero for accurate Fourier transformation of the time-domain fields
into the frequency domain. This paper demonstrates the long FDTD time steps for generating
accurate frequency domain parameters can be reduced by introducing an infinite ground plane
at the bottom of the enclosure. The ground plane has no effect on the shielding effectiveness,
but can improve the calculation efficiency. Compared with the method of introducing of an
artificial loss into the solution space, this method has much higher accuracy, which is validated
by numerical examples.

1. INTRODUCTION

The penetration of electromagnetic fields into conducting enclosures via apertures is an important
EMI issue. Finite-difference time-domain (FDTD) method is an effective tool for shielding effec-
tiveness analysis. But due to the high Q of the cavity considered, the conventional second-order
FDTD method requires a very large number of time steps for a pulse excitation to decay to a value
that is sufficiently close to zero for accurate Fourier transformation of the time-domain fields into
the frequency domain. Particularly when the aperture is small relative to the size of the enclosure,
100,000 time steps may be insufficient [1]. The introduction of a small artificial conductivity can
resolve the problem to some extent [1, 2]. But the inclusion of artificial losses, the pulse response of
the cavity is altered, and the accuracy of the prediction is degraded, especially in the high frequency
range. [3] and [4] combine the FDTD with Prony’s methods [5] for reducing the computation time
of the calculations.

The required FDTD time response can be efficiently obtained from a relatively short time record
by using an extrapolation scheme based upon the Prony’s method. This method is complicated
and the accuracy of the prediction is also degraded.

This paper introduces an infinite ground plane at the bottom of the enclosure for reducing the
FDTD computation time. The ground plane has no effect on the shielding effectiveness, but can
improve the calculation efficiency. Compared with the former two methods, this method is simple
and with higher accuracy.

2. FDTD PREDICTION

The enclosure is a rectangular box having the dimensions of 30 cm wide by 30 cm deep by 12 cm
high. The aperture is centered on the side of the box and is 20 cm wide by 3 cm high. This is
one of the geometries considered by many authors [2, 6, 7]. The incident field (Gaussian pulse) is
vertically polarized and normally incident on the aperture.

We apply the FDTD technique to analyze shielding effectiveness of this enclosure. Due to the
cavity resonances, the time-domain electric field amplitude at the center of the box decays slowly.
For getting accurate Fourier transformation of the time-domain fields into the frequency domain,
a very large number of time steps are need. For reducing the computation time, an infinite ground
plane at the bottom of the enclosure is introduced, as shown in Figure 1.

In Figure 2, the vertical component of the time domain electric field at the center of the enclosure
without the infinite ground is plotted with respect to the number of time steps. As shown in
the figure, for the field decaying to a value that is sufficiently close to zero for accurate Fourier
transformation of the time-domain fields into the frequency domain, the FDTD time steps can’t be
less than 10,000. If the slot become smaller, for example, 10 cm× 0.5 cm, it is estimated that the
FDTD simulation would extend 100,000 time steps before the late-time fields approach zero [1].

In Figure 3, the vertical component of the time domain electric field at the center of the enclosure
with the infinite ground is plotted with respect to the number of time steps. For comparison,
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Figure 1: Geometry.

 

Figure 2: The vertical component of the electric field at the center of the enclosure without the infinite
ground.

Figure 3 also gives the time domain electric field of the enclosure when a conductivity of 0.001 S/m
is assigned to all of the free-space cells.

As shown in Figure 3, introducing an infinite ground plane at the bottom of the enclosure can
fast the FDTD computation. Only after 4,000 time steps, the electrical field already reach a small
value close to zero. The effect of the infinite ground plane on the FDTD computation is a little
better than that of artificially assignment conductivity of 0.001 S/m to the free-space cells.

 

Figure 3: The vertical component of the electric field at the center of the enclosure with an infinite ground
plane or a conductivity of 0.001 S/m.

The FDTD-predicted electric field shielding (defined as the ratio of the incident electric field to
the field at the center of the box) is plotted in Figure 4. The shielding effectiveness simulated by
introducing an infinite ground plane agreed well with the direct FDTD generated result. The ground
plane has no effect on the shielding performance of enclosure, except to reduce the computation
time. The discrepancy between the direct FDTD result and the result calculated by assigning a
conductivity of 0.001 S/m is apparent in the high frequencies. Compared with the introduction of a
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small artificial conductivity, the introduction of an infinite ground plane has much higher accuracy.

 

Figure 4: Electric field shielding effectiveness.

3. CONCLUSIONS

Due to the high Q of the cavity considered, the FDTD method requires a very large number of
time steps for a pulse excitation to decay to a value that is sufficiently close to zero for accurate
Fourier transformation of the time-domain fields into the frequency domain. By introducing an
infinite ground plane at the bottom of the enclosure, the transient fields inside the cavity are
forced to decay to zero much more rapidly. Compared with the introduction of an artificial loss
mechanism into the solution space, this method has much higher accuracy, enabling the accurate
Fourier transform of the time-domain fields into the frequency domain.
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Abstract— Considering the difficulty of via construction in EBG structures and the cost of
lossy materials and absorbers, in this paper, we look for implementing DGS and Artificial Mag-
netic Conductor to reduce mutual coupling in enclosures and array antennas particularly in CBS
antennas. Circular ring defected ground structure and capacitive loaded AMC strips are de-
signed and optimized to have electromagnetic band gaps and incident wave reflection features,
respectively, in the resonant frequency band of cavity backed slot (CBS) antenna. The complete
structure consists of CBS antenna with circular ring DGS and CLS-AMC. These structures are
investigated and enhancement in EMI and the radiation patterns of this antenna is observed.

1. INTRODUCTION

Performance limitations in electronic devices and electromagnetic structures due to mutual coupling
between elements is an important aspect which has received much attention. Mutual coupling be-
tween different hardware stages such as devices or transmission lines in printed circuit boards is one
type of electromagnetic interference (EMI). Moreover, excitation of the surface wave which causes
EMI in the printed circuit antenna is another problem of mutual coupling that limits compactness
of the structure.

So far, to reduce the effect of mutual coupling various methods have been proposed based on
reducing surface waves. Utilizing the lossy material is one of these ways [1]. Using electromagnetic
band gap structures (EBG) which reduce surface waves in all directions and in specific frequency
bands have been increased in recent years. Decreasing of parallel plate waveguide noise [2] and
enhancing antenna characteristics [3, 4] are some application of EBG structures.

In this paper we are focusing on improving the efficiency of cavity backed slot (CBS) antennas
by reducing mutual coupling between two cavities through the common plane surface wave. In
prior works diverse methods have been suggested for developing EMI in these structures such as
implementing lossymaterials [1] or EBG structures constructed from metal patches and vias [5].
In this work, considering the absence of vias, which eases the fabrication process, we are using
defected ground structures (DGS) and artificial magnetic conductors (AMC) to achieve this pur-
pose. In addition to the difficulty of via construction, for reducing EMI, two EBG structures is
required since each EBG structure with certain dimensions reduces surface waves just in one res-
onant frequency [5]. The CBS antenna without DGS and AMC structures is first simulated and
its working frequencies are derived, then DGS and AMC are designed for this frequency band.
Assuming the same dimensions as [5] for CBS antennas, the resonant frequencies of antennas are
found to be 7.5 and 12 GHz. Dispersion diagram and the frequency band gap for circular ring DGS
is obtained. Next, the transmission coefficient of capacitive loaded AMC strips will be considered
and the dimensions of this structure are optimized to act in the operating frequency band of the
CBS antenna. Finally, we examine CBS antenna with a circular ring defected ground structure
and capacitive loaded strips, and subsequently enhancement in characteristics of the antenna has
been observed.

2. CIRCULAR RING DEFECTED GROUND STRUCTURE

Electromagnetic band gap feature of DGS is introduced in [6]. In this paper, we use a circular ring
defected ground structure with an internal radius of 2 mm and an external radius of 3 mm with a
unit cell length of 8mm. The circular DGS is constructed below a substrate with thicknesses of
1.575mm and a permittivity of 10.2. The unit cell of this structure is shown in Fig. 1.

The dispersion or β-f diagram can be calculated from the unit cell. Two dimensional Eigenmode
solutions for Maxwell’s equations are obtained for the restricted unit cell (or Brillouin zone) under
periodic boundary conditions. Algorithms for solving Maxwell’s equations under periodic boundary
conditions have been implemented using both the Green’s function, based on method of moments
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and the finite element method. In this work we have used a commercially available simulation tool
based on finite element method (HFSS).
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Figure 1: Circular ring DGS showing the
unit cell dimensions and the dielectric
constant of the structure.
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Figure 2: β-f diagram for the circular ring defected ground
structure.

The dispersion diagram for this structure is shown in Fig. 2. It is observed that the circular
ring DGS with the mentioned dimensions, possesses an omnidirectional surface wave band gap in
the range of 10 to 13 GHz.

3. CAPACITIVE LOADED AMC STRIPS

The usage of metallic arrays printed on dielectric substrate in the absence of vias (AMC) has
attracted a lot of interest in recent years. Due to reflecting incident waves with a zero degree
reflection phase, this surface performs as equivalent artificial magnetic conductors. In this part, we
analyze and design a CLS structure. The incident wave reflection properties of this structure has
been assessed by using the commercial finite element full wave solver HFSS and the transmission
coefficient and reflection phase is obtained. The strip width and length are optimized to attain
7–13GHz frequency band for reflecting the incident waves. For analyzing this structure with HFSS
software, a two port waveguide with two perfect electric conductors is used [7]. The CLS surface
is perpendicular to the PEC walls. The size of capacitor gaps are 0.3 mm and every line width is
0.4826mm. As shown in Fig. 3, every CLS length is 4.3688 mm and the length of one CLS unit
cell which consists of three capacitive loaded strips along the axis is 14.605mm. This structure is
constructed on a substrate with 0.254mm thickness and a permittivity of 2.2. The HFSS calculated
magnitudes of S11 and S21 for a unit cell of CLS in the two ported waveguide is shown in Fig. 3.
The strong reflectivity is turning on near 7.6 GHz and lasts up to 13.5 GHz.
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Figure 3: The CLS-AMC geometry.
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4. CBS ANTENNA WITH DGS AND AMC

In this part, we combine the cavity backed slot antenna with circular ring DGS and capacitive
loaded AMC strips. Dimensions of cavities, coaxial feed and space between the two cavities are the
same as [5]. The top and side view of CBS antenna with DGS and AMC is shown in Figs. 5(a) and
(b), respectively. The array of circular ring DGS consists of 28 microstrip circular rings forming an
array of 4× 7 elements. The array period is 8mm and equals the dimension of the unit cell. This
array is placed below the common ground plane between two cavities. Array of 2 × 12 CLS unit
cells is located over the common ground plane. The separation between two CLS unit cells in the
x and y directions are 3.175 mm and 4 mm respectively.

  (a) (b )

Figure 5: Side (a) and top (b) views of the CBS antennas demonstrate the placement of the DGS and AMC
structures.

The S21 (where one antenna is acting as a source and the other as a receiver) of the CBS
antennas with and without circular ring DGS and CLS artificial magnetic conductor structures is
shown in Fig. 6. These simulations show that significant coupling reduction is achieved, reaching
around 40 dB at 11.5–13 GHz frequency band. In the view of the fact that starting frequency
of incident waves reflection in the CLS structure was around 7.8GHz; and the best reduction in
mutual coupling occurred over 7.8–8.5 GHz band which has a shift of 0.3 GHz from the resonant
frequency.

In view of the reduction of surface waves on the common ground plane and also mutual coupling
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Figure 6: Magnitude of the S21 parameter for CBS antenna with and without circular ring DGS and CLS
structure.
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between the two cavities, we expect the radiation patterns become directive in comparison with
CBS antenna without DGS and AMC. The radiation pattern of CBS antenna with and without
DGS and AMC is shown in Figs. 7(a) and (b) for f = 12 GHz. It is clear that the radiation pattern
rotates in the direction opposite to the side in which the DGS and AMC structures are located
and the gain of the antenna is also increased.. The radiation pattern for f = 7.5GHz is shown
in Figs. 8(a) and (b) for both CBS antennas with and without DGS and AMC. The same result
in this frequency is preserved as well. We should mention that enhancement of radiation pattern
for both 7.5GHz and 12GHz are achieved in one structure while in [5] two EBG structures were
implemented for enhancing EMI in each resonant frequency and improving of radiation pattern for
booth 7.5 GHz and 12GHz was not accessible at the same time.

(a) (b)

Figure 7: Radiated field patterns at 12GHz (a) without and (b) with DGS and AMC structures. The pattern
is plotted in the y-z plane (E-plane).

(a) (b)

Figure 8: Radiated field patterns at 7.5GHz (a) without and (b) with DGS and AMC structures. The
pattern is plotted in the y-z plane (E-plane).
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5. CONCLUSION

It is demonstrated that DGS and AMC structures can be designed and implemented to reduce the
mutual coupling between elements in array structures instead of using two EBG structures with
vias that complicate the manufacturing. To derive the dispersion diagram of circular ring DGS and
reflection and transmission data for normally incident plane wave illumination in CLS metamaterial
HFSS software is used. A set of effective enhancement in decreasing EMI and radiation pattern of
the antenna and in the resonant frequency band is observed and discussed.
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Abstract— EMI the silent threat or it may be sfilent killer is present everywhere, inside and
outside of all electrical equipments. The successful detection and elimination of EMI require
a systematic search for EM1 sources as well as knowledge of interference susceptibilities of the
equipment. Familiarity with the environment in which the equipment will work as well as possible
alternative environments are fundamental to effective EMI reduction to a required minimum level.
In this paper we designed a simple two wire model to predict EMI when this model is illuminated
by a distant source antenna. The proposed model is being fabricated at Indian Institute of
Technology, India. Measured and simulated results are shown. Simulations were being carried
out at Kalpana Chawla Space Technology Cell, IIT Kharagpur, India.

1. INTRODUCTION

The model that we fabricated is a simplified version of the more exact transmission line model,
but it will be suitable for prediction purposes. We consider a parallel-wire transmission of length
` that has a uniform plane wave incident [1] on it in Fig. 1. The wires are separated by a distance
s and have load resistances RS and RL. In order to quantify our results, we will place the two
wires in the xy plane, with RS located at x = 0 and RL at x = `. The wires are parallel to the
x axis. Our interest is in predicting the terminal voltages V̂S and V̂L [2]. The induced voltage
is being contributed by the incident EM field. The component of the incident electric field that
is transverse to the line axis, Êi

t = Êi
y (in the plane of the wires and perpendicular to them and

directed upward), and the component of the incident magnetic field that is normal to the plane
of the wires, Ĥ i

n = −Ĥ i
z (perpendicular to the plane of the wires and into the page), as shown

in Fig. 1(b). For simulation of the model we used CST Microwave Studio, a 3-D electromagnetic
solver [4].

2. FORMULATION OF THE PROBLEM

For the parallel-wire line having wires of radius rw the per-unit-length induced sources V̂S & ÎS

are generated by the incident wave. Faraday’s law shows that Ĥ i
n will induce an emf in the loop

bounded by the wires as shown in Equation (1).

emf = jω

∫

S

B̂i
nds

= jω

∫

S

Ĥ i
nds

= jωµ0∆x

S∫

y=0

H i
ndy (1)

This induced emf can be viewed as an induced voltage source whose polarity, according to Lenz’law,
is such that it tends to produce a current and associated magnetic field that opposes any change
in the incident magnetic field. Thus, for the incident magnetic field intensity vector, normal to
and into the page [3], the positive terminal of the source will be on the left. For a ∆x section, the
per-unit-length source will be given by dividing the result in by ∆x to give

V̂S(x) = jωµ0

S∫

y=0

H i
ndy (2)
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(a)

(b) (c)

Figure 1: Modeling a two-conductor line to determine the terminal voltages induced by an incident electro-
magnetic field: (a) problem definition; (b) effects of the transverse electric field component and the normal
magnetic field component; (c) a per-unit-length equivalent circuit [1].

The per-unit-length induced current source ÎS is directed in the −y (downward) direction, and is
due to the component of the incident electric field intensity vector that is transverse to the line and
directed in the +y direction.

ÎS(x) = jωC

S∫

y=0

Ei
tdy (3)

From the per-unit-length equivalent circuit of Fig. 1(c):

V̂ (x + ∆x)− V̂ (x) = −jωl∆xÎ(x)− V̂S(x)∆x (4)

Î(x + ∆x)− Î(x) = −jωc∆xV̂ (x + ∆x)− Îs(x)∆x (5)

This exact solution is not necessary for estimation purposes, and we will obtain an approximate
solution.

Some Approximations
For many cases of practical interest the line length is electrically short at the frequency of

interest; this is, ` = λ0. This will be the case of interest here for the purposes of estimating the
induced terminal voltages. If the line length is electrically short at the frequency of interest, we may
lump the distributed parameters by using one section of the form in Fig. 1(c) to represent the entire
line and replacing ∆x with `. Thus the per-unit-length elements and sources are multiplied by the
total line length `. Although the terminal voltages can be calculated from this model for electrically
short lines, we will make a final simplification that provides an extremely simple model that is valid
for a wide variety of practical situations. In this model we ignore the per-unit-length parameters
of inductance and capacitance. Neglecting the line inductance and capacitance is typically valid
so long as the termination impedances are not extreme values such as short or open circuits. In
addition, since the wire separation is much less than the wire length, the field vectors do not vary
appreciably across the wire cross section, that is, with respect to y. Therefore the integrals in
the sources (Equation (2)) and (Equation (3)) with respect to y can be replaced with the wire
separation s, giving

V̂S` ∼= jωµ0Ĥ
i
nA (6)

ÎS` ∼= jωcEi
tA (7)

where A is the area of the loop A = `s.
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From this model shown in Fig. 2, it is a simple matter to compute the induced terminal voltages,
using superposition, as

V̂S =
RS

RS + RL
jωµ0`sĤ

i
n −

RSRL

RS + RL
jωc`sÊi

t (8)

V̂L = − RS

RS + RL
jωµ0`sĤ

i
n −

RSRL

RS + RL
jωc`sÊi

t (9)

This is a particularly simple model that will yield useful estimations of the effects of incident fields.

Figure 2: A simplified, lumped equivalent circuit of the pickup of incident fields for a two-conductor line
that is electrically short.

3. EXPERIMENTAL SETUP

In this experiment parallel-wire line terminated by 50 ohms impedance at one end and spectrum
analyzer with impedance 50 ohms at the other end is studied. The parallel wire line is illuminated
by an electromagnetic radiation from a dipole antenna. This incident radiation induces current on
the wire surfaces that further produces voltage drop across the impedances connected at both ends.
Here the power received by the spectrum analyzer due to the radiated emission from the antenna
is studied over a wide frequency range and for 0◦ angle of incident field direction.

(a) (b)

Figure 3: (a) Fabricated two Wire model of copper wire in homogeneous medium, (b) Receiver side of the
experimental setup.

The specifications of the experimental setup are given below:

L = 38 cm (Length of the wire)
S = 1.3 cm (Distance between two wires)
Diameter of the wire = 3.5 mm
Distance between transmitting antenna and two-wire line model = 345 cm

4. RESULTS & ANALYSIS

Figure 4 shows the simulated and measured results of voltage developed across the two wire model
when placed in an EM environment. The results shows that both simulated and measured results
are following the same pattern, but small difference is there in the values.

We are providing 10 dBm power from the signal generator to exite the dipole transmitting
antenna. For the purpose of simulation we are exciting the dipole antenna using discrete port
providing 1 watt power for excitation.
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Figure 4: Voltage pickup when antenna is horizontally oriented w.r.t to ground plane: (a) CST simulated
result, (b) Measured result.

Figure 5 shows the simulated and measured results of voltage developed across the two wire
model when placed in an EM environment. The results show that both simulated and measured re-
sults are following the same pattern, but small difference is there in measured and simulated values.
This is because that the whole experiment is performed in Microwave measurement laboratory, IIT
Kharagpur where the environment is very much crowded. If the same experiment would have been
performed in an anechoic chamber or an OAT site the results would have been quite better.

(a) (b)

 

0.00E+00

5.00E-09

1.00E-08

1.50E-08

2.00E-08

2.50E-08

3.00E-08

3.50E-08

4.00E-08

4.50E-08

300 500 700 900 1100

0

0.00005

0.0001

0.00015

0.0002

0.00025

0.0003

0.00035

0.0004

0.00045

300 500 700 900 1100

Vertical Polarization Vertical Polarization

Frequency (MHz) Frequency (MHz)

V
o

lt
s

V
o

lt
s

Figure 5: Voltage pickup when antenna is vertically oriented w.r.t to ground plane: (a) CST simulated
result, (b) Measured results.

5. CONCLUSIONS

This paper presents the estimation of the effects of incident fields across the two wire terminals
when this model is illuminated by EM wave from some distant antenna thus estimating the effect
of EM radiation in an EMI/EMC environment. The results from EMI/EMC stand point of view
are very important for system design. Also the study can be extended for PCB lands, shielded
wires and bent interconnects. Here we have considered only zero degree angle of incidence of the
EM wave. The same experimental setup can be used to measure the induced voltage for different
angles of incidence of the EM wave.
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Abstract— A 2-D folded Hall device, fabricated in a standard 0.35µm CMOS process, is
proposed. By simultaneously altering the bias currents and the polarities of p+-implant and
n+-implant contacts, the experimental results exhibit that the bulk parasitic magnetotransistor
presents either the best magnetosensitivity or the highest induced Hall voltage at the supply bias
current 20 mA. A further analyses of the interactions between the Hall device, the lateral mag-
netotransistor and the vertical parasitic magnetotransistor show that the dominant mechanism
evoked by the magnetic induction is the hybrid effect which mixed with the Hall effect and the
filament magneto-sensitive effect. By the way, the maximum supply-voltage-related sensitivity
of the hybrid effect of vertical magnetoresistor and bulk magnetotransistor is about 68 and 48
times larger than that of the Hall device and the lateral parasitic magnetotransistor, respectively.
Note that the maximum induced Hall voltage of the hybrid effect of vertical magnetoresistor and
bulk magnetotransistor magnetotransistor is also greater than that of the Hall device and the
lateral parasitic magnetotransistor by 136 and 9 times, while the amplification function of the
lateral parasitic magnrtotransistor appears at the higher supply bias current. The largest supply-
current-related sensitivity is presented with 3.838 (V/A*T).

1. INTRODUCTION

Today a variety of integrated silicon magnetic-field sensors are presented. Among those magne-
tosensors, magnetotransistors provide some specific advantages such as high sensitivity, easy offset
elimination, a wide calibration range and a relatively small temperature drift [1–4], while magne-
toresistor or Hall device exhibits better linearity.

For Hall device, there is some novel vertical Hall devices are presented to sense the magnetic
field parallel to the device surface. The operation of the vertical Hall device occurs in the active n+-
implant region surrounded by p+-implant ring. It has been theoretically proven that the sensitivity
is invariant with respect to its geometry [5].

For magnetotransistor, the magnetosensitivity is a superposition of the Hall action and the
non-equilibrium bipolar conductivity. Many intense researches led us into the unusual sensor’s
mechanisms in the base region to explain the enhancement on magnetosensitivity. The first one is
the electrically controlled polarity of magnetosensitivity (ECPM). The second mechanism is filament
magnetosensitivity effect (FME). The third effect is so called magnetogradient effect (MGE). In
our study, we design both lateral and vertical BMTs to find the Hall effect between BMTs and
Hall device in base region with carrier filament. The vertical MT is fabricated with a standard
bulk CMOS technology [6]. That is, we propose a new two-dimensional folded Hall device with two
merits, the Hall device inhered with better linearity and the magnetotransistor inherited with higher
magnetosensitivity. Many P+-implant contacts are used as control contacts to alter the trajectories
of the majority carriers and to suppress the undesirable sidewall current [7]. The folded style is not
only to reduce the offset by shortening the geometric asymmetry, but also to avoid unbalancing on
the base current of the parasitic magnetotransistor.

2. EXPERIMENTAL SETUP AND RESULTS

Figure 1 presents the proposed two-dimensional folded Hall Device. In this figure, the symbols,
including C, S, t, d and VH , are the control or bias contact, the sensing contact, the N-well
thickness, the width of guard ring, and the induced Hall voltage, respectively. In this paper,
we measure the induced Hall voltage, which is got by passing the output current through the
surrounding parasitic impedance, in order to comprehend the linear characteristics, not to get the
highest magnetosensitivity.

The proposed two-dimensional folded magnetosensor is designed to measure the Hall voltages,
VHX and VHY , induced by the applied 2-D magnetic inductions, −BX and BY . If the magnetic in-
duction BY is applied in the y-direction, the induced Hall voltage VHX is detected in the x-direction
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(a) (b)

Figure 1: Detailed structure of the 2-D folded Hall device. (a) Plan view of layout and (b) Geometry
configuration.

and the cross-noise VHY is simultaneously caught in the y-direction. Note that the additional P+-
implant contacts are used not only to establish the parasitic lateral magnetotrasistors and bulk
magnetotransistors, but also to enhance the magnetosensitivity by lengthening the trajectories of
the majority carriers.

Table 1: The experimental setups of the proposed folded magnetic device.

Types
Bias contacts

P+ implants

(Control contacts)
P-substrate

Magnetic effects
Cin Cout C11∼C24 Bulk

1 V + V− Vmin Vmin MR

2 V− V− Vmax Vmin LMT

3 V− V− Vmin Vmax BMT

4 V + V− Vmin Vmax MR+BMT

Table 1 shows the experimental setup to interpret the individual and combined effects of MR,
LMT and BMT, the abbreviations MR, LMT and BMT, mean the magnetoresistor, the lateral
magnetotransistor, and the bulk magnetoresistor, respectively. It is necessary to note that the
signs, V +, V−, Vmin and Vmax, are the positive voltage of the biased source, the negative voltage
of the biased source, the minimum supplied voltage (normally ground) and the maximum supplied
voltage (normally 3.5 V for 0.35µm technology), respectively.

Table 2:

VH(mV) SRI(V/A T) NLE (%) VOffset (mV) 
Types 

VH(x) VH(y) SRI(x) SRI(y) NLE(x) NLE(y) x y 

Ibias

(mA)

Vbias

(V)

Magnetic 

effects 

1 0.020 0.021 5.28% 5.57% 31.34 43.07 17.29 33.86 10mA 2.7V MR

2 0.294 0.288 7.83% 7.67% 33.69 39.66 44.66 34.19 100mA 2.6V LMT

3 1.036 1.051 138.15% 140.15% 2.16 2.32 6.43 1.57 20mA 0.47V BMT 

4 2.704 2.879 360.52% 383.84% 10.21 8.21 12.38 19.47 20mA 0.45V MR+BMT

.

Table 2 provides a summary of the measurements of the maximum output Hall voltages in the
x-direction and y-direction, VH(x) and VH(y), and their relative maximum supply-current-related
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magnetosensitivities, SRI(x) and SRI(y), the maximum non-linearity errors, NLE, the maximum
offsets, Voffset , the relative bias currents Ibias and bias voltages Vbias in the x-axis and y-axis.

All the output Hall voltages are detected by the Electrometer/High Resistance System (KEITH-
LEY Model: 6517). A supply-current-related sensitivity is defined as [1]

SRI =
∣∣∣∣

1
Ibias

∆Vout

∆B

∣∣∣∣ [V/A · T ] (1)

where Ibias denotes the supplied bias current, ∆Vout is the output Hall voltage and ∆B is the
applied magnetic induction paralleled to the chip surface. And that, the non-linearity error (NLE)
is defined as

NLE =
∆Vout −∆V

(0)
out

∆V
(0)
out

× 100% (2)

where ∆Vout is the measured value of the output Hall voltage, and ∆V
(0)
out is the calculated value

based on the slope of the straight line obtained with best curve fitting the output characteristic [8].

3. DISCUSSION

In types 1 and 2, all the maximum output Hall voltages of folding magnetosensor are inferior to
those of longitudinal magnetosensor, but the large non-linearity error and offset seriously damage
this merit. In terms of the supply-current-related sensitivity, the measured results of folding mag-
netosensor are mostly superior to those of longitudinal magnetosensor. The folding magnetosensor
integrated with bulk magnetotransistor should be a good design owing to its good magnetosensi-
tivity.

In types 3 and 4, we try to comprehend the interactions between vertical magnetoresistor,
vertical magnetotransistor and bulk magnetotransistor. After comparing the maximum output
Hall voltage of type 3 with that of type 2 in folding magnetosensor, we conclude that the dominant
effect of type 3 is the magnetic function of vertical magnetotransistor.

In the hybrid effect of vertical magnetoresistor and bulk magnetotransistor (type 4), the output
Hall voltage is almost proportional to the bias current, Ibias, in longitudinal magnetosensor, but
it is reversely proportional to the bias current in folding magnetosensor. This important merit
of folding magnetosensor manifestly declares that the low power magnetic sensor is possible. The
measured result of type 4 shows that the dominant magnetic device is bulk magnetotransistor not
only in longitudinal magnetosensor but also in folding magnetosensor.

All the supply-current-related magnetosensitivities are summarized and shown in Table 2. The
optimum measured value in type 4, SRI = 3.838V/A · T , is better than those in diode device,
SRI = 1.80V/A · T [6], and in lateral transistor device, SRI = 2.00V/A · T [7]. In fact, the folding
design is not only to obviously improve the non-linearity error, but also to manifestly minimize the
offset.

4. CONCLUSION

An experimental analysis is presented to comprehend the interaction of vertical magnetoresistor,
vertical magnetotransistor and bulk magnetotransistor in longitudinal and folding magnetosensors
fabricated by industrial 0.35µm technology. On the basis of experimental data generated by in-
dividual magnetic device, the proposed folding design will effectively improve the non-linearity
error and offset, but the trade-off is low sensitivity. In order to compensate this demerit, a bulk
magnetotransistor is put on. Because that the magnetosensitivity of bulk magnetotransistor in
folding mganetosensor is over ten times higher than that in longitudinal magnetosensor, we predict
this assignment is a good work. The experimental result correctly proves this prediction. After
several integrated devices are measured, all the evidences conclude that the dominant magnetic
effect is bulk magnetotransistor. Besides, we find that the optimum magnetosensitivity is obtained
at high bias current in longitudinal magnetosensor, but it is achieved at low bias current in folding
magnetosensor. This discovery in folding magnetosensor makes the implementation of low power
magnetic sensor is possible.

Furthermore, if the bulk magnetotransistor integrates with vertical magnetoresistor, the magne-
tosensitivity will be highly uplifted in both proposed longitudinal and folding magnetosensors. The
mechanism is conjectured that the filament current of vertical magnetoresistor is directly injected
into the base region of bulk magnetotransistor to increase the minority-carriers and to enhance the
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magnetosensitivity. So that, the magnetosensitivity is determined by minority-carrier deflection
effect for magnetosensor integrated with bulk magnetotransistor. The optimum supply-current-
related magnetosensitivity is measured as SRI = 3.838 · V/A · T . This result is better than that of
diode device, SRI = 1.80 · V/A · T , and that of lateral transistor device, SRI = 2.00V/A · T .
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Abstract— The design, preparation of newly multipurpose ferrites (i.e., a magnetoelectric
ceramic materials) Ba6−xR2x(Nb1−xFe2+x)O3, etc, which it exhibiting the piezoelectricity and
the piezomagnetic effect, then, preparation and selection of magnetorheological fluids (MRF)
have been studied, respectively. The functional integrated devices which is a newly acoustical
and vibration control devices combining multipurpose ferrites Ba6−xR2x(Nb1−xFe2+x)O3, etc
and magnetorheological fluids, and their applications have been investigated, and, emphasis was
given to the applications in acoustics and vibration control, etc, as may be noted.

1. INTRODUCTION

Multifunctional electronic materials and integrated intelligent devices are needed in the develop-
ment of advanced technologies, especially mechano-electronic integrative units. This work describes
the preparation of new type piezomagnetic ferrite materials (i.e., magnetoelectric ceramic materials)
and their multifunctional integrated devices which is a newly acoustical and vibration control de-
vices (combining multipurpose ferrites and magnetorheological fluids) and their new applications in
this study. Piezomagnetic materials could be used as reversible electroacoustical or electromechan-
ical transducing etc. acoustical devices by piezomagnetic effect [1–3]. This paper briefly reports
on multipurpose ferrites (i.e., magnetoelectric ceramic materials) Ba6−xR2x(Nb1−xFe2+x)O3, etc,
which it exhibiting the piezoelectricity and the piezomagnetic effect, then, preparation and selec-
tion of magnetorheological fluids (MRF) have been studied [4], respectively. And newly functional
integrated devices used for acoustics and vibration control.

2. NEW PREPARING METHOD OF THE MULTIFUNCTIONAL PIEZOMAGNETIC
FERRITE MONOCRYSTAL

The design, preparation of newly multipurpose ferrites (i.e., a magnetoelectric ceramic materials)
Ba6−xR2x(Nb1−xFe2+x)O3, etc, which it exhibiting the piezoelectricity and the piezomagnetic ef-
fect that has already been published in paper [5]. In present work, main preparation method of
the piezomagnetic ferrite monocrystal which have also tested [6] for the multifunctional piezomag-
netic ferrite multicrystal materials, such as: (1) solution technique; crystal growth from solution by
the temperature-drop method, (2) vaporation technique; crystal growth from solution evaporation
technique, (3) hydro-thermal method, (4) vertical pulling method (that is Czochalski method —
CZ method). (5) floating zone method — FZ method, (6) molten-salt growth method, (7) flame
melt method; Flame fusion method (that is Verneuil’s method), etc. But, in preparation of mul-
tifunctional piezomagnetic ferrite, the above technological processes either the method is required
conditions to be excessively high, or in the method have gotten the qualified products to be too
little. However, these methods are applied in the productions of multifunctional piezomagnetic
ferrites are lesser.

3. APPLICATIONS

3.1. General Applications of the Piezomagnetic Ferrites
Piezomagnetic ferrite materials were as piezomagnetic element to be applied in wave filters initially.
Recently, applied field of piezomagnetic ferrite materials have greater development. In a word, the
applications of piezomagnetic ferrite materials have (1) Magnetostrictor (including transverse length
extension vibration mode, thickness- or width-flexure vibration mode, and twist magnetostriction
vibration mode etc): Small change in the length of a piece of piezomagnetic material, which is
accompanied the process of magnetization. Ferrite bar (rod), ferrite frequency meter, ferrite head,
ferrite keeper, ferrite core, ferrite bead, ferrite-filled waveguide, ferrite-plate memory, ferrite-roe
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antenna, and ferrite-tuning devices, etc. can also made of piezomagnetic ferrite material. (2) More
correctly, a magnetostrictive transducer is a device to convert electrical oscillations to mechanical
oscillations by employing the property of magnetostriction. It consists in essence of a bar of piezo-
magnetic magnetic material, anchored at one point, and subjected to an oscillating magnetizing
force, i.e., an oscillating current circulating in a coil carried by the magnetic member. The mag-
netostriction effect (change of length of ferrite with change of magnetization) results in oscillating
movement of the free end or ends of the bar. In order to achieve maximum energy transmission, the
system must be driven at or near its natural frequency. The oscillating magnetizing current can be
derived from a dynamo-electric alternator or from a thermoionic generator. In the latter case the
generator must either include an oscillating valve or receive an input consisting of an oscillating
current induced in a pick-up coil incorporated in the transducer itself. The direction of the change
of length is, in most material, independent of the direction of the applied magnetizing force, and
the frequency of the mechanical oscillations is therefore twice the frequency of the field. However,
by providing a magnetic bias by means of a superimposed unidirectional field produced by a di-
rect current flowing in the main or in an auxiliary winging, the mechanical oscillation frequency
can be made equal to the field frequency. The acoustical transducers are principally employed for
producing pressure waves of ultrasonic frequency.
3.2. An Investigation into Multifunctional Integrated Devices
This works were based on the principle theories and related techniques of materials, acoustics,
chemistry, physics, electronics, mechanics, etc, which pass the creating and the leaping of the
conception and technology, then select be able to accomplishing methods and ways in our laboratory.
Starting from the formula, composition and properties testing of the new type multifunctional
piezomagnetic ferrite materials which improve on development techniques of the piezomagnetic
community, then obtain better properties of the materials and with this materials was made of new
acoustic and vibration control devices.

Our investigation into multifunctional piezomagnetic ferrite materials and their applications
has shown good progress and results. However, in the development of new multifunctional piezo-
magnetic ferrites and acoustical devices, there are many parts, which need precision processing
techniques, electronics and thermal treatment techniques, and measurement of multifunctional
piezomagnetic properties, to be applied, also make the needs for physics, chemistry and engineer-
ing etc combining.

In this study, from preparation of material to the analyzes of their properties, from active compo-
nent to the development of multifunctional integrated devices [such as the model of multifunctional
integrated structure with piezomagnetic ferrite and magnetorheological fluid (abbreviated as MRF),
the model of the had symmetrical bearing cap and coupling piece (45# steel), and single-leg compos-
ite ultrasonic transducer exhibiting piezoelectricity and piezomagnetic effect, etc], we have made
good progress, and received qualitative results. The principle properties of the multifunctional
piezomagnetic ferrite materials are:

Piezoelectric strain constant d33 Â 600pC ·N−1,
Piezoelectric voltage constant g33 Â 34× 10−3V ·m ·N−1,
Relative dielectric constant εT

33/ε0 Â 2500,
Mechanical factor Qm Â 800,
Planar electromechanical coupling factor kp Â 0.54;

And, their magnetic properties are:

Initial permeability µi = 40000,
The effective permeability µQ = 1.25× 105 (at ultrasonic frequency range),
(Saturated) magnetic induction Bs = 5000Gs,
Magnetostrictive coefficient λsand mechanical strength are higher.

(1). Multifunctional piezomagnetic ferrite materials have been used as an integrated intelligent
structure (a new actuator) with piezomagnetic materials (Ni-Zn ferrite or Ni-Cu ferrite) and the
composite magnetorheological fluid (abbreviated as MRF [7–10], as it is magnetorheological fluids
belong to the group of controllable fluids. Their viscosity may be changed by the external magnetic
field. The increase of external magnetic field strength causes the increase of magnetorheological
fluid viscosity). In present work were selected and used the composite magnetorheological fluids
which made by ourselves and their principle properties are:
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Viscosity > 8Pa · S/10s−1 (at zero magnetic field),
Response time < 9ms.

In proportion to the designed magnetic particles (part-component), whose volume percentage
concentration of fluid (the disperse phase) is at 10% ∼ 20%,

Anti-precipitate, nonpoisonous and the composite MRF do not contain water.
In the new and unique intelligent structure is shown in Fig. 1 (Schematic diagram of the principle

of the model of the integrated intelligent structure with multifunctional piezomagnetic ferrite and
MRF). In this intelligent structure (model), when multifunctional ferrite part (piston rod) have a
transient pulse force applied to it, that causes the piston rod for a moving along a straight line,
then induced change of the magnetic flux in the winding (coil), therefore, a changing current and
magnetic field are induced in the winding (coil), at the same time, induced the changing of magnetic
field surrounding with the MRE. MER will change from liquid phase to solid therefore to counteract
the impulsive forces. Relations between them are given by:

B = µ · N

l
· I (1)

where

B stands for the magnetic induction of surrounding with MRE,
µ for permeability of multifunctional piezomagnetic ferrite (piston rod),
N for the number of turns of the winding (solenoid),
l for the length of the toroidal solenoid coil,
I for the current through the solenoid coil.

When the piston rod (multifunctional ferrite structure) is subjected the force for moving a straight
line inside the solenoid coil, relations between them are given by:

L = µ · N2

l
· S (2)

where

L stands for coefficient of self-induction of winding (coil) of the solenoid,
S for the area of the cross-section of pistion rod (multifunctional piezomagnetic ferrite mate-
rial).

From above formula we have conclusions and results below: when piston rod is perpendicular to
the magnetic force lines for moving along a straight line, at same time, the rod certainly will segment
(cutting) the magnetic force line, then, caused the changing of the current in toroidal solenoid, while,
produced the changing of the magnetic field surround with MER follows the current.

When multifunctional piezomagnetic material elements have been applied a transient time im-
pulsive force and to act rectilinear motion in inside of the coil (winding), therefore, in the coil
(winding) could produce changed current and magnetic field, then, the magnetic field (by d-c
current) is applied to the magnetorheological fluid in very short duration, where it is simultane-
ously changed from liquid phase to solid and there to counteract the impulsive force. (a) The
first applicable aspects of the integrated intelligent structure will be an effective technique in the
vibration control aspect, such as, anti-seismic structure, reducer, damper, and recoilless weapons
(equipment), and varied shock-absorber, etc. These applications can be found in fields of national
defenses, electronics, aviation-spaceflight, machinery, traffic, chemical industry, robot and medical
equipment, nuclear installations, bridge seats, optic engineering, etc; (b) in the acoustic applica-
tions, the integrated intelligent structure will be the potential to resist destructiveness of shock
wave, and to protect against the perniciousness of infra sound, acoustic shock waves, explosive
waves, etc, and, for a collision avoidance system of a future intelligent automobile, the surface
protection of modern aircraft to fly at high speeds, etc.
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Figure 1: Schematic diagram of the principle of the model of the integrated intelligent structure with
multifunctional piezomagnetic ferrite and MRF. Notes: (1) the spring is used to strut the dead weight of
the piston rod (at constant magnetic field); (2) the sealing ring is made of insulating rubber; (3) the piston
skirt is made of glass fiber reinforced plastic.

4. CONCLUSIONS

4.1 Mention in passing, there is pointed out that piezoelectric and piezomagnetic this two kinds of
acoustoelectric transducing materials can’t replace each other in some important applications and
will be long-term coexistence, but also the both have better compatibility.

4.2 At present, researchers have discovered some analogous multifunctional piezomagnetic fer-
rite materials (i.e., new magnetoelectric materials) such as follows: Ni(Co, Mn)Fe2O4 − BaTiO3,
LiFe5O8−BaTiO3, Pb(Zr0.52Ti0.48)O3−Tb1−xDyxFe2−y, Tb1−xDyxFe2−y/Epoxy−Pb(Zr0.52Ti0.48)
O3/Epoxy, DyAlO3, GaFeO3, Y3Fe5O12, etc. For these magnetoelectric materials(which is exhibit-
ing piezoelectricity and piezomagnetic effect), due to magnetic field can produce magnetization and
electric polaring strength, or, due to electric field the materials can also produce electric polaring
strength and magnetization, therefore, these magnetoelectric materials are possible to make new
type magnetic control and electric control devices respectively, or, at same time, it can magnetic
control — electric control devices.

4.3 In addition, in chemical industry, piezomagnetic ferrite [11] CoxFe3−xO4 (x = 0.1 ∼ 0.5)
and ZrO2 were combined, and prepared a magnetic solid acid catalyst which is possessed of very
good catalytical activity and appropriate magnetic properties.

4.4 In this work, the new and unique integrated intelligent structure (a newly acoustical and
vibration control devices combining multipurpose ferrites Ba6−xR2x(Nb1−xFe2+x)O3, etc and mag-
netorheological fluids, see Fig. 1), there are other technological problem that require future research
work and solutions to, such as sealing of the piston ring of the MRF, the insulating system of the
whole intelligent structure and the standard measuring of the properties of the MRF etc.

4.5 The present research work opens up and suggests further broad applied field for new type
multifunctional piezomagnetic ferrites.
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Abstract— GPS guidance uses low power signals from satellites which are 11000 NMI away.
The satellite transmitter power is modest nearly 10 W orders of magnitude. Neither satellite nor
receivers have the luxury of very high antenna gain since both entities have significant field of
view requirements. These factors result in a very low power density incident on a GPS receiver
antenna. The signal received is generally 165 dB down than the thermal noise level. Such signals
are notoriously easy to jam either by intentional noise sources (Jammer) or unintentionally from
harmonics of broadcasting stations or other out of band sources. Here in this paper we will show
how a nulling antenna or controlled reception pattern antenna with adaptive spatial filtering
technique efficiently mitigate the intentional and non intentional interferences. A beamforming
antenna array is a set of antennas whose outputs are weighted by complex values and combined to
form the array output. The effect of the complex valued weights is to steer main lobes of the array
pattern to desired directions. These directions may be unknown and so the antenna weights must
be adjusted adaptively until some measure of array performance is improved, indicating proper
lobe or null placement. An adaptive algorithm to adjust the complex weights of an antenna array
is presented that nulls high power signals while allowing reception of GPS signals as long as the
signals arrive from different directions.

1. INTRODUCTION

The GPS signals are spread spectrum modulated and have very low average power, on the order
of background thermal noise. Simulations of the adaptive algorithm minimize the output power of
the array to within 5 dB of the background noise level. The technique which will be adopted to
optimize the weight values is steepest descent algorithm and implements an efficient, exact gradient
calculation. With M antennas in the array, only M -1 weights are adjustable. It appears that M -1
adjustable antenna weights can null M -1 unwanted signals (jammers). However, in the course of the
algorithm development, a few configurations of antennas and jammer arrival directions were found
where this is not true. Even when the jammer arrival directions are known, certain configurations
are mathematically impossible to cancel out the intentional interferences.

The basic requirements of an adaptive Nulling antenna array are that it should provide enough
gain margin to the user (or users) to satisfy the link calculations and at the same time suppressing
the interfering signals. To achieve this, the elements of the antenna should have enough gain
individually and should be physically configured in such a way as to be able simultaneously to
point pattern nulls in the direction of interfering sources. The algorithm is the most crucial in
steering the main beam in the direction of the SOI (signal of interest). Incoming signal to the
array are of three types 1. GPS Signal 2. Jammer signal 3. Noise The GPS signal and Noise are
considered to have low power of the order of background noise level, while Jammers have assumed
to have much higher power level. The strategy behind this adaptive nulling aiming on reducing
the array output Jammer power to a level comparable to the output GPS signal power, so that the
later can be detected with spread spectrum technology.

2. ANTI-JAM ECCM TECHNIQUES

Basic to any AJ receiver design are the abilities to detect the presence of jamming and characterize
jamming features. Detection of jamming can be accomplished by comparing signal levels to the
noise floor in the receiver, prior to the code correlators. At this stage in the receiver, the GPS
signal amplitude is well below the noise floor. Detection of significant signal amplitude at this
stage is indicative of the presence of jamming or other interference. Automatic gain control (AGC)
measurements can characterize the amplitude of the jamming signal. A discrete Fourier transform
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(DFT) provides an effective spectral characterization. Once the presence of jamming is established,
a GPS receiver with AJ features can begin to adapt to the jamming environment within which it
finds itself. The GPS receiver’s next layers of defense, that are aimed at actually reducing the level
of jamming contaminating signal processing functions, are embodied in various levels and types of
filtering. At the first level, GPS receivers require fixed bandwidth front-end RF filters that pass
the L-band frequencies of the spread spectrum satellite signals while simultaneously rejecting out-
of-band jamming/interference. Out-of-band jamming would probably not be intended to inhibit
GPS users but could incidentally disable receivers if not eliminated early in the receive chain. At
the next level, military receivers should have intermediate frequency (IF) adaptive notch filters
to counter narrowband noise and CW tone jammers. As described in the previous section, these
jamming signals can be located in the frequency domain via DFT measurements performed by the
jammer detection process. Once detected and isolated in frequency, various spectral and temporal
signal processing techniques can be employed to implement a band rejection (or notch) filter that
is adaptively tuned to the narrow frequency interval occupied by the jammer. Such notch filtering
techniques can provide 15–30 dB of jamming suppression with only minor distortion/attenuation of
the GPS signal, since only a small fraction of the signal’s spread bandwidth is affected by the filter.
Antenna-based ECCM techniques fall into the basic categories of antenna switching, polarization
nulling, and adaptive array processing. Adaptive array processing includes the techniques of beam
steering toward satellites, null steering (AKA spatial filtering) toward jammers, and combinations
thereof aimed at optimizing the overall signal-to jammer power ratio (SJR). Antenna switching
technique employs multiple antennas with narrower main beams than the hemispheric coverage
typical of most GPS antennas. In a jamming environment, antennas are selected that have the
best combination of gain in the satellite’s direction and low side lobes in the jammer’s direction —
SJR is then maximized for the available set of antennas. However, jammer suppression is relatively
marginal for this technique (∼ 10 dB) and installation of multiple directional antenna apertures is
impractical for some host platforms (especially for Guided Weapons). Adaptive array processing
techniques attempt to remedy the drawbacks of the antenna switching concept by utilizing arrays of
small antenna elements rather than full directional apertures. This makes installation on even small
weapon platforms practical. Furthermore, implementation of phased-array processing is the key
to significant multiple jammer suppression that can substantially restore GPS receiver operation
in extensive jamming environments. Adaptive arrays provide phase control to each element of
their multiple element antennas. In the absence of jamming, the individual phases are adjusted

(a) (b)

Figure 1: Adaptive antenna array with adaptive control processor, (b) comparison of adaptive signal pro-
cessing technique with respect to performance cost & implementation.
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and combined to create hemispheric satellite coverage by the resulting antenna reception pattern.
In the presence of jamming, the phases are adjusted to steer high gain beams in the direction
of satellites and/or low gain nulls in the direction of jammers. If null steering is implemented
exclusively, the adaptive array is referred to as a controlled reception pattern antenna (or CRPA).
The number of nulls a CRPA can generate and steer is dictated by the number of antenna elements
in the array — the number of nulls being one less than the number of elements.

3. ADAPTIVE ANTENNA ANTI-JAM SIGNAL PROCESSING TECHNIQUE

An adaptive antenna controls its radiation pattern by mixing the received RF signals from multiple
antenna elements with controlled complex weights (phase shifters and attenuators) and by summing
the resulting signals. The radiation pattern of the final combined signal depends on the radiation
pattern of each antenna element, on the geometry of the location of the antenna elements, and
on the controlled antenna weights. Jammer suppression is accomplished by generating and using
antenna weights so that the resulting radiation pattern minimizes power reception in the direction
of the jammer. This system is referred to as a null steering (NS) antenna. Typically, the generation
of antenna weights in adaptive NS systems is accomplished by an optimization algorithm which
continuously tries to minimize the power of the interference RF signal at the output of the antenna
combiner subjected to a suitable constraint (one fixed weight) to ensure signal reception.

Adaptive null steering antennas require, at a minimum, one controlled complex weight for each
null in the radiation pattern in addition to one for the first antenna element. For example, we
need three antenna elements to suppress two jammers radiating from different directions. These
systems are very powerful, in that (1) they do not require the jammer to have distinct signal
characteristics compared to the GPS satellite signal and (2) they can provide high processing gain,
i.e., improvement in the signal-to-noise ratio (SNR) at the receiver input, often exceeding 30 dB.
Unfortunately, adaptive antenna systems are prone to nulling out GPS signals if the direction of
arrival of the jamming signal is close to that of the GPS. Also, adaptive antenna systems are very
expensive compared to the cost of alternate anti-jamming systems, or even to the cost of the receiver
unit itself.

The above two limitations of adaptive RF nulling antenna can be removed by using an optimiza-
tion criterion (i.e., cost function) which penalizes nulling of a desired signal, such as minimizing J/S
where J is the jammer power and S is desired signal, or directly maximizing signal-to-interference-
plus-noise power ratio (SINR). The choice of optimization criterion along with the choice of the
optimization algorithm determines the performance of the adaptive antenna. The limitation associ-
ated with the choice of RF analog implementation for the antenna electronics can be easily removed
by employing digital signal processing to effectively implement the antenna gain and phase control
and combiner functions.

4. DIRECTION OF ARRIVAL (DOA) ESTIMATION FOR ADAPTIVE PROCESSOR

In array signal processing, the estimation of the direction of arrival angle (DOA) from multiple
sources plays an important role, because we need to feed the desired and jamming signal direction
to adaptive processor so that it can produce null and steer main lobe towards the desired signal.
Usually we employ multiple antenna array elements, and their array signal processing can increase
the capacity and throughputs of the system significantly. Estimation of the DOA’s of incoming
signals can be used to localize the signal sources and characterize them.

Among the various mathematical realization DOA estimation algorithm, like Capon’s beam-
former, conventional beamformer, MUSIC algorithm, ESPRIT algorithm we choose the last one
with some modification in mathematical realization for DOA estimation for Adaptive processor.

5. C-ESPRIT ALGORITHM

Estimation of signal parameters via rotational invariance techniques (ESPRIT) is a signal subspace
technique. ESPRIT is a computationally efficient and robust method of DOA estimation. It
considers two identical sub arrays consisting of the same number of antenna elements, and each
matched pair of elements is called a doublet with an identical displacement vector. In the ESPRIT
algorithm, the number of a doublet depends on overlapping between sub arrays. Considering a
uniform linear array (ULA) consisting of M elements, then the number of doublets in the case
of no overlapping is equal to half the number of elements M = 2m, where m is the number of
doublets. But if maximum overlapping occurs between the two sub arrays, then the number of
doublets becomes m = M − 1, compared to the MUSIC algorithm, ESPRIT does not require an
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exhaustive search through all possible steering vectors to estimate the DOA. Moreover, ESPRIT
reduces computational complexity and storage requirements, which makes real time implementation
possible. C-ESPIRIT algorithm can provide a more precise DOA estimation and can detect more
signals than the well-known classical subspace methods, MUSIC and ESPRIT, for the 1-D and 2-D
DOA. The complexity is the same as that of ESPRIT, since the proposed algorithm uses the same
array geometry and sub array processing as ESPRIT. The main differences between the proposed
and ESPRIT algorithms are as follows: (1) in the proposed algorithm, the number of overlapping
array elements between the two sub arrays is equal to M , while in ESPRIT, the maximum number
of overlapping elements is M -1, where M denotes the total number of array elements, and (2) the
proposed algorithm employs the conjugate of rotation matrix (CRM) Φ∗, while ESPRIT uses Φ
with no conjugate for the second sub array geometry.

Considering a uniformly linear array of M elements and assuming K non-coherent and nar-
rowband one dimensional signals are received at uniform linear array(ULA) with different DOA’s

θ1, θ2, . . . , θk, the M∗1 received signal vector can be written as X(t) =
K∑

k=1

a(θk)Sk(t) + n(t). Where

Sk(t) represents the signal from the k th source with DOA equal toθk, a(θk) which denotes the M ∗1
array response vector and n(t) is the M ∗ 1 AWGN vector with each component of mean zero and
variance equal to σ2. The array response vector can be written as a(θk) = (1, Zk, Z

2
k , . . . , ZM−1

k )T

and Zk = exp(−j 2πd cos(θk)
λ ) where λ the wave length, d is spacing between elements. M ∗K ar-

ray response matrix and K ∗ 1 signal vector can be written as A(θ) = [a(θ1), a(θ2), . . . , a(θk)], and
S(t) = (S1(t), S2(t), S3(t), . . . , Sk(t))T respectively. CSPRIT algorithm can estimate either azimuth
DOA ϕk or the joint azimuth and elevation DOA (ϕk,θk). For the sub-array1 we form column vec-
tor (y1, y2, . . . , yM )T . In fact two separate sub array do not exist they are fully overlapped each sub
array processing in a C-SPRIT uses the maximum number of array elements equal to M where as
each sub-array processing in ESPRIT can have only M/2 elements for the doublet case or M -1 at
most, for the maximum overlap case, this is the reason why CSPRIT have better SNR. 1st element
in the array is treated as the reference with respect to the other elements. In this case the M ∗ 1
input vector to sub array can be written as

Y1(t) = A(θ)S(t) + n1(t) (1)

A = A(θ) =




1 . . . 1
Z1 . . . Zk

Z2
1

ZM−2
1 . . . ZM−2

k


, Y1(t) = [y1(t), y2(t), . . . , yM (t)]T and n(t) = [n1(t), n2(t), . . . ,

nM (t)]T . A(θ) is the array response matrix with dimension M ∗K, S(t) supposed to be narrowband
signal vector with dimension K ∗ 1, n1(t) is M ∗ 1 AWGN vector whose component are zero mean
and variance σ2. Input vectors to sub array 2 is denoted as Y2(t) = [y∗2, y1, . . . , yM−1]T , if we
represent it in terms of A(θ), S(t), φ∗ it becomes

Y2(t) =




K∑
k=1

SkZ
∗
k + n∗2

K∑
k=1

Sk + n1

K∑
k=1

SkZk + n2

K∑
k=1

SkZ
M−2
k + nM−1




= A(θ)φ∗S(t) + n2(t). (2)

For one dimensional signal φ∗ = diag(Z∗1 , Z∗2 , . . . , Z∗k). Y1& Y2 the total output vector Z(t) can be
written as,

Z(t) =
[

Y1(t)
Y2(t)

]
= BS(t) + n(t) (3)

B =
[

A
Aφ∗

]
, n(t) =

[
n1(t)
n2(t)

]
.
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B is 2M ∗K matrix and both Z(t) and n(t) are 2M ∗1 vectors forming 2M ∗2M covariance matrix
Z(t).

Rzz = BRsB
H + σ2I (4)

Rs = E[S(t)S(t)H ] is a K ∗K signal covariance matrix. As the signals are uncorrelated and 2M -K
smallest eigen values of Rzz are equal to σ2. The K eigen-vectors corresponds to K largest eigen
values can be written in a 2M ∗K matrix Fs = [e1, e2, . . . , ek]. The range space of Fs is equal to
B i.e., R(Fs) = R(B), thus a nonsingular matrix T exist such that

Fs = BT ;

Fs =
[

F0

F1

]
=

[
AT
Aφ∗T

]
(5)

φ∗ = TψT−1 Where the Eigen-values of matrix ψ are equal to the diagonal elements of φ∗ and the
columns S of T are the eigenvectors of ψ. To find the DOA steps to be followed may be summarized
as

1) Obtain the estimate of Rzz.

2) Apply Eigen-value decomposition of Rzz. Rzz = FΛzzF
H .

Λzz = diag(λ1, λ2, . . . , λ2M ) and F = [e1, e2, . . . , e2M ].

3) Use multiplicity of K of the smallest Eigen value to estimate the number of signals as K̂ =
2M −K.

4) Estimate the signal subspace F̂s using the eigenvector correspond to the largest K Eigen values
and decompose Fs into two M ∗K sub matrices F0 & F1.

5) Apply Eigen value decomposition on the matrix formed as G =




_

F
H

0
_

F
H

1




[
_

F 0F̂1

]
= FΛGFH .

Partition F into K ∗K sub matrices as F =
[

F11F12

F21F22

]
.

6) Calculate the Eigen value λk of ψ When ψ = −F12F
−1
22 then estimate kth diagonal element

φ∗k; φ∗k = λk.

7) Estimate azimuth DOA φ∗k = cos−1
[

arg(φ̂∗k)
2πd/λ

]
. For realization of joint azimuth & elevation 2D

DOA estimation with C-SPRIT we need to collect data from the array elements and ZK will
be function of both elevation DOA θk and azimuth DOA φk and ZK = exp

(
−j 2πd cos φ̂k sin θk

λ

)

and φ̂∗k = cos−1
[

arg(φ∗k)

2πd sin θ̂k/π

]
.

6. SIMULATION RESULT

Assumption is made that K = 3, signals are from BPSK sources. ULA of 6 elements separated
by distance equal to half wave length of incoming signal employed. The no of data samples per
trial at each element output is N = 200 and no of total independent trial is 2500. Figure shows
the histogram plot of azimuth DOA estimation for DOA at 82◦, 90◦, 98◦ and SNR = [2, 2, 2] dB. It
becomes clear that proposed algorithm gives the most accurate DOA estimation most of the time
all peaks are observed at around 82◦, 90◦, and 98◦.

7. LMS ALGORITHM

This algorithm is based on method of steepest decent. Changes in weight vectors are made along
the direction of the estimated gradient vector.

Accordingly,

W (j + 1) = W (j) + ks

∧
∇(j) (6)
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(a) (b)

Figure 2: (a) Histogram of DOA estimations for K = 3 sources of DOA at [82◦, 90◦, 98◦], SNR = [2, 2, 2] dB,
and M = 6 elements for C-SPRIT, (b) adaptive antenna scanning two signals from 60◦ (with two multipath
form 40◦ & from 10◦) &. −40◦ (with two multipath form −60◦ & from −20◦).
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Figure 3: (a) Multiple null steering desired signal coming from −20◦ to 20◦ Jammers are from 45◦, 165◦,
−50◦ and −160◦ (4 Jammers), (b) LMS algorithm converging around 49–50 iteration for all signals.

where W (j) = weight vector before adaptation, W (j + 1) = weight vector after adaptation, ks =

scalar constant controlling rate of convergence and stability (ks < 0),
∧
∇(j) = estimated gradient

vector of ε
−
2 with respect to W . Where the difference between the desired response and the output

response forms the error signal ε(j) = d(j)−W T X(j). W T = transpose of the weight vector and
W T X(j) is output at jth sampling instant

∧
∇(j) = ∇

[
ε
−
2(j)

]
= 2 ∗ ε(j) ∗ ∇(ε(j))

∇(ε(j)) = ∇ [
d(j)−W T X(j)

]
= −X(j)

∧
∇(j) = −2 ∗ ε(j) ∗X(j)

using the gradient estimation formula the weight iteration rule becomes

W (j + 1) = W (j)− 2ksε(j)X(j) (7)



Progress In Electromagnetics Research Symposium, Hangzhou, China, March 24-28, 2008 131

i.e., the next weight vector is obtained by adding to the present weight vector the input vector
scaled by the value of the error. The LMS algorithm is directly usable as a weight adaptation
formula for digital systems.

Computer simulations are concluded to ascertain the performance of the proposed LMS adaptive
array. The array employed is a 21 element dipole of length λ/2 and spacing λ/2. All elements are
assumed to be identical and Omni-directional with a unit gain. Here phi = 0 and theta is varying
desired signal coming from −20◦ to 20◦. Jammers (4 Jammers) are radiating interference from 45◦,
165◦, −50◦ and −160◦.

8. CONCLUSIONS

Techniques for interference suppression and anti-jamming which either dictate certain aspects of,
or at least are relevant for, GPS receiver design include the following: (1) adaptive antenna arrays
and associated electronics, (2) adaptive digital filters, (3) the addition of sensors (including inertial
sensors) and associated hardware, and (2) processor architecture modifications necessitated for
signal processing techniques; and adaptive narrowband filters. Adaptive array processing techniques
attempt to remedy the drawbacks of the antenna switching concept by utilizing arrays of small
antenna elements rather than full directional apertures. This makes installation on even small
weapon platforms practical. Furthermore, implementation of phased-array processing is the key
to significant multiple jammer suppression that can substantially restore GPS receiver operation
in extensive jamming environments. The choice of one algorithm over another is determined by
various factors. We are steering the beam in a specific direction. Our objective is fulfilled which
reproduce the desired signal accurately as possible. We want the array processor to be very sensitive
to the DOA of the signal. Here the issues of concern include (a) the number of operations (i.e.,
multiplications, divisions, and additions/subtractions) required making one complete iteration of
the algorithm, (b) the size of memory locations required to store the data and the program, and
(c) the investment required to program the algorithm on a computer or a DSP processor. So we
can conclude that this onboard Adaptive antenna processing efficiently mitigate the intentional
interference from jammers and keep military GPS receiver accurate.
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Abstract— This paper presents the time domain studies of a wideband trans-receive antenna
system consisting of a quarter-wave monopole loaded with an annular dielectric resonator an-
tenna. This antenna has recently become attractive to antenna designers due to its broadband
characteristics. However, while using this antenna in ultra wideband trans-receive system, the
time domain characterization of the whole system is required and investigation on this has not
yet been performed by other researchers. In this paper, the transmit antenna is excited by a
wideband signal. The time domain waveform of the received voltage developed at the load end
of the receiving antenna is presented both for far field and near field position of the receiving
antenna. The results are simulated using CST Microwave Studio, version 5.

1. INTRODUCTION

The monopole loaded with dielectric resonator antenna (DRA) has found important application as
broadband antenna [1–3]. A very interesting work on the guidelines for the design of this antenna
was presented in recent literature [3]. The broadband characteristics of the hybrid antenna both in
transmit and receive mode as EMI sensor in frequency domain had already been studied. There has
been considerable interest on the studies of different loaded and dielectric resonator antennas for
their wideband characteristics [4–7]. However, the authors have not noticed any appreciable work
on the time domain analysis of this antenna in a wideband trans-receive antenna system including
the mutual coupling between the antenna elements and concentrated on this. In this paper, the time
domain studies of the trans-receive antenna system including the medium is presented for far field
and also considering the near field coupling between the antennas. The frequency-domain concepts
and terminology are commonly used to describe the transmitting and receiving response of an
antenna. These are satisfactory for a continuous wave (CW) or narrow band applications. However,
for an instantaneous wideband excitation the time-domain analysis of the antenna is necessary.
One convenient way of analyzing the trans-receive antenna system in the time domain involves the
evaluation of the amplitude and phase of the response over the entire frequency spectrum. For
a really wideband antenna the amplitude of the transmitted/received signal will be flat and the
phase variation will be linear within the frequency band. The inverse Fourier transform of this
signal will represent the time domain waveform which should be identical to the input waveform
for a wideband system. Here the equivalent circuit of the trans-receive antenna system is estimated
in terms of the equivalent receiving antenna circuit. The transmit antenna is excited by a wideband
signal. The electric field radiated by the transmit antenna is considered as the incident electric field
on the receive antenna. The voltage developed across the load connected to the receive antenna
due to this incident field is evaluated. The time domain waveform is achieved by taking the inverse
Fourier transform of the load voltage in frequency domain.

2. THEORY

The general configuration of a trans-receive system consisting of a transmit antenna and another
receive antenna is shown in Fig. 1(a). The transmit antenna is driven by a voltage source VG(ω)
having an internal impedance ZG(ω) = RG(ω) + jXG(ω), while the receive antenna is terminated
in load impedance ZL(ω) = RL(ω) + jXL(ω) and has a terminal voltage VL(ω). The incident field
is the electric field radiated by the transmit antenna excited by the appropriate input voltage. A
physical trans-receive system including a DRA-loaded monopole antenna as transmit and receive
antenna is shown in Fig. 1(b).

We define a function FEG(ω) which is written in terms of the input voltage and the electric
field transmitted by the antenna considering the mutual coupling between the transmit and receive
antenna as follows:

FEG(ω) =
E(ω)
VG(ω)

(1)
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(a) (b)

Transmit Antenna Receive  Antenna

(b)

Figure 1: (a) A complete trans-receive antenna system consisting of a transmitting and receiving antenna,
(b) A physical trans-receive system using hybrid DRA.

Figure 2: Cross section of hybrid monopole an-
tenna [2].
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Figure 3: Return loss of a DRA-loaded monopole
antenna.

The strong coupling is embedded in the FEG(ω) in Equation (1) and it depends on the distance
in the near-field range. Similarly another function FEL(ω) is defined as the ratio of the voltage
received at the load end VR(ω) to the incident electric field E(ω) at the surface of the receive
antenna due to the transmit antenna.

FEL(ω) =
VR(ω)
E(ω)

(2)

It should be noted that FEL(ω) depends on the distance between the two antennas in the near
field range, however it is same as the transfer function of the receive antenna when they are in far
field.

Hence the trans-receive function FLG(ω) of the overall system that relates the receive antenna
load voltage to the generator voltage at the transmit antenna is achieved as follows:

FLG(ω) = FEG(ω)× FEL(ω) (3)

The inverse Fourier transform of the load voltage gives the time domain waveform of the load
voltage due to the suitable excitation. For the simulation the electromagnetic software CST Mi-
crowave Studio, version 5 is used [8].

3. GEOMETRY OF THE PROBLEM

The geometry of the antenna studied here is shown in Fig. 2 [2]. The hybrid antenna consists of
a thin monopole and an annular DRA, both sharing the same axial reference and mounted on a
finite ground plane. The quarter-wave monopole is designed to have a resonance at the lower end
of the frequency band, while the DRA is designed to have a resonance near the upper end of the
desired spectrum range. The two resonant frequencies are chosen to maintain a minimum return
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loss of 10 dB throughout the operating frequency range [2]. The dimensions of the hybrid antenna
as taken from the literature [2] are as follows:

L = 15 mm, d = 1.3mm, a = 4.5mm, b = 1.2mm, h = 7.2mm, Ground plane radius = 40 mm,
for DRA εr = 20.

4. RESULTS AND DISCUSSION

The simulation of the trans-receive system is performed using CST Microwave Studio. The return
loss versus frequency of the hybrid DRA loaded monopole antenna is shown in Fig. 3, which is in
compliance with the experimental results presented in [2].

  

(a) (b)

Figure 4: Input excitation signal of the trans-receive antenna system. (a) Time domain plot, (b) Frequency
domain plot.

(a) (b)

Figure 5: Plot of the load voltage at the receiving antenna of the trans-receive antenna system. (a) Center
to center distance = 90 mm, (b) Center to center distance = 400mm.

The transmitting antenna of the trans-receive system is excited by a waveguide port. The input
signal of excited waveguide port is normalized to 1 sqrt (Watt) peak power and the waveguide
port realizes an input power of 1 W over its entire port face. The amplitude of all signals in CST
Microwave Studio is normalized to this reference signal. So in case of waveguide ports the excitation
is in sqrt (watt). Also the Fourier transform of this normalized input signal, gives the signal in
frequency domain with unit sqrt (watt)/sec. The time domain and frequency domain waveform of
the excitation voltage applied to the transmit antenna is shown in Fig. 4. The frequency domain
plot of the excitation signal (Fig. 4(b)) shows a wideband waveform in the desired frequency range.

The load voltage developed at the load end of the receive antenna is evaluated both in frequency
domain and time domain. The transmit antenna and receive antenna are assumed as parallel,
radiating in the broadside directions. The results are shown for different distances e.g., 90 mm,
120mm and 400 mm between the antennas. Applying the conventional far field conditions in the
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Figure 6: Plot of the load voltage at the receiving antenna of the trans-receive antenna system (center to
center distance = 120 mm). (a) Frequency domain plot, (b) Time domain plot.
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Figure 7: Time domain waveform of the received voltage at the load of the trans-receive antenna system.
(a) Center to center distance = 90 mm, (b) Center to center distance = 400 mm.

entire frequencies of interest, the 90mm and 120mm distance is considered in the near field region
whereas the 400mm is considered in the far field region. However, due to the excessively long
simulation time for far field simulation, it was not possible to extend the simulation for higher
distances in the far field. The frequency domain and time domain plot of the load voltage for
various separations between the elements are presented in Figs. 5–7. The received voltage versus
frequency plot for the three distances are shown in Figs. 5 & 6(a). The time domain plots of the
received voltage for the three cases are shown in Figs. 6(b) & 7. The time for wideband pulses at
the receive antenna side indicates the separation between transmit and receive antenna.

5. CONCLUSION

This paper presents the initial investigation on the time domain characterization of a trans-receive
antenna system using a hybrid monopole/DRA considering the mutual coupling between the trans-
mit and receive antenna. The time domain waveform of the voltage developed at the load end of
the receive antenna is found to be identical to the input waveform for both near field and far field
region, which proves the wideband nature of this trans-receive system. This study may find an
important application in the ultra wideband technology.
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Abstract— The drawbacks in the current system of TCAS are studied in this paper along with
the changing needs because of rising air traffic. Improving the maneuvering capability by making
a new algorithm for calculating the path, and also by establishing an exclusive communication
link enhanced threat handling. It was found that the horizontal steering in a threat situation has
to be implied by studying the air traffic in the vicinity. Steering vertically can create a problem
when a/c are present above and below. All paths are calculated by taking the distance and climb
or decent rate of the individual a/c around the main a/c, which would be necessary to avoid
collision with them. This procedure is followed at the other confronting a/c too. The best path
which is taken ensures aversion of collision between them and nullifies the possibility of a threat
situation with another a/c because of it. These findings were found to be helpful in situations
where density of air traffic is high and with them a better probability of collision avoidance is
achieved as compared to the present system. It doesn’t involve changing the full equipments such
as the transponder and the antennae, but some modifications in the processor based on the new
algorithm.

1. INTRODUCTION

The TCAS (traffic alert and collision avoidance system) used in aircraft is an instrument, which
creates a network of itself in mid-air. Its main objective is to notify and avoid collision with any
air borne object. When an aircraft approaches in the periphery of the main aircraft detection and
tracking of intruder aircraft is performed via transmission and receptions on a top-mounted TCAS
directional antenna and a bottom-mounted TCAS omni directional antenna.

When interrogated, transponders reply after a fixed delay. Measurement of time between in-
terrogation transmission and reply reception allows TCAS to determine range of intruder. If the
intruder’s transponder is supplied with an altimeter input, TCAS will receive intruder altitude
reports in the replies and be able to determine the relative altitude of the intruder. Transmission
and reception techniques used on the TCAS directional antennas allow TCAS to determine bearing
of intruder.

The vertical maneuvering resolution advisories issued by TCAS can only be determined and
generated against intruder aircraft that report altitude data in their transponder replies to TCAS
interrogations.

This poses a problem as it only gives a signal of climb or decent as a solution of a possible
conflict. If the density of air traffic is more, which is a reality nowadays then this can create another
conflict situation in which the crew will get very less time to react to. There is no mechanism of
predicting the outcome of the path taken or its implications. Also it doesn’t take into consideration
the horizontal maneuvering in the adjacent airspace. If a combination of horizontal and vertical
steering is considered then many possible “fall-out” paths can arise. From them the best suited for
both the confronting aircraft can be chosen. This assures better utilization of the empty airspace
and also does not impose danger to other aircraft as a result of the path taken. For better resolution
of the threat a voice communication link can also be established using another directional antenna,
which can be pointed in the desired direction of the aircraft with which a link has to be made. The
pointing can be done without physically moving the antenna. This can be achieved by independently
varying the drive level and phase to each of the four elements for four directions contained in the
antenna.

Another security feature which can be included in it is transmission of the aircraft registration
for the link formation. It will enhance the threat perception. Modifying the network word and
including more bits in it can achieve this. The coding used can be VLC,CLC or hamming code
which are recognized world wide.
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2. TCAS

2.1. Review
The TCAS system is an independent entity for the aircraft. It only needs the desired power supply
from the aircraft, which is 115 V at 400 Hz AC or 28 V DC. This is standard supply for all aircraft.

It constantly gets the feed from the altimeter, magnetic heading, pitch and roll attitude and
discrete inputs from other important aircraft switched and straps. These inputs are necessary to
compute relative altitude, collision course and the direction of the aircraft when compared to the
other intruding aircraft.

It consists of the following parts :
- First, TCAS processor.
- Second, transponder which can be a mode S or a mode A/C. the system includes both forward

and backward compatibility for any transponder.
- Third, the display information.
- Fourth, the cockpit display unit which has to be digital
The modified algorithm needs the same equipment to operate. Only the specification of the

processor and the transponder has to be changed.

2.2. Need
Used for detecting and tracking aircraft in the vicinity of your own aircraft. By interrogating their
transponders it analyzes the replies to determine range. Issues visual and audio advisories to the
crew for appropriate vertical avoidance maneuver. Display the intruding aircraft relative position
and altitude with trend arrow to indicate whether it is climbing or descending.

2.3. Operation
TCAS system forms an INTERNETWORK in the air.

It monitors the air space surroundings aircraft by interrogating the transponder of intruding
aircraft and measures:

- Relative bearing to the intruder.
- Range b/w aircraft and intruder.
- Altitude and vertical speed of intruder.
- Closing rate between the intruder and aircraft.
Using this TCAS data, the time to and separation at , and closest point of approach can be

determined (CPA). In turn it helps to determine the course of the other aircraft on the basis of
which warnings are issued.

TRAFFIC ADVISORY — to alert the crew that traffic is in the vicinity.
RESOLUTION ADVISORY-to obtain or maintain safe vertical separation b/w aircraft and the

intruder, it takes 2.5 second for any reaction in case of increase or decrease of RA.

2.4. Processor
It is the nerve center of the TCAS system. It selects directional antenna beams, generates and
transfers pulsed 1030MHz rf interrogation data to the top and bottom antennas. It then examines
the reply data and determines threat potential of the intruder. It is responsible for ARINC429
coordination and housekeeping data to mode S transponder subsystem.

It formats and transmits broadcast messages as explained. Which are transmitted at 1030 MHz
by each TCAS system to notify others that this aircraft is present in the parameter. It keeps a
track of other TCAS equipped aircraft in the broadcast range.

Depending upon the number of interrogations it reduces the power output levels as the TCAS
equipped aircraft increases. It reduces the detectable interrogation load on the mode s transponder.

It determines the range, bearing and altitude of the intruder aircraft based on the information
received in the reply message on the directional antenna. With these parameters the processor
evaluates the threat potential of the aircraft by calculating intruder closing rate and position relative
to own aircraft. It listens for squitter messages transmitted by other mode s transponder at 1090
MHz. The directional antenna plays a very important role, as no physical movement is required in
it. It works on changing phase of the 4 different arrays present.

2.5. Mode S Transponder
It transmits a1090-MHz mode S reply message when it receives appropriate 1030 MHz mode S
interrogation from other TCAS aircraft. It contains aircraft address ID and the only transponder
assigned that address will reply. It is basically the transponder i.d and it is not the aircraft
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registration number. The transponder is connected to the processor by means of a bi-directional
bus ARINC 429 data link. Extensive data link communication continuously occurs between the
processor and the transponder.

It receives 115V 400 Hz from an aircraft power source. If the intruder aircraft is TCAS equipped
and is declared a threat, a maneuvering coordination data link is established with the intruder.
This ensures that the resolution advisories in both TCAS equipped aircraft are coordinated and
compatible.

2.6. Display
2.6.1. TA Display
It provides a display of RA, TA or non threat category aircraft. It depicts the threat potential and
position of the intruder aircraft. It receives data from the processor via the ARINC 429 bus. Strap
inputs are provided to select the vertical speed input source and system variables. The center
of the display is a horizontal situation presentation of the traffic around the aircraft including
intruder altitude and vertical direction. Traffic is divided into four categories by threat risk and
differentiated on the display by symbol color and shape.

2.6.2. RA Display
The RA commands displayed on the TA display are primary indications used for vertical maneu-
vering guidance. TCAS resolution advisories indicate vertical speeds to be used or avoided in order
to maintain or achieve safe vertical separation.

A pointer and vertical speed scale which are a standard feature, indicate the present vertical
speed of own aircraft. For TCAS guidance TA displays red and green command arcs on a liquid
crystal display for this purpose along with the vertical speed scale and pointer.

The red and green RA command indications provide corrective and preventive resolution advi-
sory maneuvering guidance to the crew, so that the crew within the specified time frame to avoid
collision can implement the recommended action.

3. MODIFIED ALGORITHM FOR COLLISION AVOIDANCE

3.1. Defining Proximity Range (PA)
The ranges, which are defined in the current system, are of TA region and RA region. The traffic
advisory is issued when an intruder comes in TA region. The boundary of TA range is defined as
a point from where an aircraft moving at a speed of 300 kts requires 40 sec to collide with the own
aircraft head on. Similarly, the boundary of a RA range is defined as a point from where an aircraft
moving at a speed of 300 kts requires 25 sec to collide with the own aircraft head on, as shown in
Fig. 1.

Figure 1: The dipiction of the TA and RA ranges in terms of the collision time and the altitude bracket.

These can also be categorized on the basis of altitude. TA being defined as 1200 ft above and
below the aircraft, and RA being defined as 800 ft above and below the aircraft.
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Another range has to be defined which is between the TA and the RA range. This range is
just for the use of the processor and the transponder. It wont be visible to the crew. The reason
being that if will be used for the tracking and path correction for each aircraft, so its relevance
will be restricted to the processor only. As giving another criteria on the display can increase the
complications at the crew’s side.

The distance for the TA and RA ranges are calculated as follows:
TA:

D = s ∗ t (1)
S = 600 kts/hr (relativevelocity) (2)
T = 40 sec (3)
D = 6.66 kts (4)

RA:

T = 25 sec (5)
D = 4.16 kts (6)

PA(the new range):
Taking this range to be situated in the middle of these two ranges. So the distance would be

4.9 kts.

T = d/s;
T = 29.4 sec (7)

3.2. Omni Directional Maneuvering

Any aircraft entering into the PA range, will lead to the processor finding a path to avert the
collision with that particular aircraft. But in this case it would be different as the path will not
be restricted to only vertical maneuvering but will take the horizontal airspace in the vicinity into
consideration to find the fall out path. As the air traffic in the past has grown by leaps and bounds
the density of aircraft per square kts has also increased. So vertical maneuvering can be fatal at
times. So a combination of vertical and horizontal movement should be used. For example, an
aircraft can climb at a specified rate and at an angle too. This is the most important and essential
feature of this algorithm. But to calculate where to maneuver as now the aircraft has the whole
sphere around it to move, it is done step by step.

3.2.1. Decision Making

For any aircraft appearing in the PA range, it will be put in the tracking queue by the transponder.
All the paths to avoid collision possible with the combination of horizontal and vertical movement
are calculated. From these paths those paths are denied which would be leading to collision with
other aircraft present in the specified range. So the number of paths in the set gets reduced. Now
we are left with those paths which would avoid collision with aircraft A and also avoid collision
with any other aircraft in the range.

From these available paths the selection of the path rests on the common path existing for both
the aircraft. The processor selects the path which is would need the least deviation from the current
course of the aircraft to avoid collision. This path is intimated to aircraft A, so it knows that it
cannot take that path as aircraft B is taking it. If aircraft A can only take that path taken by B
it tells A to change fall out path, or vice versa.

So by this we have calculated the fall out path for each aircraft in the PA region considering
the other traffic present in thee same region and can become a threat. For each aircraft the fall out
path will be different, and finalized before the aircraft’s enter the RA region.

Any new aircraft entering the PA region is put in the queue and is all the paths already calculated
are crosschecked w.r.t to this new aircraft. If any path needs change it is done and proper intimation
is done.

This is the relevance of this new region as all the processing and changing is done in this.
As the combinational movement requires more intricate decision making rather than just vertical
movement.
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3.2.2. Path Calculation
The path is calculated on the basis of the altitude, which is constantly reported by the intruder
aircraft in its network word. The airspeed and climb/decent rate of own and the other aircraft are
known, with this interpolation is done and the collision course is surmised. This same procedure is
used to compute the fall out path.

In this the angle of climb or decent is taken into consideration. The aircraft should all be using
altitude reporting transponder. Knowing their climb/decent, airspeed and heading is sufficient to
predict their path. In turn, it would tell us all the possible paths which would be appropriate to
avoid collision with them.
3.2.3. Display
The paths to avoid collision with all the aircraft entering in the RA region have already been
calculated in the PA range, subject to the change in the other aircraft’s vital data. The aircraft
who change course before entering in the RA region are removed from the queue and are no longer
tracked. The paths to avoid collision with the specified aircraft in the RA region are shown on the
display in terms of climb/decent rate and the angle. So the crew knows the necessary action to take
if that aircraft becomes a threat. To their convenience they don’t have to look to avoid collision
with other aircraft in the region, as it has already been taken into consideration by the processor,
while calculating the path.

4. ENHANCED DATA LINK

4.1. Purpose
The purpose of the data link in the existing algorithm is only relevant when the intruder aircraft
is in the RA region and has to be intimated that it should take the opposite aversion action as
the own aircraft. So it is made at the point where it becomes utterly necessary to establish a
distortion free communication channel between the two aircraft. The transponder is responsible
for the establishment of this link.
4.2. Modification
One of the drawbacks of the system is that it doesn’t send the aircraft registration number, which
tells to which country does the aircraft belong. It sends the transponder i.d, which is unique for
each transponder. But the aircraft registration number will enhance the threat perception and
decrease the time in reacting to a potential situation. This can be attained by encoding the aircraft
registration number using variable length coding (VLC) or constant length coding (CLC). It can
be transmitted using a pulse code modulation (PCM). The transponder has to be responsible for
this. When the aircraft come in the RA region then this link can be formed and the aircraft i.d can
be visible on the crew’s display. It will enhance the ability of the crew to respond to a situation.
4.3. Voice Transmission
The presence of another directional antenna can allow the formation of a voice link between the
two aircraft. HF (high frequency) band can be used to carry out such kind of communication. The
aircraft with the highest threat potential in the RA region will be the one with which the link will
be formed. This link will include the transmission of aircraft i.d as it has been mentioned above.
So at the display unit along with the action to be taken the crew can view the aircraft registration
number and a voice link, which can help better analysis and coordination of the situation.

The directional antenna can be aligned in the direction where the aircraft is present. This
alignment data is sent by the processor, which knows in which direction the other aircraft is
present. When the antenna is aligned then the transmission can take place. When the situation
with that aircraft has been averted then the antenna can be directed in any direction as no physical
movement is needed, the array in that direction can be energized and it will direct the beam in
that direction. So a better switching can be expected with this directional antenna. The band used
is HF (high frequency) as the range is less.

The link establishing is only done via the transponder. The matter to be sent is composed by
the processor. The vital aircraft statistics are transmitted on a pulse train. Along with them the
aircraft i.d is also transmitted. The transponder does the necessary operation to modulate them
and send it to the antenna.

5. CONCLUSION

The main points of the modified algorithm are:
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1) Maneuvering using a combination of vertical and horizontal movement, which allows a better
solution of a threat solution in case of a high air traffic density.

2) Transmitting the aircraft i.d along with the other vital information about the aircraft.
3) Establishing a voice link between the two aircraft in the highest threat zone. This reduces

the time needed to take action and also leaves no room for a communication gap between the two
aircraft in a sensitive situation.
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Abstract— In this paper two types of three-layer mushroom-like electromagnetic band-gap
(EBG) surfaces with circular patches are investigated. One of them consists of a square array
of circular patches and the other one consists of a triangular array of circular patches in upper
and lower layers. Guidelines for designing a ground plane for low profile antenna applications
are presented using the reflection phase characteristics. The effect of some parameters of the
three-layer structures on the reflection phase characteristic is studied. The frequency band in
which a wire antenna adjacent to the three-layer EBG surface has good matching is determined
by investigating the reflection phase characteristics of the EBG ground plane.

1. INTRODUCTION

In recent years, unique properties of electromagnetic band-gap (EBG) structures have made them
applicable in many antenna and microwave applications. Two main interesting features associated
with EBG structures are suppression of surface waves and in-phase reflection coefficient for plane
waves [1–3]. Suppression of surface waves results in higher efficiency, smoother radiation pattern,
and less back lobe and side lobe levels in antenna applications [1, 2]. On the other hand, these
structures can be used in design of low profile antennas because the radiating current can lie
directly adjacent to the ground plane without being shorted [1, 3].

The main reason for using three-layer EBG surfaces is to obtain lower zero-reflection phase
frequency in comparison with two-layer structures. This can be shown by computing the reflection
phase of the structure when a normal incident plane wave is illuminated to the surface. The relation
between the reflection phase characteristic of an EBG surface and the input-match frequency band
of a wire antenna placed above the surface is investigated in [3]. It is shown that the frequency
region where the EBG surface has a reflection phase between 45◦ and 135◦ is very close to the
input-match frequency band of the low profile wire antenna witch is placed directly adjacent to the
surface. Therefore, one can use the reflection phase curve to identify the input-match frequency
band of the antenna. Reflection phase of a periodic surface can be computed using one unit cell of
the structure with periodic boundary condition as described in [4].

In this paper we show that a three-layer EBG surface has significantly lower zero-reflection
phase frequency comparing to a two-layer structure and then we investigate the effect of the three-
layer structures parameters on the reflection phase characteristic. By means of these curves, design
guidelines for a three-layer circular mushroom-like EBG ground plane are obtained. Finally, three
different configurations for three-layer EBG structures compared based on their reflection phase
characteristics.

2. THREE-LAYER CIRCULAR MUSHROOM-LIKE EBG SURFACES

Figure 1 depicts two types of three-layer circular mushroom-like EBG surfaces. Patches radius in
the upper and lower layers are rt and rb, respectively. In this investigation, the radius of circular
patches in both layers have the same values (rt = rb) and the gap size is represented by g. In
Fig. 1(a) the circular patches in both layers are located in a square array while in Fig. 1(b) a
triangular array of circular patches forms a three-layer EBG surface. The dielectric constants of
the upper and lower substrates are indicated by εr1 and εr2, respectively. The thicknesses of upper
and lower substrates are t and h.

The reflection phase of an EBG surface when a normal incident plane wave illuminates to the
surface is investigated. Here, three cases are considered. First, the reflection phase of a two-layer

Table 1: The parameters in design of two- and three-layer EBG structures.

t h εr1 εr2 rt = tb = r g

0.1mm 3 mm 3.25 4.4 4 mm 0.5mm
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Figure 1: Three-layer mushroom-like EBG surfaces: (a) Square array of circular patches, (b) Triangular
array of circular patches.

circular EBG surface is computed and illustrated in Fig. 2(a). Circular patches with radius of r
are just printed on the upper layer and the height of patches from the ground plane is t + h. The
values of parameters for this design are shown in Table 1. The reflection phase characteristics of
three-layer EBG surfaces shown in Fig. 1 are illustrated in Fig. 2(b). For both configurations of
three-layer EBG structures the radius of circular patches in both layers are the same as the radius
of patches in two-layer structure, i.e., r. As can be seen, the zero-reflection phase frequencies of
both three-layer structures are significantly lower than that of the two-layer structure. Also, the
EBG structure with triangular array of circular patches has lower zero-reflection phase frequency
comparing to the EBG structure with square array of circular patches.
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Figure 2: (a) Reflection phase characteristic of a two-layer EBG surface, (b) Reflection phase characteristics
of three-layer EBG surfaces.
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3. PARAMETRIC STUDY

Effects of various parameters in a two-layer EBG surface on the reflection phase characteristic when
a normal incident plane wave illuminates to the surface have been previously studied [3]. Studies
on three-layer EBG structures show that, when the dielectric constant or thickness of the lower
layer increases the zero-reflection phase frequency would decrease. This behavior can be seen in
two-layer structures. Also, when the radius of patches increases or when the gap size decreases,
zero-reflection phase frequency of the structure reduces. This is, also, similar to the behavior of
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Figure 3: Effect of the upper layer thickness on the reflection phase characteristic.
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Figure 4: EBG surfaces with three different configurations.

two-layer EBG structures. In a triangular array three-layer structure, the effect of the upper layer
thickness on the reflection phase characteristic is shown in Fig. 3. This parameter can noticeably
change the zero-reflection phase frequency of the structure. As mentioned before, the frequency
region where the EBG surface has a reflection phase between 45◦ and 135◦ is very close to the
input-match frequency band of the low profile wire antenna using the surface as a ground plane.
Therefore, to design an EBG surface as a ground plane for an antenna with a specific input-match
frequency band, one should consider the reflection phase characteristics of the structure.
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4. THREE CONFIGURATIONS FOR THREE-LAYER EBG SURFACES

Implementation of vias in an EBG structure is not an easy process and reduction in the number
of them can decrease the total cost of manufacturing. In Fig. 4 three different configurations for a
three-layer EBG structure are illustrated. The number of vias in configurations (b) or (c) is reduced
by a factor of two in comparison with the configuration (a). As illustrated in Fig. 5, the reflection
phase characteristics of the three structures are similar. Therefore, any of the two configurations
(b) or (c) can be used instead of the configuration (a). Although, there are some differences between
the three configurations when the band-gap of the structure is considered.

5. CONCLUSIONS

Two low frequency three-layer EBG structures are introduced in this paper and compared with a
two-layer EBG structure. One consists of a square array of circular patches in both upper and lower
layers. The other one is formed by a triangular array of circular patches. It is shown that both of
them have significantly lower zero-reflection phase frequency comparing to a two-layer structure.
Also, it is shown that the triangular array structure has lower zero-reflection phase frequency with
respect to the square array structure. Parametric study of a three layer structure is presented. Also,
two different configurations of the EBG surface for reducing the number of vias are introduced.

REFERENCES

1. Engheta, N. and R. W. Ziolkowski, Metamaterials Physics and Engineering Explorations, Wi-
ley, New York, 2006.

2. Sievenpiper, D., L. Zhang, R. F. J. Broas, N. G. Alexopolus, and E. Yablonovitch, “High-
impedance electromagnetic surfaces with a forbidden frequency band,” IEEE Trans. Microwave
Theory Tech., Vol. 47, 2059–2074, Nov. 1999.

3. Yang, F. and Y. Rahmat-Samii, “Reflection phase characterizations of the EBG ground plane
for low profile wire antenna applications,” IEEE Trans. Antennas Propag., Vol. 51, 2691–2703,
Oct. 2003.

4. Remski, R., “Analysis of PBG surfaces using Ansoft HFSS,” Microwave J., Vol. 43, No. 9,
190–198, Sept. 2000.



Progress In Electromagnetics Research Symposium, Hangzhou, China, March 24-28, 2008 147

Bandwidth Enhancement of Single-feed Circularly Polarized
Equilateral Triangular Microstrip Antenna

Sara Sadat Karimabadi1, Yalda Mohsenzadeh1

Amir Reza Attari1, and S. Mahdi Moghadasi1,2

1Electrical Engineering Department, Ferdowsi University of Mashhad, Iran
2Communications and Computer Research Center, Ferdowsi University of Mashhad, Iran

Abstract— This paper presents a novel method of increasing impedance and axial ratio (AR)
bandwidth of a single feed circularly polarized tip-truncated equilateral triangular microstrip
antenna (ETMSA). Tip-truncated ETMSA has been previously introduced in the literature; in
this new method by cutting a small equilateral triangular slot near the modified vertex, the
impedance and AR bandwidths are increased more than two times.

1. INTRODUCTION

The main advantage of single-feed circularly polarized microstrip antennas is their simple structures
that do not require an external polarizer [1]. Conventional designs of single-feed microstrip antennas
for circular polarization (CP) are usually achieved by truncating patch corners of a square patch,
using nearly square or nearly circular patches, cutting a diagonal slot in the square or circular
patches, protruding or inserting a pair of symmetric perturbation elements at the boundary of a
circular patch [1, 2]. Presently, typical designs of circularly polarized triangular microstrip antennas
are using a nearly equilateral-triangular patch or an equilateral-triangular patch with a slit inserted
at the patch edge [3].

On the other hand, the main weakness of an ordinary microstrip antenna is its narrow bandwidth.
There are several ways to overcome this problem. A well known way is based on the introduction of
an additional stacked [4, 5] or coupled patch [6, 7]. This makes the configuration more complex. As
a consequence the array becomes more costly in production especially in the case of stacked patches.
Also the dimension of the array increases. An alternative way consists in the use of specially shaped
patches with slits [8, 9] and the rectangular patches with slot [10]. We have considered the slotted
tip-truncated equilateral triangular patch because it has a smaller patch size at a given frequency,
as compared to square and circular microstrip antennas, and has a good CP operation.

It is shown that by embedding a small equilateral triangular slot near the modified vertex
of a tip-truncated equilateral triangular microstrip antenna, an impedance and AR bandwidth
enhancement of about two times can be achieved. In the following section, details of the proposed
CP designs of slotted triangular microstrip antennas are described and simulation results of the CP
performance are presented.

2. ANTENNA CONFIGURATION

The geometry of the present antenna is consisting of a tip-truncated equilateral triangular patch [11]
which yields circularly polarization (Fig. 1). The triangular patch with side length of L is printed
on a substrate of thickness h and dielectric constant εr. By cutting a small equilateral triangular
slot of side length b at the triangular patch in the height of h1 from the bottom side of the patch
(Fig. 2), AR bandwidth is improved more than two times.

Also, by further selecting a proper slot length and feeding the patch at a suitable position,
two near-degenerate orthogonal resonant modes of equal amplitudes and 90◦ phase difference, and
therefore a CP operation can be obtained. As depicted in Fig. 2, for the feed position at point B,
a right-hand CP operation is obtained and by feeding the patch at point A (the mirror image of
point B with respect to the centerline of the triangular patch) a left-hand CP is achieved.

3. SIMULATION RESULTS

In this section, simulation results are presented for the geometry shown in Fig. 2. As it will be
shown, by using this geometry the AR bandwidth of antenna is increased in comparison to the
geometry shown in Fig. 1. First, consider the tip-truncated triangular patch with parameters given
in Fig. 1.
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Figure 1: Geometry of circularly polarized tip-truncated equilateral triangular microstrip antenna.
(L = 36mm, S = 2mm, xf = −3 mm, yf = 7mm, h = 1.52mm, εr = 3.5, tan δ = 0.00018)

It is found that by adjusting the inserted slit length (S) to be 2mm, the CP operation can
be obtained. Now, by cutting an equilateral triangular slot with dimensions shown in Fig. 2,
a broadband CP operation is achieved. The simulated axial ratio versus frequency is presented
in Fig. 3(b). The center frequency, defined as the frequency with a minimum axial ratio, is at
2.895GHz and the CP bandwidth, determined from −3 dB axial ratio, is about 16.2834MHz. For
comparison, the results are also listed in Table 1 in which the proposed antenna is compared with
the reference antenna shown in Fig. 1. The radiation patterns in two orthogonal planes are also
computed. Fig. 4 plots the radiation patterns of proposed antenna at 2.895MHz. As shown in this
figure, a good left-hand CP operation is obtained.

Table 1: Comparison between the proposed antenna (with parameters given in Fig. 2) and the reference
antenna (with parameters given in Fig. 1).

Center frequency Bandwidth VSWR < 2 CP Bandwidth AR < −3dB

Proposed antenna 2.895GHZ 121.1303MHZ 16.2834MHZ

Reference antenna 2.902GHZ 55.99MHZ 7.7MHZ

L

A 

   S 

h1 LHCP RHCP 

B

b

Figure 2: Geometry of the proposed antenna structure for increasing the axial ratio bandwidth.
(b = 4.8mm, h1 = 22 mm, xf = −3mm, yf = 7 mm)

From the simulation result listed in Table 2, it is seen that AR and VSWR bandwidth of
proposed antenna decrease with decreasing the slot size. Also, the center frequency for CP operation
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Figure 3: Simulated axial ratio of (a) reference antenna given in Fig. 1 and (b) proposed antenna shown in
Fig. 2.

 

 

 

 

 

 

 

 

 

 

Figure 4: Simulated radiation pattern of proposed antenna in two orthogonal planes at f = 2.895GHz.

of antenna decreases with decreasing h1. In all these simulations other parameters of proposed
antenna, were taken constant.

Table 2: Result of the proposed circularly polarized triangular microstrip antenna with various length and
position of the triangular slot (Antenna parameters given in Fig. 1).

b (mm) Center frequency (GHZ) VSWR BW (MHZ) AR BW (MHZ)

5 2.89 72.7122 16.2072

4.8 2.895 71.1303 16.2834

4.6 2.898 68.6034 16.1381

4.4 2.901 66.8675 15.83

h1 (mm) Center frequency (GHZ) VSWR BW (MHZ) AR BW (MHZ)

22.2 2.9 71.8508 16.2892

22 2.895 71.1303 16.2834

21.8 2.89 69.6429 16.324

21.6 2.884 68.4913 16.0849
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4. CONCLUSIONS

A new design of single-feed circularly polarized microstrip antenna using slotted tip-truncated
equilateral triangular patch has been proposed. The proposed structure has been simulated by
using the IE3D software. The optimum feed position has been determined for good impedance
matching. In comparison with an ordinary tip-truncated equilateral triangular patch, the AR
bandwidth of our proposed structure is improved more than two times.
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Abstract— In this paper, a printed disk monopole antenna with coplanar waveguide (CPW)
feeder for ultra-wideband (UWB) system and global positioning system (GPS) application is
proposed. The antenna is implemented with the conventional radiating disk element that would
have benefit on manufacturing process and thus being cost-effective [5, 6]. In addition, it utilizes
annular stub to reduce current distribution of the right-hand side radiating element to achieve the
circular polarization (CP) [2] for GPS application around 1.575GHz. The impedance bandwidth
of the proposed antenna can range from 3GHz to 11GHz for VSWR< 2 with the band rejection
characteristic in the frequency band from 4.8GHz to 6GHz. Since the antenna presents a notched
band from 4.8 to 6 GHz, it can prevent the RF interference from the wireless local area network
(WLAN) 802.11a [1]. This proposed antenna shows a monopole-like radiation pattern with good
agreement being obtained between the simulation and experiment results.

1. INTRODUCTION

In recent years, Ultra-wideband (UWB) system has been widely used and attracted much attention
for short-range wireless communication systems because of its advantages on manufacturing pro-
cess, cost-effective, and high data rate. However, the frequency band (between 3.1 and 10.6 GHz)
assigned for UWB system by FCC will cause interference to the existing wireless communication
systems, such as the wireless local area network (WLAN) of IEEE 802.11a operating in both 5.15–
5.35GHz and 5.725–5.825 GHz bands. Therefore, the ultra-wideband antenna with a band-notched
becomes more and more popular. In this paper, the WLAN band-stop characteristic is realized by
cutting an inverse U-shape slot on the radiating disk [3, 4].

In addition, the circular polarization characteristics for GPS band will also be designed in the
proposed antenna, because the satellite and terrestrial point-to-point communication systems re-
quire circular polarization wave propagation to increase long-distance transmission performance [2].
In this paper, a novel circular polarization GPS monopole antenna is presented, and the character-
istics of axial ratio (AR) can be optimized by tuning the length of stub and the spacing between
the stub and radiating element. The optimal AR will be achieved at 1.575 GHz, while AR< 3
can be obtained for the frequency range from 1.55 to 1.58 GHz. Moreover, since many planar
ultra-wideband monopole antennas changed the ground structure and feed to increase impedance
bandwidth [1, 3, 4, 8], this proposed antenna is designed to provide an enhanced impedance band-
width by modifying the edges of the ground. The band-stop characteristic of the antenna is realized
by cutting a U-shape slot on the radiating disk and the frequency of stop-band can be adjusted
by changing the length and width of the inserted slot. The measured reflection coefficient of
the proposed antenna for S11 5 −10 dB ranges from 1.4 GHz to 11 GHz, and the stop-band with
S11 = −10 dB is obtained from 4.8 GHz to 5.98 GHz. This proposed antenna has shown omni-
directional pattern over the whole operating bandwidth.

2. ANTENNA DESIGN

The structure of the proposed monopole is shown in Fig. 1. The monopole is printed on a single
layer FR-4 substrate with thickness of 1.6 mm (h) and relative permittivity εr = 4.4. A 50-Ω CPW
transmission line, which consists of a signal strip thickness of 3.5 mm and a gap spacing 0.4 mm
between the signal strip and the coplanar ground plane, is used for feeding the antenna. Moreover,
to obtain impedance matching between the feeding and the radiation element, the signal strip width
of the upper-side will be cut off from radiating disk element. There are two equal finite ground
planes with each side of 30.85mm long and 19 mm wide, but the edges of the ground are modified
as an arc with the arc length of 16.23mm. The radiation element is a disk patch, where R denotes
the radius of the circle with value of 25 mm. The gap between the radiation element and the ground
plane is 0.52 mm. The dimension of the antenna is 72mm× 66mm.
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X

Z Y

Figure 1: Geometry of proposed ultra-wideband monopole antenna with band-notched and circular polar-
ization characteristics (dimensions: mm).

The annular stub on the right-hand side of radiating element is designed to achieve circular
polarization for GPS application at 1.575 GHz. The length of the stub is Ls, and it can be used
for tuning optimal circular polarization performance. When the length of the annular stub is 27.65
mm, the A.R. of 0.8 is obtained. The A.R< 3 is required for the GPS frequency range. In this
paper we have etched an inverse U-shape slot with mean length L on the UWB antenna to achieve
band-notched characteristic. Considering the slot as a half wavelength resonator, the resonant
frequency (fr) can thus be expressed as [7]:

fr =
c

2L

√
2

εr + 1
(1)

where c is the speed of light in free space, and εr is the relative permittivity of the substrate
material. The inverse U-shape slot of total length 20mm is shown in Fig. 1. The frequency of
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Figure 2: Reflection coefficient of simulation and measurement for the proposed antenna.
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band-notched characteristic from 4.8 GHz to 5.98 GHz is obtained from measurement, while the
simulation result is from 4.52GHz to 5.92 GHz. A good agreement has been obtained between both
the simulation and measurement results.

3. RESULT AND DISCUSSION

Figure 2 shows the reflection coefficient of the simulation and measurement results for the proposed
antenna shown in Fig. 1. Simulation was done by using the IE3D software, while Agilent E8362B
network analyzer was used to measure the frequency-domain performances. It is clearly observed
that wide operating bandwidth from 1.4GHz to 11 GHz with reflection coefficient 5 −10 dB is ob-
tained, and band-stop characteristic from 4.8 GHz to 5.98GHz for reflection coefficient = −10 dB
is obtained from measurement. The plot shows similar trend between the simulation and measure-
ment results over the whole operating bandwidth, except for slight frequency shift and discrepancy
due to the probable deviation on the substrate permittivity at high frequency. Otherwise, a good
agreement is achieved.
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Figure 3: Simulated A.R for the proposed antenna. (a) Simulated A.R for the proposed antenna with
Ls = 27.65mm. (b) Simulated A.R for the proposed antenna with various length Ls.

Figure 3 shows the effect on A.R by tuning the annular stub on right-hand side of radiating
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element to Ls = 27.65, 28.65 and 26.65 mm, respectively. The simulated result of A.R. for GPS
application at 1.575GHz about 0.8 is shown in Fig. 3(a). The various length Ls will cause the
A.R to change with frequency shift. This is due to the fact that increasing the annular stub of
Ls will lengthen the current path, and thus excite the lower resonant mode which does reduce
current distributions on right-hand side of radiating element for those lower frequencies. On the
other hand, decreasing the annular stub length Ls will reduce the current path, and thus excite
the higher resonant mode which does reduce current distribution on right-hand side of radiating
element for higher frequency.

(a)

(b)
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(c)

(d)

Figure 4: Measured radiation patterns for proposed antenna in the x-y plane, x-z plane, and y-z plane for
different frequencies. (a) 1.575 GHz. (b) 3 GHz. (c) 5.5GHz. (d) 8 GHz.

Typical radiation characteristics of the frequencies over the whole operating band for the pro-
posed antenna are obtained. The measured radiation patterns are shown in Fig. 4, which include the
co-polarization in the x-y plane, x-z plane, and y-z plane for the frequencies of 1.575GHz, 3 GHz,
5.5GHz, and 8 GHz, respectively. Similar to a monopole antenna with a good omni-directional
pattern in the azimuth plane, the measured patterns of the proposed antenna are all nearly omni-
directional in the x-y plane, x-z plane, and y-z plane. The radiation characteristic is degraded
around 5.5GHz (see Fig. 4(c)) as expected because of the resulted band-notched characteristic.
While around 8GHz (see Fig. 4(d)), the undesirable radiation characteristic might be probably due
to the deviation of the substrate permittivity and therefore slightly impedance mismatching.
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4. CONCLUSION

A novel ultra-wideband monopole antenna with band-notched characteristic and circular polariza-
tion characteristics is proposed in this paper. It presents a band-notch performance at the band
of WLAN 802.11a, and the circular polarization for GPS application at 1.575 GHz. The circu-
lar polarization characteristic can also be tuned by adjusting the length of annular stub Ls. The
measured reflection coefficient 5 −10 dB is obtained from 1.4 GHz to 11 GHz, and the band-stop
bandwidth for reflection coefficient = −10 dB is obtained from 4.8GHz to 5.98 GHz. The far-field
radiation patterns measured are all nearly omni-directional. A good agreement has been achieved
between the simulation and measurement results.

REFERENCES

1. Qu, S.-W., J.-L. Li, and Q. Xue, “A band-notched ultrawideband printed monopole antenna,”
IEEE Antennas and Wireless Propagation Letters, Vol. 5, 2006.

2. Toh, B. Y., R. Cahill, and V. F. Fusco, “Understanding and measuring circular polarization,”
IEEE Transactions on Education, Vol. 46, No. 3, August 2003.

3. Lee, C.-M., T.-C. Yo, C.-H. Luo, W.-S. Chen, C.-H. Tu, and Y.-Z. Juang, “Ultra-wideband
printed disk monopole antenna with dual-band notched functions,” Wireless and Microwave
Technology Conference, 2006, WAMICON ’06, IEEE Annual, 1–4, Dec. 4–5, 2006.

4. Roh, Y., K. Chung, and J. Choi, “Design of a microstrip-fed ultra-wideband monopole antenna
having band rejection characteristic,” IEEE Antennas and Propagation Society International
Symposium, 2005, Vol. 2B, 556–559, July 3–8, 2005.

5. Liang, J., L. Guo, C. C. Chiau, and X. Chen, “CPW-fed circular disc monopole antenna for
UWB applications,” IEEE International Workshop on Antenna Technology: Small Antennas
and Novel Metamaterials, IWAT 2005, 505–508, March 7–9, 2005.

6. Liang, J., C. C. Chiau, X. Chen, and C. G. Parini, “CPW-fed circular ring monopole antenna,”
IEEE Antennas and Propagation Society International Symposium, 2005, Vol. 2A, 500–503,
July 3–8, 2005.

7. Dissanayake, T. and K. P. Esselle, “Design of slot loaded band-notched UWB antennas,” IEEE
Antennas and Propagation Society International Symposium, 2005, Vol. 1B, 545–548, 2005.

8. Wu, Q., R. Jin, J. Geng, and M. Ding, “Compact CPW-fed quasi-circular monopole with very
wide bandwidth,” Electronics Letters, Vol. 43, Issue 2, 69–70, January 18, 2007.



Progress In Electromagnetics Research Symposium, Hangzhou, China, March 24-28, 2008 157

Small Antenna Measurement Facilities

Guan-Yu Chen1, Jwo-Shiun Sun1, Cheng-Hung Lin2, Kwong-Kau Tiong2, and Y. D. Chen3

1Department of Electronic Engineering, National Taipei University of Technology, Taiwan
2Department of Electrical Engineering, National Taiwan Ocean University, Taiwan

3Antenna and EMC Laboratory, High Tech Computer Corp. (HTC), Taiwan

Abstract— The mobile phone under test of far-field range testing has been the plan (Fig. 1)
at the Cellular Telecommunications & Internet Association (CTIA) certification program test
requirements for performing radiated power and receiver performance measurement.

1. SPHERICAL ANTENNA MEASUREMENT

In the US, the Certification Program of the CTIA-The Wireless Association was the first organi-
zation to publish a test plan for Over-The-Air (OTA) testing of mobile terminals. During the last
few years there has been significant progress towards developing standardized testing methods for
wireless devices. A key element in such testing is the accurate evaluation of radiated performance
while operating in the respective communications. Such testing is commonly referred to as testing
and is becoming a mandatory part of the product certification required by most network operators.
In those papers [1–8], facilities of mobile phone measurement have recently commissioned a spheri-
cal far-field measurement system (Fig. 2). In this paper describes a spherical antenna measurement
system that addresses the challenges in testing antennas for wireless communications. It is a 3D
system for measuring low gain antennas and is well matched for PDA Phone or wireless antenna
testing. It has effectively demonstrated testing and characterization of far-field performance, CTIA
Over-The-Air (OTA) performance data, radiated power (EIRP), and sensitivity (EIS). In passive
mode measurements of antennas are performed by a vector network analyzer. It provides radiation
pattern data in any polarization, as well as antenna efficiency. In system mode measurements,
commonly referred to as OTA Performance Testing, of mobile phones and other cellular terminals
can be performed. It is connected to a radio communications tester (Agilent 8960). The commu-
nications tester sets up a phone call through the 3D polarization scanning, enabling measurements
of radiated transmitter power (EIRP) and receiver sensitivity (EIS) over the entire spherical mea-
surement surface surrounding the mobile phone.

Figure 1: The 3D measurement system and wireless system networking.
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Figure 2: Spherical coordinates and field scanning.

2. CONCLUSIONS

The low profile far-field spherical scan system provides significant advantages over the older far-field
testing including elimination of problem of simple theta and phi rotary axis with indoor far-field
range testing, complete measurement characterization of the antenna, and improved accuracy.
This paper will discuss the antenna and wireless system integration tested with the TRP/TIS and
spherical antenna measurement for far-field system, and the results being achieved.
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Abstract— This paper presents a multiresonator microstrip antenna using a rectangular patch
located on top of two slots, with different lengths and excited by a U-shaped feed line. The patch
and slots are separated by a substrate with low dielectric constant and an air gap. The results
show that the bandwidth of the antenna increases by using two slots. Finally an antenna with
VSWR< 2 from 9.8GHz to 22 GHz and 6.1 GHz (42%) gain bandwidth (above 7 dB) is obtained.
The simulated gain of the antenna is over 5 dB from 9.8 GHz to 19 GHz and with a maximum
gain of 9.16 dB at the frequency of 14GHz.

1. INTRODUCTION

Increasing the gain and impedance bandwidth of microstrip antennas has been a primary goal of
researches in this field [1–3]. For this purpose, techniques such as using multilayer structures, low
dielectric constant and air gap between layers have been reported in literature [1–6]. Characteristics
of microstrip antennas is closely related to their feeding method and substrate materials. Strip line
coupled to the patch through an aperture would be a good choice, especially at higher frequencies,
because of the advantages such as: 1) radiation of feed network and radiating elements and design
flexibility [6], and 2) avoidance of a coaxial feed and soldering problem [3, 6]. One way of widening
the impedance bandwidth of aperture coupled microstrip antennas is to utilize a U-shaped feed
line [1, 7].

In this paper a multilayer multiresonator aperture coupled microstrip antenna with a U-shaped
feed line and two slots is investigated, based on Method of Moments (MoM). There is a rectangular
patch above the slots. The patch and slots are separated by an air gap and a substrate with low
dielectric constant, from each other. It is shown that using two slots increases the impedance and
gain bandwidth of the structure. An antenna with VSWR< 2 from 9.8 GHz to 22 GHz and 6.1 GHz
(42%) gain bandwidth (above 7 dB) is obtained. The simulated gain of the antenna is over 5 dB
from 9.8 GHz to 19 GHz and the maximum gain is 9.16 dB at 14 GHz.

2. ANTENNA MODEL

Figures 1(a) and (c) shows an antenna structure with one slot, which is a sandwich of three dielectric
layers. D1 and D3 are made from a material with the relative permittivity of 2.2. Under the first
dielectric layer (D1) there is a 50Ω microstrip feed line which is divided into, two 100Ω feed line,
with different lengths, by a two-way microstrip power divider. Between D1 and D3 there is an air
gap with 2 mm thickness (D2) and a patch is placed on top of the third dielectric layer (D3). As it
is shown in Fig. 2 the impedance bandwidth of the antenna with one slot is 4.1GHz (34.5%) and
the gain bandwidth is 3.2 GHz (26%).

As it is shown in Fig. 1(b), without changing the dimensions of the patch and feed lines, by using
two slots and decreasing the thickness of D2 and D3 a new structure is achieved. In the second
structure there is one slot above each of the 100 Ω feed lines. The structure has three resonant
frequencies. The distance between the slots (S1), their positions (L5 and L6) and their lengths
(L7 and L8) and the lengths of feed lines (L3 and L4) have an important effect on the resonant
frequencies and the impedance bandwidth of the antenna. By changing these parameters one can
set the resonant frequencies by each other to increase the impedance and gain bandwidth of the
antenna. All dimensions of the antenna are shown in Table 1.

Table 1: Dimensions of the Antenna.

W S, S2 S1 L1 L2 L3 L4 L5, L6 L7 L8

7mm 0.2mm 1mm 16mm 9.7mm 4mm 5 mm 2.5mm 8 mm 8.5mm
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(a)

(b)

(c)

Figure 1: Antenna structure: (a) Top view of the antenna with one slot, (b) Top view of the antenna with
two slots, (c) Side view of the antenna.
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Figure 2: (a) VSWR, (b) Gain of the antenna with one slot.

Figure 3 shows VSWR and gain of the antenna with two slots. It is clear that the antenna
has VSWR< 2 from 9.8 GHz to 22 GHz and 6.1 GHz (42%) gain bandwidth (above 7 dB). The
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simulated gain of the antenna is over 5 dB from 9.8 GHz to 19 GHz and maximum gain is 9.16 dB
at the frequency of 14 GHz. By comparing Figs. 2 and 3 one can understand that, using two slots
increase the impedance and gain bandwidth of the antenna.
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Figure 3: (a) VSWR, (b) Gain of the antenna with two slots.

3. CONCLUSIONS

This paper presents the design of an ultra wideband multilayer microstrip antenna by using two
slots. In this structure there is a rectangular patch and a U-shaped feed line. The slots and patch
are separated by a substrate with low dielectric constant and an air gap. This paper shows that
using two slots can increase impedance and gain bandwidth of the antenna. Finally an antenna with
VSWR< 2 from 9.8 GHz to 22 GHz and 6.1 GHz (42%) gain bandwidth (above 7 dB) is obtained.
The simulated gain of the antenna is over 5 dB from 9.8 GHz to 19 GHz and maximum gain is
9.16 dB at the frequency of 14GHz. However, an optimization procedure is needed to consider
other characteristics of the structure such as radiation pattern of the antenna.
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Abstract— This paper accomplished a GPS band for meander inverted-F monopole antenna
structure and easy applied mobile cellular phone application. The measured and simulated data
including return loss, antenna gain and radiation patterns are presented.

1. INTRODUCTION

GPS as a satellite-based positioning system operated by the United States Department of Defense
was officially put into operation in 1995. Using the difference in the radio signal propagation times
of at least three of the 24 GPS satellites, a GPS receiver can accurately determine its position
worldwide to within a few meters. Signals for civil use are transmitted at a frequency of 1575.42 MHz
and bands. The general GPS functions of PDA support the assisted functionality in 2.5/3G wireless
networks. Traditional antennas such as monopoles, dipoles and patches are not suitable to meet
the requirements of modern wireless communication and highly demanding mobile GPS systems.
As a result, there is the need for alternative approaches to small antenna and high performance
design. This paper describes a miniaturized meander shorting monopole for integration in modern
GPS wireless systems.

2. ANTENNA DESIGN

The resonance mode of a shorting meander wire antenna (Figure 1 and Figure 2) covers the GPS
communication bandwidth of 1571.42–1579.42MHz. The simple wire tuning expansion are intro-
duced to confine the resonance mode region and to facilitate the frequency modes and impedance
match expansion easily for antenna and wireless system integration design. This paper proposes me-
ander shorting monopole antenna design for single-band GPS wireless communications, especially
for PDA and Smart mobile phones. The single-frequency design for mobile handset mainly utilizes
meander line to excite radiation mode. By tuning the dimensions of meander line, the VSWR ratio
of the antenna’s resonance frequency can be achieved to 2, which makes it very promising for GPS
and A-GPS operations.

Figure 1: Meander wire antenna design for GPS band and structure layout.

3. MEASUREMENTS

The design requirements for GPS antenna is combined into multiple objective goals, such as simplic-
ity of the antenna geometry, radiation pattern, return loss (Figure 3), antenna impedance (Figure 4)
and polarizations. This design in general to a mobile communication apparatus and global posi-
tioning system antenna, and more particularly to a mobile communication system, which utilizes a
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Figure 2: Practical GPS antenna.

small-scale metal for the GPS antenna design. In this paper, the experiment setup (Figure 5) has
done [1, 2]. The phase of the two field components is measured relative to the signal generator, and
a double ridge horn serves as a source antenna. Equations (1) and (2) may be expanded [3, 4] to give
simple expressions that can be inserted into data logging software to provide a direct conversion
from dual linear to RHCP and LHCP at each measurement angle(Figure 6 to Figure 8).

ERHCP =
1√
2

(EH + jEV ) (1)

ELHCP =
1√
2

(EH − jEV ) (2)
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Figure 3: The measured data of return loss.
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Figure 4: The measured data of antenna impedance.

Figure 5: The measurements of RHCP and LHCP with polarization transform method.

4. RESULTS

This article describes a low profile, compact, meander loaded monopole antenna with single feed. A
shorting type monopole is used to enhance the impedance matching. This provides a low radiation
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Figure 6: The measured pattern of H-Plane. Figure 7: The measured pattern of E1-Plane.

Figure 8: The measured pattern of E2-Plane.

resistance within the GPS band. Shorting meander inverted-F monopole antenna leads to a middle
gain. In addition, the meander loading also permits the antennas height and to be reduced antenna
size. This antenna also offers a characteristic of high radiation efficiency. Antenna bandwidth
of 3.8% (1.53 to 1.59 GHz) was experimentally obtained for a return loss −10 dB. In well known
antenna design techniques a matching structure is typically employed to provide matching between
the antenna and the GPS circuitry for efficient transfer of energy.

5. CONCLUSIONS

In this paper, a compact and low profile internal meander wire monopole antenna for single band has
been proposed. This antenna was designed and measured. A good agreement between measurement
and analysis has been obtained. The proposed antenna shows a suitable operating bandwidth and
it easy to cover the GPS for location wireless operation and operation of a mobile handset phone,
co-design, co-integration and application operations.
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Abstract— The purpose of this paper is to improve the scanning performance of the Side-
fed Offset Cassegrain (SFOC) reflector antenna by adjusting its reflectors’ shape. Firstly the
ray-tracing technique is employed to obtain the path lengths and directions of the outgoing rays
emanated from two specified feeds. Then the path length and direction errors of these rays are
minimized by adjusting the antenna’s main- and sub-reflector surfaces. An optimization example
of the SFOC antenna is provided for improving its wide-angle scanning performance, and the
validity of the method presented is demonstrated.

1. INTRODUCTION

In satellite communication systems, shaped coverage and frequency reuse require satellite antennas
to provide multiple high-quality spot beams over the entire 18◦ field of view. For a given aperture,
a reflector antenna is much less expensive than a phased array. However, unless the reflector
antenna is mechanically rotatable, its performance is limited to a very small angular range. In
order to reduce the scan degradation, much effort has been given to the development of shaping
methods for scanning reflector antennas over the last four decades. For example, a bifocal synthesis
procedure can be used to obtain improved scan characteristics [1–4]. In order to achieve both low
scan losses and low cross polarization when the satellite antenna scans over an 18◦ conical field of
view, J
rgensen has presented a kind of antenna configuration named Side-fed Offset Cassegrain
(SFOC) antenna [5]. This kind of antenna has excellent scan properties due to the large length
of the main reflector. The paper describes a reflector shaping technique for further improving the
scan properties of the SFOC antenna with an optimization algorithm [6, 7].

In this paper, the main- and sub-reflector surfaces of the SFOC antenna are both expressed with
the bicubic spline functions. The bicubic spline function can be represented in terms of so-called
bicubic splines, B(x, y), and each of them is non-zero over only a part of the reflector which makes
the bicubic spline function an efficient choice in reflector shaping.

The paper is organized as follows: In Section 2, the idea of the design method and the used
formulae are presented. Numerical results and discussion are given in Section 3, and conclusions
are drawn in Section 4.

2. DESIGN METHOD

The geometry of SFOC antenna in the symmetric plane is shown in Figure 1. In the process of
the optimization design, the main- and sub-reflector surfaces of the antenna are both expressed by
bicubic spline functions, which can be described as

z =
Nx∑

i=1

Ny∑

j=1

cijBij(x, y), xmin ≤ x ≤ xmax, ymin ≤ y ≤ ymax (1)

where Bij are so-called bicubic spline, cij are so-called spline coefficients, and it is assumed that
the surfaces are interpolated in a rectangular grid with Nx points equidistantly distributed along
x from xmin to xmax and Ny points along y from ymin to ymax. Each bicubic spline is non-zero
over only a part of the reflector surface which makes the expansion an efficient choice in reflector
shaping. The optimization algorithm will shape the reflector surfaces by modifying the z-values
of those interpolation points. The program consists of three main functional blocks: a ray-tracing
procedure, a fitness function calculation, and the optimization algorithm itself. All of them have
been developed in the Fortran 90 environment.

The ray-tracing procedure is capable of determining the path lengths and directions of the rays
emanated from specified feeds and reflected by the antenna’s sub- and main-reflectors, where the
reflect points are used as the interpolation data of the bicubic spline function. The number of rays
is the same at each scan angle.
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Figure 1: Geometry of the Side-fed Offset Cassegrain system.

It is essential, in shaping the reflector, to calculate not only the path-length errors, but also
the varying directions of the outgoing rays. The fitness function should contain both evaluations.
Through trial and error, a successful fitness function for kth scan direction was found to be

fk =
N∑

i=1

(Li
k − Lk)2 + W ·

N∑

i=1

(1.0− R̂i
k · Ûk)2 (2)

where Li
k represents the path length of a ray emanated from the kth feed position (corresponding

to the kth scan direction) and reflected by sub- and main-reflector and finally arriving at the ith
sample point on the kth scanning aperture plane, and Lk represents the mean path length defined
by

Lk =
1
N

N∑

i=1

Li
k. (3)

Unit vectors R̂i
k and Ûk represent the direction of the outgoing ray and the specified kth scan

direction, respectively. For example, for the kth scan angle (θk, ϕk), Ûk can be written as

Ûk = (sin θk cosϕk, sin θk sinϕk, cos θk). (4)

W is a weight by which we can adjust the significance of the first summation (path-length error)
and the second summation (direction error), and N is the total number of sample points.

Essentially, the value of the first summation and the second summation in Equation (2) corre-
sponds to the level of the path-length error and the direction error of the rays, respectively, and
the ideal values of these two summations are zero. For instance, for the parabolic reflector, when
the feed is located at the focal point and the corresponding scan angle (θ, ϕ) is (0◦, 0◦), the two
summations will have the same value as zero, and then fk will obtain its minimum.

Then the fitness function for realizing scanning can be defined as

f =
K∑

k=1

wkfk (5)

by summing the expressions given by Equation (2) for a number of scan directions over the specified
scan range, where K is the number of scan directions and wk is the weighting factor of the kth scan
direction which must be specified beforehand by the designer.

For a range of scanning, the optimization algorithm will attempt to generate a reflector shape
which makes each fk(k = 1, 2, . . . , K) the minimum by adjusting the coordinates of the interpola-
tion points. If this is not possible, then it could be the case where the shaped reflector makes some
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fk minimum, but not the others. There may be other cases where the solutions are a compromise,
and these solutions should be more desirable from our design standpoint. Through multiple runs of
the program and manual adjustment of the weighting factors, solutions suitable for beam scanning
can be obtained.

3. NUMERICAL RESULTS AND DISCUSSION

The antenna’s original (unshaped) main- and sub-reflector surfaces are paraboloid and hyperboloid,
respectively, and the diameter of the main reflector is 400 wavelengths. Initial synthesis of the SFOC
reflector system can be performed with geometrical optics.

In the process of optimization, two scanning angles −6◦ and +6◦ (since only 1-D scanning is
considered in this paper, the scanning azimuth angle is all zero degree) are considered in the fitness
function and the corresponding feed positions are selected as the optimum feed positions (OFPs) [8]
of the initial reflectors. By running the developed program, the main- and sub-reflectors suitable
for scanning are obtained.

(a) (b)

Figure 2: Rays tracing through (a) original antenna and (b) shaped antenna.

In the geometrical optics approximation, the plane wave is generally replaced by a bundle of
parallel rays. When the antenna is considered as a receiving system and is illuminated by parallel
rays coming from ±6◦ and 0◦, Figures 2(a) and (b) show the ray tracing in the symmetrical plane of
the initial and shaped antennas, respectively. It can be seen that for the initial antenna the parallel
rays coming from 0◦ are all reflected to a point (focal point of the antenna system), but when the
rays come from ±6◦, the caustic region at the feed array plane becomes severe. Comparatively,
although the astigmatism is introduced when the rays come from 0◦, the shaped antenna achieves
two focal points, one for the rays coming from −6◦ and the other for the rays from +6◦. Figure 3
shows the maximum path-length error on the aperture versus the scanning angle when the antenna
scans between −10◦ and +10◦. It can be seen that the maximum path-length error for the original
antenna increases monotonically with the scan angle, whereas the maximum path-length error for
the shaped antenna decreases with the scan angle and becomes zero for ±6◦ and then increases
monotonically. Given a maximum path-length error of 0.31λ, it can be found from Figure 3 that the
scanning ranges of the original antenna and the shaped antenna are [−5◦, +6◦] and [−8.5◦, +9◦],
respectively. Therefore, the shaped antenna has a scanning range of about 59 percent wider than
the original antenna.

When the secondary pattern is computed, a circularly symmetric feed is employed and its E-
and H-plane patterns are both approximated by the raised cosine function cos7 θ. Rays emanated
from the feed are traced and induced currents are then integrated over the main reflector, producing
the radiation fields of the antenna. Figure 4 shows two-dimensional cross sections in the plane of
scan of these patterns. It is seen that, compared with the original antenna, the shaped antenna
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achieves surprisingly symmetric beams and substantial side lobe reduction for ±6◦ scanned beams.

Figure 3: Maximum path-length errors of the original and shaped antennas versus the scanning angle.

In these simulations, due to the relatively small feed size (feed pattern is simulated by the function
cos7 θ) and the small angle subtended by the sub-reflector rim, the feed spillover is large.
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Figure 4: Radiation patterns of the original and shaped antenna in the plane of scan.

4. CONCLUSIONS

In this paper a numerical technique to improve the beam scanning capability of SFOC antenna
is introduced. We employ an optimization algorithm to adjust the shape of the reflectors. The
rays emanated from the initial feed positions to the corresponding scan directions are redirected.
A numerical example was specifically designed with the method presented and its scanning per-
formances are studied, which shows that the original SFOC reflector antenna is transformed into
a bi-focal antenna through shaping its main- and sub- reflector surfaces, thus improved scanning
characteristics are achieved.
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Abstract— In this paper we study a new design of a two-dimensional (2-D) planar leaky-wave
antenna. The antenna consists of a two dimensional periodic array of square patch which is
excited by an aperture coupled feed. Dispersion diagram for a periodic array of patches on top
of a grounded dielectric slab is obtained by using the Floquet theorem for periodic structure and
by means of HFSS software, then the appropriate frequency band for leaky wave excitation is
derived and an aperture coupled design is performed for this frequency band. Finally two high
gain radiation patterns at two frequencies are studied.

1. INTRODUCTION

The microstrip line leaky-wave antennas have received much attention in 1990–2000 [1, 2]. In these
structures, the microstrip line dimensions, dielectric constant and thickness are derived in order to
excite first or second higher order modes in the proper frequency band [3, 4].

In a leaky-wave antenna design proposed by Frezza [5], the structure is excited in low frequencies
by dispersion feature for a periodic strip on a grounded dielectric substrate. Unexpected dispersion
behaviors appear at low frequency and these behaviors strongly depend on the ratio s/p (i.e., strip
width (s) and period (p)). For a basically closed structure (values of s/p close to unity) the bound
mode becomes leaky at low frequencies due to radiation from fundamental spatial harmonic (n = 0),
while for a low values of s/p the proper bound mode becomes improper real at low frequency.

In recent years a novel type of leaky-wave antenna (planar structure) is introduced. The planar
leaky wave antenna has various types such as, rectangular slot array [6] and rectangular patch
array [7]. The leaky wave antenna design in this structure is based on a leaky parallel-plate
waveguide mode, which operates in the n = 1 mode. This planar structure has broadside radiation
pattern in one frequency and dual beam pattern at other frequencies.

In this paper the planar structures is assumed as periodic square patch array on a grounded
dielectric substrate with the array period ‘a’ and the patch length ‘L’. We first investigate normal-
ized phase constant β/k0 versus frequency for waves on the planar periodic square patch array and
recognize the frequency band that the leaky-wave is propagating through the structure, and then
we design an aperture coupled feed for this frequency band.

2. ANALYSIS AND DESIGN

The dispersion or β-f diagram can be calculated from the unit cell. Two dimensional Eigen mode
solutions for Maxwell equations are obtained for the restricted unit cell (or Brillouin zone) under
periodic boundary conditions. Algorithms for solving Maxwell equations under periodic boundary
conditions have been implemented using both the Green’s function based on method of moments
and the finite element method. In the present work we used a commercially available simulation
tool based on the victories finite element method (HFSS).

Figure 1 shows the normalized phase constant (β/k0) versus frequency for a planar array of
square patches with a patch length 6mm and a period 8mm which are located on the substrate with
dielectric constant 10.2 and thickness 1.27 mm. In this figure, we have three leaky-wave regions. The
first region is located around 6.5 GHz but in this region the phase constant is increased dramatically
and thus we have a short frequency band for leaky-wave excitement. The second region exists in
the frequency band 7.8–10.5 GHz. In this region we have two modes, either a fast leaky mode or
bound (surface wave) mode; where the ratio β/k0 ≈ 1 and hence the leaky mode turn in to bound
mode as the frequency changes slightly. The third region is located in frequency band 11–11.3 GHz;
in this region we have sufficient frequency band to excite the leaky wave.

We choose aperture coupled feed for this structure because of its features such as wider band-
width and shielding of the radiation patches from the radiation of the feed structure. Since we ob-
tain the leaky wave region (dispersion diagram) for array of periodic square patches on a grounded
dielectric substrate, so if we choose another feed structure, it is influenced our dispersion diagram.

Firstly an aperture coupled feed is designed for a leaky wave frequency band (11–11.3 GHz) and
then the complete structure (i.e., planar array of square patches and aperture coupled feeds) is
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optimized by HFSS. For approximately the center frequency of leaky wave band. The longer slot
line-fed structure has better efficiency, so we choose longer length slot line for aperture coupled
feed.

 

Figure 1: Dispersion diagram for periodic array of
square patch. The array period is 8 mm and patch
length is 6mm.

 

Figure 2: Shematic for periodic array of square
patch and aperture coupled feed.

3. SIMULATION AND RESULTS

At first, an aperture coupled feed is designed for a leaky wave frequency band and then the com-
pleted structure is optimized for the approximately center frequency of leaky wave band.

The structure is shown in Fig. 2. As it can be seen in figure, the 25 square patches in array of
5 × 5 have formed the planar array. The patch size is 6 mm and array period is 8mm in both x
and y direction. The dielectric constant and thickness between the slot and planer array are 10.2
and 1.27 mm. The feeding microstrip line has 1.585 mm width and a characteristic impedance of
50 ohms.

We assume that the dielectric constant and the thickness, which is used as substrate for a feeding
structure, are 2.2, 0.508 mm respectively. With these values the optimized results for slot length and
width are obtained respectively 15.8 mm and 0.3 mm and a tuning length is lm = 2.5mm.The return
loss plot for this structure with the optimized values are obtained by means of commercial moment
method software (EnsembleTM). As shown in Fig. 3, we see resonance frequency in 11.11 GHz.
The bandwidth of radiation is about 0.1 GHz around the resonance frequency. That is enough and
proper bandwidth because we just have 0.3 GHz bandwidth (11–11.3GHz) in dispersion diagram
that the leaky wave is propagating.

Figures 4 and 6 show the E-plane radiation patterns for two frequencies. In 11.1 GHz as shown
in Fig. 4, we have dual beam pattern at 30◦ scan angle. These results show that relatively narrow
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Figure 3: The simulated return loss of the planer
planar.

 

Figure 4: The radiation pattern for a periodic square
patch at 11.1 GHz.



172 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

pencil beam at 30◦ scan angle can be achieved from a periodic array of square patch LWA structure.
In Fig. 5, the E-plane radiation pattern is plotted for 11.2 GHz for planar array in which the aperture
coupled feed is design for 11.2 GHz. the return loss for this case is plotted in Fig. 5. In this case
we have a narrow pencil beam pattern at broadside direction. So as can be seen from Fig. 1 and
by increasing the frequency β/k0 is move to the zero and the main beam is placed in the broadside
and the gain of the antenna has been increased by changing the frequency from 11.1 to 11.2.
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Figure 5: The simulated return loss of the planer
array.

 

Figure 6: The radiation pattern for a periodic square
array at 11.2 GHz.

4. CONCLUSION

This work describes the design of a planar leaky-wave array excited by an aperture coupled feed.
First pass dispersion diagram for planar array of square patch on grounded dielectric is derived
and appropriate leaky wave region is detected and the aperture coupled feed is designed for this
frequency band. The patterns for two frequencies are plotted.
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Abstract— This paper presents the design of an ortho-mode transducer (OMT) to separate two
orthogonal linearly polarized signals traveling in a circular waveguide with frequency channels
at 150/255 GHz band. Simulations (in HFSS) are presented to determine the optimal probe
geometry and feed impedance to achieve good coupling to the optimized probes over a wide
bandwidth with corresponding feed impedances for telescopes operating at 150 and 225 GHz.
The results show that at 150GHz band, the return loss can reach below −20 dB from 126GHz to
180GHz with the cross polarization reach below −40 dB. At 225 GHz band, the return loss can
reach below −20 dB from 190GHz to 260 GHz with the polarization isolation more than 32 dB.

1. INTRODUCTION

The existence of primordial gravitational waves in the universe is a fundamental prediction of the
inflationary cosmological paradigm, and determination of the level of this tensor contribution to
primordial fluctuations is a uniquely powerful test of inflationary models. The project CLOVER
is to measure this tensor contribution via its effect on the B-mode polarization of the Cosmic
Microwave Background (CMB) down to a sensitivity limited by the foreground contamination due
to lensing. This project comprises three independent telescopes operating at 97, 150 and 225 GHz.

OMTs have traditionally been adopted at lower frequencies and measurements of a scale-model
OMT has been presented in [1] at 1–2GHz. This paper presents a design of an OMT to separate
two orthogonal linearly polarized signals traveling in a circular waveguide. The design concept
compromises two key issues: The first is to design a four-probe OMT that can be integrated with
a set of TES detectors, the waveguide needs to be split in order to get he OMT signals out to
the detectors. This results in a loss of signal propagating out of the gap between the incoming
waveguide and the backshort section. The effect of this waveguide gap has been presented in this
paper. The second issue is to design a planar structure that will couple well to the rectangular
probes. Microstrip was adopted in this design for two main advantages: the field is confined in
a microstrip and therefore the parameters of the waveguide gap has no effect o the microstrip
impedance; the microstrip line is the most compact transmission line and therefore the only type
that is possible to be used for carrying the signal over the thermally isolating silicon nitride legs of
the TES detectors.

2. DESCRIPTION OF THE MODEL

The design concept has been illustrated in Fig. 1 showing four rectangular probes in a circular
waveguide. The waveguide has a λ/4 backshort section behind the probes. The first design challenge
is in order to insert the OMT probes and get the signals out to the TES detectors; a break is
required in the waveguide which results in a loss of signal propagating out of the gap between
the incoming waveguide and the backshort section. The waveguide has been split leaving a total
gap of 20µm between the upper waveguide and the lower waveguide. A thin 1µm membrane
(typical of the SiN membranes used in detector manufacture) which has a solid conducting ground
plane starting from the edge of the waveguide wall and extending a distance of λ/4. The free
standing membrane therefore is a circular window of radius 1.32 mm (for 150 GHz channels). The
membrane is supported on its silicon frame which is not metallised. The change in impedance from
the metallised membrane to the unmetallised membrane/silicon acts as an open circuit for the
TEM modes propagating in the gap between the two waveguide sections. This causes modes that
correspond to a wavelength λ (2mm for 150GHz channels) not to propagate out of the gap. The
simulation in HFSS shows the good coupling to the probes and good performance of the system,
as shown in Fig. 2.

The second design issue is to design a planar structure that will couple to the rectangular probes.
Ideally microstrip line is adopted due to the two main advantages:
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1) The field is confined in the microstrip and therefore we do not have to worry about the
parameters of the gap between the waveguide affecting the microstrip impedance.

2) Microstrip line is the most compact transmission line and therefore the only type that it is
practical to use for carrying the signal over the thermally isolating silicon nitride legs of the
TES detectors.

However, the choice of coupling line is limited by constraints on the dimensions of the lines due
to the fabrication. A minimum line width of 2µm was chosen for microstrip signal lines and the
maximum thickness of the insulator used in the microstrip design has been limited to be 400 nm.
This combined with the dielectric constant of the insulators (SiO2) as well as the effects of the
superconducting penetration depth means that the maximum microstrip line impedance is 27 Ω.
Therefore we approached the full design: assume the probes represent ideal 50Ω source impedance,
a λ/4 section of microstrip with an impedance of 27 Ω to couple to an output microstrip line with
an impedance of 25Ω. It is relatively easy to modify this design to produce an output impedance
of 23 Ω which is required by the current CLOVER design output microstrip impedance with little
loss of performance. It is noted that the concept designs and to be considered as proof of principle
only. The final designs will require additional optimization with the detector fabrication.

 

Figure 1: 4-probes OMT in circular waveguide at 150/225 GHz.

3. SIMULATION RESULTS

The simulations have been conducted to evaluate the performance of the designed models for
a frequency range of 100–180GHz for 150 GHz channels and 180–280 GHz for 225 GHz channels
where the fabrication requires tight tolerances. Fig. 2 shows the simulation results for 150 GHz
channels and for 225 GHz channels results are shown in Fig. 3.

In the simulation, the input is single polarisation aligned with probe 1 and 3. As shown in
Fig. 2, S (waveport1,lumpport1) (blue), S (waveport1, lumpport3) (green) represent forward trans-
mission coefficient for the polarised opposite pair probes; S (waveport1, lumpport2) (red), S (wave-
port1, lumpport4) (pink) represent forward transmission coefficient for the depolarised opposite
pair probes; S (waveport1, waveport1) (black) represents the return loss. It can be observed that
the two traces of polarised pair probes overlapped perfectly at −3 dB each. The power is divided
equally between them. The other two depolarised traces are below −42 dB through the band. The
return loss is below −30 dB from 128 to 170 GHz.

For 225 channels, the polarised probe 1 and 3 overlapped perfectly with the power divided
equally into the two probes and the other depolarised pair probes are below −50 dB through the
band. The return loss is below −30 dB from 187.5 to 252.5GHz.

4. OPTIMIZATION OF THE 4-PROBES PLANAR OMT

The design of the planar OMT needs to be modified to accommodate fabrication and mounting
tolerances. First modification is to increasing the size of the gap between the input waveguide
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Figure 2: S-parameters for 4-probes OMT for
150GHz channels.

Figure 3: S-parameters for 4-probes OMT for
225 GHz channels.

and the backshort flange from 20µm to 60µm to accommodate tolerancing of machining, silicon
substrate thickness and mounting of the chip (glue thickness); the other main modification is
to add an air gap between the silicon substrate and the metal backshort with a total of 65µm to
accommodate the differential thermal contraction of the silicon and the metal flange and overetching
of the silicon during processing. The model with modifications is shown in Fig. 4.

 

65 µm gap between the metal 

backshort flange and the silicon 

60 µm gap between the 

waveguide and the backshort 

Figure 4: OMT for 150 GHz channels (with modifications).

As a result of scaling the design with fixed manufacture criteria, a higher level of power leaking
into the gap was introduced compared with the previous designs. This higher level of power also
enhanced a resonant feature at the lower end of the band, for 150 GHz channels as example it is at
around 130 GHz. The simulation result is shown in Fig. 5. It can be observed that at 130 GHz there
is a resonant feature. The resonance feature appeared due to the area between the waveguide and
the silicon acting as a ring resonator. The 3-wavelength mode occurred at 130 GHz and therefore
was independent of the dimensions of the silicon and the metal grounding ring on the silicon nitride.

To solve this problem, radial slots were cut in the input waveguide and backshort flange at 45
degree to the probes, as shown in Fig. 6(a). This effectively increases the circumference of the ring
resonator and moves the resonance to lower frequency. This also gives a lower in-band reflection
than cutting the ground plane. The simulation result is shown in Fig. 6(b). It can be observed that
the resonance has shifted from 130 GHz to lower frequency at 115GHz. The return loss reached
below −20 dB in the range of 117.5 to 162.5GHz. The power leaking through the air gaps is
represented by the bright green curve, which is now below −28 dB through the required band.



176 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

(a) (b)

Figure 5: (a) S-parameters of OMT for 150 GHz with modification. (b) Simulated field in backshort at
130GHz (top view).

(a) (b)

Figure 6: (a) OMT model for 150GHz channels with radial slots in the waveguide and backshort flange. (b)
Simulated S-parameters of 150GHz model with radial slots in the waveguide and backshort flange.

5. CONCLUSION

Based on the simulation results from HFSS for both 150 and 225GHz channels, the microstrip
design is seen to yield good performance. The final model for 150 GHz channels has been iterated
to test the performance loss due to fabrication and mounting errors and is seen to give acceptable
performance over a 75% bandwidth with a return loss below −20 dB. The forward transmission
coefficient for the depolarized opposite pair probes, namely S (Waveport1, LumpPort2) and S
(Waveport1, LumpPort4) are below −50 dB through the band from 129GHz to 174 GHz. The
power leakage through the air gaps is below −28 dB through the band. The test of prototype
devices is currently on going in Cambridge Cavendish Laboratory.
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Abstract— Magneto-dielectric substrates with thin magnetic films show great potential in
realizing electrically small tunable antennas with improved directivity and higher bandwidth
than those realized on dielectric substrates. This paper introduces self-biased magnetic films
as a practical means to tune a patch antenna by loading a commercially available dielectric
substrate. Novel antenna designs with self-biased metallic magnetic films and ferrite films were
investigated. These magnetic patch antennas have improved the axial ratio from 1.57 dB to
0.97 dB with respect to the central frequency ranging from 1.575 GHz to 1.562 GHz, a large
radiation frequency tunability of about 40% to 80% of the −10 dB bandwidth, and a significantly
enhanced directivity.

1. INTRODUCTION

In recent years, with the continuous growth of wireless communication technology, design and man-
ufacturing low cost microwave components have become critical issues to the development of RF
communications systems. As a very important passive component in a wireless communications
system, miniaturized antennas with decent gain and bandwidth are receiving considerable atten-
tion in both industry and academia [1]. Planar antennas, because of their simple configuration,
manufacturing advantages, as well as compactness, are highly desirable for these systems. The
substrates of planar antennas play a very important role in antenna miniaturization. In particular,
antenna substrates with larger relative permeability can lead to antenna miniaturization, enhanced
bandwidth, tunable center frequency, polarization diversity, and beam steering [2–4].

Bulk ferrite materials, composites of ferrite particles in polymer matrix, metamaterials with em-
bedded metallic circuits, etc., have been used as antenna substrates for achieving µr > 1. However,
these materials or composites are too lossy to be used at frequencies > 500MHz under self-bias
conditions, and large biasing magnetic fields are needed for ferrites to operate at higher frequen-
cies. In order to be practically feasible in miniature circular polarization (CP) antennas [5] for
Global Positioning System (GPS) applications, it is important for antenna substrates to be com-
prised of self-biased magnetic materials, in which no external bias field is applied. However, it
has been challenging to achieve self-biased magnetic materials for antenna substrate applications
at > 500MHz frequency range. Magnetic thin films, however, provide a unique opportunity for
achieving self-biased magnetic patch antenna substrates with µr > 1 at > 1GHz frequencies [6].
The strong demagnetization field for magnetic thin films, Hdemag = 4πMs, allows for a self-biased
magnetization with high ferromagnetic resonance (FMR) frequencies up to several GHz, which are
essential for microwave devices.

In this paper, a CP patch antenna miniaturized using self-biased ferrite thin films embedded in
alumina substrate is presented, thus essentially creating a magneto-dielectric substrate for prac-
tical applications. These magnetic patch antennas showed a decrease in axial ratio from 1.57 dB
to 0.97 dB with respect to the central frequency ranging from 1.575 GHz to 1.562GHz, a large
radiation frequency tunability of about 40% to 80% of the −10 dB bandwidth, and a significantly
enhanced directivity. These magnetic antennas can be made conformably at a low cost near room
temperature.

2. DESIGN OF CIRCULAR POLARIZATION PATCH ANTENNA

Figures 1(a) and (b) show the schematic top view and side view, respectively, of the circular
polarization patch antenna. This antenna consists of a rectangular patch with seven fingers on each
side. Both the patch and the fingers are realized by patterned copper cladding on the top surface
of the underlying dielectric substrate. A metallic side-wall is adopted to improve the antenna’s
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directivity, with the same height as the dielectric substrate. A circular ground plane with the
radius of 101.6 mm is added at the back of the dielectric substrate. The feed point is located on
the 45 degree diagonal, with a distance of 2.54 mm along the x-axis. This structure excites two
degenerate orthogonal modes with equal amplitude and 90 degree phase difference, and right hand
circular polarization (RHCP) radiation is obtained. The substrate has relative permittivity of 13
and a thickness of 1.52 mm. All the other parameters are listed in the caption of Fig. 1.

Feed point

W1

L1 L2

W2

R

x

y
Metallic wall

Substrate

Ground plane

(a) (b)

Figure 1: Geometry of the circularly-polarized rectangular patch antenna with fingers. (a) Top view, W1 =
2.54mm, W2 = 25.96 mm, L1 = 25.76mm, L2 = 32.76mm and R = 101.6mm, (b) side view, H1 = 1.52 mm.

3. ANTENNAS WITH MAGNETIC FILMS AND SIMULATED RESULTS

In order to obviate biasing of magnetic substrates by an external field, we propose using self-biased
ferrites films with a relatively high in-plane anisotropy. This large anisotropy enables a low loss
tangent of the ferrite films at GHz frequencies. The ferrite films used have a relative permittivity
of 13 and relative permeability of 10 with zero loss tangent.

Three CP patch antennas with ferrite films are designed as follows. Case I, a ferrite thin film
of thickness 2µm and surface dimensions L1 ×W2 introduced just below the rectangular patch, as
indicated in Fig. 2(a).

For case II, a 2µm thick ferrite film is added just above the ground plane, as shown in the
schematic in Fig. 2(b). In this case, the ferrite film has the same size as the dielectric substrate.
Combining the above two cases, we also design an antenna with two ferrite layers in case III. One
film is just beneath the rectangular patch, and the other above the ground plane as shown in
Fig. 2(c). All these three antenna designs with ferrite films can be readily fabricated.

In order to compare the results with the non-magnetic patch antenna, the return loss, the axial
ratio and the radiation pattern of ferrite-loaded patch antenna are plotted and analyzed next.
The return loss curves in Fig. 3 are from simulations under the condition that all the geometrical
dimensions of the antenna are kept unchanged, and only the ferrite films are added at different
layers. All the simulations, including the baseline non-magnetic patch antenna, were carried out
with Ansoft’s HFSS software.

From Fig. 3 we can see that the central resonant frequency of the non-magnetic patch an-
tenna is about 1.575 GHz, and the −10 dB bandwidth is 16MHz. When a ferrite film is added
below the patch in case I, the resonant frequency shifts down to 1.569 GHz with the magnitude of
−15.6 dB. This indicates a tuning range of 6 MHz relative to the non-magnetic patch, or equivalent
to approximately 40% of the bandwidth. The bandwidth remains unchanged with addition of the
ferrite film. When a ferrite film is added just above the ground plane in case II, we observe that
the resonant frequency is still equal to 1.569GHz, but with a magnitude of −18.4 dB, indicating
that case II has better impedance matching than case I. In the third case, two ferrite films are
added below the patch and above the ground plane at the same time, which moves the resonant
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 (a)

 (b)

 (c)

Figure 2: (a) Case I, antenna with ferrite film below the rectangular patch, (b) case II, antenna with ferrite
film above the ground plane, (c) case III, antenna with ferrite films both below the rectangular patch and
above the ground plane. The thickness of the film is H2 = 0.002mm.

frequency further down to 1.562 GHz, a shift about 80% of the antenna bandwidth relative to the
non-magnetic patch antenna. In summary, we note that the patch antenna loaded with ferrite film
can indeed miniaturize the geometrical dimensions effectively (as demonstrated by shifting down
the resonance), while the bandwidth remains unaffected. We will show next that the antenna gain
is also unaffected by the ferrite film, thus proving that the miniaturization does not compromise
either gain or bandwidth.

Figure 3: Simulated return loss against frequency
for the four different cases.

Figure 4: Simulated axial ratio against frequency of
the four cases.

The axial ratios of the circular polarization are also computed and presented in Fig. 4, in which
the CP bandwidth, determined from 3-dB axial ratio, is found to be about 4 MHz. The axial ratios
of these four antennas are 1.57, 1.0, 1.1 and 0.97, respectively. The simulated radiation patterns
at the corresponding central frequency are plotted in Fig. 5. Good right hand CP radiation is
obtained, with the worst-case cross-polarization isolation at broadside equal to about −15 dB for
case I. The isolation for cases II and III is slightly better, at about −17 dB. All the three cases have
identical RHCP radiation pattern, with the antenna gain in the broadside direction about 2.8 dBi.

In order to evaluate omni-directionality in the xy-plane of the radiation pattern, the gain of the
simulated RHCP radiation patterns for an elevation aspect of 80 degrees is plotted in Fig. 6 against
the azimuth angle. The peak-to-peak variation in RHCP gain, a measure of the omni-directionality,
is about 1.1 dB for the non-magnetic patch antenna, and 0.8 dB for case I. However, both case II
and case III demonstrate smaller peak-to-peak variation in the RHCP pattern, with values about
0.6 dB and 0.4 dB, respectively. Thus, to get the most omni-directional pattern, addition of ferrite



180 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

(a) (b) 

Figure 5: Simulated radiation patterns with respect to central resonant frequency, (a) LHCP, (b) RHCP.

Figure 6: Simulated RHCP radiation patterns at the central resonant frequency (θ = 80◦).

films both below the patch and above the ground plane appears to be the best option. We note
from Figs. 3 and 4, respectively, that case III also results in the lowest resonant frequency (or the
smallest antenna) among the four options, and the lowest axial ratio.

4. CONCLUSIONS

Four circular polarization patch antennas with/without ferrite films are designed and analyzed
in this paper. The designed magnetic patch antennas with self-biased ferrite magnetic films can
realize a tuning range of 40 to 80% of the antenna bandwidth. The axial ratio can be improved from
1.57 dB to 0.97 dB with respect to the central frequency, which shifts from 1.575 GHz to 1.562 GHz,
indicating modest miniaturization. Improvement of omni-directionality in the radiation pattern,
without sacrificing peak gain, is also demonstrated with the addition of ferrite films adjacent to
both the patch and the ground plane.
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Abstract— In this paper, the array antenna design is suitable for wireless LAN, radio iden-
tification, wireless sensor and short rage intelligent wireless communication. In this design, the
1× 2 dipole antenna feed network with magic T and divider two wide bandwidth planar tapered
balun is studied.

1. INTRODUCTION

In this dipole antenna array design, the dipole antenna feed network with wide bandwidth tapered
microstrip balun is studied [1]. The design and experimental results [2] of low profile embedded
microstrip dipole antenna with tapered microstrip balun shows fairly good performances. The
feed network of the design with wide bandwidth and lower power loss tapered microstrip line
to overlap coplanar stripline (CPS) transition that provided unbalanced to balanced line with
balanced equal power output of phase difference. The achieved planar embedded ISM band dipole
antenna exhibits wider bandwidths at 2.4 GHz center frequency, respectively. Apply full wave
EM analyses and shows good agreement with those experimental data. Balanced network feed
for dipole antenna not only exhibits equal power magnitude with 180◦ phase difference but also
improves matching capability. Balanced to unbalanced (Balun) transformers is commonly applied
in many applications such as balanced mixer, push-pull amplifier, balanced frequency multipliers,
phase shifters, matching structures, etc. Double Y balun, Marchand balun, etc. as the antenna
feed networks are hard to implement with complex transition problem to solve. A simple and quick
method of balun network [1, 2] is proposed as a feeding network for low profile planar dipole antenna.
The simple tapered balun for the designed dipole antenna exhibits fairly good performances and
compact size. The balanced transmission line with an embedded balun for a half wavelength dipole
antenna is shown in Fig. 1 and Fig. 2.

Figure 1: The proposed 1× 2 dipole array (top). Figure 2: The proposed 1×2 dipole array (bottom).

2. ARRAY ANTENNA DESIGN AND RESULTS

The design and experimental results of low profile embedded dipole antenna array (Fig. 1 and
Fig. 2) with tapered balun shows fairly good performances and antenna gain. The feed network of
the design with wider bandwidth and lower power loss tapered microstrip line to coplanar stripline
(CPS) transition that provided unbalanced to balanced line with balanced equal power output of
phase difference. The achieved planar embedded wider band dipole antenna array exhibits antenna
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Figure 3: The measured data of return loss and VSWR.

Figure 4: 3D antenna measurements.

Figure 5: The measured data of 3D antenna performance.
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bandwidths (Fig. 3) cover WLAN (IEEE 802.11a/b), RFID (ISM band) and DSRC (IEEE 802.11p),
respectively. Apply full wave EM analyses and shows good agreement with those experimental data.
The 3D antenna measued method [3–6] and data are shown in Fig. 4 and Fig. 5.

3. CONCLUSIONS

In this wide band dipole design, low profile tapered microstrip line balun feed dipole array antennas
with center frequencies at 2.4 GHz is study. The measured results show fairly good performances
and fine agreements with those simulated data from full wave EM analyses. The embedded dipole
antenna array with matching tapered ground plane exhibits an available bandwidth as well as
good impedance matching with a feeding balun. The achieved planar embedded wide band dipole
antenna array exhibits wide bandwidths at 2.4 GHz center frequency. The radiation efficiency and
return loss of the dipole antenna array fill the bill and anticipation of the design.
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Printed Digital Audio Broadcast Antennas

The-Nan Chang and Cheng-Min Jen
Graduate Institute of Communication, Tatung University, Taiwan

Abstract— In this paper, printed antennas were studied for digital broadcast reception. The
first one is a meandered loop antenna. Being in a meandered form, it can be made very compact.
However, the gain and efficiency are quite low. In our study, the measured gain is only −30 dBi.
Aside from low gain, the bandwidth is also narrow. Therefore, this configuration may not be
practical in use.
We then studied a bow-tie antenna. Bow-tie antenna is typically considered to have more band-
width than the meandered configuration. Its gain increases up to 1.85 dBi. Measured bandwidth
is around 8%. For DAB reception in upper half of Band III, a required bandwidth of 13% is
needed. We found that the bandwidth can be increased by half-sizing the bow-tie antenna with-
out reducing too much of its gain. This half sized bow-tie antenna (HBTA) takes an area of
475mm by 110 mm. Measured 10 db return loss bandwidth ranges from 192 to 236 MHz, or 21%
bandwidth centered at 214MHz. The gain is 1.78 dBi within the whole band.

1. INTRODUCTION

DAB uses a wide-bandwidth broadcast technology. Its spectrum have been allocated in Band III
(174–240MHz) and L band (1452–1492 MHz). Not every country takes full sectrum of Band III.
For example, in Taiwan, we only use uppeer-half band (210–240MHz, or 13% centered at 225 MHz).
The free space wavelength for center frequency of 215 MHz in Band III is 133 cm. In order to have
a compact size and take advantage of using printed circuit technique, one may design an antenna
with a meandered line configuration. To our best knowledge, the achieved gain is quite low using
such a configuration at this low frequency band. In order to increase gain, we try a traditional
bow-tie antenna. As is expected, the gain is increased at the cost of a large space. However, we
found that the gain is only slightly reduced by half-sizing the previous antenna. The bandwidth,
however, can be made broader.

2. MEANDERED ANTENNA

The geometry of the top metal surface of a meandered double-sided loop antenna is shown in
Fig. 1. The same metal pattern is also etched on the bottom side of an FR4 substrate, which has
a thickness of 1.6mm. If the thickness goes to zero, the top and bottom surface are overlapped.
The path starts at the right feeding point to point B, then goes down to a corresponding opposite
point (not shown) at the bottom side via a connecting metal post, en-routing the path on bottom
surface to a point opposite to point A and goes up to point A via another connecting post. The

Figure 1: Configuration of a meandered loop antenna.
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Figure 2: Return loss of a meandered antenna.

dimensions of the antenna are 102 × 87mm. There are 8 turns. Each turn has a width of 1mm.
Length of each turn varies from 208mm to 320 mm. Total length of the loop is 2112 mm(single
side). The loop antenna is fed by a coaxial cable. No balun was used in our study.

Return losses in Fig. 2 were measured and compared with simulation results by IE3D. Simulation
shows that there are three separate frequency bands. In [1], we have studied that multiple reso-
nances can be generated via coupled meander structures. We also pointed out that multi-frequency
bands can be brought together by a back-side tuning scheme. In Fig. 2, measured results show that
there is a coupling band from 209 to 220 MHz. The coupling effect may be due to the unbalanced
feeding. Maximum measured gain at bore sight direction is −30 dBi at 210 MHz. Low gain of this
antenna makes it of no practical use. After trying different meandered configurations to boost the
gain, we found none can have a gain above −10 dbi with this compact size.

To increase both gain and bandwidth, a planar bow-tie antenna shown in Fig. 3(a) is constructed.
It contains two radiating triangle branches; fabricated on FR4 substrate with a thickness of 1.6 mm.
Dimensions are 390 mm by 220mm. Measured 10 db return loss bandwidth is from 207 to 225 MHz,
the percent bandwidth is 8% centered at 216 MHz.

(a) (b)

Figure 3: Geometry of (a) a bow-tie antenna, (b) a half sized bow-tie antenna.

3. HALF-SIZED BOW-TIE ANTENNA (HBTA)

We found most current flows around edges of the planar bow-tie antenna. By half-sizing the bow-tie
antenna, we get an HBTA configuration shown in Fig. 3(b). The current still flows around edges for
an HBTA. As the effective length of current flow is reduced, we expect that the operating frequency
gets higher. For an HBTA with a dimension of 390mm by 110mm, 10 dB return loss bandwidth
ranges from 234 to 260MHz. Therefore, the center operating frequency increases from 216 to
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247MHz. We also note that the bandwidth is also increased from 8% to 11% without reducing
too much of the gain. Therefore, one easy way to get a 13% bandwidth within the upper half
Band III, we may keep the height of an HBTA as 110 mm while increasing its width. Fig. 4 shows
simulation results by varying its width from 390 to 450mm. It is clear that we can get 30MHz
or 14% bandwidth centered at 218 MHz with a width of 450mm. To have some safe margins, an
HBTA antenna with a dimension of 470mm by 110 mm was constructed. Fig. 5 shows simulated
and measured results of this antenna. Measured 10 db return loss bandwidth of the antenna is
from 192 to 236 MHz, or 20% centered at 214 MHz. The simulated bandwidth is 34 MHz or 16%
centered at 214 MHz. The antenna provides horizontal polarization with a measured maximum
gain of 1.78 dBi which is compatible with a gain of 1.85 dBi for the full sized bow-tie antenna.

 

Figure 4: Return losses of HBTA antennas with various widths.

Figure 5: Simulated and measured return losses of an HBTA antenna.

As a comparison, a printed flat dipole with a dimension of 470 mm by 10 mm has a 10 db return
loss bandwidth of 24 MHz, or 8.8% centered at 274MHz. To bring the bandwidth within upper
half Band III, a dimension of 602 mm by 10mm is required, which yields a bandwidth of 20 MHz,
or 9% centered at 215 MHz.
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4. CONCLUSION

In this paper, printed meandered loop and bow-tie antennas are studied. Meandered loop has a
very compact size with a very low gain at DAB band. The bow-tie antenna has a gain of 1.85 dBi
and a bandwidth of around 10%. A flat dipole with a wider width (602mm in width) can provide
only 10% bandwidth. To increase bandwidth without sacrificing the gain, an HBTA configuration
was introduced. This antenna can provide 16% simulated bandwidth with a dimension of 470 mm
by 110mm. Generally speaking, bandwidth can be increased with a wider width for the same height
of either a bow-tie or a HBTA antenna. The limitation is around 16%, which can be judged from
Fig. 4. Therefore, it is hard to cover full Band III (174–240MHz) by the present configuration.
However, the HBTA is superior to the traditional bow-tie antenna in terms of occupied space if we
limit our bandwidth within half upper Band III.
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Two-layer Variable Slot Length Reflectarray
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Abstract— In this paper, a microstrip patch loaded with a co-plane slot and an atop-patch is
used to realize a 12 GHz reflectarray on a two-layer substrate. Phase of reflection is adjusted by
tuning the length of each slot. Two different lengths of the atop-patch are selected so that we
can have a full 360◦ phase shift range.

1. INTRODUCTION

To design a reflectarray, we usually need to devise a technique to control reflection phase shifts
among adjacent elements. Different methods have been proposed. We can use identical patches
with different length phase-delay lines or we can use patches with various sizes [1–3]. In [4], an array
of patches loaded with slots was proposed. One interesting feature is that phases are controlled
by both the length of the patch and the length of the slot aperture. Two kinds of patches with
different lengths were etched on top surface of a single layer grounded substrate.

In this paper, we generate the idea of [4] and applied it to a two-layer substrate. On top surface
of the first substrate layer, there is a square patch. On bottom surface of it, there is another square
patch loaded with a slot. With such a structure, we find that the length of the top patch can also be
used as a controlling factor. As the length of the patch is longer than the maximum variable length
of the slot, there is very little phase shift tunable by the slot. The reason is that the effect of change
in slot length is blocked by the top patch. The shorter the length of the top patch compared with
the maximum variable slot length, the more the phase shift can be tuned by the slot. Therefore,
we can employ patches with different lengths to control the required phase curve section by section
so that a full 360 degrees phase shifts can be achieved.

2. BASIC CELL OF A TWO-LAYER VARIABLE SLOT-LENGTH REFLECTARRAY

Figure 1 shows the unit cell of the proposed structure. We keep values of s, d and s′ fixed. S′
determines spacing between adjacent elements and s and d are dimensions of the bottom patch.
In [4], two different lengths of s were chosen while varying b to cover a 360◦ phase shift range in
a single-layer substrate. Optionally, we can add one top patch. It is studied that two different
lengths of patch are required while varying b for a full 360◦ phase shift control.

Figure 1: Unit unit cell of the proposed structure.
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We etch rectangular slot on the bottom patch. The FR4 substrate is 3.2 mm thick (h = h1+h2 =
3.2mm, h1 = h2), and the unit cell is 10 × 10mm2 (s′ = 10mm). The phase diagram shown in
Fig. 2 depends not only on slot length, but also on length b′ (or ratio = b′/s′) of the top patch.
It is shown that a 237◦ (201◦ ∼ −36◦) phase range can be obtained for 0.5 < b < 5.5mm and
r = b′/s′ = 0.4; and an 113◦ (−49◦ ∼ −172◦) phase range is reached for 5.5 < b < 7mm and
r = 0.6. By combining these two reflection phase sections, a full 360◦ phase range can be achieved.

Figure 2: Simulated phase of the reflection coefficient versus slot length.

It is interested to note that three is very little phase change as slot varies for ratio of 0.7. In
this case, the top patch length is equal to 7 mm. It is longer than the maximum varied slot length.
Therefore, the tuning effect by varying length of the slot is largely blocked by the top patch. It is
also noted that the blocked range is from 1mm to 3 mm for ratio of 0.4 and is from 1 mm to 5.5 mm
for ratio of 0.6. Since any curve using a single ratio cannot result in a full 360◦ phase shift, we need
combine two phase sections to complete the full range. Fig. 3 shows phase diagrams at different
frequencies. Based on this plot, bandwidth of the reflectarray can cover from 11.8 to 12.4 GHz, or
5% centered at 12.1GHz.

Figure 3: Reflection phase diagrams at different frequencies.

3. EXPERIMENT RESULTS

A reflectarray composed of 504 elements covering an area of 20 cm × 30 cm is constructed. An
on-axis feed horn is located 24 cm ahead of the reflect array. Fig. 4 shows the measured gain from
11.6GHz to 13.2 GHz, where a 1.5-dB bandwidth is 5.93%, from 11.6 to 12.3 GHz.

At 11.8 GHz the maximum gain is 24.39 dBi, the cross-polarization level is bellow −25 dB and
the aperture efficiency is 31.4%. Fig. 5 shows the relative gain pattern at 12 GHz.
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Figure 4: Measured gain versus frequency.

Figure 5: Co and cross polarization measurement at 12 GHz.

4. CONCLUSION

A new radiating cell consisting of a microstrip patch loaded with a co-plane slot and an atop-patch
is used to realize a 12 GHz reflectarray on a two-layer substrate. It is found that relative length of
the top patch with respect to the maximum variable length of the slot may be used to control the
phase diagram. A phase shift range greater than 360◦ can be achieved by this method. Result of
numerical simulations and measurements demonstrate the validity of the design procedure.
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The Planar V-dipole Antenna Fed by Marchand Balun
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Abstract— The Marchand balun for microwave band as a feeding network structure that ef-
fectively excited tapered V-dipole antenna geometry is proposed. The microstrip line to coplanar
strip line transition then to fed tapered V-dipole antenna. The designed quasi-tapered TEM horn
(V-dipole) antenna has the merits such as wideband, simple feeding network, low profile compact
size with fairly good antenna performances such as return loss, peak gain and radiation patterns.

1. INTRODUCTION

The radiation mechanism of a TEM horn antenna is based on traveling wave propagation along
the tapered aperture slot, which results in an end-fire antenna. TEM horn or tapered slot antenna
(TSA) exhibits some advantages such as wideband, wide scanning, high gain, low cross polarization
and symmetrical E and H plane radiation patterns [1] for an array or embedded circuits as antenna
radiating elements. Some articles for analyses of tapered slot antenna were studied such as moment
method [2], finite difference time domain method [3]. And the applications of TSA were proposed
in dual polarized antenna array [4], spatial power combining [5] and waveguide transition [6]. The
general feeding structures in a TSA were mentioned with a coaxial cable, a microstrip line or a
coplanar waveguide (CPW) [7–9]. A novel design method [10] for a TEM horn antenna is proposed
on the basis of parallel plate waveguide theory. An exponentially tapered wideband TEM horn
antenna [11] having a balun is designed. The balun is used to improve the impedance characteristic
of the TEM horn antenna. The designed antenna can be used not only for EMC measurements,
but also for broadband communication systems. A novel stable beamwidth, ultrawide-bandwidth
low-scattering antenna [12] is presented. This antenna is a modified version of the conducting slot-
line bowtie hybrid antenna with resistive sheets introduced into the guiding structure design. The
analytical and design formula [13], based on conformal mapping, for the characteristic impedance
of the transverse electromagnetic horn antenna. In this paper, the Marchand balun with a balanced
to unbalanced transition is shown good impedance matching and easy to integration and fabrica-
tion and the frame of the planar structure on tapered TEM horn (V-dipole) was experimentally
investigated. Measured results indicate that effects have significant impacts on the return loss,
input impedance, radiation patterns and antenna gain of the TEM horn (V-dipole) antenna.

Figure 1: V-dipole antenna fed by Marchand balun. Figure 2: V-dipole antenna structure and size.
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2. QUASI-TEM HORN (V-DIPOLE) ANTENNA

The coplanar stripline to feed planar tapered V-shape as quasi-TEM antenna radiator. The V-
dipole antenna is a kind of traveling wave antenna that wave propagating along the tapered slot
for heading radiation. The basic geometry of the designed TEM horn antenna is like a double ridge
as shown in Figure 1. The transition provides wider balanced equal outputs, as well as a matching
section for the traveling tapered slot of TEM horn antenna. The FEM software based on full wave
frequency domain method [14] was adopted to perform the simulation of the designed low profile
and planar TEM horn antenna. The planar quasi-TEM horn was fabricated on the FR4 substrate
(dielectric constant = 4.4 and dielectric loss = 0.02) and detail size is shown in Figure 2. The
simple quasi-TEM horn antenna structures exhibits broadband and low profile compact structure
for UWB and impulse radio applications.
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Figure 3: Measured data of VSWR.
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Figure 4: Measured data of input impedance.

3. RESULTS

Figure 2 shows the layout of the quasi-TEM horn (V-dipole) antenna size and structure. The mea-
sured VSWR and input impedance of V-dipole antenna (Zin = Rin+ jXin) shows good impedance
matching based on the transition as shown in Figure 3 and Figure 4. The radiation characteris-
tics of the TEM horn antenna based on the spherical coordinate and 3D chamber system [15] are
measured. The measured data of H-plane and E-plane are shown in Figure 5.

Figure 5: Measured 3 GHz antenna gain pattern of E and H plane.

4. CONCLUSIONS

The designed V-dipole antenna fed by coplanar stripline and the transition is presented. It exhibits
the merits of geometric simplicity, wide bandwidth, lightweight, low cross polarization, and high
peak gain. This V-dipole antenna is suitable for UWB impulse radio operation and application.
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Abstract— A Koch fractal boundary single feed Circularly polarized fractal antenna with a
fractal slot is presented. The regular Euclidean shaped square patch antenna’s each side replaced
by Koch fractal curve of 2nd stage with indentation angle of 20◦ to increase the overall electrical
length of the patch is considered. A 3 dB axial ratio bandwidth of about 1.2% is obtained.

1. INTRODUCTIONFRACTAL

antennas have become a hot topic of interest for the antenna designers because of their unique
features like compact size, multiband operation etc [1]. Many articles are found in open literature
on fractal antennas. Though different fractal geometries are available, a very few can be used in
the design of microsrip antennas. One such geometry is Koch curve. K. J. Vinoy et al. [2] have
shown the relation between fractal dimension and indentation angles of Koch curve. The fractal
dimension is a measure of the space filling ability of a fractal curve. In the present paper using the
concept of this indentation angle of Koch curve applied to square patch to get circular polarization
is presented. Several articles are available in the open literature on single feed circularly polarized
microstrip antennas. Many of them are based on Euclidean shaped patch antennas like rectangular,
triangular or circular. The general method to get circular polarization with single feed is to perturb
the regular structure of square patch by truncating the corners or by altering the length to width
ratio [3]. This method gives a 6 dB axial ratio bandwidth of not more than 1%. Jui-Han Lu et al.
have proposed many techniques to get circular polarization using single feed, like providing a small
rectangular slot and a crossed slot at the center of triangular patch [4]. Wen-Shyang Chen et al.
proposed a different technique for getting circular polarization with square patch by providing a
four slits and truncated corners [5]. Kin Lu Wong et al. have presented another method to get
circular polarization with circular patch using a stub [6]. But all of them are Euclidean shaped
patches. In the present paper first time a fractal curve is used for the square patch as boundary to
get circular polarization.

2. ANTENNA GEOMETRY AND NUMERICAL RESULTS

The proposed antenna can be obtained by replacing each side of square patch by Koch curve of 2nd
stage with indentation angle 20◦ and having fractal slot of same shape as original patch but scaled

                            (a)                                                             (b) 

Figure 1: Geometry of the proposed circular polarized antenna (a) fed along the y-axis (b) fed along the
diagonal.
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down by a factor 0.31 × 0.1 at the center. By using fractal boundary the overall area occupied
by the patch will be reduced compared to the rectangular patch. The slot is provided in order to
produce two orthogonal modes which are 90◦ out of phase. The slot can be inclined at an angle
by 45◦ and feeding the antenna along the y-axis or if slot is along the x-axis the antenna can be
fed along the diagonal. Fig. 1 shows the geometry of the antenna. The axial ratio, and radiation
pattern of the proposed antenna are shown in Figs. 2 and 4. The purity of circular polarization can
be easily seen from the smith chart, where the variation of input impedance will have a small loop.
If the two degenerate modes which are necessary for obtaining circular polarization are very close
to each other then the loop area becomes zero as shown in Fig. 3. The antenna is printed on RT
Duroid substrate with thickness 3.2 mm and relative permittivity 2.33 and is fed using probe feed.
The center frequency of the antenna is 2254 MHz. and gives a 3 dB axial ratio bandwidth of about
1.2% with minimum axial ratio of 0.31 dB. With this method the cross polarization level of about
−30 dB is obtained. The end to end dimension of the antenna is 40mm. The antenna is designed
and analyzed using Zeland IE3D simulation software.
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Figure 2: Axial ratio vs frequency of proposed fractal boundary antenna.

Figure 3: Variation of input impedance with fre-
quency.

Figure 4: Radiation pattern (co and cross polariza-
tion).

3. CONCLUSIONS

Circular polarization with fractal boundary applied to a square patch with fractal slot using a
single feed is presented. With this proposed method a 3 dB axial ratio bandwidth of 1.2% with a
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minimum axial ratio of 0.31 dB is obtained. If further iterations are considered still better compact
size antenna can be designed.
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Abstract— Design and implementation procedure of a wideband aperture coupled microstrip
antenna in L-band frequency is introduced. To improve radiation performance of the microstrip
antenna four structures are proposed. The structure with air substrate has the maximum fre-
quency bandwidth. Experimental results of frequency bandwidth and radiation patterns of the
optimum structure agree with the simulation results. The antenna has the gain of 8.5 dB, the
frequency bandwidth of greater than 25%, and F/B better than 15 dB. This aperture coupled
microstrip antenna can be used as an element of microstrip array antennas in IFF systems.

1. INTRODUCTION

Microstrip antennas (MA) are simple planar structures that have advantages such as low profile,
conformal availability, simple fabrication using printed circuit technology, low cost and compatibil-
ity with integrated circuits. In spite of limitations such as small bandwidth, low gain and low power
handling capability [1], MA offers over than other type of antennas due to their advantages and in-
creasingly used in a variety applications such as military, industry and wireless communication [2].
Different techniques have been used to increase bandwidth such as using thick substrate [3]. This
technique improves bandwidth less than 5 percent. Aperture coupled stacked patch microstrip
antenna can improve bandwidth more than 50 percent at the expense of increasing in back lobe
radiation level. To reduce back radiation, metallic rods or resonance planes are used in the back of
the antenna or appropriate cavities are put next to the coupling aperture [5–8]. Aperture coupled
microstrip antenna has been used for IFF (or Secondary Surveillance Radar) systems with 6 percent
bandwidth for VSWR < 1.5. However, Front to Back (F/B) ratio has been reported 10 dB which
is not enough for IFF application [9].

In this paper, both techniques have been used to increase the bandwidth and decrease the back
radiation. The design process of the proposed structure is organized as followed. First of all, an
aperture coupled microstrip antenna will be designed according to the requirements. Then, four
structures will be introduced and compared to each other. After simulation, the best structure will
be selected and optimized to fabricate. Finally, the measurements and conclusion will be reported.

2. DESIGN AND SIMULATION

The structure of the aperture coupled microstrip antenna has been depicted in Figure 1. This
antenna has been designed to use as an element in the microstrip array antenna for IFF (or SSR)
systems. The central frequency is 1060 MHz and the bandwidth is at least 250 MHz. The thick-
ness of patch substrate, h3 is chosen 20 mm due to the desired bandwidth. The feed substrate is
RT/Duroid 5880 with thickness of h2 = 0.787mm and relative dielectric constant of 2.2. FR4 is
used as cover with thickness of h4 = 1 mm and εr4 = 4.3.

According to [1], the preliminary antenna dimensions are designed and calculated at the central
frequency of 1060MHz. [4] recommends that aperture width Ws is the half of its length Lsl and Ts

is the one-tenth of Lsl. The length of the stub, Lst is 0.22λg, in which λg is the wavelength in the
feed substrate.

The antenna parameters such as patch dimensions, aperture length, the length of stub, and the
distance between feed line and back plane are optimized by use of full wave simulator IE3D until
frequency bandwidth greater than 25% and F/B greater than 20 dB will be obtained at the central
frequency of 1060MHz. Four different structures as shown in Figure 2 are designed, simulated and
compared to recognize the structure with best performance.

Aperture has been designed to resonate near the resonance frequency of the patch. Aperture
shape is very important to control the maximum coupling between the feed line and the patch and
also the minimum back radiation. A metallic plane is placed behind of the antenna to reduce back
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radiation power to −20 dB. Actually, this plane functions as a resonator and generates appropriate
current distribution to eliminate undesired radiation fields in the rear of the antenna. The distance
between the back plane and the feed line influences on the amplitude of the current distribution
but the phase of the current distribution is controlled by the size of the back plane.

The four structures have been simulated and optimized by IE3D software. The graph of their
return losses has been depicted in Figure 3. According to Figure 2, structure (a) has the maximum
bandwidth. The simulation results indicate that the smallest bandwidth will be achieved when
Teflon dielectric is directly beneath the patch. In addition, the frequency center of structure (d) is
lower than other structures. The simulation results have been indicated in Table 1 in which fu and
fl are the low and high frequency corresponding to −10 dB return loss.
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Figure 1: Aperture coupled microstrip antenna
structure.
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Figure 2: Four different structures of aperture cou-
pled microstrip antenna.

Structure

Central Frequency

(MHz)

(fu + fl) /2

Bandwidth

(MHz)

fu − fl

(a) 1038 279

(b) 1030 260

(c) 1018 224

(d) 1000 195

Table 1: Simulation results of four different struc-
tures as shown in Figure 2.

Figure 3: Return losses of four structures simulated
by IE3D.

E- and H-plane radiation patterns at 1030 MHz and 1090 MHz have been represented for struc-
ture (a) in Figures 4 and 5, respectively. The Front to Back ratio is greater than 20 dB. E-
and H-plane Half Power Beam Width (HPBW) at 1030 MHz are 65◦ and 75◦, respectively. At
1090MHz, E-plane HPBW is 63◦ and H-plane HPBW is 74◦. Figure 6 shows simulated results for
gain of four structures. The gain difference between 1030MHz and 1090 MHz is less than 0.5 dB
for four structures. For example, the gain of structure (a) at 1030 MHz is 8.5 dB but at 1090 MHz
is 8.8 dB.

After consideration and comparison of the simulation results of four structures show that struc-
ture (a) i.e., the antenna with air substrate has the performance to realize the desired antenna.
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Consequently, this structure is selected to be fabricated and measured its radiation parameters.

Figure 4: E- and H-plane radiation patterns at
1030 MHz simulated by IE3D.

Figure 5: E- and H-plane radiation patterns at
1090MHz simulated by IE3D.

Figure 6: Comparison the gain of four different
structures simulated by IE3D.

Figure 7: The photo of the fabricated aperture cou-
pled microstrip antenna with air substrate.

Figure 8: Simulation and measurement results of return loss of the antenna.

3. MEASUREMENT

Figure 7 shows photo of the fabricated aperture coupled microstrip antenna. Return loss of the
antenna has been measured and compared with simulation result in Figure 8. A little frequency



Progress In Electromagnetics Research Symposium, Hangzhou, China, March 24-28, 2008 201

Figure 9: Measurement of co- and cross-polarization
radiation patterns at 1030 MHz.

Figure 10: Measurement of co- and cross-
polarization radiation patterns at 1090MHz.

difference between two curves is observed because of simulation accuracy, simulation settings, mea-
surement accuracy and fabrication tolerance. The return loss of the antenna is less than −10 dB
in the frequency range of 875 MHz–1150MHz, i.e., the frequency bandwidth is greater than 25%.
Figures 9 and 10 show respectively co- and cross-polarization radiation patterns at 1030 MHz and
1090MHz. F/B of E- and H-plane radiation patterns are greater than 15 dB and 13 dB at 1030 MHz,
respectively. Figure 10 indicates F/B of E-plane radiation pattern is greater than 20 dB but that
of H-plane radiation pattern is greater than 15 dB. This difference is due to low accurate measure-
ment of anechoic chamber for this frequency bandwidth. The gain difference of both planes is less
than 0.5 dB. This antenna has better performance such as bandwidth and F/B than the antenna
reported in [9].

4. CONCLUSIONS

In this paper, four different structures of aperture coupled microstrip antenna have been considered
to achieve the maximum bandwidth with good radiation performance in this bandwidth. The air
substrate antenna was selected and optimized by IE3D simulator. The simulation and measurement
results have the good agreement with each other. The antenna has the gain of 8.5 dB, the bandwidth
of greater than 25%, and F/B better than 15 dB. This aperture coupled microstrip antenna can be
used as an element of microstrip array antennas in IFF (or SSR) systems.
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Abstract— In this paper, the spiral planar monopole antenna mounted on a Cellular/WCDMA
handset is designed. Frequency characteristics are optimized with various design parameters. The
two spiral lines are adopted in order to implement Cellular frequency bandwidth and WCDMA
frequency bandwidth. The bandwidth of the realized antenna is 0.805∼0.892GHz (10%) and
1.867∼2.302GHz (21%) for VSWR52 which contain the proposed frequency bandwidth. In
human head, the simulated value on 1 g and 10 g averaged SAR caused by electromagnetic wave
radiated in the designed antenna is compared with the measured value. As a result, the measured
values of 1 g and 10 g averaged SAR were similar to the simulated values, which were lower than
the SAR guidelines.

1. INTRODUCTION

In modern society, new wireless communication devices and portable electronic devices have been
consistently developed with the aid of development in telecommunication technology and wireless
communication technology. In particular, rapid development in mobile communication technology
has sped up development in functions of related devices and their physical parts. In Korea, new
services, including Wibro, WCDMA, DMB have been consistently introduced, and thus it is required
to develop a variety of terminals which can stably provide the new services together with existing
mobile communication services.

Accordingly, in this paper, there has been designed a dual resonance planar monopole antenna
that satisfies a thin-film structure, and cellular and WCDMA bands with the use of a spiral line. The
optimization of a proposed antenna was achieved by optimizing parameters affecting the frequency
characteristic of the antenna, and the reflection loss and radiation pattern of the proposed antenna
were measured by actual manufacturing. A specific absorption rate (SAR) was calculated by
considering that it is the cellular phone antenna, and the calculated SAR result was compared with
an SAR result measured by attaching the antenna to an actual terminal.

2. STRUCTURE OF ANTENNA

A meander line is used to overcome the defects of a general monopole antenna. The meander
line is used as a method for extending the electric length of the antenna, resulting in lowering a
resonance frequency more efficiently than antennas having the same length. However, since mutual
inductances are reversely formed in the meander line, they can be mutually offset, it is difficult to
obtain a comparatively high value of L in proportion to the length of the meander line. In this
paper, there a spiral structure in which larger value of L can be obtained was used with a small
inductance, to which a magnetic field is added in the same direction. Fig. 1 shows the structure of
the proposed antenna.

The overall size of the antenna was designed to 35× 80 × 1 mm3. An FR-4 substrate having a
permittivity of 4.62 was used. A ground plane patch of 35 × 60mm2 is printed on one plane and
an antenna patch of 35× 20mm2 is printed on the other plane. A 50Ω microstrip line having the
width of 1.74mm was formed at the center of the substrate by calculating the width of a fitting line
after preferentially considering the thickness and permittivity of the substrate, and the thickness
of a thin film as variables affecting antenna input impedance matching. In a monopole antenna
satisfying a length of λ/4, the electric length of the antenna for satisfying the frequency band of
a CDMA was about 87mm. Accordingly, in the proposed antenna, the resonance frequency band
could be tuned with the use of a spiral line.

3. ANTENNA MANUFACTURING AND MEASUREMENT

Figure 2 shows the concrete image of a manufactured antenna, and Fig. 3 is a graph in which a
simulation result and a measurement result of an optimized antenna are compared with each other.
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Figure 1: Structure of the proposed planar monopole
antenna.

Parameter Value [mm]

W 35

L 80

H 1

GR 60

FLW 1.74

D 6

LW 2

BL 1

C 15.5

LL 14

RL 16

Table 1: Optimized parameters for the proposed an-
tenna.

In the simulation result, the resonance frequency band was in the range of 0.823∼0.910 GHz and
1.919∼2.232 GHz, while in the measurement result, the resonance frequency band was in the range
of 0.805∼0.892GHz and 1.867∼2.302GHz. In both results, a result satisfying frequency bands of
cellular phone and WCDMA could be obtained. The resonance frequency of the measurement result
was slightly different from that of the simulation result, but it was confirmed that the measurement
result coincided with the simulation result as a whole.

Figure 2: Photograph of the fabricated antenna.
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Figure 3: Comparison of the simulated and mea-
sured return loss on the optimized antenna.

Figure 4 shows a radiation pattern measured in cellular bands of 0.83 GHz and 0.86GHz, and a
radiation pattern measured in WCDMA bands of 1.90 GHz and 2.10 GHz. In a general monopole
antenna, an H-plane characteristic should be isotropic, but in an antenna proposed in this paper,
a pattern similar to the isotropic pattern of the monopole antenna could be obtained. We could
determine that each transmit frequency band and a receive frequency band of a mobile communica-
tion had a generally constant pattern. It was confirmed that the maximum gain of the measurement
result was 3.6 dB in the cellular frequency band and 3.9 dB in the WCDMA frequency band.
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(a) Comparison of measured radiation patterns of CDMA frequency bandwidth
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(b) Comparison of measured radiation patterns of HSDPA frequency bandwidth

Figure 4: Comparison of the measured radiation patterns for proposed antenna.

4. CALCULATION AND MEASUREMENT OF SAR

In this paper, SAR was calculated by the use of SEMCAD, which is the commercial SAR analysis
tool. In order to calculate the value of SAR for the cellular frequency band, SAR was calculated in
a frequency of 0.835 GHz and an input power of 0.5 W. The result of the average value of SAR for
each of 1 g and 10 g was achieved. Fig. 5 shows the result calculated when the antenna is mounted
on the lower part of a folder-type terminal. In this case, the lower part of the terminal was in
contact with one point (cheek) on a SAM, and thus the maximum value of SAR was detected on
the skin surface of the SAM’s cheek. When the input power was 0.5W, the average SAR value
for 1 g was 0.654 W/kg, and the average SAR value for 10 g was 0.435 W/kg. We could find that
a separation distance between the antenna and the SAM had a large influence on the SAR value.
In this research, the separation distance between the antenna and the dummy located within the
terminal was 7.48 mm. According to the result, it is expected that the SAR value at a tilt position
will be smaller than that at a contact position.

ESSAY-3, manufactured by EMF Safety INC., is used for the SAR measurement of the antenna.
Similarly as in the SAR calculation, the measurement is performed when the input power is 0.5 W.
When the input power was 0.5W, the average SAR value of 1 g was 0.462 W/kg and the average
SAR value of 10 g was 0.245 W/kg. We could confirm that this is the result satisfying 1.6 W/kg,
which is the SAR limit value in Korea, and 2 W/kg, which is the reference value in the average of
10 g.
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[XZ plane]    [YZ plane]  

(a) 1 g averaged SAR (0.654 [W/kg]) 

[XZ plane]    [YZ plane]

(b) 10 g averaged SAR (0.435 [W/kg] ) 

Figure 5: 1 g and 10 g averaged SARs having the input power of 0.5 W.

5. CONCLUSIONS

In this paper, a spiral monopole antenna operable in the frequency including the cellular and the
WCDMA frequency band is designed and manufactured. The proposed antenna satisfied frequency
bands of 0.823∼0.910GHz and 1.919∼2.232GHz as a result of calculation and satisfied frequency
bands of 0.805∼0.892GHz and 1.867∼2.302GHz as a result of measurement. We could determine
that the antenna gain was 3.6 dB in the cellular frequency band and 2.9 dB in the WCDMA fre-
quency band. SAR was calculated when the cellular frequency band was 835MHz and the input
power was 0.5W. The average SAR values of 1 g and 10 g for 0.5W were measured with the pro-
posed antenna mounted on a cellular phone having a folder structure. The measured results were
compared with each other.

In this paper, the cellular phone terminal modeled to use in calculating the SAR is obviously
different from an actually used terminal in a medium and an environment. In considering that
these bring about an error between the calculated value and the measured value, a complement
using more actual data is required to calculate the SAR.
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Abstract— In this paper, we designed the trapezoidal shape antenna which can be used in
WLAN services. The trapezoidal shape would be working in the 2 GHz band and 5.2 GHz,
and the small rectangular pieces in the trapezoidal shape were making the frequency shift from
5.2GHz to 5.7 GHz. In addition, we found out the best values of the antenna parameters by
sweeping some characteristics. The designed antenna has occurred resonances of which the first
band is 1.65GHz∼ 2.36GHz and the second band is 5.49 GHz∼ 5.88GHz below the return loss of
−10 dB. Also, we will measure the SAR (Specific Absorption Rate) values for the human body.

1. INTRODUCTION

For the minimized antenna, there are the methods of using the semiconductor, the geometrical
structures, and sub-patches [1]. One of research trends is dramatically downsized the antenna using
the mictrostrip feeding method and supplemented the radiation using the patch until now, but it
would be increased the current density and Q factor (quality factor) by the minimized antenna and
seriously decreased the bandwidth of the frequency range. The other way, the impedance would be
increased, and then the gain of the antenna should be decreased [2]. CPW (coplanar waveguide)
feeding slot antenna is studied various methods for increased the working bandwidth of the antenna,
and there are designed several structures by following the application field [3]. CPW feeding slot
antenna is smaller the radiation loss and the dispersion than the microstrip method, and we can
take the broad bandwidth because the varying of the characteristic impedance is small [4–11].

In this paper, we designed the antenna which makes dual resonances interposed the patch that
is the teeth of a saw in the CPW feeding antenna of the trapezoidal shape having the small size and
the broadband characteristics. The designed antenna is working the dual band, 1.65 GHz∼2.36GHz
and 5.49GHz∼5.88GHz, for the PCS, WCDMA, and WLAN services. In addition, we proved the
designed antenna is satisfied the SAR guideline.

2. ANTENNA DESIGN

Figure 1 illustrates the antenna structure of the trapezoidal shape. The size of the designed
antenna is 60.0 mm(W)×30.0 mm(L)×1.0mm(T), and the substrate is FR4 consisted of the copper
of 1 mm and dielectric constant of 4.62. The antenna structure is CPW structure of the basic
trapezoidal shape, as shown Fig. 1. Usually most of the patch antenna has the rectangular shape,
but we proposed the trapezoidal shape antenna showed the broadband characteristics by making
the smoothly flowing of the current [5]. Although we can get the broadband characteristics in the
trapezoidal shape antenna transformed the rectangular shape, we cannot get the characteristics of
the adopted band. So there is deleted the wasted portion without approximately 1 mm of the width
in the antenna. Therefore, there are dual resonances in the frequency bands of 2GHz and 5.2 GHz.

Various parameters shown Figure 1 and Table 1 are changed so that the resonance is formed in
the desired frequency band. In the trapezoid patch, the desired band characteristic was obtained
in a 2GHz band, but 5.2 GHz was just obtained in the band for WLAN. Therefore, the frequency
band could be manipulated according to the length of the patch by inserting another patch having
a rectangular shape in the trapezoid patch. As already know, the wavelength is in an inverse
proportion to the frequency, and thus the length of the patch should be shortened in order to
increase the frequency. This will be described in detail in “Chapter 3. Antenna Simulation,”
afterwards, but the frequency band satisfying a PCS service and WCDMA service in the range of
1.65GHz to 2.36GHz could be obtained through sweeping the parameters of the antenna, and the
frequency band of 5.49 GHz to 5.88 GHz, which satisfies the WLAN service band, could be obtained
by adding a saw-like patch.

The parameters shown in Table 1 represent values optimized through sweeping. However, in
an initial design stage, the width of the strip line was acquired by the use of factors, including a
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Table 1: Parameters of the proposed antenna.

Parameters Explanation Value (mm)

po1x The base of the trapezoid patch 16
po2x The upper side of the trapezoid patch 26
py The height of the trapezoid patch 0 14
sh The size of the sub-patch 1
gx The width of the ground plane 28.84
gy The height of the ground plane 4
sx The width of the feeder 1.8
sy The length of the feeder 10

permittivity, the thickness of a substrate, the thickness of a metal, a desired frequency band, and
an impedance line width between the strip line and a ground was acquired.

Figure 2 shows a simulated result using the optimized values shown in Table 1. On the basis of a
return loss of −10 dB or less, a first resonance occurred in the band of from 1.65 GHz to 2.36GHz,
and a second resonance occurred in the band of from 5.49 GHz to 5.88 GHz. Figure 3 shows
radiation patterns of the designed antenna in 1.67GHz and 5.5GHz. In this thesis, a trapezoid
CPW antenna, usable in the PCS, WCDMA and WLAN bands, was designed. The overall size of
the antenna was reduced by the use of a CPW structure and its performance was checked through
simulation. As a result of the simulation of the designed antenna, we could determine that the dual
resonance was formed, and the antenna satisfied the band of 1.65 GHz to 2.36 GHz and 5.49 GHz
to 5.88 GHz.

Figure 1: The structure of the proposed antenna.
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Figure 2: The return loss of the optimized parame-
ters.

3. ANTENNA FABRICATION AND SAR MEASUREMENT

We were fabricated the proposed antenna, as shown Figure 4. For the measuring of the absorption
of the electromagnetic wave in the human body, we were doing SAR (specific absorption rate)
measurement. The target service is WLAN of 2.45GHz band, and we have got the results of 1g
and 10 g averaged SARs in 2.45 GHz, as shown Figure 5.

As the results of the SAR measurement, 1 g averaged SAR, which the guideline is 1.6 W/kg,
is 0.529 W/kg, and 10 g averaged SAR, which the guideline is 2.0 W/kg, is 0.273 W/kg. The SAR
values are satisfied the guideline values.
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Figure 3: The radiation pattern at 1.67 GHz and 5.5 GHz.

Figure 4: The fabricated antenna. Figure 5: The SAR measurement.

4. CONCLUSIONS

We designed and fabricated the antenna of the trapezoid shape for the PCS, WCDMA, and WLAN
bands in this paper. We reduced the antenna size using the CPW structure, and confirmed the
performance using the computer simulation firstly. Then we fabricated the proposed antenna having
the dual resonance characteristic. In the return loss of −10 dB or less, the antenna was working
the 1.65GHz to 2.36 GHz and 5.49 GHz to 5.88 GHz. In case of SAR measurement, the 1 g and
10 g averaged SARs are satisfied the guideline which is 1.6W/kg and 2.0 W/kg respectively. As the
results, the 1 g and 10 g averaged SARs are 0.529 W/kg and 0.273 W/kg. We proved all results are
satisfied the guideline by the experiment test.
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Abstract— This paper proposed a new dual-band PIFA(Planar Inverted-F Antenna) for WLAN.
Two patches were used in order to embody each WLAN band. The shorting strip and meander-
type radiation patches were used in order to minimize the size of the antenna. The −10 dB
return loss bandwidth of a realized antenna was 1.95 ∼ 2.65GHz and 5.47 ∼ 6.03GHz which
contains WLAN. The measured bandwidth contain two WLAN band(2.4 ∼ 2.4835 GHz, 5.725 ∼
5.825GHz).

1. INTRODUCTION

These days, a mobile communication system has an advantage in that various mobile communication
services including voice, data, moving images, and digital TV broadcasting can be easily exchanged
free from time and spatial limitations. The number of users has rapidly increased thanks to the
convenience of mobile communication, and thus the mobile communication system has rapidly
developed. The development of various mobile communication systems including cellular, PCS,
IMT-2000, WLAN (Wireless LAN), PDA, and satellite DMB, requires the need for the development
of a high-functioning and high-performance personal portable terminal and development of a small,
light and thin antenna.

In this thesis, a small dual-band WLAN PIFA having a dual resonance characteristic, which
satisfies the requirement, was designed. In the designed antenna, resonance frequencies can be
tuned independently of each other and do not affect each other, thereby easily realizing the antenna.
The performance of the proposed antenna is verified through manufacturing and measurement.

2. DESIGN AND ANALYSIS OF DUAL-BAND PIFA

2.1. Design of Modified PIFA Having a Dual Band and Its Result
In an antenna proposed in this thesis, the modified dual-band PIFA having a WLAN band was
designed, and a characteristic satisfying WLAN band of 2.4 to 2.4835 GHz and 5.725 to 5.825 GHz

Figure 1: Structure of the proposed PIFA antenna.



Progress In Electromagnetics Research Symposium, Hangzhou, China, March 24-28, 2008 213

were obtained through comparative analysis. The size of the antenna, and the sizes of an FR4
substrate, a ground plane and a short strip were adjusted, and the lengths of slots and the widths
between the slots were adjusted in order to acquire the dual characteristic. In particular, it was
possible to acquire the desired characteristic of the frequency band by adjusting the length and
width of the short strip, the sizes of the FR4 substrate and the ground plane, and the width
between the slots [3]. Fig. 1 shows the proposed antenna. The height of the antenna is 3.5 mm to
the maximum, and the size of the radiation patch having a thickness of 0.035 mm was 13.856 ×
28× 0.035mm3. The FR-4 substrate having a size 57× 28mm2 and a thickness of 1 mm was used
as a dielectric as shown in Fig. 1.

Two resonances were acquired by the use of two radiation patches having trapezoid and rectan-
gular patches, respectively. In general, a high-frequency band was adjusted according to the length
of the rectangular patch, and the height and width of the short strip and a low-frequency band
were adjusted according the widths of the slot and PIFA, the position of a feeding point or the
size of the ground plane. The trapezoid radiation patch and the rectangular radiation patch of the
proposed antenna each had the WLAN band. The optimization result is shown in Table. 1.

Table 1: Optimized parameters for the proposed antenna.

Parameter value

Size of Anetnna 28× 13.856mm2

Size of Ground 28× 43.144mm2

Size of FR4 28× 57mm2

H 3.5mm

W 1.856mm

slot 1 6 mm

slot 2 2 mm

a 13.7mm

b 1.856mm

2.2. Result of Sweeping the Proposed PIFA
Figures 2 and 3 show variation in reflection loss according to the length of each slot. Fig. 4 shows
variation according to the length of the patch bringing about radiation in 5 GHz band out of the
dual bands. Fig. 2 shows a reflection loss when the slot length of the antenna radiating in 2 GHz
band is in the range of 2 to 8 mm. In 2GHz band, as the length of the slot increased, the overall
frequency band moved to a higher frequency band, thereby reducing the reflection loss. In 5 GHz

Figure 2: Return loss(slot 1). Figure 3: Return loss(slot 2).
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band, as the length of the slot increased, the resonance frequency decreased and the reflection loss
decreased. Fig. 4 shows the reflection loss when the length of Slot 3 is in the range of 13.5 to
14.1mm. As the length of Slot 3 increased, the 2 GHz frequency band showed a slight change and
the 5GHz frequency band showed a considerable change. As the length of the slot increased, the
reflection loss increased, and the resonance frequency increased. This occurred when the overall
current flow increased, as the length of the slot increased. The length of the patch was set to
13.7mm in order to adjust the frequency band to a wireless LAN band of 5.725 to 5.825 GHz in
the 5 GHz band. As the length of the slot increased, the path length of the overall current flow
increased. Accordingly, the frequency band decreased.

Figure 4: Return loss(slot 3).

Figure 5 shows variation according to the size of the short strip. (a) shows the height of the
short strip and (b) shows variation according to the width. (a) shows a reflection loss when the
height varied from 2.5 to 4 mm by 0.5 mm and the most suitable frequency band was acquired in
case that the height was 3.5mm. As the height of the short strip increased, the resonance frequency
decreased. (b) shows a reflection loss when the width of the short strip varied from 2.3 to 2.6 mm.
The desired frequency band was acquired in case that the width was 2.5 mm. As the width of the
short strip increased, the resonance frequency decreased.

Figure 6 shows the comparison of the simulation result and the measurement result of the
proposed antenna. The measurement result coincided with the simulation result, but the bandwidth

(a) (b)

Figure 5: Return loss(short strip), (a) Return loss(height of the short strip), (b) Return loss(width of the
short strip).
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in the measurement result was smaller and more efficient than that in the simulation result. It
is judged that this is because an accurate antenna satisfying the design value was difficult to
manufacture, and the frequency characteristic varies in spite of minute structural different because
of an RF characteristic.

Figure 6: Comparison of the simulated and measured return loss on the optimized antenna.

3. MANUFACTURING AND ANALYSIS

A dual-band PIFA of a meander structure having a standard shown in Table 1 was manufactured
on the basis of the simulation result. An FR-4 substrate having a permittivity of 4.62 was used as a
dielectric, and a copper plate having a thickness of 0.01mm was used as a patch. A microstrip cable
was used for feeding, and an impedance matching was 50 Ω. Fig. 7 shows the concrete structure of
the manufactured antenna.

Figure 8 shows the measurement result of the manufactured antenna. In the measurement
result, −10 dB bandwidth of the proposed dual-band PIFA has the dual-band characteristic. For
example, it is in the range of 1.95 to 2.65 GHz and in the range of 5.47 to 6.03GHz. The measured
bandwidth satisfied two WLAN bands of 2.4 to 2.4835GHz and 5.725 to 5.825GHz.

Figure 7: Photograph of the fabricated antenna. Figure 8: Return loss of fabricated antenna.

4. CONCLUSION

In this thesis, a dual-band antenna having a 2 GHz IMT-2000/WLAN band and a 5GHz WLAN
band was designed. The height and width of the short strip for deciding the size of the antenna
were set to 3.5 mm and 2.5 mm, respectively, and the length of the slot was adjusted. Accordingly,
the desired frequency band could be obtained.
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The antenna was manufactured and measured on the basis of the simulation result. In the mea-
surement result, −10 dB bandwidth of the proposed dual-band PIFA has a dual-band characteristic.
For example, it is in the range of 1.95 to 2.65 GHz and in the range of 5.47 to 6.03 GHz.

In this thesis, since the manufactured antenna is suitable for miniaturization and it can be
changed by the use of various wideband techniques, it is prospected that the antenna will continue
to be studied in the future.
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Abstract— A novel microstrip array antenna of 32 elements is designed and built for broad-
casting satellite orbital positions. It is working in the 12.43–12.53GHz band (space-to-Earth).
A corporate feeding network is used to give equal amplitude and phase to each element. The
theoretical analysis is based on IE3D (Zeland) software and genetic algorithm to optimize the
performance of the planar array. A dummy column of elements is assumed around the excited
32 elements. The effect of these dummy elements is tested using IE3D (Zeland) software on the
return loss and voltage standing wave ratio (VSWR). The simulation shows the return loss and
VSWR decrease as the number of columns of parasitic elements increases. On the other hand
the center frequency increases as the number of parasitic elements increases. The return loss and
VSWR are measured and compared with the simulated results. They are very close. Both the
theoretical and experimental results are presented and discussed.

1. INTRODUCTION

During recent years, microstrip antenna array is widely used due to its several advantages, such as
low profile, light weight, and low cost, etc. [1, 2]. In various communications and radar systems, a
microstrip array is greatly desired. The designed antenna is suitable for the 12 GHz Broadcasting
Satellite Service (BSS) frequency bands. It is working in the frequency band 12.43–12.53 GHz.
A single-feed planar antenna can be easily integrated. The antenna consists of 32-elements with
corporate feeding network. This feeding was designed to give equal amplitude and phase to each
element. The dimension of each patch, spacing between patches, and the width of the feeding line
are shown in Figure 1 [3]. The array was fabricated on a dielectric substrate called Teflon with
h = 0.7874mm, εr = 2.2, area of 91.5 × 53 mm. The dimension of the patch and the spacing
between the elements in x and y directions are 9.5 × 7.6, 12.0482, and 12.0482 mm respectively.
The feeding system includes three different microstrip transmission lines of different impedances
and different widths. The impedances are 50 Ω, 71.7Ω, and 100 Ω and the corresponding widths
are 2.377 mm, 1.339 mm, and 0.655 mm respectively.

Figure 1: The dimension of the designed antenna and its feeding system.

2. ARRAY ANTENNA

The design of this array and its feeding is discussed in Section 2. The parameter of the antenna
shown in Figure 2 is optimized using IE3D (Zeland) software. The simulated and measured return
loss (S11) and VSWR of 4× 8 antenna array are shown in Figure 3. The simulated and measured
results are very close. It can be seen from the figure that S11 and VSWR of the fabricated antenna
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Figure 2: The fabricated array antenna.
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Figure 3: (a) Simulated and measured return loss. (b) Simulated and measured VSWR.

are −25 dB and 1.2 respectively. On the other hand, the simulated results show that S11 and VSWR
of the designed antenna are −28.7 dB and 1.0357 respectively.

The impedance smith chart obtained for the designed array is shown in Figure 4. For the plot,
it shows that the points are located at the middle of the circle as the frequency becomes nearer to
the center frequency. Hence, this indicates that the matching of this antenna is quite good, as the
desired location of the points should be in the middle of the circle (50 Ω).

3. THE EFFECT OF PARASITIC ELEMENTS

A study is done on 4× 8 array to investigate the effect of parasitic elements using IE3D (Zeland)
software [4]. Figure 5 shows one row and two rows of passive elements on each side of the array
antenna.

The simulation results of both S11 and VSWR for different cases are shown in Figure 6. The
different values of return loss and VSWR and the corresponding frequency for 4× 8 array antenna
with and without parasitic elements are listed in Table 1. The resonant frequency increases as the
number of rows of parasitic elements increases.
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Figure 4: The impedance smith chart obtained for the designed array.

(a) (b)

Figure 5: Passive elements on each side of the array antenna (a) one row (b) two rows.

Table 1: The minimum values of return loss and VSWR and the corresponding frequency for 4 × 8 array
antenna with and without parasitic elements.

          parameter

    Case 

F 

(GHz) 

S11 

(dB)
VSWR

array antenna without parasitic 

elements
12.46 -28.7 1.0357 

array antenna with  One row of 

parasitic elements
12.52 -21.144 1.1785 

array antenna with  two rows of 

parasitic elements
12.6 -21.2 1.161 
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Figure 6: (a) S11 for the array antenna with and without parasitic elements: – o without parasitic elements,
– . with one row, and — with two rows. (b) VSWR for the array antenna with and without parasitic
elements: – o without parasitic elements, – . with one row, and – * with two rows.

4. CONCLUSIONS

A novel 4 × 8 microstrip array antenna was developed at 12.46GHz and presented numerically
and experimentally. The parameters of the array such as S11, VSWR, and input impedance are
optimized using Zeland software. The measured return loss and VSWR of the designed antenna are
is −25 dB and 1.2 respectively, while the simulated values are−28.7 dB and 1.0357 respectively. The
simulated and measured results show a reasonably good agreement. The small deviation between
them is due to fabrication inaccuracy. The center frequency of the array can be controlled by the
number of parasitic elements around it.
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Abstract— A high performance wire and patch co-design monopole antenna fabricated using
two kinds of folded wire and metal patch as radiator is presented. A prototype of the proposed
monopole antenna with a compact area size s implemented, and the antenna shows a wide
operating bandwidth of about 300 and 50 MHz for low band and high band bandwidth, making
it easy to cover the GSM, EDGE, CDMA, CDMA 2000, W-CDMA and UMTS band for wireless
communication and 2.5G/3G dual mode operation of a mobile handset phone.

1. PDA PHONE FOR HELICAL ANTENNA OPERATION

A low profile and compact helical (Fig. 1) antenna with multi-asymmetric helix turns is designed
and measured (Fig. 2). The helical antenna, which is placed along the axis of a RF coaxial line
fed through the ground plane, can be operated at multi resonant frequencies. The helix wire
radiator [1, 2], which is designed to operate at the normal mode radiation performance, is mounted
directly on the PDA ground environment. The finite element method (FEM) is used to obtain the
numerical solution of far-field radiation patterns, which are found in good agreement compared to
the experimental results. The bandwidth performance in multi-frequencies operation would also
be explicitly studied. The design of a miniaturized helical antenna is proposed and presented for

Figure 1: The multi-bands for helical antenna oper-
ation.

Figure 2: The multi-bands helical antenna for phan-
tom effect.
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2.5G/3G mobile communication bands. The measured data is shown in Table 1 and Table 2. In this
paper, a compact and low profile internal helical antenna for multi-bands has been proposed. This
antenna was designed and measured for phantom effect. A good agreement between measurement
and analysis has been obtained. The proposed antenna shows a wider operating bandwidth (Fig. 3)
and it easy to cover the GSM, EDGE, CDMA, CDMA 2000, W-CDMA and UMTS band for
wireless communication and 2.5G/3G dual mode operation of a mobile handset phone, co-design,
co-integration and PDA application.

Table 1: The measured antenna gain.

Frequency

(MHz)
800 850 900 950 1000 1700

Peak Gain

(dBi)
−0.6 −0.4 0.9 −0.15 −0.1 −0.2

Frequency

(MHz)
1750 1800 1850 1900 1950 2000

Peak Gain

(dBi)
−0.15 −0.3 −0.2 −0.3 −0.25 −1.6

Table 2: The measured antenna gain with phantom effect.

Frequency

(MHz)
800 850 900 950 1000 1700

Peak Gain

(dBi)
−7.8 −7.3 −6.1 −5.95 −5.9 −3.25

Frequency

(MHz)
1750 1800 1850 1900 1950 2000

Peak Gain

(dBi)
−3.25 −3.6 −3.8 −3.5 −3.4 −4.25

2. CONCLUSIONS

In this paper, a compact and low profile helical antenna for multi-bands has been proposed. This
antenna was designed and measured. A good agreement between measurement and analysis has
been obtained. The proposed antenna shows a wider operating bandwidth and it easy to cover the
GSM, EDGE, CDMA, CDMA 2000, W-CDMA and UMTS band for wireless communication and
2.5G/3G dual mode operation of a mobile handset phone, co-design, co-integration and application.
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Abstract— In order to study the impacts of array configuration and channel model parameters
including antenna spacing and scattering angle on the channel capacity of an S-MIMO (Satellite
Multiple Input Multiple Output) system, a novel method is proposed to explore the channel
capacity under flat fading. A novel channel model is constructed based on the fading correlation
matrix which depends on the array configuration. And then using the properties of Wishart
distribution, closed-form expressions for the upper and lower bounds on the ergodic capacity of
N by M MIMO system are presented in detail. The novel method also could be generalized to
MIMO-OFDM systems with any number of transmit and receive antennas. Computer simulation
results show that for small spacing the UCA yields higher channel capacity than ULA. The
channel capacity is maximized when the antenna spacing increases to a certain point, and further
more, the larger the scattering angle, the quicker the channel capacity converges to its maximum.
And at high SNR, the upper and lower bounds on the ergodic capacity are close to its true value.

1. INTRODUCTION

Multiple Input Multiple Output (MIMO) using multiple antennae simultaneously at both end in
a wireless system has been shown to significantly improve spectrum efficiency of communication
systems over traditional Single Input Single Output (SISO) systems. Theoretical work of [1] and [2]
proved that if the fades between different pairs of transmit-receive antenna elements are independent
and identical Rayleigh and receiver knows the channel perfectly, the channel capacity increases
linearly with the minimum of the number of transmit and receive antennas.

In satellite systems, how to use the limited resource to increase the system performance is the
important problem. Many authors [3, 4] proposed that future land mobile satellite systems can
take advantage of MIMO technology to boost data-rates in resource limited allocated spectrum.
Although the land mobile satellite channel at low elevation is harsh, a significant increase in capacity
can be achieved using space time coding from a single satellite MIMO system.

In real propagation environments, correlation exists between the fades of deferent antenna ele-
ments due to the antenna spacing and the surroundings around antenna arrays are insufficient. This
can cause the channel capacity of MIMO systems reduce significantly. In [5] the statistical model
of the fading correlation is constructed and the asymptotic channel capacity is investigated when
the number of antennas is infinite using random matrices theory. According to [6], the closed-form
expression of MIMO systems can be derived using the probability density function of eigenvalues
of Wishart matrix. But the computational complexity is very high. In [6] and [7] the upper and
lower bounds on the ergodic capacity of MIMO system are presented, and the results shown that
the upper and lower bounds are close to its real value.

In this paper, we develop a method based on the receive UCA to investigate the channel capacity
and analyze the impacts of antenna spacing and scattering angel on the capacity of S-MIMO
systems. In addition, we introduce the properties of Wishart distribution to derive the upper
and lower bounds in detail, which can reduce the computational complexity significantly. We also
investigate the impacts of array configuration and channel model parameters including antenna
spacing and scattering angle on the channel capacity of S-MIMO systems.

2. THE CHANNEL MODEL AND CAPACITY OF S-MIMO SYSTEMS

In the following, we assume: (1) M and N denote the number of transmit and receive antennae,
respectively. (2) a single user in the system and employ the narrowband Rayleigh MIMO channel.
(3) uniform circular antenna or uniform linear antenna is used at the receiver. (4) H is the matrix
channel impulse, n is the M × 1 zero mean and unit variance additive white Gaussian noise vector.
(5) AOA distribution is uniform and the central AOA is denoted as Θ, and the angle of arrival is
uniform distribution in [Θ−∆, Θ+∆], the radius of UCA is r, the angle that each element location
makes with the horizontal axis is ϕi, the angle spread is ∆.
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The spatial fading correlation between the mth and nth antenna element is defined as
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For the uplink, ∆ is usually small. We can approximate cos z ≈ 1 and sin z ≈ z which gives

R(m,n) = exp (j4πrα/λ) sin c (4rβ∆/λ) (1)

where α = sin ((ϕn − ϕm)/2) sin (Θ− (ϕn + ϕm)/2), β = sin ((ϕn − ϕm)/2) cos (Θ− (ϕn + ϕm)/2).
When ULA is used at the receiver, the spatial correlation between two elements a distance d

apart can be determined as
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The spatial fading correlation matrix R is constructed based on (1) or (2).
And then the channel matrix can be written as

H = R1/2U (3)

We assume the channel is perfectly known at the receiver but unknown at the transmitter. The
total power of the signal is constrained to P , regardless of the number of transmit antennas. The
channel capacity is given by

C = log2(det(IM + ρHHT )) (4)

where IM is M ×M identity matrix, T is denote conjugate transpose, ρ = P/N .
Using (3) and factorize R using the singular value decomposition, we get

C = log2

(
det

(
I + ρΛ1/2

R WΛ1/2
R

))
(5)

For investigating the mean capacity of MIMO system, it is important to analyze the statistical
property of the eigenvalues of V = Λ1/2

R WΛ1/2
R . It is known to all that W∼WM (N, I) and

using the properties of Wishart distribution, we get V∼WM (N,ΛR). There exists the closed-
form expression for the joint probability density of the eigenvalues of V, but it is very difficult to
calculate the marginal pdf of the eigenvalues to derive the closed-form expression of the channel
capacity. So we will give the closed-form expressions for the upper and lower bounds on the mean
capacity and get some useful conclusions.

Noting logx is concave function in x, so E log x ≤ log Ex. Using this property, we can get

E(C) ≤ log2 E (det (I + ρV)) ≈ M log2 (ρ) + log2 (E (detV)) (6)

Wishart distribution has the property: if V is WM (N,ΛR), then det (V)/det (ΛR) has the

same distribution as
M∏

k=1

χ2
N−k+1, where the χ2

N−k+1 for k = 1, . . . , M , denote independent χ2

random variables. Using this property, we can get
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E (log2 (detV)) =

(
M∑

i=1

(ln (λi) + ψ (N − i + 1))

)/
ln 2 (8)

Using (7), then (6) can be written as

E(C) ≤ M

(
log2

(
P

N

)
+ 1

)
+

M∑

i=1

log2 (λi) + log2

(
ΓM

(
1
2
N + 1

)/
ΓM

(
1
2
N

))
(9)
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where ΓM (a) = πM(M−1)/2
M∏
i=1

Γ (a− i + 1).

For a Hermitian matrix A, it is true that: det (I + A) ≥ det (A). From this property, we get

E (C) ≥ E (log2 (det (ρV))) (10)

using (8), we can lower bound E(C) as

E (C) ≥
(

M ln (ρ) +

(
M∑

i=1

(ln (λi) + ψ (N − i + 1))

))/
ln 2 (11)

where ψ(x) = Γ′(x)/Γ(x).

3. SIMULATION

Simulation considers the narrowband single user S-MIMO system with M = 4 receive and N = 6
transmit antennae. The central angle of arrival is Θ = π/3, the radius of UCA is r, the receive
SNR is 20 dB.

Figure 1: Mean capacity of MIMO for various scat-
tering angels at Θ = π/3.

Figure 2: Mean capacity of MIMO for various scat-
tering angels at Θ = 0.

Figure 3: Channel capacity and its upper and lower bounds.

Figure 1 and Fig. 2 show the mean capacity of spatially correlated Rayleigh-fading MIMO
channels for different scattering angels. Note that for a four-element linear array, the element
spacing is d = (2/3)r, while for the UCA, the minimum spacing between elements is

√
2r. As

shown, the channel capacity is maximized when the antenna spacing increases to a certain point,



226 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

and further more, the larger the scattering angle is, the quicker the channel capacity converges
to its maximum is. And we also see that for small element spacing, when the scattering angle is
determined, the UCA outperforms the ULA.

Figure 3 shows the mean capacity and its upper and lower bounds of correlated Rayleigh-fading
MIMO channels. We can see that, at high SNR, the upper and lower bounds on the mean capacity
are close to its actual value.

4. CONCLUSIONS

We have constructed the statistical channel model based on fading correlation and developed a
method to investigate the capacity of S-MIMO systems. The method using the properties of
Wishart distribution to derive the closed-form expressions for the upper and lower bounds on the
ergodic capacity based on receive UCA. And we also investigate the impacts of array configuration
and channel model parameters including antenna spacing and scattering angle on the channel
capacity of a MIMO systems. Simulation results show that for small element spacing, when the
scattering angle is determined, the UCA outperforms the ULA. At high SNR, the upper and lower
bounds on the mean capacity are close to its actual value.
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Abstract— The peculiarities of the climatic conditions in the Baltic Sea Region are reviewed.
According to the values of rain rates measured in the Lithuanian Weather Stations with the 10-
minute’s integration time, a relation between the rain rate and the annual precipitation has been
derived. The model for one-minute rain rate calculation on the months starting from May up to
September in Lithuania has been presented. The values of the electromagnetic waves attenuation
due to the rain have been determined. The cloud attenuation has been computed by using the
meteorological data measured at the ground level. The semi empirical method has been used.
The values of the specific attenuation under conditions of cloud cover have been determined.

1. INTRODUCTION

Knowledge of the electromagnetic waves attenuation due to rain and clouds is desirable while
planning the communication systems, especially at frequencies of 10 GHz and above. Most of the
methodologies for the prediction of rain attenuation on radio waves paths require the knowledge of
the rain rate R-value. Rain rate data is presented in units of length per unit time (in millimeters
per hour), but in practice it is measured over intervals of typically one minute, five minutes, hour
or yearlong. In [1], it was mentioned that the integration time ∆t (time between the readings of the
values of rainfall amount) is important parameter and it can change the R-value. Most of the rain
attenuation prediction methods require one-minute rain rate value. One-minute rain rate (mm/h) is
the rainfall for one minute (mm/min) multiplied by 60. Rainfall rate is highly variable. Therefore,
the rain rate and rain attenuation are analyzed for concrete climatic conditions. However, the
electromagnetic waves attenuation due to rain under the Baltic Sea Region climatic conditions has
been analyzed not enough [2, 3]. The electromagnetic waves attenuation due the clouds, as far as we
know, has been not analyzed under Lithuanian climatic conditions. The main goals of this paper
were to determine the one-minute value of rain rate by using ten-minutes rainfall amount data
measured in the Lithuanian Weather Stations and to estimate the values of the electromagnetic
waves attenuation due to the rain and the clouds.

2. THE PECULIARITIES OF THE CLIMATIC CONDITIONS IN THE BALTIC SEA
REGION

The climate of Baltic Sea Region (BSR) is specific. BSR, being in the transition geography zone
from Baltic Sea climate to Atlantic and continentals East Europe climate, may be distinguished
for its variable climate. The average amount of precipitation in the BSR is 679 mm. The average
nebulosity in the region is 50%. The minimal nebulosity (46%) occurs in spring [4]. The increase
of nebulosity is going from north to south. In this paper we analyze Lithuanian climate more
particularly. The climate of Lithuania is definable as middling cold, with the snowy winters. There
are 20–30 thaw days even in mid-winter. In Lithuania, humid weathers predominate all over the
year. The annual precipitation in rainy wet year is almost twice higher than in dry year. The values
of annual rainfall measured in the localities of Lithuania are presented in Table 1. The showers are
observed in the warm period of the year. Such climate is typical climate of the middle part of the
East Europe.

The climate of the west part of Lithuania (for example, of Klaipeda) is specified as the moderate
warm climate. The average temperature of the coldest month is more than −3◦C. Such type of the
climate is dominating in the West Europe. Vilnius is one of the cloudiest localities of Lithuania.
There are about 100 overcast days in the year.
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Table 1: The values of annual rainfall (mm) measured in the Localities of Lithuania in the period of years
1999–2004.

XXXXXXXXXLocality
Year 1999 2000 2001 2002 2004 2005

Vilnius 520 694 653 616 646 720

Klaipeda 770 587 851 645 727 649

3. ELECTROMAGNETIC WAVES ATTENUATION DUE TO RAIN

One of the most accepted methods for prediction of rain attenuation is an empirical procedure based
on the approximate relation between specific attenuation α (dB/km) and the rain rate R (mm/h) [5]:

α = aRb (1)

where a and b are the functions of frequency f and rain temperature T .
According to the ITU-R (the Radiocommunication Sector of the International Union) Recom-

mendation, the rain rate R = 22mm/h when the rain attenuation is determined in Lithuania and
Latvia can be used. In [1] it was mentioned that the ITU-R value R = 22 mm/h is too low for
prediction of the rain attenuation in Latvia. The events when the rain rate exceeds the value
mentioned above were observed in Lithuania as well. We analyze the intense rain events in Vilnius
in more detail (see Table 2). The values of very intense rain rates measured in Vilnius Weather
Station in the period of years 1970–1996 [6], the integration time and the percent of the time of the
year are presented. The values of 10-minutes rain rates R10min 0.01% (mm/h), determined by using
the data measured in Lithuanian Weather Station in Vilnius in the period of years 1999–2004, and
the values converted to one-minute rain rate using method [7] R1min 0.01%.are presented in Table 3.
About 60% of the annual rainfall amount falls in the warm period of the year in Lithuania. This
fact must be taken into account when the rain attenuation is predicted in the localities of Lithuania.
The review of results measured at the Weather Station in Vilnius shows that relation between the
ten-minutes rain rate for 0.01% of time and the annual precipitation can be written as:

R10 min 0.01 = 3.23(γMr) (2)

where Mr is the annual precipitation (mm) and γ is the coefficient of the warm period (γ = 0.6 in
our case). The average value of the one-minute rain rate for 0.01% is 35.2 mm/h in Vilnius (in the
period of years 1999–2004) and it is by 1.6 times higher than the ITU-R value R = 22mm/h.

Table 2: The values of very intense rain rates R measured in Vilnius in the period of years 1970–1996 [6].

R (mm/h) 120.0 150.0 72.4 72.5 35.0
∆t (min) 11 12 30 25 120
% of time 0.0021 0.0023 0.0057 0.0048 0.0228

Table 3: The values of R10 min 0.01% (mm/h) and ones converted to one-minute rain rate R1 min 0.01% using (3).

Year 1999 2000 2001 2001 2003 2004
R10min 0.01% (mm/h) 45.5 46.7 35.7 26.8 23.1 33.2
R10min 0.01%, (mm/h) 71.3 78.0 58.0 41.9 35.4 53.4

In [7], the relationship between one-minute rain rate for 0.01% of time and τ -minutes rain rate
for 0.01% of time R (τ min)0.01% is expressed as:

R1min 0.01% = (R(τ min)0.01%)d (3)
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with d = 0987 (τ min)0.061, where R (τ min)0.01% exceeded during 0.01 percent of time for τ -minute
integration time.

Analysis of rainfall data in the localities of Lithuania shows that the events of heavy rainfall
and showers happen frequently in the months of May–September. During the warm period, the
part of convectional precipitation in the general precipitation amount is 0.48 [4]. In light of these
facts, the relationship presented in [8] under Lithuanian climatic conditions, may be written as:

R(1min) =
[ln (0, 03 · 0, 48 ·Mw/t)]

0, 03
(4)

where Mw is amount of rainfall during the months of May–September, and t is the number of hours
in a year when the value of rain rate exceeds the value R.

The value of R0.01% measured with 10-minute’s integration time and the value of R0.01% mea-
sured with 20-minute’s integration time [4] were used in our calculations. The R (20min)-value is
maximum value of the rain rate on the event of 20 minutes duration when such event is recurring
by one time in a year [4]. The values of R1min 0.01% determined using relations (3) and (4), and
the values of α (for horizontal polarization) determined by using relationship (1), and the values
of R1min 0.01%, mentioned above, are presented in Table 4. It was obtained, that the value of
R (1 min) = 58.9mm/h are by 67% higher than the average value of R (10 min) = 35.2mm/h.

Table 4: The values of R (1min) obtained by using relations (3) and (4) and the values of α (f = 20 GHz).

∆t (min) – 10 20
Relation (4) (3) (3)

R (mm/h) 58.9 56.4 63.0
α (dB/km) 6.62 6.31 7.13

4. ELECTROMAGNETIC WAVES ATTENUATION DUE TO CLOUDS

In [5], the specific cloud attenuation α (dB/km) was expressed as a function of the liquid water
content M :

αc = KcM. (5)

The attenuation constant Kc is the function of the frequency f and temperature T . The values
of Kc for pure water droplets are presented in [5]. M describes the mass of water drops in the
volume units. In the cloud, M varies in the wide range. The knowledge of the liquid water content
M is the main problem when using (5). The direct measurements of M at a point in space or
averaged over the radio path are problematic. We have been determinating the attenuation due to
clouds under Lithuanian climatic conditions for the first time. There was no possibility to measure
the specific cloud attenuation as well as the liquid water content and temperature within the clouds.
Considering these facts, the method, which required only the meteorological parameters measured
at the ground level, was chosen. We used the basic idea of a model [9]: the water vapour in the
atmosphere will lead to the formation of clouds whenever there is a possibility for condensation at
some height h above ground level. It is mentioned in [9], that the condensation is possible when
the water vapour concentration exceeds the saturation density ρs at temperature T prevailing
at that height. It is assumed in [9], that the water vapour density ρ(h) can be estimated from
humidity measurements carried out at ground level. M is estimated as the difference between ρ
and saturation density ρs at cloud temperature. It is assumed that clouds are formed when M > 0.
In [9, 10], it was considered that clouds are created starting in the vicinity of the height h of the 0◦C
isotherm and h (km). Relationship between the ground temperature T0 (K) and the height h was
presented in [9, 10]. The analysis of the cloud cover under the localities of Lithuania data shows
that the [10] model can be used only in cases when the middle or high clouds will be formed. The
cloud cover data in Vilnius on the April 2007 is presented in Table 5. According the Data of the
Weather Station, in most cases the cloud base heights were of 2.0–2.5 km (19 events). It is worth to
mention that [10] model was suitable in almost all of the 19 cases mentioned above (h=2.0–2.5 km)
whenever temperature at the ground level was t ≤ 10◦C. When t ≥ 10◦C, the values of h determined
by using model [10] are over high. However, according to the Weather Station Data (see Table 6),
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in January 2007, in most cases, the low clouds with the cloud base height of 300–600m were formed
over the localities of Lithuania (16 events); in one case, the humidity of 100% was at the ground
level. It is evident that the relation between the h and the ground temperature T0 presented in [10]
is not suitable in the cases mentioned above. If a dew point and the temperature at the ground
level are known, the value of h can be obtained by using a temperature lapse rate.

Table 5: The values of the clouds base heights mea-
sured on April 2007 in Vilnius.

Cloud base heigh, km N

0.3–0.6 2
0.6–1.0 5
1.0–1.5 1
1.5–2.0 3
2.0–2.5 19

Table 6: The values of the clouds base heights mea-
sured on January 2007 in Vilnius.

Cloud base heigh, km N

0.0 1
0.2–0.3 6
0.3–0.6 16
0.6–1.0 3
1.0–1.5 2
2.0–2.5 3

Analysis of the cover data over the Lithuania shows, that the low clouds base height is near
the height determined from the difference between the temperature at the ground level and the
dew point temperature divided by the lapse of temperature (6.5◦C). In the frequent events, the
cumulonimbus clouds have been formed at the height of 300–600 m; the cumulus clouds occur at
the height of 1000–1500 m. The review of data measured in the Weather Station shows that the use
of the ITU-R vertical profiles of the atmosphere proposed in Recommendation ITU-R P. 835–3 for
calculation of the clouds temperature must be revised before using under the Lithuanian climatic
conditions. In our calculations, it was assumed, that the temperature within the cloud is near the
dew point temperature. The temperature at height h is the temperature of the cloud in our study.
The equation of state, assuming an adiabatic process [9] has been used for determination of the
water vapour density ρ (h) at the height h. Using the values of the relative humidity H and the
temperature at the ground level we have determined the water vapour density at the ground level.

For example, in Vilnius, on 1 October 2007, there was the daily temperature of 3.9◦C. The
relative humidity at the ground level was H0 = 90% on that day. The dew point temperature was
td = 2.4◦C. The clouds have been formed at the height of 0.23 km. We obtained, that M = 0.9 g/m3.
According to data of Meteorological Weather Station, recorded when the stratocumulus clouds were
formed over Vilnius, the cloud base height was about 300–600 m. It is known, that the values of M
for stratocumulus clouds varied starting from 0.3 up to 1.3 g/m3 and the value of M = 0.9 g/m3 is
from the range mentioned above. The values of the αc, determined using the value M = 0.9 g/m3

and relation (5), are presented in Table 7.

Table 7: The values of specific cloud attenuation αc.

f , GHz 10 20 30 40 50 60 70
αc, dB/km 0.09 0.35 0.60 1.25 1.75 2.5 3.0

5. CONCLUSIONS

It is a necessity to take the peculiarities of the Baltic Sea Region climate into account, when
determining he values of the specific rain attenuation and cloud attenuation in this region. The
ITU-R-value R = 22 mm/h is too low for prediction of the rain attenuation in Lithuania. The
review of cloud data shows that relationship presented in [10] can be used for determination of the
middle and high clouds base height under the Lithuanian climatic conditions.
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Abstract— A 3D location determination method using only four elements antenna is proposed
for OFDM systems which are commonly used in the 4G. A group of frequencies is received from
the transmitter (on mobile phone) or returned signals (Radar). The Matrix Pencil method is
used to identify the length of each path. Depending on the geometrical distribution of the four
elements, the phase shifts are determined for each path. Knowing the phase shift between the
elements helps to find the Direction of Arrival (DOA) for each path. Small dipole antennas are
used in the numerical examples to clarify this location determination method in the presence of
complex noise in the OFDM systems.

1. INTRODUCTION

As known the OFDM is a multi-carrier technique that has recently received considerable attention
for high speed wireless communication. Most WLAN systems currently use the IEEE802.11b
standard, which provides a maximum data rate of 11 Mbps. Newer WLAN standards such as
IEEE802.11a and HiperLAN are based on OFDM technology and provide a much higher data
rate of 54Mbps. However systems of the near future will require WLANs with data rates of
greater than 100 Mbps, and so there is a need to further improve the spectral efficiency and data
capacity of OFDM systems in WLAN applications. For cellular mobile applications, we will see
in the near future a complete convergence of mobile phone technology, computing, Internet access,
and potentially many improved multimedia applications such as high quality video and audio.
In fact, some may argue that this convergence has already largely occurred, with the advent of
being able to send and receive data using a notebook computer and a mobile phone. The use of
frequency diversity, within the framework of narrowband signals for identification of multipaths
can be used for distance determination. Based on this technique, DOA and location determination
using only four elements are achieved. The procedure depends on sending a group of narrowband
tones and sub-carriers from the mobile set to the base station then using the MP method [1–4] for
distance determination. This procedure is applied to four small dipole antennas to get the location
determination in the OFDM.

2. FUNDAMENTAL CONCEPTS OF OFDM

OFDM [5] has been accepted as the standard for Digital Audio Broadcast (DAB) and Digital Video
Broadcast (DVB) in Europe. It has also been established as one of the techniques for the IEEE
802.11a wireless LAN standard. OFDM has emerged as one of the primary candidates for 4G
wireless communication systems and high speed ad hoc wireless networks. The basic principle of
OFDM is to split the data into multiple parallel streams and employ orthogonal sub-carriers to
each of these streams. The sub-carriers are allowed to overlap but they are still orthogonal to each
other. This makes the OFDM spectrally efficient compared to a conventional multi-carrier system.
Each OFDM symbol consists of a sum of sub-carriers that are modulated by PSK or QAM. The
kth sample of an OFDM symbol can be written as

xk =
M−1∑

m=0

Xm exp
{

j2πkm

M

}
, 0 ≤ k ≤ M − 1 (1)

where M is the number of sub-carriers and Xm is the data symbol, PSK or QAM modulated, on the
mth sub-carrier. Equation (1) is identical to the expression of an M point Inverse Discrete Fourier
Transform (IDFT). Therefore the sub-carrier multiplexing can be efficiently performed with the
help of Inverse Fast Fourier Transformation (IFFT) operation. This is one of the most attractive
features of OFDM since the transmitter can multiplex data symbols onto sub-carriers by employing
the computationally efficient IFFT operation. Therefore the frequency division multiplexing can
be achieved by baseband processing rather than band-pass filtering. Fig. 1 shows a simple OFDM
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transmitter. Obviously an OFDM receiver can perform the demodulation with a simple FFT
operation. This eliminates the banks of sub-carrier oscillators and coherent demodulators required
by conventional frequency division multiplexing systems.

3. RECEIVED SIGNAL MODEL WITHOUT SPATIAL DIVERSITY

Consider the case of a wireless communication system as illustrated in Fig. 1. The transmitter,
located at position A, is transmitting a signal in all directions. The receiver is located at position
B and receives the direct ray from A and the multipaths from the existing obstacles [6].

Reflected ray 

Di rect ray 

Obstacle

A B 

Figure 1: Direct and multipaths effects in communication system with obstacles.

The measured signal at B is

y(f0) = C exp
{

j2πdf0

c

}
+

M∑

i=1

αiC exp
{

j2πdif0

c

}
+ noise (2)

where y(f0) is the complex narrowband signal that is received, C and f0 are the amplitude and
frequency of the transmitted signal, respectively, c is the velocity of the light, d is the path length of
the direct ray, M is the number of multipaths, αi is the reflection coefficient and di is the length for
the ith path. For Location determination, we send N tones at the same time which are shifted by
∆f from each other from the OFDM target transmitter. At the receiver, the values of the signals
at all expected frequencies are measured.

yq(f) = y

{
f0 +

(
q − N − 1

2

)
∆f

}
, . . . q = 0, 1, . . . , N − 1 (3)

N is assumed to be an odd number. Also ∆f is resized according to the predicted estimated
distance between the transmitter and the receiver. The predicted distance is estimated by sending
a message from the base station receiver to the transmitter and measuring the time for replying
which gives certain dj , this procedure is repeated J times then the mean value is taken as a reference
for the estimated path length.

d =
1
J

J∑

j=1

dj (4)

The predicted distance d is used to optimize the ∆f which can be a group of sub-carriers or tones
of one or group of sub-band Fig. 2. This predicted distance is used only in the beginning of the
transmitter path tracing. The determination of all signal paths is to be done by the MP method.
It has been shown in [1, 2] that this method has a very low variance for estimating the exponents
and its residues in the presence of noise and it works with the correlated signals.
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Figure 2: The proposed OFDM receiver for location determination.

4. MP METHOD FOR IDENTIFICATION OF MULTIPATH COMPONENTS

The received signal of the required OFDM signal in this case is

yq =
M+1∑

i=1

αiC exp
{

j2πdi

c

(
f0 +

(
q − N − 1

2

)
∆f

)}
+ nq q = 0, . . . , N − 1 (5)

α1 = 1 and d1 = d, for the direct path and nq is the additive noise component. The required aim
of MP is to find the values of di, s which are the distances between the transmitter and receivers
for each ray path.

Consider two matrices [Y ]1 and [Y ]2 formed using the received voltages.

[Y ]1 =




y0 y1 . . . yL

y1 y2 . . . yL+1
...

...
...

...
yN−L−1 yN−L . . . yN−2




(N−1)×(L+1)

[Y ]2 =




y1 y2 . . . yL+1

y2 y3 . . . yL+2
...

...
...

...
yN−L yN−L+1 . . . yN−1




(N−1)×(L+1)

(6)

where L is the pencil parameter, and (5) can be written as

yq =
M+1∑

i=1

wiz
q
i + nq, q = 0, . . . , N − 1 (7)

where

wi =
M+1∑

i=1

αiC exp
{

j2πdi

c

(
f0 −

(
N − 1

2

)
∆f

)}
(8)
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and

zi = exp
{

j2πdi

c
(∆f)

}
(9)

zi can be estimated from the M largest eigenvalues of the MP ([Y ]2, [Y ]1) [7], which are the
eigenvalues of [Y ]+1 [Y ]2 where [Y ]+1 is the pseudo-inverse of the matrix [Y ]1. Once the exponents
zi are estimated, the multipaths lengths di are given by the following

di =
arg(zi)c
2π∆f

(10)

5. PROPOSED LOCATION DETERMINATION METHOD

Consider an OFDM system with a data rate of 20Mbps. We employ 16-QAM modulation scheme
which means that the bandwidth of the OFDM signal is 5MHz. The number of sub-carriers for
each OFDM symbol is 512. The location determination requires pilot symbols as reference signal.
While inserting pilot symbols into the data stream, one has to consider the coherence time [8]
of the channel. The pilot symbols are an overhead for the system and it should not reduce the

x 
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Figure 3: Four elements with uniform distribution.

throughput significantly. We define a transmitted frame which consists of 107 OFDM symbols. If
using four elements as illustrated in Fig. 3, each element is receiving a set of frequencies from the
mobile transmitter. Thus the received signal is

yq(k) =
M+1∑

i=1

αiC exp
{

j2π(Di + ∆Di(k))
c

(
f0 +

(
q − N − 1

2

)
∆f

)}
+ nq, k (11)

where Di is the ith path distance between the transmitter and the centered element of the receiver,
∆Di is the phase shift between the received signal by the centered element and the adjacent
elements, i.e.,

k is the element index where
k = 0, for the centered element.
k = 1, for the element on the z-axis.
k = 2, for the element on the y-axis.
k = 3, for the element on the x-axis.

Equation (11) can be written as

yq(k) =
M+1∑
i=1

αiC
(
exp

{
j2π(Di)

c

(
f0 +

(
q − N−1

2

)
∆f

)}

· exp
{

j2π(∆Di(k))
c

(
f0 +

(
q − N−1

2

)
∆f

)})
+ nq, k (12)
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This can be written as

yq(k) =
M+1∑

i=1

[wiz
q
i ] + nq, k (13)

where

wi =
M+1∑

i=1

αiC exp
{

j2π(Di + ∆Di(k))
c

(
f0 −

(
N − 1

2

)
∆f

)}
(14)

zi = exp
{

j2π(Di + ∆Di(k))
c

(∆f)
}

(15)

nq, k is the noise at each frequency.
Once the Di +∆Di(k) is determined for each element as in (10), then the phase shift ∆Di(k) is

calculated. For the reference element (k = 0), ∆Di(0) = 0 so the path length Di for the ith path
is determined.

For the element on the z-axis (k = 1)

∆Di(1) = d cos θi (16)

For the element on the y-axis (k = 2)

∆Di(2) = d sin θi sinφi (17)

For the element on the x-axis (k = 3)

∆Di(3) = d sin θi cosφi (18)

then the direction of arrival for each path is estimated as,

θi = cos−1

(
∆Di(1)

d

)
(19)

φi = cos−1

(
∆Di(3)
d sin θi

)
(20)

or by using,

φi = tan−1

(
∆Di(2)
∆Di(3)

)
(21)

θi = sin−1

(
∆Di(3)
d cosφi

)
(22)

To overcome any ambiguity, we determine the reception region depending on the phase shift
which differs according to the DOA for each element. As considered above the centered element
k = 0 is taken as the reference element so the reception sector is as in Table 1.

Table 1: Signs of elements phase shifts and reception sectors.

∆Di(1) ∆Di(2) ∆Di(3)
Reception sector

x-axis y-axis z-axis
− − − + + +
− − + − + +
+ − − + + −
+ − + − + −
− + − + − +
− + + − − +
+ + − + − −
+ + + − − −
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The error in the determination of the DOA is

E(θ) =
M∑

i=1

|θi, a − θi, c| (23)

where

θi, a is the actual received angle of the ith path.
θi, c is the determined received angle of the ith path.

E(φ) =
M∑

i=1

|φi, a − φi, c| (24)

where

φi, a is the actual received angle of the ith path.
φi, c is the determined received angle of the ith path.

6. NUMERICAL EXAMPLES

In case of using small vertical dipole antennas arranged as in Fig. 3. f0 = 2.4GHz, l = λ/10. The
numerical examples are simulated using MATLAB R13.

A) The proposed multipaths distances, where the azimuth and elevation angles are as in Table 2,
∆f = 0.0005f0 = 1.2MHz, The transmitted set of pilots are N = 111.
The results are as shown in Table 3 for SIR = 0, SNR = 20 dB and Table 4 for SIR = 0, SNR
= −20 dB.

Table 2: The proposed distances and angles.

Multipath Distance Azimuth Elevation

(m) (degree) (degree)

1 (direct path) 100 110 0

2 102 111 10

3 103 115 15

4 104 140 20

Table 3: Numerical results using small dipole anten-
nas SNR = 20dB.

Multipath Distance Azimuth Elevation

(m) (degree) (degree)

1 100 110 0

2 102 111 10

3 103 115 15

4 104 140 20

Table 4: Numerical results using small dipole anten-
nas SNR = −20 dB.

Multipath Distance Azimuth Elevation

(m) (degree) (degree)

1 100 110.0 0.0108

2 102 111.0001 9.9996

3 103 115.0004 14.9991

4 104 140.0002 19.9993

Table 5: The proposed distances and angles.

Multipath Distance Azimuth Elevation

(m) (degree) (degree)

1 (direct path) 100 110 0

2 120 111 10

3 150 115 15

4 190 140 20

Table 6: Numerical results using small dipole anten-
nas SNR = 20 dB.

Multipath Distance Azimuth Elevation

(m) (degree) (degree)

1 99.95 110.09 0.42

2 120 110.85 10.04

3 150 114.9 15.1

4 190 140.1 19.9

Table 7: Numerical results using small dipole anten-
nas SNR = −20 dB.

Multipath Distance Azimuth Elevation

(m) (degree) (degree)

1 99.999 110.07 0.4

2 120 110.78 10.028

3 150 114.998 15.012

4 190 140 19.9986
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Table 8: The proposed distances and angles.

Multipath Distance Azimuth Elevation

(m) (degree) (degree)

1 (direct path) 10000 110 0

2 10020 111 10

3 10030 115 15

4 10040 140 20

Table 9: Numerical results using small dipole
antennas SNR = −20 dB.

Multipath Distance Azimuth Elevation

(m) (degree) (degree)

1 10000 110.0135 0.0

2 10020 111.78 9.2260

3 10030 115.1995 14.8086

4 10040 139.6468 21.1473

Table 10: Numerical results using small dipole antennas SNR = 20dB.

Multipath Distance Azimuth Elevation
(m) (degree) (degree)

1 10000 109.9996 0.5502
2 10020 111.0059 10.3767
3 10030 115.0203 15.4640
4 10040 139.9957 20.1105

B) The proposed multipaths distances, where the azimuth and elevation angles are as in Table 5,
∆f = 0.00005f0 = 0.12 MHz. The results are as shown in Table 6 for SIR = 0, SNR = 20 dB,
N = 61 and Table 7 for SIR = 0, SNR = −20 dB, N = 111.

C) The proposed multipaths distances, the azimuth and elevation angles are as in Table 8, ∆f =
0.000005fo = 12 kHz. The results are as shown in Table 9 for SIR = 0, SNR = −20 dB, N
= 891 and Table 10 for SIR = 0, SNR = 20 dB, N = 591.

7. CONCLUSION

Location determination can be achieved with only four elements antenna using a band of frequencies
for distance determination which are enough to calculate the incident angles (azimuth, elevation).
As the number of used pilot optimized, the performance enhances and can overcome the complex
noise effects and the mutual coupling. Numerical examples are simulated using MATLAB R13 (ver-
sion 6.5) with small dipoles elements antenna. The results show high accuracy in determining the
location of the target. This idea can be used for mobile communications 4G, WiBro, HIPERMAN.
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WCDMA 3D Location Determination with 3D Polarization Using
Four 3-element Arrays

Mohamed A. Labib and Hassan M. Elkamchouchi
Department of Electrical Engineering, Alexandria University, Alexandria, Egypt

Abstract— A 3D location determination method uses only four 3-element arrays, each 3-
element array consists of three orthogonal dipoles to achieve the vertical, horizontal and orthogo-
nal one to both of them. The non line-of-sight path would change the polarization at the receiver
which can affect the quality and the strength of the received signal. This method is proposed
for WCDMA mobile systems which are commonly used in the 3G. The receiver RAKE is used
to identify the multipath and the time delay between the elements for each polarization state.
Depending on the geometrical distribution of the four arrays, the phase shifts are determined for
each path. Knowing the phase shift between the elements helps to find the Direction of Arrival
(DOA) for each path. The path distance is determined via the traveling time of the message
response between the transmitter and the receiver. The received signals of the antenna elements
are combined on the MRC for signal maximization also.

1. INTRODUCTION

Due to reflections from obstacles a radio channel can consist of many copies of originally transmitted
signals having different amplitudes, phases and delays. Multipath can occur in a radio channel in
various ways such as reflection, diffraction and scattering. The WCDMA RAKE receiver uses a
multipath diversity principle. It rakes the energy from the multipath propagated signal components.
M-ray multipath model can be used. Each of the M paths has an independent delay and an
independent complex time-variant gain. RAKE receiver utilizes multiple correlators to separately
detect M strongest multipath components. Each correlator detects a time-shifted version of the
original transmission, and each finger correlates to a portion of the signal, which is delayed by at
least one chip in time from the other fingers. Using an antenna with four positions each one has
three elements antennas orthogonal to each other to achieve the vertical, horizontal and orthogonal
one to both of them. The polarization is considered where the base station can receive the radio
signal of the same polarization as the transmitted signal only in line-of-sight communication, but as
the radio signal may be reflected, each reflection could change the polarization state. This means
that the base station with non line-of-sight (NLOS) path would receive the signal with a randomly
polarized state [1, 2]. Experimental data taken at different places indicate that the difference in
cross coupling between two polarized waves in the mobile radio field is only about 4∼6 dB [3].
When the mobile transmits vertical polarization, the received vertical polarization at the base is
about 6 dB stronger than that of the horizontal polarization. When the mobile transmits horizontal
polarization, the received horizontal polarization is again found to be about 6 dB stronger than the
vertical signal. The multipath detection time delay on each element with respect to the centered
one is the base of DOA. The path distance is determined via a common method which is the
travelling time of the message response between the transmitter and the receiver.

2. WCDMA RACK RECEIVER CONCEPTS

Radio propagation in the land mobile channel is characterized by multiple reflection, diffraction
and attenuation of the signal energy. These are caused by natural obstacles such as buildings,
hills, and so on, resulting in so called multipath propagation. There are two effects resulting
from the multipath propagation. It can sometimes destroy signal through fast fading. However,
these multipath components can be used as a multipath diversity also called RAKE combining in
WCDMA system. The RAKE diversity receiving technology improves the reception performance
by combining the individual paths after they were received separately among multiple paths. In
WCDMA, the chip duration at 3.84Mcps is 0.26µs. If the time delay difference of the multipath
components is at least 0.26µs, the WCDMA receiver can separate those multipath components and
combine them coherently to obtain multipath diversity. The 0.26µs delay can be obtained if the
difference in path lengths is at least 78 m (= speed of light m/s ÷ chip rate Mcps = 3.0×108 m/s ÷
3.84Mcps). With the chip rate of about 1 Mcps, the difference in the path lengths of the multipath
components must be about 300m which cannot be obtained in small cells. Therefore, it is easy to see
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that the 5MHz WCDMA can provide multipath diversity in small cells. The use of a wider band
carrier can improve the capability to separate these multiple paths, which consequently reduces
the required transmitter power. This makes it possible to lower the transmitter power of mobile
stations, and at the same time brings down the interference power, which leads to further improve
the spectrum utilization efficiency and system capacity. Assume that the multipath spread is of
the order of a few chip intervals Tc and, since the signal is band-limited to B = 1/Tc, the tap delay
line model has taps spaced at chip intervals Tc. The channel baseband equivalent impulse response
is

h(t, τ) =
M−1∑

i=0

ci(t)δ(τ − τi) (1)

where ci(t) = ai(t)ejφi(t), ai(t) is path attenuation, φi(t) is path phase, τi is path delay, and M is
the number of resolvable multipaths. The channel parameters ci and τi are assumed known in the
despreading and demodulation process, although in practice the impulse response of the channel is
typically estimated using pilot symbols or pilot channel. Hence, suppose the output of the matched
filter matching to the pulse shaping filter in the transmitter is zk(i), then the output of each finger
is given after channel matched and correlating as in Fig. 1,

yi =
PG∑

j=1

c∗k, m(i)s∗k, j(i)zk(i) (2)

c∗k, m(i) is the complex conjugate estimate of the channel’s impulse response, s∗k, j(i) is the complex
conjugate of chipmatched sampled signature sequence of the user of interest. ŝk(i) is the user k
signature sequence, the zero-padded spreading sequence for symbols transmitted by user k, ĉk, m(i)
denotes the channel coefficients over the mth multipath for the ith symbol generated by user k, L
is the total number of the data symbols sent by every active users, K is the total number of active
users sending data , M̂ is the maximum delay spread normalized to sampling interval, and M is
the number of resolvable multipath components per user data sequence.
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Figure 1: RAKE receiver with M fingers.
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3. RAKE RECEIVER BLOCKS

In Fig. 2, the RAKE receiver [4] consists of a matched filter (impulse response measurement, largest
peaks to RAKE fingers, timing to delay equalizer, tracks and monitors peaks with a measurement
rate depending on speeds of mobile station and on propagation environment), code generators (PN
codes for the user or channel), correlator (despreading and integration of user data symbols), chan-
nel estimator (channel state estimate, channel effect corrections), phase rotator (phase correction),
delay equalizer (compensates delay for the difference in the arrival times of the symbols in each
finger) and combiner (adding of the channel compensated symbol multipath diversity against fad-
ing). The RAKE receiver has to know the multipath delays for time delay synchronization, Phases
of the multipath components for carrier phase synchronization, amplitudes of the multipath com-
ponents for amplitude tracking and number of multipath components for RAKE allocation. The
time delay synchronization is based on correlation measurements (delay acquisition, delay-locked
loops). Due to fading channels conventional phase-locked loop (PLL) cannot be used in carrier and
amplitude tracking. The number of available fingers depends on the channel profile and the chip
rate. The higher the chip rate, the more resolvable paths there are. A very large number of fingers
lead to combining losses and practical implementation problems. The main challenges for RAKE
receivers operating in fading channels are in receiver synchronization. High bandwidth (5 MHz in
WCDMA) and dynamic interference inherent to WCDMA requires that RF and IF parts have to
operate linearly with large dynamic range. In practical RAKE receivers synchronization sets some
requirements such as automatic gain control (AGC) loop which is needed to keep the receiver at
the dynamic range of the A/D converter. AGC must be fast and accurate enough to keep receiver
at the linear range. Frame-by-frame data range change may set higher AGC and A/D converter
requirements. The high sampling rates of few tens of MHz and high dynamics of the input signal
(80 dB) require fast A/D converters and high resolution.

Output

Transmitted

symbol

Received

symbol

Modified

with channel

estimate

Combiner

Finger #1

Finger #2

Finger #3

Timing and finger allocation

Input

RF signal

Combined

symbol

Figure 2: The RAKE receiver.

4. PROPOSED LOCATION DETERMINATION METHOD

The WCDMA RAKE receiver detects the multipath delays and its time arrival in each finger. Using
spatial combination of antennas, there is a time difference of arrival for multipath detection in each
antenna RAKE. These different delays are used for DOA [5]. The Structure in Fig. 3 performs
spatial RAKE MRC on the signals at different antenna elements that have the same temporal
delay. The contribution form different multipath components are then combined to exploit the
temporal diversity.
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The NLOS affects the strength of the received signal and its polarization. Suppose the received
first signal path with horizontal polarization, the second path is vertical polarization with strength
−3 dB than the first and the receiver antenna is vertically installed. The DOA on each path
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is determined but the assumed actual DOA is the first path of arrival. Since the second is of
larger strength than the first and can lead to ambiguous results. To overcome this ambiguity the
polarization state is considered. The received signals of polarization, spatial and multipath, are
combined for MRC as in Fig. 3 besides the DOA detection. The path length, which is considered
as the distance between the mobile and the base station, is estimated by sending a message from
the base station to the mobile and measuring the time for replying which gives certain τj , this
procedure is repeated J times then the mean value is taken as a reference for the estimated path
length.

Di =
1
J

J∑

j=1

cτi, j (3)

where c is the velocity of light, Di the ith path distance between the transmitter and the centered
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element of the receiver and ∆Di is the phase shift between the received signal by the centered
element and the adjacent elements, as in Fig. 4, i.e.,

k is the element index where
k = 0, for the centered element position.
k = 1, for the element position on the z-axis.
k = 2, for the element position on the y-axis.
k = 3, for the element position on the x-axis.

Each element position consists of three element installed with different polarizations (vertical,
horizontal and orthogonal to both of them).

The phase shift ∆Di(k, l) is determined by the time delay between each element and the centered
one where l is the index of polarization type.

∆Di(k, l) = c∆τ(k, l) (4)

For the reference element (k = 0), ∆Di(0, l) = 0 so, for the element on the z-axis (k = 1)

∆Di(1, l) = dcosθi (5)

For the element on the y-axis (k = 2)

∆Di, l(2, l) = dsinθi, l sinφi, l (6)

For the element on the x-axis (k = 3)

∆Di, l(3, l) = d sin θi, l cosφi, l (7)

then the direction of arrival for each path is estimated as,

θi, l = cos−1

[
∆Di(1, l)

d

]
(8)

φi, l = cos−1

[
∆Di(3, l)
d sin θi

]
(9)

or by using,

φi, l = tan−1

[
∆Di(2, l)
∆Di(3, l)

]
(10)

θi, l = sin−1

[
∆Di(3, l)
d cosφi

]
(11)

Table 1: Signs of elements phase shifts and reception sectors.

∆Di(1, l) ∆Di(2, l) ∆Di(3, l) Reception sector
x-axis y-axis z-axis

− − − + + +
− − + − + +
+ − − + + −
+ − + − + −
− + − + − +
− + + − − +
+ + − + − −
+ + + − − −
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To overcome any ambiguity, we determine the reception region depending on the phase shift
which differs according to the DOA for each element. As considered above the centered element
k = 0 is taken as the reference element so the reception sector is as in Table 1.

Error in the determination of DOA for each polarization state is

E(θ) =
M∑

i=1

|θi, a − θi, c| (12)

where

θi, a is the actual received angle of the ith path.
θi, c is the determined received angle of the ith path.

E(φ) =
M∑

i=1

|φi, a − φi, c| (13)

where

φi, a is the actual received angle of the ith path.
φi, c is the determined received angle of the ith path.

5. NUMERICAL EXAMPLES

a) Using small vertical dipole antennas in WCDMA distributed as in Fig. 4 versus the proposed
method where the four 3-small dipole arrays are used. The received signal of each path for the
different polarization states is shown in Table 2. The small vertical dipole antennas simulation
results that the predicted DOA is the 1st path. The proposed method simulation results that
the predicted DOA is the 6th path.

Table 2: Signs of elements phase shifts and reception sectors.

Path Vertical Horizontal Orthogonal φ, θ

polarization polarization polarization
1 −2 −8 −10 30, 30
2 −3 −8 −12 40, 50
3 −8 −3 −13 50, 40
4 −4 −10 −15 10, 20
5 −10 −5 −16 60, 20
6 −6 0 −10 20, 40

Table 3: Signs of elements phase shifts and reception sectors.

Path Vertical Horizontal Orthogonal φ, θ

polarization polarization polarization
1 0 −5 −10 30, 30
2 −2 −8 −12 40, 50
3 −3 −7 −11 50, 40
4 −5 −2 −10 10, 20
5 −8 −3 −11 60, 20
6 −6 −4 −12 20, 40
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b) Using small horizontal dipole antennas in WCDMA distributed as in Fig. 4 versus the proposed
method where the four 3-small dipole arrays are used. The received signal of each path for
the different polarization states is shown in Table 3. The small horizontal dipole antennas
simulation results that the predicted DOA is the 4th path. The proposed method simulation
results that the predicted DOA is the 1st path.

6. CONCLUSION

Location determination can be achieved with the proposed method using only four 3-element arrays,
each 3-element array consists of three orthogonal dipoles to achieve the vertical, horizontal and
orthogonal one to both of them, these distributed dipoles achieve spatial, temporal and polarization
fingers in the RACK receiver. These fingers are enough to determine the incident angles (azimuth,
elevation) with higher accuracy. Numerical examples are simulated using MATLAB R13 (version
6.5) with small dipoles elements antenna. The results show high accuracy in determining the
location of the target in contrary of using only one polarization state. This idea can be used for
WCDMA mobile communications.
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Location Determination for 2G/3G/4G Using Time Delay Matrix
Pencil (TDMP) Method

Mohamed A. Labib and Hassan M. Elkamchouchi
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Abstract— A 3D location determination method using only four elements antenna is proposed
depending on a Time Delay Matrix Pencil (TDMP) method. A group of signal symbols in
time variant domain is received from the transmitter (on mobile phone 2G/3G/4G) or returned
signals (Radar), then transferred to the frequency domain using FFT. The Matrix Pencil method
is applied to identify the length of each path. Depending on the geometrical distribution of the
four elements, the phase shifts are determined for each path. Knowing the phase shift between
the elements helps to find the Direction of Arrival (DOA) for each path. Small dipole or small
circular loop antennas are used in the numerical examples to clarify this location determination
method in the presence of complex noise for GSM, WCDMA and OFDM systems.

1. INTRODUCTION

Position location is a technique that determines the position of a mobile device, often in conjunc-
tion with some additional mapping or direction information, in a wireless communication system.
Detecting the time and angle of the signal arrival via the direct path between a mobile transmitter
and base station receiver is the most important basis for the majority of technologies developed for
location-based services. A precise time and DOA measurement results in more accurate location
estimation. Regardless of the wireless system deployed, the performance of a location technology
depends on accuracy, consistency, reliability and the speed of the measurements of time and angle
of signal arrival. In this paper, the location determination using only four elements are achieved
with FFT/MP method. The procedure depends on receiving a group of signal symbols from the
mobile set to the base station then using the FFT to be applied on MP method [1–4] for distance
determination. This procedure is applied to four small loop antennas or small dipole antennas to
get the location determination for the different generations of mobile systems in the presence of
complex noise. The MP is a super-resolution parameter estimation technique for position location
estimation. It has some advantages over the other super-resolution methods for parameter esti-
mation such as MUSIC [5, 6]. The superior performance of MP has been documented in previous
works. The performance of MP DOA estimation in CDMA cellular networks is compared to the
MUSIC algorithm in [5]. In [6], Dharamdial compared MP to the MUSIC method in recovering
the paths delays of a wireless multipath channel. Nowadays, there are two generation of mobile
communication 2G like GSM and 3G like WCDMA in the markets and it is expected to find the 4G
in 2010 which will depend on Orthogonal Frequency Division Multiplexing (OFDM). This paper
shows the adaptation of this new proposal for the three generations.

2. FFT/MP METHOD FOR IDENTIFICATION OF MULTIPATH COMPONENTS

Consider the case of a wireless communication system as illustrated in Fig. 1. The transmitter,
located at position A, is transmitting a signal in all directions. The receiver is located at position
B and receives the direct ray from A and the multipaths from the existing obstacles [7].

Consider the following sequence of data of length N described by

h(τ) =
M∑

m=1

αmδ(t− τm) + n(τm) (1)

where αm is the complex amplitudes of the mth signal of a total of M signals and τm is the
propagation delay of the received signal.

The FFT/MP method is used for the estimation of the path delays which is the guide of finding
the distances (the path lengths) between the transmitter and the receiver. A training sequence of
length N and symbol period T are used for channel training. The base station (receiver) sends a
message to the mobile (transmitter) to send a sequence of symbols with a certain symbol rate. The
channel is considered to be slowly fading meaning its components stay constant for the duration of
the training sequence. That can be achieved easily where T is taken in the range of 10−6 to 10−8 s,
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Figure 1: Direct and multipaths effects in communication system with obstacles.

so if N = 100, the symbol periods take about 10−4 to 10−6 s which is a very short time for channel
fading or moving mobile transmitter. The discrete frequency channel representation is [8]

Hn =
M∑

m=1

αmz(n−1)
m + noisen, zm = exp(−jωoτm) (2)

where Hn = H(nωo) and ωo = 2π
NT

This transfer function consists of the sum of M discrete exponential frequency components.
Therefore, the MP technique can be applied to estimate the zm

,s.
Consider two matrices [Y ]1 and [Y ]2 formed using the received voltages.

[Y ]1 =




y0 y1 . . . yL

y1 y2 . . . yL+1
...

...
...

...
yN−L−1 yN−L . . . yN−2




(N−1)×(L+1)

[Y ]2 =




y1 y2 . . . yL+1

y2 y3 . . . yL+2
...

...
...

...
yN−L yN−L+1 . . . yN−1




(N−1)×(L+1)

(3)

where L is the pencil parameter, and yn = Hn.
zm can be estimated from the M largest eigenvalues of the MP ([Y ]2, [Y ]1) [9], which are the

eigenvalues of [Y ]+1 [Y ]2 where [Y ]+1 is the pseudo-inverse of the matrix [Y ]1. Once the values of
zm s are estimated and the c is the light velocity, the length of each signal path is

dm = Img(− ln(zm)
2π

NT ) c (4)

3. THE LOCATION DETERMINATION METHOD

If using four elements as illustrated in Fig. 2, each element is receiving a set of symbols from the
mobile transmitter. Thus the frequency domain received signal is

yq(k) =
M+1∑

i=1

αiC exp
{

j2π(Di + ∆Di(k))
c

((q − 1)f0)
}

+ nq,k (5)

where f0 is the symbol rate, q is the symbol index, Di is the ith path distance between the
transmitter and the centered element of the receiver, ∆Di is the phase shift between the received
signal by the centered element and the adjacent elements, i.e.,
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Figure 2: Four elements with uniform distribution.

k is the element index where

k = 0, for the centered element

k = 1, for the element on the z-axis

k = 2, for the element on the y-axis

k = 3, for the element on the x-axis

This can be written as

yq(k) =
M+1∑

i=1

[
wiz

(q−1)
i

]
+ nq,k (6)

wi = αiC (7)

zi = exp
{

j2π(Di + ∆Di(k))
c

(f0)
}

(8)

nq,k is the noise at each receiving element. Once the Di + ∆Di(k) is determined for each element
as in (4), then the phase shift ∆Di(k) is calculated. For the reference element (k = 0), ∆Di(0) = 0
so the path length Di for the ith path is determined.

For the element on the z-axis (k = 1)

∆Di(1) = d cos θi (9)

For the element on the y-axis (k = 2)

∆Di(2) = d sin θi sinφi (10)

For the element on the x-axis (k = 3)

∆Di(3) = d sin θi cosφi (11)

then the direction of arrival for each path is estimated as,

θi = cos−1

(
∆Di(1)

d

)
(12)

φi = cos−1

(
∆Di(3)
d sin θi

)
(13)
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or by using,

φi = tan−1

(
∆Di(2)
∆Di(3)

)
(14)

θi = sin−1

(
∆Di(3)
d cosφi

)
(15)

To overcome any ambiguity, we determine the reception region depending on the phase shift
which differs according to the direction of arrival for each element. As considered above the centered
element k = 0 is taken as the reference element so the reception sector is as in Table 1.

The error in the determination of the DOA is

E(θ) =
M∑

i=1

|θi,a − θi,c| (16)

where θi,a is the actual received angle of the ith path, and θi,c is the determined received angle of
the ith path.

E(φ) =
M∑

i=1

|φi,a − φi,c| (17)

where φi,a is the actual received angle of the ith path, and φi,c is the determined received angle of
the ith path.

Table 1: Signs of elements phase shifts and reception sectors.

∆Di(1) ∆Di(2) ∆Di(3)
Reception sector

x-axis y-axis z-axis
− − − + + +
− − + − + +
+ − − + + −
+ − + − + −
− + − + − +
− + + − − +
+ + − + − −
+ + + − − −

4. PERFORMANCE ENHANCEMENT IN TDMP

The multipath delays may have huge or small variations depending on the surrounding obstacles.
According to these variations an optimization is required for the symbol period T which is taken
of the order of the inverse of one tenth the carrier frequency. If the multipath delays have small
variation, then the suggested T is optimum but if the multipath delays have large variations, the
T has to be increased. The applied method to decide the accuracy of T is to send a message to the
mobile and measure the time of the replying which gives certain dj , this procedure is repeated J
times then the mean value is taken as a reference for the estimated path length.

d̄ =
1
J

J∑

j=1

dj (18)

Comparing the reference estimated path length with the FFT/MP estimation results at a symbol
rate of one tenth the carrier frequency, if there is a significant error i.e., tens of meters, T has to
be optimized. This mostly distinguished in case of the distance is more than hundreds of meters.

Another optimized number is the used number of samples N which is used to overcome the
complex noise, the compensation of the mutual coupling and increasing the accuracy of the path
length estimation.
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5. NUMERICAL EXAMPLES

(A) In case of using small circular loops with centers at 0, 1, 2 and 3 and planes parallel to the
xz -plane as in Fig. 2. The transmitted set of samples is N = 21, T = 10−7 s with WCDMA
and a = λ/10. The proposed multipaths distances, the azimuth and elevation angles are as in
Table 2. The multipaths are considered to be of the same amplitude as the direct path (SIR
= 0 dB) and the complex noise is taken to be below the signal by 20 dB i.e., (SNR = 20dB).
The results are as shown in Table 3.

Table 2: The proposed distances and angles.

Multipath Distance (m)
Azimuth
(degree)

Elevation
(degree)

1 (direct path) 100 110 0
2 120 111 10
3 150 115 15
4 190 140 20

Table 3: Numerical results with small circular loop antennas.

Multipath Distance (m)
Azimuth
(degree)

Elevation
(degree)

1 100 110 0
2 120 111 10
3 150 115 15
4 190 140 20

(B) In case of using small vertical dipole antennas arranged as in Fig. 2, the transmitted set of
samples are N = 15, T = 10−7 s with WCDMA and l = λ/10. The proposed multipaths
distances, the azimuth and elevation angles are as in Table 2. The multipaths are considered
to be of the same amplitude as the direct path (SIR = 0dB) and the complex noise is taken
to be below the signal by 20 dB i.e., (SNR = 20dB).
The numerical examples are simulated using MATLAB R13 version 6.5. The results are as
shown in Table 4.

Table 4: Numerical results using small dipole antennas.

Multipath Distance (m)
Azimuth
(degree)

Elevation
(degree)

1 100 110 0
2 120 111 10
3 150 115 15
4 190 140 20

Table 5: The proposed distances and angles.

Multipath Distance (m)
Azimuth
(degree)

Elevation
(degree)

1 (direct path) 100 110 0
2 102 111 10
3 103 115 15
4 104 140 20
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(C) In case of using small vertical dipole antennas arranged as in Fig. 2, the transmitted set of
samples are N = 111, T = 10−8 s with WCDMA & GSM and l = λ/10. The proposed
multipaths distances, the azimuth and elevation angles are as in Table 5. The multipaths are
considered to be of the same amplitude as the direct path (SIR = 0dB) and the complex noise
is taken to be above the signal by 20 dB i.e., (SNR= −20 dB).
The WCDMA results are as shown in Table 6. The GSM results are as shown in Table 7.

Table 6: WCDMA numerical results using small dipole antennas.

Multipath Distance (m)
Azimuth
(degree)

Elevation
(degree)

1 100 110 0.1568
2 102 110.9982 9.9903
3 103 115 14.9473
4 104 140.001 19.9878

Table 7: GSM numerical results using small dipole antennas.

Multipath Distance (m)
Azimuth
(degree)

Elevation
(degree)

1 100 110 0
2 102 111.0015 10.0143
3 103 115.0014 15.0108
4 104 139.9997 19.9989

(D) In case of using small vertical dipole antennas arranged as in Fig. 2, the transmitted set of
samples are N = 111, T = 10−7 s with WCDMA and l = λ/10. The proposed multipaths
distances, the azimuth and elevation angles are as in Table 8. The multipaths are considered
to be of the same amplitude as the direct path (SIR = 0dB) and the complex noise is taken
to be above the signal by 20 dB i.e., (SNR = −20 dB). The results are as shown in Table 9.

Table 8: The proposed distances and angles.

Multipath Distance (m)
Azimuth
(degree)

Elevation
(degree)

1(direct path) 1000 110 0
2 1020 111 10
3 1030 115 15
4 1040 140 20

Table 9: Numerical results using small dipole antennas.

Multipath Distance (m)
Azimuth
(degree)

Elevation
(degree)

1 1000 109.9983 0.4026
2 1020 111.0052 9.8747
3 1030 115.0818 14.6748
4 1040 140.0241 19.8977

(E) In case of using small vertical dipole antennas arranged as in Fig. 2, the transmitted set of
samples are N = 111, T = 10−8 s with OFDM at the carrier frequency 2.4 GHz and l = λ/10.



252 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

The proposed multipaths distances, the azimuth and elevation angles are as in Table 5. The
multipaths are considered to be of the same amplitude as the direct path (SIR = 0 dB) and
the complex noise is taken to be above the signal by 20 dB i.e., (SNR= −20 dB). The results
are as shown in Table 10.

Table 10: Numerical results using small dipole antennas.

Multipath Distance (m)
Azimuth
(degree)

Elevation
(degree)

1 100 110.0002 0
2 102 110.9969 9.9969
3 103 114.9931 15.0420
4 104 139.9999 20.0088

Table 11: The proposed distances and angles.

Multipath Distance (m)
Azimuth
(degree)

Elevation
(degree)

1 (direct path) 10000 110 0
2 10010 111 10
3 10020 115 15
4 10030 140 20

(F) In case of using small vertical dipole antennas arranged as in Fig. 2, the transmitted set of
samples are N = 111, T = 10−8 s with WCDMA and l = λ/10. The proposed multipaths
distances, the azimuth and elevation angles are as in Table 11. The multipaths are considered
to be of the same amplitude as the direct path (SIR = 0 dB) and the complex noise versus
the estimated DOA is shown in Fig. 3 and Fig. 4.
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Figure 4: SNR vs. the error in determining E(φ)
at N = 111 with complex noise (in case F).

6. CONCLUSION

Location determination can be achieved with only four elements antenna using a group of the signal
symbols for distance determination which are enough to calculate the incident angles (azimuth,
elevation). As the number of used samples and the symbol rate are optimized, the performance
enhances and can overcome the noise effects and the mutual coupling. Numerical examples are
simulated using MATLAB R13 with small dipoles or small circular loop elements antenna for GSM,
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WCDMA and OFDM. The results show high accuracy in determining the location of the target
even with high complex noise and long distances. This idea can be used for mobile communications,
Radar systems and for buried pipeline locators.
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Abstract— The idea of using the coordinate transformation approach to design a cloak of
invisibility has received much attention. Up to now, most of the discussions on cloaking are
based on the linear transformation. If different transformations are adopted, cloaks with differ-
ent performances can be achieved. This paper gives an analytical field solutions on a spherical
cloak created with a general class of transformation functions. The analytical expressions of the
electromagnetic field in the whole space are calculated, and the field distributions of cloaks with
different parameters are analyzed. This analytical full wave method is a very computational effi-
cient validation method compared with numerical simulations. It also provides a better physical
insight into the effect of the transformation function on the performance of devices.

1. INTRODUCTION

Recently, the idea of using the coordinate transformation approach to design a cloak of invisibility
has received much attention. J. Pendry et al., [1] first suggested that an obstacle can be protected
from detection by surrounding it with a coating consisting of an exotic material. D. Schurig et al.,
verified the idea by calculating the material properties associated with a coordinate transformation
and used these properties to perform ray tracing [2]. Full wave numerical simulations on cylindrical
cloaking were presented by S. Cummer [3]. The interactions of electromagnetic wave with the
cloaks have also been analytically studied, yielding a better physical interpretation [4, 5].

Up to now, most of the discussions on cloak are base on the transformation presented by
J. Pendry [1]. If different transformations are adopted, the cloaks with different performances
can be obtained. In this paper, a general idea of designing cloaks using a full wave Mie scattering
model is proposed. The analytical expressions of the electromagnetic field in the whole space are
calculated, and the field distributions of cloaks with different parameters are analyzed.

2. FOMULATIONS

Consider the three dimensional case (the following idea is also applicable to two dimensional
cylindrical case): a general coordinate transformation between two spherical coordinate systems
(r′, θ′, ϕ′) and (r, θ, ϕ) is described by

r′ = f (r, θ, ϕ) , θ′ = g (r, θ, ϕ) , ϕ′ = h (r, θ, ϕ) , (1)

where r′, θ′, ϕ′ represent the coordinates in the original coordinate system and f(•), g(•), h(•) can
be arbitrary monotonic differentiable functions. Following the transformation approach proposed
in Ref. [1], Maxwell equations still remain its form invariance in the new space (r, θ, ϕ) but the
permittivity and permeability will turn into distributed, or space dependent tensors,

¯̄ε = ε0
¯̄T−1, ¯̄µ = µ0

¯̄T−1, (2)

where ε0 and µ0 represent the scalar permittivity and permeability of free space in the original space

before transformation. The matrix T is defined by T =
¯̄JT ¯̄J

/
det

(
¯̄J
)
, where ¯̄J = ∂(f,g,h)

∂(r,θ,ϕ) is the

Jacobian matrix. According to the Mie scattering theory, for source free cases, we can decompose
the fields into TE and TM modes by introducing the vector potential ĀTE and ĀTM in the new
space and express the fields as





BTM = ∇× (
ĀTM

)
DTM = i

ω

[∇× (
¯̄µ−1 · ∇ × (

ĀTM

))]
DTE = −∇× (

ĀTE

)
BTE = i

ω

[∇× (
¯̄ε−1 · ∇ × (

ĀTE

))]
, (3)
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where B and D represent the magnetic flux density and electric displacement, respectively. Since
the media described by ¯̄ε and ¯̄µ is no longer isotropic, the directions of ĀTE and ĀTM will not
always be along the r direction. For mathematical convenience, we let

ĀTM =
(

∂f

∂r
r̂ +

∂f

r∂θ
θ̂ +

∂f

r sin θ∂ϕ
ϕ̂

)
ΦTM

ĀTE =
(

∂f

∂r
r̂ +

∂f

r∂θ
θ̂ +

∂f

r sin θ∂ϕ
ϕ̂

)
ΦTE

, (4)

where ΦTM and ΦTE are scalar potentials for TE and TM cases, respectively. Note that if f (•) is
only a function of r, for example, a linear function like f (r) = R2

(R2−R1)
(r−R1), then the two vector

potential ĀTE and ĀTM will be along the r direction, and it will be reduced to the case studied in
Ref. [4]. Substituting Equation (4) into Equation (3), we obtain the partial differential equation
for ΦTE and ΦTM:

[
∂2

∂f2
+

1
f2 sin g

∂

∂g

(
sin g

∂

∂g

)
+

1
f2 sin2 g

∂2

∂h2
+ k2

0

]
Φ = 0, (5)

which takes the same form as the Helmholtz equation, so one of its special solution is

Φ = B̂n (k0f) Pm
n (cos g) (Am cosmh + Bm sinmh) , (6)

where B̂n (ξ) is Riccati-Bessel function, Pm
n is the nth orders of the associated Legendre polynomials

of degree m, and Am and Bm are undetermined coefficients. Using Equation (4), we can obtain
the vector potentials ĀTE and ĀTM as follows:

ĀTM =
∑
m,n

aTM
m,n

(
∂f

∂r
r̂ +

∂f

r∂θ
θ̂ +

∂f

r sin θ∂ϕ
ϕ̂

)
B̂n (k0f) Pm

n (cos g) (Am cosmh + Bm sinmh)

ĀTE =
∑
m,n

aTE
m,n

(
∂f

∂r
r̂ +

∂f

r∂θ
θ̂ +

∂f

r sin θ∂ϕ
ϕ̂

)
B̂n (k0f) Pm

n (cos g) (Am cosmh + Bm sinmh)
, (7)

where the coefficients aTM
m,n and aTE

m,n can be determined by applying corresponding boundary con-
ditions. Thus all the components of the total fields can be obtained by substituting Equation (7)

Figure 1: (a) Schematic figure of the transformation functions f(r) in four cases: (Case I) f1(r) =
R2

(R2−R1)
(r −R1), (Case II) f2(r) = R2

(R2−R1)2
(r −R1)2 with f ′2(R1) = 0, (Case III) f3(r) =

− R2
(R2−R1)2

(r −R2)2 + R2 with f ′3(R2) = 0, and (Case IV) f4(r) with f ′4(R1) = 0 and f ′4(R2) = 0. (b)
The permittivity and permeability components calculated from the corresponding four cases.
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into Equations (3), and take the following forms

Er =
i

ωµ0ε0

[
∂f

∂r

(
∂2

∂f2
+ k2

0

)
+

∂g

∂r

∂2

∂f∂g
+

∂h

∂r

∂2

∂f∂h

]
ΦTM

+
1
ε0

(
sin g

∂h

∂r

∂

∂g
− 1

sin g

∂g

∂r

∂

∂h

)
ΦTE, (8-1)

Eθ =
i

ωµ0ε0r

[
∂f

∂θ

(
∂2

∂f2
+ k2

0

)
+

∂g

∂θ

∂2

∂f∂g
+

∂h

∂θ

∂2

∂f∂h

]
ΦTM

+
1

ε0r

(
sin g

∂h

∂θ

∂

∂g
− 1

sin g

∂g

∂θ

∂

∂h

)
ΦTE, (8-2)

Eϕ =
i

ωµ0ε0r sin θ

[
∂f

∂ϕ

(
∂2

∂f2
+ k2

0

)
+

∂g

∂ϕ

∂2

∂f∂g
+

∂h

∂ϕ

∂2

∂f∂h

]
ΦTM

+
1

ε0r sin θ

(
sin g

∂h

∂ϕ

∂

∂g
− 1

sin g

∂g

∂ϕ

∂

∂h

)
ΦTE, (8-3)

Hr =
1
µ0

(
1

sin g

∂g

∂r

∂

∂h
− sin g

∂h

∂r

∂

∂g

)
ΦTM

+
i

ωµ0ε0

[
∂f

∂r

(
∂2

∂f2
+ k2

0

)
+

∂g

∂r

∂2

∂f∂g
+

∂h

∂r

∂2

∂f∂h

]
ΦTE, (8-4)

Hθ =
1

µ0r

(
1

sin g

∂g

∂θ

∂

∂h
− sin g

∂h

∂θ

∂

∂g

)
ΦTM

+
i

ωµ0ε0r

[
∂f

∂θ

(
∂2

∂f2
+ k2

0

)
+

∂g

∂θ

∂2

∂f∂g
+

∂h

∂θ

∂2

∂f∂h

]
ΦTE, (8-5)

Hϕ =
1

µ0r sin θ

(
sin g

∂h

∂ϕ

∂

∂g
− 1

sin g

∂g

∂ϕ

∂

∂h

)
ΦTM

+
i

ωµ0ε0r sin θ

[
∂f

∂ϕ

(
∂2

∂f2
+ k2

0

)
+

∂g

∂ϕ

∂2

∂f∂g
+

∂h

∂ϕ

∂2

∂f∂h

]
ΦTE, (8-6)

where E and H represent the electric and magnetic fields, respectively.
It should be pointed out that in the cases that the functions are non-monotonic or non-

differentiable at some points we can decompose the definition domain into several monotonic and
differentiable domains, in which the above method can be applied. And the boundary points of the
separate domains can be treated with boundary conditions.

3. SPHERICAL CLOAKS

The above formulas are firstly applied to the spherical cloaks. Any continuous function f(•), g(•),
h(•) that satisfy f(R2, θ, ϕ) = R2, g(R2, θ, ϕ) = θ, h(R2, θ, ϕ) = ϕ + ϕ0 (where ϕ0 is a definite
constant) and f(R1, θ, ϕ) = 0 (these conditions can be directly obtained from the partial differential
equations by setting the scattering coefficients TTM

n and TTE
n to be zero at the outer boundary)

can be used to achieve a coating the field inside which is always matched with the outer free space
at the outer boundary R2 and the potential is uniform everywhere at the inner boundary R1. The
coating with this quality can realize a perfect spherical invisibility cloak. Detailed illustration on
it is out of the scope of this article and further discussion, with general theoretical analysis and
numerical simulations will be given in our other paper. Here we only consider one simple case when
r′ = f (r), θ′ = θ, ϕ′ = ϕ. The associated permittivity and permeability tensors are then given by:

¯̄ε = εr (r) r̂r̂ + εt (r) θ̂θ̂ + εt (r) ϕ̂ϕ̂, ¯̄µ = µr (r) r̂r̂ + µt (r) θ̂θ̂ + µt (r) ϕ̂ϕ̂,

where

εt = ε0f
′(r), εr = ε0

f2(r)
r2f ′(r)

, µt = µ0f
′(r), and µr = µ0

f2(r)
r2f ′(r)

(9)

For an arbitrary differentiable transformation function f(r), we will show in detail that these
parameters yield a perfect invisibility as long as f(R2) = R2 and f(R1) = 0 are satisfied.
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Suppose an Ex polarized plane wave with a unit amplitude Ei = x̂eik0z is incident upon the
coated sphere along the z direction. With the solution of Equation (4), the vector potentials for
the incident fields (r > R2), the scattered fields (r > R2), and the fields inside the cloak layer
(R1 < r < R2) can be written in the following forms respectively:

Āi
TM =r̂

cosϕ

ω

∑
n

anψn(k0r)P 1
n(cos θ)

Āi
TE =r̂

sinϕ

ωη0

∑
n

anψn(k0r)P 1
n(cos θ)

, (10-1)

Ās
TM =r̂

cosϕ

ω

∑
n

anTTM
n ζn(k0r)P 1

n(cos θ)

Ās
TE =r̂

sinϕ

ωη0

∑
n

anTTE
n ζn(k0r)P 1

n(cos θ)
, (10-2)

Āc
TM =r̂

cosϕ

ω

∑
n

f ′(r)(dTM
n ψn(k0f(r)) + fTM

n χn(k0f(r)))P 1
n(cos θ)

Āc
TE =r̂

sinϕ

ωη0

∑
n

f ′(r)(dTE
n ψn(k0f(r)) + fTE

n χn(k0f(r)))P 1
n(cos θ)

, (10-3)

where an = (−i)−n(2n+1)
n(n+1) , n = 1, 2, 3, . . ., η0 =

√
µ0

ε0
; TTM

n , TTE
n , dTM

n , dTE
n , fTM

n and fTE
n are

unknown expansion coefficients; ψn (ξ), χn (ξ), ζn (ξ) represent the Riccati-Bessel function of the
first, the second, and the third kind, respectively [6]. Since f (R1) = 0, χn(0) is infinite, the finitude
of the field at the inner boundary R1 requires that fTM

n = fTE
n = 0 [4]. By applying the boundary

conditions at the boundary of r = R2, we can get other unknown coefficients:

TTM
n = TTE

n = −ψ′n (k0R2) ψn (k0f (R2))− ψn (k0R2) ψ′n (k0f (R2))
ζ ′n (k0R2) ψn (k0f (R2))− ζn (k0R2) ψ′n (k0f (R2))

, (11-1)

dTM
n = dTE

n =
ian

ζ ′n (k0R2) ψn (k0f (R2))− ζn (k0R2) ψ′n (k0f (R2))
, (11-2)

Since f (R2) = R2, the above equations can be simplified as

TTM
n = TTE

n = 0, dTM
n = dTE

n = an, (12)

The fact that coefficients TTM
n and TTE

n are exactly equal to zero indicates a reflectionless
behavior of a perfect cloak. Substituting Equations (10) into Equations (8), after some algebraic
manipulations, the summation

∑
n

can be written in closed forms. As a result, all components of the

electric field are expressed as (Note that the parameters for free space can be regarded as f (r) = r,
therefore the fields can still be written in the following forms):

Er = f ′ (r) sin θ cosϕeik0f(r) cos θ, (13-1)

Eθ =
f (r)

r
cos θ cosϕeik0f(r) cos θ, (13-2)

Eϕ = −f (r)
r

sinϕeik0f(r) cos θ, (13-3)

Therefore, from Equations (12) and (13), we confirmed that as long as f (R2) = R2 and f (R1) =
0, any spherical shell with parameters defined by Equation (9) can yield a perfect invisibility.
Different f (r) in the region R1 < r < R2 will only cause different field distribution in the cloak
layer, but will not disturb the field outside.

The distribution of the field in the cloak shell R1 < r < R2 and the sensitivity of the cloak
to the perturbations at the boundary are determined by the transformation function f (r). We
investigate four types of cloak created with four different transformation functions: (Case I)
f1 (r) = R2

(R2−R1)
(r −R1), (Case II) f2 (r) = R2

(R2−R1)
2 (r −R1)

2 with f ′2 (R1) = 0, (Case III)
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f3 (r) = − R2

(R2−R1)
2 (r −R2)

2 + R2 with f ′3 (R2) = 0, and (Case IV) f4 (r) with f ′4 (R1) = 0 and
f ′4 (R2) = 0. Fig. 1(a) displays the curves of the four transformation functions. Fig. 1(b) shows the
corresponding tangential and radial components of ε and µ of the four different cloaks calculated
from Equation (9). Fig. 2 depicts the calculated Ex fields distributions and Poynting vectors due
to Ex polarized wave incidence onto these four different cloaks, respectively. All the cloaks have a
same size of R1 = 0.1m, and R2 = 0.2m. The wavelength in free space is 0.15m. All the quantities
are normalized to unity in this and the following calculations.

Figure 2: (a), (b), (c), and (d) show the Ex fields distribution and Poynting vectors due to Ex polarized
wave incidence onto a cloak created with the four different transformation functions f1(r), f2(r), f3(r), and
f4(r), respectively.

With different transformations, the fields inside the cloaks are differently distributed while the
wave propagating in the outer region of the cloak remains undisturbed. In Fig. 1(c), the field
is nearly uniformly distributed in the cloak shell with linear function f1 (r) = R2

(R2−R1)
(r −R1)

(transformation function used in Ref. [1]) between R1 and R2. From the result we can find that
this kind of cloak, which can be called linear-transformed cloak, is sensitive to perturbations both
at the inner boundary R1 and outer boundary R2; In Fig. 1(d), the field is mainly distributed near
the outer boundary in the cloak with the convex transformation function f2 (r). And this so called
convex-transformed cloak is not sensitive to the perturbations at the inner boundary but much
more sensitive to perturbations at the outer boundary; In Fig. 1(e), the field is mainly distributed
close to the inner boundary in the cloak with a concave transformation function f3 (r). This so
called concave-transformed cloak is not sensitive to the perturbations at the outer boundary, but
it is sensitive to tiny perturbations at the inner boundary. In a word, the field inside the cloak
is larger in the position where the differential of the functionf (r) is larger. Thus by choosing a
function like f4 (r), the differential of which is zero at both R1 and R2, we can get a cloak in which
the field is mainly distributed near the central region of the coating and approaches to zero at both
boundaries. In fact, if we choose a transformation function f (r) that satisfies f ′ (R1) = 0 and
f ′ (R2) = 1, the cloak will be insensitive to perturbations at neither the outer boundary nor the
inner boundary, however, it will be sensitive to the perturbations in the central region of the cloak.
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4. CONCLUSION

In this paper, we summarized a generalized formulation on how to use the transformations to
obtain different cloak by combining the merits of both coordinate transformation and the Mie
scattering solutions. We show by mathematical analysis that the coordinate transformation to
the Maxwell equations can be in a generalized form: any continuous functions can be adopted
in the transformation, and different type of functions will bring different characteristic of the EM
behaviors in the transformed space. Starting from the formulation deduced in this paper, invisibility
cloaks can be easily obtained by simply selecting different scalar transformation functions, and the
internal field distributions in the cloaks can also be controlled by tuning the shapes of the functions.
Various examples for the design of cloaks are given to demonstrate the validity of the formulation
and the very high computational efficiency. Our paper presents a very useful tool in the analysis
and design for EM devices.
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Abstract— By discussing the basic schemes of the terahertz generation methods based on the
1550-nm ultrafast lasers briefly, GaAs and ZnGeP2 are likely to be promising nonlinear opti-
cal crystals for terahertz waves generation by using optical rectification process. However, the
mismatches of velocities between the terahertz waves and optical pulses are so large that the
phase-matching coherent lengths are quite short, for example, the coherent length of 0.7 mm
for GaAs and 0.5 mm for ZnGeP2 at 2THz around, respectively. That limited extremely the
applications of these bulk excellent nonlinear optical crystals in terahertz regime. In this paper,
we demonstrated theoretically that the dielectric planar waveguide could be used to enhance the
coherent length of optical rectification process in THz regime. And for the first time, a dielectric
planar THz waveguide that has potential applicable value in THz generation by optical rectifica-
tion method was proposed. We predicted that the effective coherent length could be extended to
4mm at 2 THz in a GaAs/ZnGeP2 dielectric planar waveguide during optical rectification process
pumped by ultrafast optical pulses at wavelength of 1550 nm.

1. INTRODUCTION

Recent advances in the ultrafast-pulse-laser technique have spurred the rapid development of the
generation and detection of the terahertz (THz) electromagnetic pulse, which has led to various
applications, such as material characterization, time-domain spectroscopy, and imaging. The THz
emitter, based on ultrafast laser, is a potential candidate that has a wide THz bandwidth. But
the Ti: Sapphire solid state laser that is currently being used as a pump source, is too expensive
and bulky. Hence, developing a compact, low cost THz field source and detection technique, based
on 1550-nm fiber laser, is a necessity. The present research trend suggests a shift of the pump
wavelength from 810 to 1550 nm of ultrafast fiber laser to use cheaper components for optical
communication wavelength [1]. And fiber laser also has the advantages of compact, low cost, free
of water-cooling, etc.

There exist two schemes for THz pulse generation by tabletop devices. These are photocon-
ductive switches illuminated by ultrashort laser pulses, and optical rectification of ultrashort laser
pulses in nonlinear crystals. To realize photoconductive switches operable with 1550-nm light, the
band gap of the material should be reduced so as to enable efficient photoexcitation. Though
low-temperature-grown (LTG) InxGa1−xAs (0.4 < x < 0.53) has been shown to work at 1560-nm
excitation [2], there is no well established photoconductive material suitable for 1550-nm excitation
yet. A nonresonant electro-optical (EO) process is the simplest method for both THz generation
with optical rectification and detection using EO sampling methods because the optimization of
nonlinear crystal is well established even in the long wavelength region. Optical rectification of
femtosecond laser pulses in nonlinear crystals is a proven way to generate THz radiation. The
earliest optical rectification experiments were performed by Yang et al. in a LiNbO3 nonlinear op-
tical crystal. Later, other groups applied the optical rectification technique to different nonlinear
crystals such as LiTaO3, GaAs, GaSe and others, and used femtosecond laser pulses to increase
the generated THz bandwidth [3]. Recently, 10µJ ultrashort THz pulses have been generated by
optical rectification in a lithium niobate crystal based on a 10Hz Ti: sapphire laser [4]. However,
there is rare successful examples of THz pulses generation by optical rectification in a nonlinear
crystal based on an ultrafast fiber laser at a wavelength of 1550-nm. The main reason is that
matching between the optical group velocity and THz phase velocity is crucial for efficient optical
rectification. For a large set of well known nonlinear crystals with low absorption in THz band,
such as GaAs, GaSe, GaP, ZnTe and ZnGeP2, their phase matching conditions are not satisfied
at 1550 nm, resulting in quite small coherent length. So the enhancement of coherence length of
the nonlinear process is crucial way to improve the THz radiation efficiency. In this paper, we are
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intent on designing a planar waveguide configuration to reduce the degree of mismatching between
the optical group velocity and THz phase velocity.

There several groups have demonstrated the planar waveguide structures in THz generation.
They all aimed on confining the THz radiation in a metallic planar waveguide effectively in which
the THz field is forced to be a fundamental guide mode of transverse electromagnetic (TEM)
mode [5–7]. The phase velocity of TEM mode in a metallic planar waveguide is the same as
electromagnetic waves in free space. That means that the metallic waveguide structure would not
be effective to narrow the velocity gap between the optical pulses and THz radiation. Normally,
the phase velocity of THz wave is smaller than the group velocity of the near infrared ultrashort
pulse in nonlinear optical crystals. In this paper, we try to establish a dielectric planar waveguide
for THz waves in which the fundamental mode is transverse magnetic (TM) mode of which effective
propagation velocity is larger than TEM mode in a metallic planar waveguide. This is the first
time, to our knowledge, to establish a dielectric planar waveguide for THz waves to enhance the
coherent length of optical rectification of ulrashort optical pulse at a wavelength of 1550-nm for
THz wave generation.

2. COHERENT LENGTH

The phase matching condition for the optical rectification process (collinear difference frequency
mixing) is given by

∆k = k (ωopt + ωTHz)− k (ωopt)− k (ωTHz) = 0 (1)

where ωopt and ωTHz are the optical and THz wave frequencies, respectively, and ωopt and (ωopt +
ωTHz) lie within the spectrum of the optical pulse. If we neglect dispersion in the optical spectral
range, we can express the coherence length lc(= π/∆k) as

lc =
πc

ωTHz |nopt,phase − nTHz| (2)

Here, c is the speed of light and nopt,phase and nTHz are the optical and THz wave refractive
indexes of bulk crystals, respectively. For an ultrashort optical pulse, the dispersion in the optical
refractive index may be used to obtain collinear, noncritical phase matching over a broad bandwidth
in the THz band. For a medium with dispersion at optical frequencies, the phase matching condition
of Eq. (1) may be rewritten as [8]

k(ωTHz)
ωTHz

≈
(

∂k

∂ω

)

opt

(3)

This relation implies that phase matching is achieved when the phase of the THz wave travels
at the velocity of the optical pulse envelope (i.e., the optical group velocity, vg). The corresponding
coherence length for difference frequency mixing is now

lc =
πc

ωTHz |nopt,group − nTHz| (4)

where nopt,group is the group index at the optical pump frequency in the bulk nonlinear optical crys-
tal and can be determined by the dispersion property of the optical crystal as following expression

nopt,group = nopt,phase − λopt
dnopt,phase

dλopt

∣∣∣∣
λopt

(5)

where λopt is the center-wavelength of pumping ultrashort optical pulse.
Using published values [9–11] for the relevant optical parameters, we have calculated the nopt,group

at optical wavelength of 1550 nm and nTHz at 2 THz for a set of well known nonlinear crystals. The
results are shown in Table 1.

From the Table 1 we can see that the coherent length is quite small for optical rectification
process because of the difference between the nopt,group and nTHz, and nTHz is normally larger
than nopt,group. So we have to reduce the nTHz, or increase the phase velocity of THz wave by
introducing appropriate waveguide structure to enhance the coherence length if the nopt,group is
kept unchangeable in that waveguide structure.
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Table 1: The group index at the optical pump frequency and the phase index at THz frequency of well
known nonlinear crystals.

GaAs [9] ZnGeP2 [10, 11] GaP [11] ZnTe [9]

nopt,phase@ 1550 nm 3.3767 3.1697 3.0543 2.7330

nopt,group@ 1550 nm 3.5174 3.2745 3.1705 2.8065

nTHz@ 2 THz 3.61 3.420 3.3494 3.22

λopt,phase−maching @ 2 THz [nm] 1330 1191 1000 800

lc@ 1550 nm [mm] 0.78 0.5155 0.42 0.1

3. DIELECTRIC PLANAR WAVEGUIDE FOR THZ WAVES

We set up a dielectric planar waveguide (See Fig. 1) for THz waves other than a metallic planar
waveguide because the electromagnetic waves could travel faster in dielectric planar waveguides
than in a bulk counterpart dielectric medium.

Z 

X 

x=-d/2

x=+d/2
ncladding

ncladding

ncore

Figure 1: Dielectric planar waveguide geometry.

The solution of TM modes for the electric field may be written [12]

Ex = Ey = 0, Ez =





− αx

iωn2
cladding

Be−αxxe−iβz x >
d

2

− kx

iωn2
core

A sin kxxe−iβz |x| < d

2

− αx

iωn2
cladding

Beαxxe−iβz x < −d

2

(6)

where kx is the transverse propagation number and β is the longitudinal propagation number which
is equal to the propagation number of TM mode in the core range, αx is the transverse parameter
of mode section, ω is the angular frequency of electromagnetic field, ncore and ncladding are the
refractive indices of core medium and cladding medium of the planar waveguide, respectively.

By matching the boundary conditions at x = d/2, we can have the determinantal equation

kx

iωn2
core

tan
kxd

2
=

αx

iωn2
cladding

(7)

The longitudinal propagation number, β, and the transverse propagation number of kx can be
determined by combining the relations (8) as following derived from wave equations with Eq. (7).

β2 − α2
x = ω2µ0n

2
cladding = k2

cladding (8)

β2 + k2
x = ω2µ0n

2
core = k2

core

where kcore and kcladding are the propagation numbers in unbounded mediums of which indices are
ncore and ncladding, respectively.
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The propagation number β is smaller than kcore, thus indicating that the phase velocity of mode
is greater than the speed of an infinite plane wave in a medium with a uniform index ncore. This
situation can not be happened in a metallic planar waveguide in which the fundamental mode is
TEM mode which electric field can be written

Ex =





0 x >
d

2
E0e

−iβz |x| < d

2
, Ey = 0, Ez = 0

0 x < −d

2

(9)

where β is the propagation number of the TEM mode and is equal to the kcore if the medium with
refractive index of ncore is sandwiched between two metallic films or plates.

We finally choose two kinds of nonlinear optical crystals which have high effective nonlinear
coefficients for optical rectification process and low absorption in THz regime, GaAs and ZnGeP2,
after examining a large set of well known nonlinear crystals. We designed three different planar
waveguide structures by using different crystals and calculated the propagation number β of TM0

mode, the fundamental mode, and the effective index, nTHz,eff., at a frequency ω of 2THz according
to the Eq. (10). The results are summarized in Table 2.

β2
TM0

= ω2µ0n
2
THz,eff. (10)

The coherence length for difference frequency mixing in waveguide configuration is becoming
now

lc,eff. =
πc

ωTHz |nopt,group − nTHz,eff.| (11)

where nopt,group could be still the group index at the optical pump frequency in the bulk nonlinear
optical crystal because the effects of waveguide are quite weak for optical wave of which optical
wavelength is much smaller than the thickness of the planar waveguide. Thus we considered that
optical pulses pass the waveguide in such a way that it travel in an unlimited uniform medium.

Table 2: Three different planar waveguide structures and their coherence lengths.

Core medium: GaAs Core medium: ZnGeP2 Core medium: ZnGeP2

Cladding medium: ZnGeP2 Cladding medium: Si Cladding medium: GaP

Thickness of planar

waveguide [µm]
60 500 100

nTHz in core

medium @ 2THz
3.61 3.42 3.42

nTHz,eff. of TM0

mode @ 2 THz
3.5335 3.4190 3.3922

lc @ 1550 nm [mm] 0.78 0.5155 0.5155

lc,eff. with waveguide

@ 1550 nm [mm]
4.0 0.5191 0.637

The best result is the GaAs/ZnGeP2 dielectric planar waveguide in which the effective coherent
length enhances to 4 mm from 0.78mm without waveguide structure. For GaAs/ZnGeP2 waveg-
uide, the maximum thickness of single mode planar waveguide is about 65µm and the absorption
coefficients at THz regime are 0.5 cm−1 and 0.1 cm−1 for GaAs and ZnGeP2, respectively.

4. CONCLUSIONS

In summary, we demonstrated theoretically that the dielectric planar waveguide could be used
to enhance the coherent length of optical rectification process in THz regime. And for the first
time, a dielectric planar THz waveguide that has potential applicable value in THz generation
by optical rectification method was proposed. We predicted that the effective coherent length
could be extended to 4 mm at 2 THz in a GaAs/ZnGeP2 dielectric planar waveguide during optical
rectification process pumped by ultrafast optical pulses at wavelength of 1550 nm.
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Abstract— We study the role of non-resonant effect in enhanced transmission of terahertz
pulses through periodic array of subwavelength holes. The measured terahertz transmission
spectra exhibit a characteristic evolution with various hole widths. The peak transmission ap-
proaches a maximum value at a critical hole width, while monotonic linewidth broadening and
blueshift are observed when the hole width increases. The physical mechanism responsible for
such transmission properties is closely associated with the coupling between discrete resonant
excitation of surface plasmons and continuum non-resonant transmission through the holes.

1. INTRODUCTION

Recently, extraordinary transmission in two-dimensional array of subwavelength holes has been
widely investigated in a broad spectral range of electromagnetic waves [1–3]. It has also demon-
strated attractive interdisciplinary applications such as in photonics, optoelectronics, bioengineer-
ing, and nanofabrication. Generally, the enhanced, higher-than-unity transmission was attributed
to the resonant excitation of surface plasmons (SPs) set up by the periodicity of the metallic hole
array, where the light is coupled to SPs on the incidence surface of the array and reemit from
the second surface afterwards. SPs are collective excitations for quantized oscillations of electrons.
The resonant interaction between electron-charged oscillations near the surface of metal and the
electromagnetic field creates SPs and results in rather unique properties. Recent studies in the
visible spectral region have revealed that besides SPs, localized modes also make contributions to
the extraordinary transmission in periodic subwavelength holes [8–10].

The recent advance focusing on this topic has been obtained in the far-infrared terahertz region
by use of terahertz time-domain spectroscopy (THz-TDS). The highly conductive nature of metals
at terahertz frequencies generates unique interest in extraordinary transmissions of the far infrared
terahertz pulses. Experimentally, the role of the hole shape, polarization, dielectric properties
of metal and substrate, and thickness of the arrays on SP-enhanced terahertz transmission have
been studied [4–6]. The characteristic terahertz SPs enhanced transmission research provides us a
broader and further extended understanding to the physical mechanism of this effect.

In order to better understand such transmission enhancement in the terahertz regime, here we
study a series of subwavelength hole arrays with various hole widths that correspond to filling
fractions of metal ranging from 81.3% to 34.4%. The measured hole width-dependent transmis-
sion spectra present a characteristic evolution, including well-regulated change in transmittance,
linewidth broadening, and blueshift of peak frequencies. Such characteristic evolution can be at-
tributed to the coupling between discrete resonant excitation of SPs and continuum non-resonant
transmission through the holes; this agrees well with the numerical analysis based on the Fano
model and the measured angle-resolved transmission [4, 7].

2. SAMPLE FABRICATION AND THZ-TDS EXPERIMENTS

Hexagonal arrays of rectangular subwavelength holes are 180-nm-thick Al film fabricated on a silicon
wafer (0.64-mm-thick, p-type resistivity 20 Ω cm, inset of Fig. 1) by conventional photolithography.
Each array, with dimensions of 15 mm×15mm, has holes of a fixed length 120µm and various widths
from 40 to 140µm with a 20-µm interval, and a constant lattice period of 160µm. The THz-TDS
system used in this experiment employs photoconductive switch-based terahertz transmitter and
receiver in an 8-F configuration [4]. Both the amplitude and phase information of the transmitted
terahertz electrical pulses can be acquired in a single THz-TDS scan. While both transmitter
and receiver are driven with an average optical pump power of 10mW from the output of a self-
mode-locked Ti: sapphire femtosecond laser of 26 fs, 86MHz pulses, the system can generate and
detect a broad band terahertz signal with a usable bandwidth extending from 0.1 to 4.5THz.
The 8-F configuration is accomplished by using an additional pair of off-axis paraboloidal mirrors
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of focal length 50mm placed midway between the two major paraboloidal mirrors. As a result, a
frequency independent 3.5-mm-diameter terahertz beam waist is obtained, which is smaller than the
dimensions of the samples. The array is placed midway between the photoconductive transmitter
and receiver in the far field at the beam waist that covers more than 370 holes. A blank silicon slab
identical to the array substrate is used to obtain the reference terahertz pulses. The p-polarized
terahertz electric field is perpendicular to the fixed axis of the holes. The absolute transmittance is
defined as T (ω) = |t(ω)|2 = |Eout(ω)/Ein(ω)|2, where |t(ω)| is the amplitude transmission, Eout(ω)
and Ein(ω) are the amplitudes of terahertz pulses through the sample and reference, respectively.
The coherent measurement also provides the corresponding phase change as: φ(ω) = arg[t(ω)].
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Figure 1: (a) Measured transmitted terahertz pulses through the reference and the 120 µm × 40 µm hole
array. The inset shows a scanning electron microscopy (SEM) image of the array. (b) Measured (open
circles) and theoretical fit by the Fano model (solid curve) of the frequency-dependent transmittance. The
inset illustrates the corresponding data of phase change.

3. RESULTS AND DISCUSSION

Figure 1(a) illustrates the measured transmitted terahertz pulses through the reference and an array
with hole dimensions of 120µm×40µm. The extracted frequency-dependent absolute transmittance
is illustrated as open circles in Fig. 1(b), while the inset shows the corresponding phase change.
The well-defined maximum observed around 0.49 THz in the transmittance spectrum is generally
attributed to the resonant excitation of SPs at the metal-dielectric interface. In such hole arrays,
SPs can be resonantly excited at the Al-Si interface by conserving the momentum match: ksp =
k||+G, where ksp is the wave vector of SPs, k|| is the in-plane wave vector with k|| = (ω/c) sin θ, G
is the reciprocal lattice vectors, and θ is the incidence angle [1]. At normal incidence, the in-plane
wave vector becomes zero; the resonant frequency in the THz region can be approximately given
as ωm,n

SP
∼= cGmε

−1/2
d , [1, 3] where Gmn = 4π

(
m2 + n2 + mn

)1/2
/
√

3L is the grating momentum
wave vector for hexagonal hole arrays, L is the lattice constant, m and n are the integer mode
indices, εd is the dielectric constant of the medium, here εd = 11.68 for silicon; the contribution of
the imaginary dielectric constant of lightly doped silicon can be negligible.

The measured transmittance is analyzed by the Fano model that involves two types of scattering
processes: one refers to the continuum direct scattering state, and the other is the discrete resonant
state [4, 7, 11]. For an isolated resonance, the Fano model can be written as Tfano(ω) = |t(ω)|2 =
Ta + Tb(εv + qv)2/(1 + ε2

v), where εv = (ω − ωv)/(Γv/2), Ta is a slowly varying transmittance, and
|Tb| is the contribution of a zero-order continuum state that couples with the discrete resonant
state. The resonant state is characterized by the resonance frequency ωv, the linewidth Γv, and the
Breit-Wigner-Fano coupling coefficient qv. Considering that such transmission behavior is resulted
from two contributions: the resonant excitation of SPs as the discrete resonant state and the
direct continuum state, namely the non-resonant terahertz transmission, the Fano model provides
a consistent fit (solid curve) to the measured transmittance shown in Fig. 1(b), with a single
resonance at ωv/2π = 0.49THz and linewidth Γv/2π = 0.16THz.

To understand clearly the coupling between SPs and non-resonant transmission, we have char-
acterized arrays with various hole widths from 40 to 140µm. The measured peak transmission
frequencies and the corresponding linewidths of these arrays shown in Fig. 2(a) reveals a char-
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Figure 2: (a) Measured peak transmission frequencies (dots) and the corresponding linewidths (squares) of
the hole arrays with fixed hole length of 120 µm and various hole widths from 40 to 140 µm with an interval
of 20 µm. (b) Absolute (squares) and normalized (dots) peak transmittance as a function of hole width. The
solid lines are the guide to the eye.

acteristic evolution with respect to hole widths. The resonance frequency and the corresponding
linewidth exhibit monotonic changes. As the hole width increases from 40 to 140µm, the peak
transmission is shifted from 0.49 to 0.63 THz, while the corresponding linewidth is broadened from
0.16 to ∼ 0.66THz. As shown in Fig. 2(b), the peak absolute transmittance Tp (squares) is en-
hanced with increasing hole width of up to 80µm, however, the further increase in hole width
beyond 80µm gives rise to a monotonic decay in Tp. At hole width of 40µm, Tp has a value of 0.9,
whereafter it is enhanced to ∼ 1.0 at 80µm, and then is reduced to 0.83 at 140µm. This suggests
that there exists an optimal hole width, at which Tp approaches a maximum value.

Taking the contribution of in-plane wave vector k|| = (ω/c) sin θ into account, the resonance
frequency of SPs exhibits dependence on incidence angle θ, whereas the non-resonant transmission
is angle independent. As shown by Fig. 3(a), even for the 120µm × 80µm holes, the angle-
dependent transmission can be seen clearly denoting a main role of SPs. For the 120µm× 120µm
holes, the scatting state becomes dominant. This agrees well with the experimentally observed
angle-resolution measurements as shown in Fig. 3(b). The angle-dependent low-frequency peak
near 0.54 THz is originated from SPs, while the angle-independent peak at 0.63THz is due to the
effect of direct scatting. Further details can be seen from the measured full bandstructure sketched
in the inset of Fig. 3(b). An energy gap of ∼ 0.36meV between the two peaks is clearly resolved
at incident angle above 9◦.
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Figure 3: The incident angle dependent amplitude transmission for the arrays with (a) 120 µm×80 µm holes,
and (b) 120 µm× 120 µm holes. The inset of (b) sketches the detailed angle-resolved bandstructure.
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The coupling strength between SPs and non-resonant transmission for arrays with different hole
widths at normal incidence is calculated based on the Fano Hamiltonian, Ĥ = ĤSP + ĤNRT +
ĤCoupling. With increasing hole width the coupling strength is enhanced monotonically from
|χ|2 = 1.22 × 10−3 at 40µm to |χ|2 = 6.21 × 10−3 at 140µm. This further explains the mea-
sured characteristic evolution in the transmission spectra of these arrays. The increase in hole
width, that corresponds to reduced aspect ratio of holes and lower filling fraction of metal, not
only leads to increased direct transmission through the holes, but also enhances the coupling be-
tween SPs and non-resonant transmission. This in turn gives rise to an increased damping of SPs
and thus the linewidth broadens and shifts to higher frequencies towards the peak of non-resonant
transmission.

4. CONCLUSION

We present THz-TDS studies of transmission properties of periodic subwavelength holes of various
widths. Frequency-dependent transmittance in the terahertz regime is characterized by two pro-
cesses: resonant excitations of SPs and non-resonant transmission through the holes. The coupling
between these two processes is enhanced with increasing hole width, leading to a characteristic evo-
lution in transmittance, linewidth, and peak frequency. An optimal hole width exists, at which the
peak transmittance approaches a maximum value. This is essential in design of terahertz plasmonic
devices; in particular, when control of transmission and linewidth is needed, such as for bandpass
terahertz filters.
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Abstract— We present experimental characterization of far-infrared optical and dielectric prop-
erties of single-crystal ZnO and nanostructured ZnO of different morphologies by terahertz time-
domain spectroscopy. Frequency dependent complex dielectric function, power absorption, and
refractive index of single-crystal, nanowire, tetrapod, tubular, and prismlike ZnO structures are
experimentally measured in the terahertz regime, respectively. The experimental results are
analyzed and well fit with dielectric theories and effective medium models.

1. INTRODUCTION

As an II-VI semiconductor, Zinc oxide (ZnO) with a room-temperature wide band gap 3.37 eV,
has attracted much attention because of their unique properties and large span of promising ap-
plications in electro-optic, acousto-optic, optoelectronic devices, ultraviolet (UV) light emitters,
chemical sensors, and piezoelectric materials [1–4]. The increasing interest not only focus on bulk
crystal, but also much more on the nanocrystalline ZnO. ZnO nanostructures have potential ap-
plications for piezoelectric transduction, optical emission, catalysis, actuation, drug delivery, and
optical storage with promising photoelectronic, photochemical, and catalytic properties [4]. In the
terahertz regime, ZnO possesses a number of advantages in terms of device applications, such as
ease in fabrication, wide band gap, rather high mobility and resistivity, and transparent in a broad
terahertz frequency range [5–7]. It thus is essential to explore the detailed optical and dielectric
properties of ZnO in the broad terahertz frequency region. Here, we present far-infrared optical
properties and the complex dielectric function of high-resistivity bulk crystal and nanostructured
ZnO, including wire, tetrapod, tubular, and prismlike structures characterized by terahertz time-
domain spectroscopy (THz-TDS). The measured refractive index, power absorption, and complex
dielectric function are well fit by appropriate theoretical models.

2. SAMPLE PREPARATION AND THZ-TDS EXPERIMENTS

The single-crystal ZnO is an undoped, 5 mm×5mm×0.5-mm-thick, <0001>-oriented slab with c-
axis perpendicular to the surface (MTI Corporation, USA). Hydrothermal growth method was
used to fabricate the wurtzite, high-resistivity ZnO with purity higher than 99.99%. The detailed
fabrication processes of the nanostructured ZnO as shown in Fig. 1 were described elsewhere [8–11].
The ZnO samples are characterized by use of a photoconductive switch-based THz-TDS system
with a useful bandwidth of 0.1–4.5 THz and a signal to noise ratio (S/N) of>1.5×104 : 1 [11].

 a 

 10 µm 

d 

 0.5 µm  2 µm 

b c 

 1 µm 

Figure 1: Scanning electron microscopic images of (a) nanowire, (b) tetrapod, (c) tubular, and (d) prismlike
ZnO structures.
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3. RESULTS AND DISCUSSIONS

3.1. Single-crystal ZnO

The measured power absorption α(ω) and the refractive index n(ω)of single-crystal ZnO are shown
in Figs. 2(a) and 2(b). The power absorption increases with increasing frequency and no prominent
absorption peaks are observed below 3.5 THz. This can be verified by the refractive index which
shows no remarkable features as well. Employing the measured data of power absorption and re-
fractive index, we obtain the frequency-dependent complex dielectric function through the relation:
ε(ω) = (nr + ini)2, where the imaginary part of the refractive index ni is related to the power
absorption as ni = αλ/4π. The filled circles shown in Figs. 2(c) and 2(d) represent the recorded
data of complex dielectric constant. Generally, optical absorption of ionic crystals in the terahertz
region originates from lattice vibrations. The interaction of a radiation field with the fundamental
lattice vibration results in absorption of electromagnetic wave due to creation or annihilation of lat-
tice vibration. In the frame of the classical theory of independent pseudo-harmonic approximation,
such process can be described below, considering the phonon contribution to dielectric function [12]:
εm(ω) = ε∞+(ε0− ε∞)ω2

TO/(ω2
TO−ω2− iγω), where ε∞ is the high-frequency dielectric constant,

ε0 is the low frequency dielectric constant, ωTO is the frequency of the transverse optical (TO)
phonon mode, and γ is the damping constant. Three parameters are used to fit the experimental
data: ε0 = 7.77, ωTO/2π = 12.42THz and γ/2π = 0.82 THz. Given the high-frequency dielectric
constant ε∞ = 3.705, the frequency-dependent complex dielectric constant is obtained. This the-
oretical calculation gives well fit on the data measured by THz-TDS, as shown by solid curves in
Fig. 2.
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Figure 2: Comparison of THz-TDS data (filled circles) with theoretical fitting (solid curves) for (a) power
absorption, (b) refractive index, (c) real part of dielectric constant εmr, and (d) imaginary dielectric constant
εmi.

3.2. ZnO Nanowires and Tetrapods

In Fig. 3, we present THz-TDS results on ZnO nanowires and tretrapods. The measured absorption
coefficients are represented by filled circles in Figs. 3(a) and 3(b), and the index of refraction is
shown in Figs. 3(c) and 3(d), respectively, for nanowires and tetrapods. These two nanostructures
exhibit a similar absorption behavior, which increases steadily with increasing frequency. The
extracted real and imaginary parts of complex dielectric function are depicted by the filled circles
in Figs. 3(e)–3(h). Because the measured samples are composites of nanostructures and air, the
given complex dielectric constant is called effective dielectric constant that consists of contributions
from both pure ZnO nanostructures and air. The effective dielectric function can be treated by
simple effective medium theory, εeff (ω) = fεm(ω)+ (1− f)εh, where the dielectric function of pure
ZnO nanostructures εm is calculated based on the pseudo-harmonic model. The filling factor f
defines the volume fraction of pure nanostructures and was measured directly in the experiment; εh

is dielectric constant of the host medium, giving εh = εair = 1.0 for air. The absorption responses of
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pure ZnO nanowires and tetrapods are mainly attributed to lattice vibration, which is well described
theoretically by the classical pseudo-harmonic phonon model. The good agreement between the
experimental data and theoretical fitting, as shown by the solid curves in Fig. 3, implies that the
absorption of both nanowires and tetrapods are dominated by the transverse optical mode localized
at ωTO/2π = 12.41± 0.2 THz, with linewidths γ/2π = 12.5± 0.2THz and γ/2π = 21.0± 0.2THz,
respectively. This feature is quite consistent with what has been observed in bulk single-crystal
ZnO. This indicates that ZnO nanowires and tetrapods exhibit similar dielectric properties as those
for bulk ZnO.
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Figure 3: Comparison of THz-TDS measurements (filled circles) and theoretical fitting (solid curves) of
ZnO nanowires and tetrapods for power absorption: (a) nanowires and (b) tetrapods; refractive index:
(c) nanowires and (d) tetrapods; real dielectric constant εeffr : (e) nanowires and (f) tetrapods; imaginary
dielectric constant εeffi : (g) nanowires and (h) tetrapods.

3.3. Tubular and Prismlike ZnO

The filled circles in Fig. 4 illustrate the measured data for tubular and prismlike ZnO structures.
The absorption behavior shown in Figs. 4(a) and 4(b) appears very similar to those observed
in nanowires and tetrapods and it steadily increases with frequency. However, it can be seen
clearly that both the tubular and prismlike structures have significant higher absorption than those
of nanowires or tetrapods. At 1.0THz, the power absorptions for both samples are higher than
200 cm−1. The refractive index, as shown in Figs. 4(c) and 4(d), exhibits a monotonic decrease with
increasing frequency. These prominent distinctions than those for nanowires and tetrapods due to
morphology implicate that different response mechanism is involved in the absorption process in
tubular and prismlike ZnO samples. The real and imaginary parts of complex dielectric constants, as
shown in Figs. 4(e)–4(h), further indicate that diverse mechanisms are responsible for the dielectric
properties of tubular and prismlike structures.

It is well known that for most metals and semiconductors, optical absorption is caused by the
interaction of incident light with free carriers. The most commonly used model to describe such
dielectric response process is the Drude model, εm(ω) = εmr+iεmi = ε∞−ω2

p/(ω2+iγω). Taking the
contribution of free electrons through the Drude model and the contribution of air from Bruggeman
effective medium theory [11, 13]: fb(εm− εeff )/(εm +2εeff )c+(1− f)b(εh− εeff )/(εh +2εeff )c = 0
into account, we obtain good fits to the THz-TDS data of tubular and prismlike ZnO samples.
As shown by solid curves in Fig. 4, the measured power absorption, index of refraction, and the
corresponding complex dielectric constant are well reproduced. From our results, we clearly see
that ZnO nanostructures exhibit quite different characteristics due to various morphologies. In
fact, besides morphologies, many factors have influences on the optical and dielectric properties
of ZnO nanostructures as well, such as growth conditions, environment, impurities, defects, and
so on. Therefore, it is not surprising that the mechanism for terahertz absorption response of
ZnO nanowires and tetrapods, similar to that in single-crystal ZnO, is mainly dominated by the
interaction of incident light with lattice vibrations, while it is ascribed to the contributions from
free electrons for tubular and prismlike structures.
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Figure 4: Comparison of THz-TDS measurements (filled circles) and theoretical fitting (solid curves) of
tubular and prismlike ZnO for power absorption: (a) tubes and (b) prisms; refractive index: (c) tubes and
(d) prisms; real dielectric constant εeffr : (e) tubes and (f) prisms; imaginary dielectric constant εeffi : (g)
tubes and (h) prisms.

4. CONCLUSION

We have studied the far-infrared dielectric and optical properties of bulk and nanostructured ZnO.
The THz-TDS data for power absorption, refractive index, and complex dielectric function of these
samples are well fit by dielectric models combined with the effective medium theories. Our THz-TDS
characterization implicates that the dielectric function of ZnO nanowires and tetrapods, similar to
those in bulk ZnO, is related to the E1(TO) phonon mode at 12.41THz. However, the tubular
and prismlike structures exhibit the Drude behavior due to the dominant role of free electrons in
terahertz dielectric response. The dissimilar and similar properties of different ZnO nanostructures
are related to morphologies, growth processes, defects, and impurities.
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Abstract— The terahertz time-domain spectroscopy becomes a promising technology in studies
of biological tissues, genetic analysis, and cancer diagnosis. Due to the fact that biological
tissues possess high level of hydration, it results in strong absorption at terahertz frequencies.
Here, we present terahertz time-domain spectroscopy characterization of animal tissues, including
skin, fat, and muscles from porcine and rat samples. The experimental data reveal different
frequency-dependent responses to terahertz radiation for difference types of tissues from these
two animals. As being consistent with the estimation from the time-domain transmitted pulses
and the corresponding spectra, the absorption coefficient of skin tissue is obviously lower than
that of muscle by an average of 10%. Compared to skin and muscle, the fat tissue shows extremely
low absorption at terahertz frequencies due to very low water content. At 0.5 THz, the power
absorption coefficients of skin and lean pork are all above 100 cm−1, while it is only 15 cm−1 for
porcine fat.

Owing to the non-ionizing, non-invasive, coherent quasi-optic, and phase sensitive properties,
terahertz radiation has wide range applications in spectroscopy, imaging, and sensing. There has
been an increasing interest in using terahertz time-domain spectroscopy (THz-TDS) in biology,
chemistry and medicine research, such as disease diagnostics, recognition of DNA and bimolecules,
and quality control of drugs [1–7, 14].

Since many protein and DNA molecules have distinct signatures in the terahertz spectral region,
THz-TDS has been used to identify various types of DNA from low frequency vibrational modes
toward label free genetic diagnosis. Recently, various terahertz imaging techniques have been
developed and demonstrated in the diagnosis of human and animal tumors. Terahertz pulse imaging
(TPI) has been applied to identify human skin cancer, basal cell carcinoma (BCC) both in vitro and
in vivo [8, 9]. By analyzing the image data from both time and frequency domain, the border zone
between normal and diseased tissue can be well determined by TPI. Terahertz dark-field imaging
of canine cancerous tissue has also been reported which also demonstrated the promising capability
of terahertz imaging in tumor detection and diagnosis [3].

As well known that water shows strong absorption at terahertz frequencies (α = 200 cm−1

at 1.0THz) [10, 11]. Biomedical tissues with different water content have different response to
terahertz radiation. The application of terahertz imaging in cancer diagnosis is based on the fact
that THz-TDS is capable to differentiate between diseased and normal tissue owing to the variation
in water content. Since cancerous tissue has higher hydration compared to healthy tissue, it shows
increased absorption in the terahertz spectral region. This enables tumor diagnosis using terahertz
imaging modality with reasonably high contrast.

Theoretical simulation has also confirmed that water plays a major role in distinction between
diseased and normal tissue [10]. Different type of normal tissues, however, has different water
content as well. By looking at the transmission properties, one can obtain terahertz signatures
of various biomedical tissues. In this paper, we present terahertz transmission characterization
of animal tissues taken from pork and rat. The power absorption data derived from THz-TDS
measurements reveal clear distinction between different types of tissues.

In the THz-TDS experimental setup, the generation and detection of terahertz electromagnetic
pulses employ photoconductive switching transmitter and receiver. Femtosecond, 800-nm optical
pulses generated from a self-mode-locked Ti:Sapphire laser are used to gate the photoconductive
switches. The terahertz setup has four parabolic mirrors arranged in an 8-F confocal geometry [12].
This 8-F confocal system not only ensures excellent beam coupling between the transmitter and
receiver but also compresses the terahertz beam to a frequency independent diameter of 3.5 mm.
The THz-TDS system has a useful bandwidth of 0.1 to 4.5 THz (3mm–67µm) and a signal to noise
ratio (S/N) of > 10000 : 1.
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Two groups of animal samples are characterized. Group I includes skin, fat and lean tissue of
pork; group II includes skin and lean tissue of rat. Prior to the THz-TDS measurements, the tissues
were sliced into thin and parallel slabs with area dimensions of 10 mm×10mm after being frozen for
few hours. In order to accurately determine the sample thickness, as well as the power absorption
coefficient, the thawed tissue was gently placed in between two 636-µm-thick high-quality silicon
slabs with a p-type resistivity of 20Ω cm. The tissue thickness was obtained by measuring the
thickness of the silicon-tissue-silicon sandwich using a Mitutoyo table-top micrometer and each
thickness data was an average of 10 measurements. In the THz-TDS experiments, a silicon-air-
silicon sandwich with identical thickness was used as a reference.

Figure 1 shows the schematic diagram of the reference- and sample-silicon sandwiches. Eref (ω)
and Etis(ω) represent the Fourier transformed spectra of the transmitted terahertz pulses from the
reference and tissue sample, respectively. The transmitted time-domain terahertz pulses and the
corresponding spectra of the reference and the pork tissues are shown in Fig. 2. The tissue samples
characterized here include fat, skin and lean tissues of pork with thickness of 1.10mm, 1.14 mm and
1.09mm, respectively. As the results of optical dispersion and the frequency-dependent absorption,
the terahertz pulses shown in Fig. 2(a) have different level of broadening, phase shift and amplitude
attenuation as propagated through the tissue samples. Due to high water content the skin and lean
tissues show very weak terahertz signals that are multiplied by 700 to compare with the amplitude
signal of reference. The fat tissue, however, owing to very low level of hydration, shows strong
transmission signal which is more than two orders of magnitude higher than that from skin and
lean tissues. On the other hand, we observe that the terahertz signal from skin tissue is obviously
stronger compared to that from lean tissue, which is also resulted from the difference of water
content. As water absorption increases with increasing terahertz frequency, the transmission spectra
of skin and lean tissue plotted in Fig. 2(b) show very narrow bandwidth, indicating that such tissue
with 1-mm-thickness is nearly opaque to terahertz radiation at frequencies above 0.7THz.

Ein( ) Eref( ) 

(a) (b)

Ein( ) Etis( ) ω ω ω ω

Figure 1: (a) Reference silicon cell made of silicon-air-silicon sandwich, (b) Identical silicon cell filled with
animal tissue.

The power absorption of the animal tissues is extracted based on the transmitted pulses. Because
of the clear separation in time domain between the transmitted and the first reflected pulse, the
multiple reflection effect of the sandwiches is ignored in the data analysis. The complex transmission
spectra of the reference Eref (ω) and the tissue sample Etis(ω) are given by

Eref (ω) = Ein(ω)tsatas (ik0d) (1)
Etis(ω) = Ein(ω)tsttts(ikd)(−αd/2) (2)

where Ein(ω) is the incident pulse spectrum, k0 = 2π/λ0 and k = 2πnt/λ0 are the wave vectors
for air and sample, respectively; nt is the refractive index of the tissue sample, d is the sample
thickness, λ0 is the free-space wavelength, and α is the power absorption coefficient of the tissue;
tsa, tas, tst, and tts are the Fresnel transmission coefficients of the terahertz pulses propagating
through silicon-air, air-silicon, silicon-tissue, and tissue-silicon interfaces, respectively, which are
given by tsa = 2ns/(1 + ns), tas = 2/(1 + ns), tst = 2ns/(ns + nt), and tts = 2nt/(ns + nt). The tst
and tts are the complex, frequency-dependent coefficients related to the tissue samples.

Figure 3(a) shows the power absorption coefficients of the pork samples. Among different
type of pork tissues, lean pork shows the highest absorption and the frequency-dependent value is
compatible with the previous measurement of pork-muscle tissue [13]. As being consistent with the
estimation from the time-domain transmitted pulse and the corresponding spectra, the absorption
coefficient of skin tissue is obviously lower than that of lean pork by an average of 10%. Compared
to skin and lean pork, the fat tissue shows extremely low absorption at terahertz frequencies due
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Figure 2: THz-TDS curves of pork tissues. (a) Transmitted terahertz pulses of reference, fat, skin and lean
tissue of pork, (b) The corresponding Fourier-transformed spectra. The thickness of the measured samples
is 1.10 mm (fat), 1.14mm (skin) and 1.09 mm (lean pork), respectively. The curves are vertically displaced
for clarity.

to very low water content. At 0.5 THz, the power absorption coefficients of skin and lean pork are
all above 100 cm−1, while it is only 15 cm−1 for pork fat. Clearly, the power absorption coefficient
provides a quantitative response of the tissue samples to terahertz radiation, which enables the
differentiation of various types of biological tissues using terahertz spectroscopy technique.
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Figure 3: (a) Power absorption coefficients of rat tissues. The thickness of the skin and lean rat tissues is
0.65mm and 0.96mm, respectively. (b) Power absorption coefficients of rat tissues. The thickness of the
skin and lean rat tissues is 0.65mm and 0.96 mm, respectively.

We have also carried out THz-TDS characterization of rat tissues. The experimental procedure
was essentially the same as described above. The tissues were measured within 24 hours of the
euthanasia of the six-month-old rats. The skin and lean tissues with thickness of 0.53 mm and
0.96mm, respectively, were characterized. As shown in Fig. 3(b), the power absorption coefficients
of the rat tissues have very similar values compared to the results obtained in pork tissues.

In conclusion, the THz-TDS transmitted time-domain pulses, the Fourier transformed spectra,
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and the derived power absorption coefficients enable the differentiation between different types
of animal tissues. The same type tissue of different animals, however, shows similar terahertz
response. The measured lean tissue of pork and rat has similar value of frequency-dependent power
absorption which is also consistent with the previous data on pork-muscle. The obvious terahertz
signatures observed for different type of animal tissues further demonstrate the feasibility of using
terahertz technology in the biomedical applications [14, 15].
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Abstract— Conventional interferometric inverse synthesis aperture radar three dimensional
imaging only consider broadside imaging condition. In this paper, squint model imaging con-
figuration is discussed and the coordinate transform equation is given. The ISAR range profile
envelope alignment problem among different antennas are also discussed. Simulation results show
the effectiveness of our proposed method.

1. INTRODUCTION

Inverse Synthesis Aperture Radar (ISAR) imaging has received much attention in the past three
decades [1–6]. Its high range resolution is attained by transmitting a wideband signal while it’s cross
range resolution is dependent on the relative rotation between the radar and the target. It is difficult
to obtain a good quality ISAR image if the targets are noncooperating and/or maneuvering [3–6].
For non-cooperative targets, the targets’ rotation angle cannot be obtained and therefore, the cross
range scale is not known. And for maneuvering targets, the rotational axis and the rotational speed
of the target relative to the radar is time varying, which means that the Doppler is time varying,
and therefore, time frequency analysis must be used to coherently integrate the signals to form a
fine ISAR image. On the other hand, the range-Doppler plane may not coincide with the target’s
conventional range and cross-range plane, and this induces difficulty for target identification.

To overcome the above drawbacks, 3-D interferometric ISAR imaging known as InISAR are
proposed [7–12].

Generally three antennas are used and the target is assumed to be located at the broadside of
the antennas. The phase difference of a scatterer between two different antennas can be used to
determine its cross range position. For slant range target, it is assumed that the antennas rotate
mechanically to steer the antenna beam towards the target and maintain the broadside assumption.
Some times, it may not be practical or convenient to rotate the antenna. In this paper, we discuss
the three dimensional imaging of a slant range target.

2. SIGNAL MODEL

In this paper, a vector is denoted by a small bold letter or a letter with an overhead arrow, while
scatterer’s position and coordinate system are denoted by capital letters. The geometry of the
three dimensional ISAR imaging based on three antennas is shown in Fig. 1. The origin of the
three dimensional coordinate system (X ′, Y ′, Z ′) is denoted as O′, the transmitting antenna also
acts as a receiving antenna and is located at the origin. The other two receiving antennas A, B are
located in the X and Y axis and denoted as antenna 1 and antenna 2 respectively, and the distance
from both A and B to O′ is d.

A local coordinate system (X, Y, Z) on the target parallel to the radar coordinate system is
taken with reference, where the local origin is denoted as O. Point P located in (x, y, z) is expressed
as p =

−−→
OP .

Let the transmitted signal from the antenna O′ be s̃(t) = exp(j2πft). The back scattered signals
from scatterer P received at antennas O′ and A are

sp0(t) = exp
(

j2πf

(
t− 2rp0

c

))
, (1)

and

sp1(t) = exp
(

j2πf

(
t− rp0 + rp1

c

))
, (2)

respectively, where rp0 = |−−→O′P | = |−−→O′O+
−−→
OP | = |r+p|, rp1 = |−→AP | = |−−→AO′+

−−→
O′O+

−−→
OP | = |r+p−d|,

c is the speed of light, f is the carrier frequency. Let the signal from the receive antenna 0 be the
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Figure 1: Geometry of the radar and the target.

reference signal, then we have

s∗p0(t)sp1(t) = exp
(

j2πf
rp0 − rp1

c

)
. (3)

The differene between rp0 and rp1 is

∆r = rp0 − rp1 = |r + p| − |r + p− d|

=
(r + p)T (r + p)− (r + p− d)T (r + p− d)

rp0 + rp1
=

2(r + p)Td− dTd
rp0 + rp1

. (4)

For simplicity, the received signals of the two antennas are expressed in an array representation
as

sp = sp0(t)×
[
1, e

j2π 2(r+p)T d−dT d

λ(rp0+rp1)

]T

. (5)

Let Q be another scatterer located at the origin of the target local coordinate system. The array
signal back scattered from scatterer Q is

sq = e−j4π
rq0(t)

λ ×
[
1, e

j2π 2rT d−dT d

λ(rq0+rq1)

]T

. (6)

Let Q be the focussing point and after compensation using sq, sp becomes

Ŝp(t) = s∗q(t)¯ sp(t) = e−j4π
rp0(t)−rq0(t)

λ ×
[
1, e

j2π
“

2(r+p)T d−dT d

λ(rp0+rp1)
− 2rT d−dT d

λ(rq0+rq1)

”]T

, (7)

where ¯ express element wise product. Now let’s consider simplifying the phase in the above array
signal.

∆rQP =
2(r+p)Td−dTd

(rp0 + rp1)
− 2rTd−dTd

(rq0+rq1)
=

(
2(r+p)Td−dTd

)
(rq0+rq1)−(2rTd−dTd)(rp0+rp1)

(rp0+rp1)(rq0+rq1)

≈ (
2rTd(rq0 + rq1 − rp0 − rp1) + 2pTd(rq0 + rq1) + dTd(rp0 + rp1 − rq0 − rq1)

)
/(4r̃2), (8)

where r̃ ≈ rp0.
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We also have
2rTd(rq0 + rq1 − rp0 − rp1)

4r̃2
≈ −nT

0 dpTn0/r̃, (9)

2pTd(rq0 + rq1)
4r̃2

=
pTd

r̃
, (10)

and
dTd(rp0 + rp1 − rq0 − rq1)

4r̃2
=

dTdpTn0

2r̃2
, (11)

here we use the approximation r/r̃ ≈ n0, rq0 − rp0 ≈ −pTn0 and rq1 − rp1 ≈ −pTn0. Therefore,

∆rQP =
−nT

0 dpTn0 + pTd
r̃

+
dTdpTn0

2r̃2
' (p− pTn0n0)Td

r̃
(12)

Here we have assumed the target to be small and that the antenna array configuration satisfies
dTd = r̃ << 1. Therefore, the array signal can be simplified to

ŝp(t) = e−j4π
rp0(t)−rq0(t)

λ ×
[
1, e

j2π(p−pT n0n0)T d

λr̃

]
(13)

It should be noted that the above Equation (13) holds only when (1) the target is located in far
field and the size of the target is small, (2) the motion of the target in the range direction is small.

3. THREE DIMENSIONAL IMAGING ALGORITHMS

The position of scatterer P relative to Q along X direction can be obtained by comparing the phase
of the antenna 1 and antenna 0’s received signal. Similarly, position of P relative to Q along the Y
direction can also be obtained. Together with the range information obtained by wide band pulse
compression, the three dimensional position of the scatterer P relative to O can be obtained. The
phase of the signal of P can be obtained by first carrying out ISAR imaging of the three antennas
signal. What we need to pay more attention on is to retain the phase information during the ISAR
imaging process as this can be used to deduce the scatterer’s position.

In ISAR imaging, the first step is envelope alignment. Because the delays rp0 et al. are time
varying, the echo’s envelope are shifted with time. Cross range signal processing can only be done
after the signals’ envelopes are aligned. For a three-antenna cases, compared to one antenna ISAR
imaging, what we need to know is that at any time instant, whether the different antenna’s one
dimensional range profile is aligned or not. For slant range imaging condition, it is obvious that
envelope alignment is needed as the distance of the target to the three antennas is different, and
as the difference in distance is comparable to range resolution, therefore range alignment is needed
for the signal from the different antennas.

According to (13), the phase difference ϕx between antenna 0 and antenna 1 is

ϕx =
2π(p− pTn0n0)Td

λr̃
, (14)

and this can be obtained by ISAR imaging. Similarly, the phase difference ϕy between antenna
0 and antenna 2 can also be obtained. Denote

−−→
P ′P = p − pTn0n0 = {x̃, ỹ, z̃}, r = pTn0, and

p = {x, y, z}, then we have

x̃ = ϕx
λr̃

2πd
, (15)

ỹ = ϕy
λr̃

2πd
, (16)

x̃ = x− rnx, (17)
ỹ = y − rny, (18)

According to pTn0 = r, it is easy to obtain

x = x̃ + rnx (19)
y = ỹ + rny (20)

z =
r − xnx − yny

nz
(21)
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As the period of phase is of modulo 2π in order to ensure that there exists an unique relationship
between x̃ and ϕ, one should ensure that

∣∣2πx̃d
λr̃ < π

∣∣. Therefore, the maximum cross range non-
ambiguous width is

x̃ ∈ X =
[
−λr̃

2d
,

λr̃

2d

]
. (22)

In the above discussion, we have also assumed that the radar line of sight vector n0 is obtained
by other system.

4. SIMULATION RESULTS

In our simulation, the distance of the target to the antennas is 20 km, the transmitted signal’s
wavelength is λ = 0.08m, the signal bandwidth is 300 MHz corresponding to a range resolution of
0.5m. The distance between antenna 0 and antenna 1 is 1.5123m. The cross unambiguous distance
is 105.8 m. The target is composed of 69 scatterers and is placed on [1, 1, 1] direction. Fig. 2, Fig. 3,
Fig. 4 and Fig. 5 depict the three projection images and three dimensional image of the original
target. The target moves with a velocity of [3,32,−32]m per second. The data collection time is
5 s, therefore the angle of rotation is 0.4584◦ which results in a nominal cross range resolution of
about 0.3536m. An isolated scatterer is used to do motion compensation and the ISAR image of
antenna 0 is shown in Fig. 6. The reconstructed three projection images and three dimensional
image are shown in Fig. 7, Fig. 8, Fig. 9 and Fig. 10. It can be seen that the reconstructed three
dimensional image is similar to that of the original target image.
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Figure 2: Original target’s image on XY plane.
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Figure 3: Original target’s image on XZ plane.
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Figure 4: Original target’s image on YZ plane. Figure 5: Original target’s image on XYZ plane.
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Figure 6: Target’s ISAR image.
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Figure 7: Constructed target’s image on XY plane.
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Figure 8: Constructed target’s image on XZ plane.
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Figure 9: Constructed target’s image on YZ plane.

Figure 10: Constructed target’s image on XYZ plane.

5. CONCLUSIONS

In this paper, we have derived a three dimensional imaging formula for slant range targets. Gen-
erally, envelope alignment between different antennas is needed. Simulation results show the effec-
tiveness of our proposed method.
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Abstract— The bird aircraft strike hazard (BASH) is a worldwide problem to aviation, which
deprives lots of properties and lives every year. Avian radar systems are necessary to be devel-
oped for avian surveillance and early warning. In this paper, the frequency-stepped chirp signal
radar is utilized to obtain high range resolution for micro-Doppler features extraction by means
of synthetic bandwidth. The micro-Doppler features provide important information for avian
detection and monitoring. The micro-Doppler effect in frequency-stepped chirp radar is analyzed
in the paper and some micro-Doppler feature extraction methods are introduced.

1. INTRODUCTION

Along with the flourish of the aviation, the bird strikes are reported annually and the bird aircraft
strike hazard (BASH) becomes a worldwide problem. Statistics suggested that about 10,000 bird
strike accidents happened all around the world per year, and 90 percent occurred during take-off
and landing in the vicinity of airports. It is necessary to develop avian radar system for avian
detection and monitoring, which makes early warning be possible. Experiments illustrate that 3-
centimeter wavelength surveillance radar (e.g., BIRDRAD) can detect the departure of migrants
from different types of habitat within a range of 6 kilometers of the radar, and the Doppler weather
surveillance radar (WSR-88D) can measure the density of birds in the radar beam as they begin a
migratory movement within 60 kilometers [1], but trying to identify the type of bird is problematical.
The abilities to distinguish the types of targets (birds, insects or aircraft with small size, such as
Unmanned Aerial Vehicle), identity types of birds, and determine flock sizes are considered to be
important goals for future research and development [2].

The radar imaging with high resolution is a potential technique to solve the problems. To explore
the movement features of birds, the ultra-large-wideband signal is necessary to be utilized for high
range resolution. In this paper, the frequency-stepped chirp signal [3, 4] is applied to synthesize a
signal with a bandwidth of 3 GHz for a range resolution of 5 cm. The range resolution is high enough
to explore the micro-Doppler information of birds. The rotating structures in a radar target or
mechanical vibrations of the target body may induce additional frequency modulation on returned
signals and generate side-bands about the center frequency of the body Doppler frequency, called
micro-Doppler effect [5]. Micro-Doppler feature can be regarded as an important signature of the
target, and provides additional information for target detection, recognition and identification. The
beating of bird’s wings can also cause micro-Doppler phenomenon, which offers a new approach
to identify the birds: transmit frequency-stepped chirp signals to the birds, and then extract the
micro-Doppler information from the echoes.

2. IMAGING PRINCIPLE OF FREQUENCY-STEPPED CHIRP SIGNAL

Frequency-stepped chirp signal is made up of a series of bursts, each of which consists of a sequence
of chirp subpulses of stepped carrier frequency. The frequency variation in a burst is shown in
Fig. 1. The i-th subpulse in a burst is written as (assume the initial time of the signal at −T1/2)

U(t) = u1(t− iTr) exp (j2π (f0 + i∆f) t + θi) , 0 ≤ i ≤ N − 1 (1)

where u1(t) = rect (t/T1) · exp
(
jπµt2

)
is the chirp subpulse, µ is the frequency slope, T1 is the

duration of the chirp subpulse, Tr is the subpulse repetition time, f0 + i∆f is the carrier frequency
of the i-th subpulse, ∆f is the step size, θi is the initial phase of the subpulse, and N is the number
of subpulses in a burst. Assuming a target of a point-scatterer, the echo of the i-th subpulse from
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the target is

Si(t) = rect

(
t− iTr − 2R/c

T1

)
· exp

(
jπµ (t− iTr − 2R/c)2

)
· exp (j2π (f0 + i∆f) (t− 2R/c) + θi)

(2)
where R is the distance between the target and the radar, c is the wave propagation velocity. The
reference signal can be written as

Si0(t) = rect

(
t− iTr−2R0/c

Tref

)
·exp

(
jπµ (t− iTr−2R0/c)2

)
·exp (j2π (f0 + i∆f) (t− 2R0/c) + θi)

(3)
where R0 is the distance between the reference point and the radar, Tref is the duration of the
reference signal which is a little larger than T1. After dechirping processing, it yields

Sic(t) = Si(t)S∗i0(t) = rect

(
t− iTr − 2R/c

T1

)
· exp

(
−j

4πµ

c

(
t− 2R0

c

)
R∆

)

· exp
(
−j

4π

c
(f0 + i∆f) R∆

)
· exp

(
j
4πµ

c2
R2

∆

)
(4)

where R∆ = R − R0. Replace (t − 2R0/c) by t′, then take the Fourier transform to Eq. (4) with
respect to t′ and remove the Residual Video Phase (RVP), it yields

Sic(ω) = T1sinc
(

T1

(
ω +

4πµ

c
R∆

))
· exp

(
−j

4π

c
(f0 + i∆f) R∆

)
(5)

It can be found that the peak value of |Sic(ω)| appears at ω = −4πµR∆/c, and in fact, it is the
coarse range profile of the point-target created by the i-th subpulse exactly. N subpulses will create
N coarse range profiles. Let ω = −4πµR∆/c, and take Fourier transform of these coarse range
profiles, it can be obtained

S (k) = C · sinc (k + 4π∆fR∆/c) · exp (−j4πf0R∆/c) (6)

where C is a constant. From Eq. (6) it can be found that the peak value of S(k) appears at
k = −4π∆f · R∆/c, therefore, the high-resolution range profile (HRRP) is obtained. Each burst
creates a HRRP; by transmitting a number of bursts and taking the Fourier transform to the
HRRPs with respect to slow-time, the ISAR image of the target can be obtained.

Generally, the size of bird is between 0.1m and several meters. To achieve the range resolu-
tion high enough to identify birds, we synthesize a signal with a bandwidth of 3GHz for a range
resolution of 5 cm.
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Figure 1: Frequency variety in a burst.
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Figure 2: The micro-motion of target.

3. MICRO-DOPPLER EFFECT

If the target is a rigid body, after the motion compensation, the HRRPs obtained from each burst
will be similar to each other. But in many cases, the radar target can’t be regarded as a rigid
object, for example, the helicopter with rotating rotors and bird with wings beating. This kind
of micro-motions may induce micro-Doppler effect, which provides abundant structure and motion
information of the object for identification.
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As shown in Fig. 2, point P is the reference point, Q is a micro-motional point with velocity
v along the radar line of sight (LOS). The distance between P and Q at the initial time is R∆0.
Because of the movement of Q, R∆ in Eq. (4) should be expressed as follow:

R∆ = R∆0 + iTrv (7)

Generally, the displacement of Q in a burst can’t exceed a coarse range cell. Eq. (5) can be
rewritten as

Sic(ω) = T1sinc (T1 (ω + 4πµR∆0/c)) · exp (−j4π (f0 + i∆f) (R∆0 + iTrv)/c) (8)

Thus, the HRRP peaks at

k = Φ′(i) = −4π

c
∆f ·R∆0 − 4π

c
f0Trv − 8π

c
∆fiTrv (9)

Observing Eq. (9), the first term denotes the initial location of the point Q, the second term
demonstrates that the location of Q has an offset proportional to v. Compared with the first and
second terms, the last term of Eq. (9) is quite small and negligible, but this term may make the
peaks of the HRRP expanded, especially serious when v is quite large. Ignoring the last term,
Eq. (9) is rewritten as

k = −4π

c
f0Trv − 4π

c
∆f ·R∆0 (10)

It is obvious that the displacement of Q in the HRRP −4πf0Trv/c is proportional to its micro-
motion velocity. Because the HRRP is obtained by N-point Fourier transform, the value range of k
is defined in [−π, π]. If v is too large, k in Eq. (9) may exceed this scope, and the peak of the HRRP
may wrap and appear at the other side of the reference point. Assuming f0 = 94 GHz, R∆0 = 0,
the absolute velocity v must be smaller than about 20 m/s to avoid the wrapping phenomenon. As
shown in Fig. 3(a) and Fig. 3(b), four points are all located at the reference point but with different
velocities. We can see that the locations of them in the HRRP are related to their velocities. When
the absolute value of v varies from 8 m/s to 25m/s, the location of according peak varies from
the left side of the HRRP to the opposite side, and the peak becomes more and more expanded
along with the increasing of v. According to the fact that the maximal velocity of bird’s beating is
generally lower than 20 m/s, the wrapping phenomenon can be avoided.
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Figure 3: The micro-Doppler effect.

Different micro-motions will cause different shapes of HRRPs, therefore, the spectrogram, which
is defined as the module of the matrix having the HRRPs as vectors, includes the micro-motion
information of the object. It provides a new approach to target identification. A bird model is
shown in Fig. 4(a) and the spectrogram is shown in Fig. 4(b) when the flapping rate is 2 Hz.

4. EXTRACTION OF MICRO-DOPPLER INFORMATION

The micro-Doppler information contains the micro-motion information of the object, which is re-
garded as an important characteristic useful for target recognition. The extraction of the micro-
Doppler information is an important work to achieve this goal.
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Figure 4: The spectrogram of the bird model.

As shown in Fig. 4(b), the spectrogram appears to be periodic due to the periodicity of the
bird’s beating. That is to say, the period of the spectrogram is the same with the period of the
bird’s beating. As is known, the larger is the size of the bird, the lower its flapping frequency is.
Many birds with large size, such as glede and crane, even don’t beat their wings in a long time, but
hover in the updraft for hours. Therefore, the frequency of the beating is important information to
distinguish birds with different size, which can be obtained easily from the spectrogram using the
image processing techniques such as autocorrelation.

The shape of the spectrogram also provides the characteristics of the bird’s motion useful for
identification. The tiny difference of the movement manners can induce the difference in the
spectrograms. Much more work has to do to make use of the shape characteristics because it is
necessary to build a template database of all kind of birds for bird identification.

To explore the fine flying characteristic of the birds, many methods can be used, such as the
time-frequency analysis and the Hough Transform. High-resolution time-frequency technique is
considered as a nice modus for the extraction of micro-Doppler information and some references
have taken profound discussions about it [5, 6]. The Hough Transform is utilized to extract the
micro-motion characteristics of objects with rotating parts such as rotating frequency and radius
in [7].

5. CONCLUSIONS

This paper proposes a new approach to the avian detection and identification for the prevention of
bird strike in aviation. The frequency-stepped chirp signal radar is utilized to obtain the high range
resolution for extraction of micro-Doppler features. The micro-Doppler features are very useful for
bird identification. It has to be mentioned that we obtain the spectrogram based on the accurate
motion compensation which is a difficult problem to resolve in the future work.

ACKNOWLEDGMENT

This work is supported by the National Natural Science Foundation of China (60672032) and the
Natural Science Foundation of Shaanxi Province (2007F28).

REFERENCES

1. Gauthreaux, Jr., S. A. and C. G. Belser, “Radar ornithology and the conservation of migratory
birds,” USDA Forest Service Gen. Tech. Rep. PSW-GTR-191, 871–875, 2005.

2. Weber, P., T. J. Nohara, and S. Gauthreaux, Jr., “Affordable, real-time, 3-D avian radar
networks for centralized north American bird advisory systems,” Bird Strike 2005 Conference,
Vancouver, B.C., Canada, August 14–18, 2005.

3. Long, T., E. K. Mao, and P. K. He, “Analysis and processing of modulated frequency stepped
radar signal,” Acta Eletronica Sinica, Vol. 26, No. 12, 84–88, 1998.

4. Zhang, Q. and Y. Q. Jin, “Aspect of radar imaging using frequency-stepped chirp signals,”
EURASIP Journal on Applied Signal Processing, Vol. 2006, Article ID 85823, 1–8, 2006.

5. Chen, V. C., “Analysis of radar micro-Doppler signature with time-frequency transform,” Proc.
Statistical Signal and Array Processing, 463–466, 2000.



288 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

6. Thayaparan, T., G. Lampropoulos, S. K. Wong, et al., “Application of adaptive joint time-
frequency algorithm for focusing distorted ISAR images from simulated and measured radar
data,” IEE Proc. Radar Sonar Navig., Vol. 150, No. 4, 213–220, August 2003.

7. Zhang, Q., H. Guan, Y. Guo, et al., “Separation of micro-Doppler signal using an extended
hough transform,” 2006 International Conference on Communications, Circuits and Systems
Proceeding, 361–365, China, June 2006.



Progress In Electromagnetics Research Symposium, Hangzhou, China, March 24-28, 2008 289
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Abstract— Polarimetric SAR Interferometry can be used for parameter inversion of ground.
An appropriate model is of most importance for parameters inversion. This paper derives a series
of scattering model that can be used for parameter inversion of forestry area, such as RV, RVoG,
OV and OVoG. These models can reveal the characteristics of forestry area as well as establish the
relationship between observed data and parameters of test area. Finally, a multi-layer random
scattering model that can be used for parameter inversion of forestry area containing a man-made
target is derived. An improved model is examined by the simulated data of the single-baseline
polarimetric SAR interferometry. The result turns out that the improved RVoG scattering model
is correct.

1. INTRODUCTION

Polarimetric SAR interferometry (PolInSAR) is not only sensitive to space distribution of vegetation
and vegetation height in interferometric SAR, but also to distribution and shape of vegetation
scatterers in polarimetric SAR. Hence, PolInSAR is more advantageous and precision than either
polarimetric or interferometric SAR alone in extracting information of vertical vegetation structure.
The coherent optimization of PolInSAR provides the optimum separation of the effective phase
centers of different scattering mechanisms [1].

PolInSAR is widely regarded as a powerful tool for remote sensing application. One useful
application is ground scatterer parameters inversion, especially in the forestry and vegetated areas.
During the inversion process, a coherent model of the scattering process that relates the measurables
to the desired physical parameters is required. In the case of vegetation area, several models,
random volume (RV) scattering model, random volume over ground (RVoG) scattering model,
oriented volume (OV) scattering model, and oriented volume over ground (OVoG) scattering model,
have been developed [2–5]. However, these inversion models based on PolInSAR are mainly suitable
for forest area, model of man-made target beneath foliage have not been studied. In this paper,
a new model will be developed and analyzed, which can be used for forestry area in which more
scattering centers will be considered.

For this, Section 2 introduces a generalized coherent scattering model suitable for the descrip-
tion of interferometric and polarimetric behavior of the vegetation area and discusses the scattering
model in detail. Section 3 extends coherent scattering model suitable for the description of interfero-
metric and polarimetric behavior of the vegetation area to the vegetation area contained man-made
target. The validity of the model is demonstrated using simulated PolInSAR data in Section 4.
Finally, in Section 5, some conclusions are drawn.

2. GENERALIZED COHERENCE SCATTERING MODEL

The vegetation model was derived first in [2] and extended for fully polarimetric interpretation
in [3]. A generalized interferometric coherence for vegetation including random volume and oriented
volume is shown in Eq. (1).

γ̃ = eiφ0
γ̃v(~ω)eiφc + m(~ω)

1 + m(~ω)
(1)

where φ0 and φc are the phase centers of the ground topography and tree trunk respectively; γ̃v

and m are the complex coherence for the volume alone and object (ground or man-made target)-to-
volume amplitude ratio accounting for the attenuation through the volume respectively as shown
in Eqs. (2) and (3).

γ̃v (~ω) =
I (~ω)
I0 (~ω)

,





I =
hv∫
0

e
2σ(~ω)z′

cos θ eikzz′dz′

I0 =
hv∫
0

e
2σ(~ω)z′

cos θ dz′
(2)

m (~ω) =
2σ (~ω)

cos θ
(
e2σ(~ω)hv/cos θ − 1

) ~ω∗T TO~ω

~ω∗T TV ~ω
(3)
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where ~ω is a three-component unitary complex vector defining the choice of polarization, σ the
mean wave extinction in the medium and relates to polarization when vegetation layer is oriented
volume, kz the vertical wavenumber of the interferometer and θ the mean angle of incidence. Tv

is the 3 × 3 diagonal coherency matrix for the volume scattering and TO the object scattering
coherence matrix.

The scattering model can be characterized as RV model and OV model depending on relationship
between scatter center and polarization. As shown in Fig. 1, in RV model scatter has the same
scattering center in different polarization; while in OV model scatter has the different scattering
centers in different polarization.

(a) (b)

Figure 1: Scattering center of different type of vegetation in dif-
ferent polarization. (a) Random volume. (b) Oriented volume.

0
z z=

0 v
z z h= +

0 d
z z z= +

z (height)

Figure 2: Schematic representation of
the MTBRV model.

We can obtain forms of different scattering model by using different condition from Eq. (1). For
example, in the case of two-layer random volume over ground, Eq. (1) is written as

γ̃RV oG = eiφ0
γ̃v + m (~ω)
1 + m (~ω)

(4)

where γ̃v is the complex coherence for the volume alone and independent of polarization.

3. MODEL OF MAN-MADE TARGET BENEATH RANDOM VOLUME (MTBRV)

The RVoG scattering model, which is derived in the case of natural vegetation, is not correct to the
area with man-made target. In realistic scenario, man-made targets, such as houses and vehicles,
can also exist in the forest area. If a man-made target is placed in the two-layer vegetation,
and supposed that the size of object is comparable with resolution cell, that is, this object can
be treated like a point target. When the electromagnetic wave penetrates the canopy and it is
scattered, the point target is main scatter. So there is a strong scattering center in the position of
the point target. In order to separate this point scatter from background clutters, a novel model is
developed. Assuming the man-made target over the ground is located at zd as shown in Fig. 2.

In the RVoG scattering model, the components related with ground scatterers are

IG
1 =

hv∫

0

δ
(
z′

)
e

2σz′
cos θ Tgdz′ = Tg

IG
2 = Tg (5)

Because of the existing man-made target on the ground, scattering center moves to zd from z0,
thus the component related with man-made target scatterers can be described as

IG
1 =

hv∫

0

δ
(
z′ − zd

)
e

2σz′
cos θ Tgdz′ = e

2σzd
cos θ Tg

IG
2 =

hv∫

0

δ
(
z′ − zd

)
e

2σz′
cos θ eikzz′Tgdz′ = eikzzdIG

1 (6)
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Therefore, the complex interferometric coherence of Man-made Target beneath Random Volume
(MTBRV) can be derived as

γ̃MTBRV = eiφ0
γ̃v + eikzzdm (~ω)

1 + m (~ω)
(7)

Compared Eq. (4) with Eq. (7), the information of point target is related with m(~ω) and eikzzd .
So we can estimate the height of man-made target besides the target-to-volume amplitude ratio.
The relationship between the complex interferometric coherence γ̃ and man-made target height zd

is shown in Fig. 3.
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in RVoG and MTBRV model.

Figure 3 gives the relationship between the complex interferometric coherence and the height
of man-made target in a resolution cell. When man-made target is high enough compared with
the thickness of canopy, the complex interferometric coherence is mainly influenced by man-made
target, thus man-made target has stronger scattering characterisitcs.

RVoG model and MTBRV model can be rewritten as the equation of a straight line in the
complex plane as

γ̃RV oG = eiφ0 [γ̃v + µ (~ω) (1− γ̃v)]

γ̃MTBRV = eiφ0

[
γ̃v + µ (~ω)

(
eikzzd − γ̃v

)]
(8)

where

0 ≤ µ (~ω) =
m (~ω)

1 + m (~ω)
≤ 1

The comparison of RVoG scattering model with MTBRV scattering model is shown in Fig. 4.
Seen from Fig. 4, the volume coherence are the same in the MTBRV scattering model and RVoG
scattering model, but the ground phase φ0 has phase-shift because of man-made target. So far an
improved RVoG scattering model has been derived.

4. EXPERIMENTAL RESULTS

A simplified three-level scattering model is used to generate the simulation data [1, 7]. The mean
vegetation height is assumed 18m and the man-made target height 5m. The ground has small
slope.

Firstly, the optimized coherence coefficients are obtained by the polarimetric interferometric
principle of coherence optimization (PIPCO) based on modeling data [1]. Secondly, the Treuhaft’s
RVoG scattering model is used in the vegetation region without man-made target and the improved
RVoG model in vegetation region placed man-made target. Finally, based on the scattering model,
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Figure 5: Inversion physical parameters of forest and man-made target. (a) Profile of the extracted forest+
man-made target height values of the 87th row. (b) Profile of the extracted mean extinction values of the
87th row. (c) Profile of the extracted ground topography values of the 87th row.

coherence coefficients and genetic algorithms (GA) [8, 9], the extracted forest and man-made target
parameters are shown in Fig. 5.

Seen from the Fig. 5(a), most of forest height ranges from 12 to 25 m, and the volume extinction
coefficient ranges from 0.05 to 0.2 dB/m. In the Fig. 5(c), most of phase related to the ground
topography ranges from −0.5 to 1 (in radians). Fig. 6 shows a 3-D perspective view of the estimated
forest height for the whole scene. The mean forest height and man-made target height are 17.6m
and 5.5m, respectively. In Fig. 6, only the man-made target height is shown in man-made target
area beneath the forest.

 

 

Man-made

target area

Figure 6: 3-D perspective view of the estimated forest height for the test site.

Compared modeling parameters and experimental results, the improved two-layer RVoG scat-
tering model should be correct.
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5. CONCLUSIONS

In this paper, a generalized interferometric coherence for vegetation scattering model including ran-
dom volume and oriented volume is derived. Based on RVoG scattering model, an extended RVoG
scattering model containing man-made target is derived. This new model is evaluated by simulated
polarimetric interferometric data. Compared inversion parameter with simulation parameter, the
new scattering model is correct. In the vegetation region placed man-made target, this new model
can be used to extract physical parameters of man-made target beneath the vegetation.
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Abstract— Polarimetric SAR (PolSAR) is sensitive to the orientation and characters of object
and polarimetry could yield several new descriptive radar target detection parameters and lead
to the improvement of radar detection algorithms. Target decomposition theory has been used
for information extraction in PolSAR, and it can also explore the phase message in PolSAR
data. In this paper, a comparison of polarimetric target decomposition methods is proposed.
We generate a validity test for these methods using DLR ESAR L-band full polarized data.
Results show that among many target decomposition algorithms, the coherent and incoherent
formulations are quite comparable in distinguishing natural targets and man-made buildings.
Pauli decomposition, Cameron decomposition and Freeman decomposition are suitable for the
detection of natural targets. On the other hand, SDH decomposition, OEC decomposition, and
Four-component model, in particular, are very useful for man-made target extraction.

1. INTRODUCTION

Target detection using Synthetic Aperture Radar (SAR) has attracted much attention for both
civilian and military applications. Polarimetric SAR (PolSAR) is a well established technique,
which allows the identification and separation of scattering mechanisms in the polarization signature
for purposes of classification and parameter estimation. PolSAR is sensitive to the orientation and
characters of object and polarimetry could yield several new descriptive radar target detection
parameters and lead to the improvement of radar detection algorithms.

The polarimetric information of target echo can reflect the geometry structure and physical
characteristic of target, and polarimetric target decomposition theorem expresses the average mech-
anism as the sum of independent elements in order to associate a physical mechanism with each
component. Unlike method using SAR for information process, target decomposition explores phase
message contained in PolSAR data. Polarimetric target decomposition theorems can be used for
target classification or recognition.

Polarimetric SAR data are coherent by nature of the principle of operation, however, most often
incoherent approaches are chosen for the post-processing in order to apply conventional averaging
and statistical method. At present, two main classes of decomposition can be identified. One,
called coherency decomposition, deals with decomposition of the scattering matrix, while another,
called incoherent decomposition, deals with decomposition of coherency or covariance matrices.

The main purpose of this paper is to examine the possibilities of target detection using PolSAR
data and to compare the effectiveness of target decomposition algorithms using full polarized SAR
image.

2. EXPERIMENTAL DATA

The DLR ESAR L-band full polarized image of Oberpfaffenhofen Test Site Area (DE) of Germany,
obtained on September 30th, 2000, was used to validate the comparison of the decomposition
methods. Its spatial resolution is 3m× 3m. The optical image and HH channel image are shown
in Fig. 1(a) and (b) respectively. The test area, composed of 2816 × 1540 pixels, mainly includes
forest, several kinds of farmland, bituminous macadam, and man-made buildings.

3. COHERENT TARGET DECOMPOSITION

In this category, we have study three main coherent decomposition theorems, commonly referred
to as Pauli decomposition, SDH (Sphere, Diplane, Helix) decomposition, and SSCM (Symmetric
Scattering Characterization Method), respectively.
3.1. Pauli Decomposition
The most common known and applied coherent decomposition is Pauli decomposition. Whereby
the scattering matrix [S] can be written as:

[S] = α

[
1 0
0 1

]
+ β

[
1 0
0 −1

]
+ γ

[
0 1
1 0

]
(1)
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(a) (b)

Figure 1: Test data of ESAR, (a) HH channel image, (b) optical image.

where α = (shh + svv)/
√

2, β = (shh − svv)/
√

2, and γ =
√

2shv are the complex quantities rep-
resenting, respectively, single-bounce, double-bounce, and 45◦ rotated double-bounce scattering
components. Fig. 2 is Pauli decomposition of the test data. Seen from Fig. 2, Pauli decomposition
can distinguish natural target well, however, this method cannot detect man-made target.

 

Figure 2: Pauli decomposition, the image is colored by α (red), β (green), and γ (blue).

3.2. SDH Decomposition
According to Krogager, the complex symmetric scattering matrix can be decomposed into three
components on the circular basis, which corresponding to a sphere, a diplane and a right- or left-
wound helix, respectively [1]:

[
S(r,l)

]
= ejϕ

{
ejϕsks [Ss] + kd [Sd] + kh [Sh]

}
(2)

The coefficients are easily obtained from the elements in the circular basis. Thus, ks = |srl|, for
the left-wound, k+

d = |sll|, k+
h = |srr|− |sll|, while for the right-wound, k−d = |srr|, k−h = |sll|− |srr|.

Because helix scattering is general scattering mechanism, which appears in an urban area whereas
disappears for almost all natural distributed scattering, SDH decomposition can distinguish man-
made target from natural target well. However, SDH cannot divide one kind of man-made target
from another kind. Fig. 3 is SDH decomposition of the test data.

 

Figure 3: SDH decomposition, the image is colored by ks (red), kd (green), and kh (blue).
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3.3. Cameron Decomposition and SSCM
Under reciprocity conditions, coherent scattering can be decomposed into a maximized symmetric
component and an asymmetric component by using Cameron’s decomposition theory [2]

~S = A
[
cos τ ~Smax

sym + sin τ ~Smin
sym

]
(3)

The maximum symmetric component
⇀

S
max

sym is characterized by the two complex entities α and
ε, which represent the distribution of the largest symmetric scattering component on the basis of
the orthogonal vectors,

⇀

S
max

sym = α
⇀

Sa + ε
⇀

Sb (4)

where
⇀

Sa and
⇀

Sb are trihedral and dihedral scattering vectors respectively.
R. Touzi proposed SSCM to improve Cameron decomposition. Then

⇀

S
max

sym can be expressed as
[3],

⇀

S
max

sym = expjφSa ·
√
|α|2 + |ε|2 ·

[
cos(η) · ⇀

Sa + sin(η) expj(φSa−φSb
) ·⇀Sb

]
(5)

where, η ∈ [0, π/2] characterizes the direction of scattering vector on the
⇀

Sa −
⇀

Sb basis. Under co-
herent conditions, it provides information about the type of scattering of the maximized symmetric
component. φSb

− φSa
∈ [−π, π] is the phase difference of

⇀

Sa −
⇀

Sb channel. It can provide useful
information about the illuminated target if the channel coherence is high. Both the magnitude and
phase of the channel coherence are worth investigating target scattering characterization.

Figures 4(a) and (b) is the distribution of η and φSb
− φSa

, respectively. Different kinds of
farmlands have distinct difference in φSb

−φSa
around −3π/4 and 3π/4, forest area and man-made

buildings concentrated on −π/4. Therefore the phase difference can be used to distinguish natural
targets from man-made targets. The same to SDH decomposition, this method cannot distinguish
forest and buildings, either.

(a) (b)

Figure 4: Distribution of η and φSb
− φSa in SSCM, (a) distribution of η, (b) distribution of φSb

− φSa .

4. INCOHERENT TARGET DECOMPOSITION

In this category, we discuss three incoherent decomposition theorems, there as, Freeman decompo-
sition, OEC decomposition, and Four-component model, respectively.
4.1. Freeman Decomposition
Freeman proposed a three-component scattering model in which covariance matrix [C] of polari-
metric SAR data is decomposed for information extraction [4]. Freeman decomposition describes
scattering mechanisms as due to three physical mechanisms, namely surface scattering, double-
bounce scattering and volume scattering:

[C] = fs[Csurface] + fd[Cdouble] + fv[Cvolume] (6)

According to this model, the measured power P may be decomposed into three quantities:

Ps = fs(1 + |β|2), Pd = fd(1 + |α|2), Pv = 8
3fv

P = Ps + Pd + Pv
(7)
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The three-component scattering model based on covariance matrix has been successfully applied
to decompose PolSAR image under the reflection symmetry condition 〈shhs∗hv〉 ≈ 〈svvs

∗
hv〉 ≈ 0.

This method is based on simple physical scattering mechanisms (surface scattering, double-bounce
scattering, and volume scattering), just as shown in Fig. 5, the contributions of each of the three
scattering mechanisms to the total power are shown for each pixel, with surface scattering colored
blue, volume scattering green, and double-bounce scattering red. Result in Fig. 5 shows that
volume scattering meets the observation for forest very well. Farmland has surface scattering
and double-bounce scattering dominant. This can be interpreted as indication that the longer
wavelengths can penetrate the relatively short vegetation in farmland area and the backscatter
is mostly from the underlying ground. Therefore, Freeman decomposition can describe different
natural targets very good and is powerful for PolSAR image decomposition for natural distributed
target areas. However, man-made buildings are also present the volume scattering, thus this model
cannot distinguish forest and man-made buildings.

 

Figure 5: Freeman decomposition, the image is colored by Pd (red), Pv (green), and Ps (blue).

4.2. OEC Decomposition

For urban area, the reflection symmetry condition does not hold, it is necessary to take the effect
of 〈shhs∗hv〉 6= 0 and 〈svvs

∗
hv〉 6= 0 into account. In 2005, Moriyama proposed a model for urban

area information extraction [5]. The model decomposes the covariance matrix into three kinds of
scattering mechanisms: odd-bounce scattering; even-bounce scattering and cross scattering:

[C] = fodd[Codd] + feven[Ceven] + fcross[Ccross] (8)

where fodd, feven and fcross represent the weight of odd bounce scattering, even bounce scattering,
and cross scattering, respectively. [Codd], [Ceven] and [Ccross] represent the corresponding covariance
base, respectively. Then the power of each term Podd, Peven and Pcross can be calculated respectively.
P is the total power of the three scattering.

Podd = fodd(1 + |β|2)
Peven = feven(1 + |α|2)
Pcross = fcross(1 + |γ|2 + 2 |ρ|2)
P = Podd + Peven + Pcross

(9)

In urban area, buildings have strong even-bounce scattering characteristics, and their informa-
tion can be easily extracted from even-bounce scattering component. Fig. 6 shows OEC decomposed
image. Comparing Fig. 6 with Fig. 1(b), we can find most of farmlands are mainly even-bounce
scattering and some farmlands in the middle are mainly odd-bounce scattering. Fig. 6 shows that
even-bounce scattering is the dominant scattering mechanism in urban areas. Therefore, this model
is suitable to extract polarimetric feature of urban areas. The forest area has a mixed color which
means odd scattering and even scattering are contained. The analysis shows that different targets
may have dissimilar scattering components. Because the longer wavelengths can penetrate canopy
and the backscatter is mostly double-bounce from the ground-trunk interaction. So at L band,
forest also indicates even scattering in OEC decomposition. As known buildings are mainly even
scattering, therefore, OEC decomposition cannot distinguish forest and buildings well.
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Figure 6: OEC decomposition, the image is colored by Pe (red), Pc (green), and Po (blue).

4.3. Four-component Scattering Model
Yamaguchi proposes a four-component scattering model based on Freeman’s three-component
model, in which, covariance matrix [C] or coherency [T ] can be denoted as four scattering mecha-
nisms [6, 7]:

[C] = fs[Csurface] + fd[Cdouble] + fv[Cvolume] + fc[Chelix] (10)

where fs, fd, fv and fc are the expansion coefficients to be determined. [Csurface] and [Cdouble] are
identical with those in Freeman decomposition, [Cvolume] is modified with 10 log

(〈|shh|2
〉
/
〈|svv|2

〉)
,

and [Chelix] is introduced for encountering the helix scattering power contribution. The scattering
powers, Ps, Pd, Pv and Pc corresponding to surface, double bounce, volume and helix contributions,
respectively, are obtained as:

Ps = fs(1 + |β|2) Pd = fd(1 + |α|2)
Pv = fv Pc = fc

P = Ps + Pd + Pv + Pc

(11)

Compared with three-component scattering model, the helix scattering power, corresponding
to 〈shhs∗hv〉 6= 0 and 〈svvs

∗
hv〉 6= 0, is introduced for more general scattering mechanism as the

fourth component, which often appears in complex urban areas whereas disappears in almost all
natural distributed scenarios. This term is essentially caused by the scattering matrix of helices
and is relevant for the complicated shapes of man-made structures, which are predominant in urban
areas. Furthermore, the volume scattering component for vegetation is modified by a change of
the probability density function for the associated orientation angles, and the choice between the
symmetric and the asymmetric covariance can be determined by 10 log

(〈|shh|2
〉
/
〈|svv|2

〉)
of the

image.
The decomposed result of the covariance matrix with Ps (blue), Pd (red), and Pv (green) is

shown in Fig. 7(a). It is seen in Fig. 7(a) that Pv (green) is especially strong in the forest area.
Most farmland in blue indicates that there is no other scattering mechanism except single bounce
scattering. Some farmland in pink indicates that both surface scattering and double-bounce scat-
tering exist. Overall, the decomposition result is acceptable. In urban area, when orientation of
building blocks is not parallel to the flight path, these areas with skew-oriented buildings produce a

(a) (b)

Figure 7: Four-component decomposed image, (a) the image is colored by Pd (red), Pv (green), and Ps

(blue), (b) helix scattering power Pc.
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rather predominant HV component. Therefore, the helix scattering component Pc appears strong
in these areas as shown in Fig. 7(b).

Table 1: Comparison of coherent and incoherent polarimetric decomposition.

Type of decomposition model Merits Demerits 

Pauli can distinguish natural target well cannot detect man-made target 

SDH
can distinguish man-made target from 

natural target well 

cannot divide one kind of 

man-made target from another kindCoherent 

Cameron and 

SSCM

better exploit the information provided by  

the maximized symmetric scattering 

component of coherent targets 

not suitable for complex scenario

containing a lot of asymmetric  

targets

Freeman 

can describe different natural targets very 

good and suitable for analyzing the natural 

distributed target areas 

cannot distinguish forest and 

man-made buildings 

OEC
effective to extract polarimetric feature  from

 urban areas 

cannot distinguish forest and 

buildings well 

Incoherent 

Four-component 
more general scattering model for both 

natural targets and man-made targets 

5. DISCUSSION AND CONCLUSION

Table 1 gives a comparison of coherent and incoherent polarimetric decomposition. It can be found
that the coherent and incoherent decomposition models have quite comparable results in distin-
guishing natural targets and man-made buildings. Pauli decomposition, Cameron decomposition
and Freeman decomposition are suitable for description of natural targets. On the other hand,
SDH decomposition, OEC decomposition, and Four-component model, in particular, are better in
describing man-made targets, since they take helix scattering mechanism into consideration, which
is a general scattering in urban area. Since the result is obtained only with one test data, the con-
clusion has certain limitation. A general preference for these methods in other test should therefore
be further challenged by follow-on studies.
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Abstract— In this article, we present an analysis on resolution of source localization in near
field, which concerns mainly the influences on spatial resolution from bandwidth and number of
sensors. The resolution is quantified by false estimation rate for a system to separate two sources.
Based on simulation results, the trade-off between bandwidth and number of sensors is found
approximately. With this relation, we can define an optimal localization system by choosing the
best repartition.

1. INTRODUCTION

Source localization in near field has drawn a lot of interests during last few decades. Compared to
far field, localization in near field is much more challenging because the wave front is no longer a
plan wave when the sources are located near the arrays. The sub-space methods [3] like MUSIC,
ESPRIT . . . etc. are often used in far-field source localization, however, only the classical MUSIC
method can be applied to near field [4]. In near-field, the sources may be close to each other so
that to establish localization system with high resolution is very important. There are usually two
ways to improve the resolution [3]: to increase the number of sensors and to increase the number
of samples. Increasing the number of sensors enlarges the antenna aperture, while increasing
number of samples allows better estimates of the covariance matrix of the received signal. Using a
wideband signal is an equivalent way to increase the number of samples. By taking summation of
the covariance matrices estimated in each frequency, the equivalent number of samples is greatly
increased.

Usually, there are two ways to sum the covariance matrices [2]: incoherent summation and
coherent summation. The performance of coherent summation is better because the noise factor
decreases when taking the coherent summation, but this method brings also errors because the
summation is based on a pre-estimated data which is not accurate.

The spatial resolution of localization system depends on a lot of parameters, such as the Signal
to Noise ratio, the number of sensors, the number of samples and the number of frequencies. To
compare the influences on resolution from the parameters, we quantify the resolution by false
estimation rate which is the possibility of failure for a system to separate two sources. We can
find the trade-off between these parameters for a defined resolution capacity, and then an optimal
system can be found by choosing the best repartition.

In this article, we present the main idea of quantification of spatial resolution. The trade-off
between the parameters can be found from simulations.

2. QUANTIFICATION OF RESOLUTION

The resolution is usually quantified as the 3 dB beamwidth [1] of the pseudo-frequency for conven-
tional beamforming method. Since the calculation of this beamwidth depends on the eigenstructure
of the covariance matrix, it is very difficult to obtain an accurate result.

The resolution of localization refers to the capacity to separate two sources which are located
close to each other. In this article, we define a method to quantify the resolution. The principal of
this method is to calculate the possibility of false localization under a certain condition.

We suppose two sources which locate at (ρ1, θ1) and (ρ2, θ2). The distance between these two
sources is:

d =
√

ρ2
1 + ρ2

2 − 2ρ1ρ2 cos(|θ1 − θ2|) (1)

The two estimated positions of sources are (ρ̂1, θ̂1) and (ρ̂2, θ̂2).
If the two estimates satisfy these two conditions:

√
ρ2
1 + ρ̂2

1 − 2ρ1ρ̂1 cos(|θ1 − θ̂1|) ≤ d/2 and
√

ρ2
2 + ρ̂2

2 − 2ρ2ρ̂2 cos(|θ2 − θ̂2|) ≤ d/2
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it is a correct estimation, or it is a false estimates.
The false estimation rate is then calculated by carrying out Monte-Carlo experiment under the

same conditions.
Pe =

number of false estimates
total number of estimates

(2)

3. CONCLUSIONS

We have defined a method to quantify spatial resolution in this article. The trade-off between the
parameters of a localization system can be found from simulations. With this relation, we can
optimize our localization system by choosing the best repartition. The future work of this research
will be the theoretical analysis on the influence from the parameters.
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Abstract— Mobile communications, e.g., cellular phones, have become very widespread. A
new concept called “Sensor Network” has been proposed with the development of such commu-
nications system. Sensed signals from many sensor nodes installed in a wide area are gathered to
a center node by technology similar to that used in mobile communications. Home/office circum-
stance control, environment monitoring and protection can be conducted based on the collected
data. We propose a new SAW subtle-gas sensor, which can be used in these sensor nodes. The
new sensor structure removes a limited selection for piezoelectric crystal substrates, while only
Quartz crystal substrates have been used in conventional SAW gas sensors. The sensing dynamic
range was widely extended by utilizing both fundamental and 3rd-harmonic frequency SAWs.
Moreover, our sensors are also designed to be combed with 2.4-GHz ZigBee, which has been
regulated by IEEE802.15.4, and ZigBee Alliance as a wireless-communications medium for the
“Sensor Network”. It is predicted that our network system will possibly provide hydrogen-gas
leakage sensing for future fuel-cell cars and environmental-pollution gas sensing.

1. INTRODUCTION

In the last half of the twentieth century, mobile communications by means of the cellular-phone
system have spread all over the world. Recently, a sensor network has been investigated to control
the circumstances at homes, offices and public places. In this system, simple radio communications
network is installed in a certain area to connect many distributed sensors by similar technology
to that used in cellular-phone system. The sensor network is treated as a new concept which will
have a big impact on our lives and grow to a giant industry like the cellular-phone system. It
will also contribute to future ecology, i.e., energy saving and environment preservation. In our
laboratory, we have been studying the sensor network to achieve comfortable living circumstances
by home/office sensing and control [1]. As shown in Fig. 1, many sensor nodes with various sensors
will be arranged within homes and offices, where nodes can communicate one another via simple
radio network. Sensed signals from all nodes are gathered to a center node. The center node not
only supervises sensor nodes and processes collected data but also sends control signals to other
installations.

Figure 1: Sensor network with various sensors.
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Demod

TCXOTCXO
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N
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Figure 2: Block diagram for ZigBee
node.

In this paper, we propose a new sensor-node structure and a novel SAW (Surface Acoustic Wave)
gas sensor which can operate within the sensor node. One of the most successful SAW gas-sensors
is a SAW GC (gas chromatography) invented by E. J. Staple, et al. [2, 3]. However, it has a rather
complicated structure using not only a SAW sensor but also a trap tube and a column tube to
separate gases according to their molecule weight. Due to the rather large size and the high power
consumption, it can not be adopted in sensor network. Moreover, only Quartz crystal substrates
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have been used in these kinds of conventional SAW gas sensors, because conventional SAW sensors
require very good temperature characteristics for the piezoelectric substrates. We have invented a
novel SAW gas sensor, which can remove such a limited selection for piezoelectric crystal substrates.

ZigBee has been regulated by IEEE 802.15.4 [4] and ZigBee Alliance as a wireless-communications
medium for the sensor network. One important feature required for ZigBee is the extreme low-
power consumption, which provides several-year operation with a single battery. In ZigBee, 2.4GHz
is used to connect sensor nodes mutually in the sensor network. They can provide not only con-
ventional star-link but also new mesh-link types of network topology. Our sensor is also designed
to be combined with 2.4-GHz ZigBee. Sensing signals with several hundred MHz are generated by
division and multiplication of 2.4-GHz signal, which can remove the necessity of a SAW feedback
oscillator used in the conventional SAW sensors [5, 6]. Moreover, the dynamic range of our sen-
sor is expanded by using not only fundamental but also 3-rd harmonic frequency SAWs to detect
gasses. For example, 150MHz obtained from 2.4 GHz divided by 16 is used in coarse sensing, while
450MHz i.e., 150 MHz multiplied by 3 is used in fine sensing. The proposed sensor not only can be
assembled within the sensor node but also provides self-temperature-compensated characteristics.
We will give an illustration of the 2.4-GHz ZigBee-based sensor node in the 2nd Section and present
a detail explanation about the SAW gas sensor in the 3rd Section. These sensor nodes with gas
sensors installed in the sensor network will be used for sensing hydrogen gas leaked from fuel-cell
cars as well as other pollution gases in the future.

2. NEW ZIGBEE-BASED SENSOR-NODE STRUCTURE

ZigBee which uses 2.4 GHz has been regulated by IEEE802.15.4 as one of radio standards for low
data-rate communications media such as a sensor network [4]. As a block diagram is shown in Fig. 2,
the conventional ZigBee-based sensor node consists of 2.4-GHz VCO (Voltage-Controlled Oscillator)
locked to TCXO (Temperature-Compensated Xtal Oscillator) and other circuit components.

We have proposed a new sensor-node structure which is constructed with not only Fig. 2’s circuits
but also a SAW gas sensor as shown in Fig. 3. In our configuration, sensing RF signals e.g., 150-MHz
and 450-MHz signals which are supplied to the SAW sensor are generated from 2.4-GHz signal in
the ZigBee circuit. These frequencies are obtained from 2.4 GHz divided by 16 and from 150 MHz
multiplied by 3, respectively. As will be explained in the next Section, 150MHz corresponds to a
fundamental SAW, while 450 MHz to a 3rd-harmonic SAW. Both of them can be excited by a single
IDT (Interdigital Transducer). When the concentration of hydrogen-gas molecule is very subtle,
the 450-MHz 3rd-harmonic SAW is used for sensing with high sensitivity. On the other hand, the
150-MHz fundamental SAW is used for coarse sensing of dense concentration. Therefore a wide
sensitivity dynamic range can be achieved by changing two frequencies.

TCXOTCXO
1

N

1

N
VCO

(2.4GHz)
2.4GHz

1616

33

150MHz

450MHz

Mixer
(1)

(2)

(3)

X Component

Demod

ModMod Y Component Mixer

SAW

Sensor

Figure 3: New sensor node with SAW sensor based on ZigBee.

3. NOVEL SAW GAS SENSOR

3.1. Basic Configuration of Sensor
We use three SAW delay lines in our sensor as shown in Fig. 4. Each delay line has input and
output IDTs, between which thin film reactive to specific gas molecule is formed. In the case of
palladium (Pd) thin film, hydrogen molecule reacts with Pd to produce small mass loading along
the SAW propagation path, which results in phase shift of the received SAW. As shown in Fig. 4,
the propagation length between input and output IDTs for the delay line of D-1 is defined as
L. Other lengths for D-2 and D-3 are L − λo/8 and L + λo/8, respectively, where λo is a SAW
wavelength. The D-1 is used as a sensing delay line. The D-2 and D-3 are isolated from air and
provide standard phases determined by SAW propagation lengths between IDTs.
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Figure 4: Fundamental configuration for novel SAW
gas sensor.
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Figure 5: Phase relations for three output signals.

First we assume that the 150-MHz signal which corresponds to a fundamental SAW is providing
from the sensor-node circuit shown in Fig. 3. The signal is supplied to all input IDTs of three delay
lines, and the received signals from output IDTs are numbered from (1) to (3) in order according
to the delay lines from D-1 to D-3 as shown in Fig. 4. Phase relations of three output signals
from (1) to (3) are shown in Fig. 5. If the output signal (2) is assumed to be a standard signal
with 0-rad phase and to exist on X axis, the output signal (3) is located on Y axis with π/2-rad
phase due to λo/4-propagation path difference. With no concentration of sensing gas, location
of the sensor output signal (1) is in the middle point between two output signals (2) and (3) as
shown in Fig. 5, because the delay-line length of D-1 is in-between for both D-2 and D-3. With
increase of gas concentration signal (1) moves along Fig. 5’s circle. This phase shift for propagating
SAW is produced due to mass loading effect of sensing gas. It also can be measured based on
x1 (in-phase) and y1 (quadrature-phase) components given by projected values to X and Y axes
respectively as shown in Fig. 5. Moreover the delay lines D-2 and D-3 are isolated from the sensing
gas, therefore they can provide standard in-phase (I) and quadrature-phase (Q) signals unrelated
to gas concentration. The x1 and y1 can be obtained by mixing the sensor signal (1) with the
standard signals (2) and (3) respectively as shown in Fig. 3.
3.2. Self-temperature-compensation Characteristics
SAWs propagating along the general piezoelectric substrates, e.g., LiNbO3, LiTaO3, LBO have
velocities with negative temperature coefficients for rising temperature. Their values are from 20
to 100 ppm/◦C, which can not be negligible when considering wide temperature range from −40◦
to 100◦C required for the sensor network especially for use within a garage. The phase relations
between sensor signal (1) and the standard signals (2)/(3) at room temperature are shown in
Fig. 6(a)’s constellation, which are same as in Fig. 5. When the temperature rises the velocity
of SAW is decreased, which results in increase of each delay line’s phase delay. This corresponds
to counter-clockwise rotation in the constellation for each output signal as shown in Fig. 6(b).
The more rises the temperature, the further increases the rotation-angle as shown in Fig. 6(c).
However, the temperature change has same influence to all three SAW delay lines, which keeps
unchanged relative phase relations among three output signals. Therefore, if we introduce new
axes of X ′ and Y ′, the values projected to X ′ and Y ′ can offer same I and Q components as x1 and
y1 at room temperature. This means that the novel sensor structure provides self-temperature-
compensation characteristics. The actual phase shift only due to the gas concentration can be
obtained independent of the environmental temperature condition.
3.3. Sensing Characteristics with 3rd-harmonic SAW
An IDT can excite both fundamental and 3rd-hamonic SAWs in principle as shown in Fig. 7. How-
ever, a problem is low excitation efficiency for the 3rd-haomonic SAW. We have been investigating
finger shape of IDT electrodes versus excitation efficiency focusing on the 3rd-harmonic SAW. Var-
ious kinds of combination between Fig. 7’s electrode finger width W(M) and space width W(S)
are possible. We have found that some combinations can provide good excitation efficiency for the
3rd-harmonic SAW as well as reasonable efficiency for the fundamental SAW. These results will be
published in other paper.

Almost same excitation efficiency for both fundamental and 3rd-harmonic SAWs are assumed,
which provides phase relations between the output signal (1) and the output signals (2)/(3) for the
3rd-harmonic SAW as shown in Fig. 8’s constellation. In this case, if we take the output signal (2)
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Figure 6: Phase rotations due to temperature change, (a) Room temperature; (b) Counter-clockwise rotation
due to temperature rising; (c) New axes, X ′ and Y ′.
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Figure 7: Excitation of fundamental and 3rd-harmonic frequency SAWs.

as a standard signal on X axis with 0-rad phase, the output signal (3) is on −Y axis with 3π/2-rad
phase because the quarter-wavelength path difference for fundamental SAW corresponds to three-
quarter-wavelength path difference for the 3rd-harmonic SAW. The sensor output signal (1) for the
3rd-harmonic SAW is located in the middle point between (2) and (3). Therefore, changing the sign
of the output (3), which is equivalent to changing sign of the mixer output signal obtained from
mixing between (1) and (3) shown in Fig. 3, ensures that same procedures as used in the fundamental
SAW can be applied to the 3rd–harmonic SAW. The phase shift of the output signal (1) which can
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Figure 8: Phase relations for three output signals at 3rd-harmonic frequency.
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be monitored by x1 and −y1 provides amount of gas concentration, whose sensitivity is three times
higher than that of the fundamental SAW.

4. CONCLUSION

“Sensor Network” has been investigated as a small-sized radio-communications infrastructure. We
have been studying such sensor network as a method to improve home/office circumstances. In this
paper, we have proposed a new sensor-node configuration based on 2.4-GHz ZigBee and a novel
SAW sensor. Features of our SAW sensor are as follows: (1) Sensing RF signals are generated
from the ZigBee circuit, (2) Temperature coefficients of piezoelectric substrates do not need to be
considered due to self-temperature-compensation characteristics of the sensor, (3) Wide sensing
dynamic range can be achieved by using both fundamental and 3rd-harmonic SAWs. The sensor
and sensor node installed in the 2.4-GHz ZigBee-based sensor network will be very useful for future
home/office-circumstance control.

REFERENCES

1. Home Page of Kogakuin University, http://www.ns.kogakuin.ac.jp/∼wwa1022/.
2. Staples, E. J., “Dioxin/Furan detection and analysis using a SAW based electronic nose,” IEEE

Ultrason. Symp. Proc., 521–525, 1998.
3. Electronic Sensor Technology HP, “Chemical sensor for the 21 century,”

http://www.estcal.com/.
4. IEEE Standard 802.15.4: Wireless Medium Access Control (MAC) and Physical Layer (PHY)

Specifications for Low Rate Wireless Personal Area Networks (LR-WPANs), 2003.
5. Yamanaka, K., S. Ishikawa, N. Nakaso, N. Takeda, T. Mihara, and Y. Tsukahara, “Ball SAW

devices for hydrogen gas sensor,” IEEE Ultrason. Symp. Proc., 229–302, 2003.
6. Kogai, T. and H. Yatsuda, “Liquid sensor using SAW and SH-SAW on Quartz,” IEEE Ultrason.

Symp. Proc., 552–555, 2006.



Progress In Electromagnetics Research Symposium, Hangzhou, China, March 24-28, 2008 307

Anisotropic Ultrafast Dynamics in Doped Y1−xCaxBa2Cu3O7−δ

Superconducting Thin Films

C. W. Luo1, K. H. Wu1, J.-Y. Lin2, T. M. Uen1, Y. S. Gou3, and J.-Y. Juang1

1Department of Electrophysics, National Chiao Tung University, Hsinchu, Taiwan, R.O.C.
2Institute of Physics, National Chiao Tung University, Hsinchu, Taiwan, R.O.C.

3Department of Physics, National Taiwan Normal University, Taipei, Taiwan, R.O.C.

Abstract—The anisotropic dynamics of photoinduced quasiparticle in theY1−xCaxBa2Cu3O7−δ

(YCBCO) is revealed by using the orientation-resolved femtosecond reflection spectroscopy. This
bulk-sensitive spectroscopy, combining with the well-textured (110)- and (100)- YCBCO thin
films, serves as an effective probe to quasiparticle relaxation dynamics along different crystal-
lographic orientations. Since the temperature at which the peak of temperature-dependent re-
laxation time (τ) manifested in the transient reflectance (∆R/R) measurements is believed to
intimately relate to the opening of superconducting gap, the results reported here should shed
some light on the issue of the competing order scenarios for over-doped high-Tc superconductors.

1. INTRODUCTION

The doping-dependent symmetry of superconducting gap and pseudogap of the cuprate supercon-
ductors has been a crucial but yet unsettled ingredient for unveiling the high-Tc superconductivity.
Another issue of interest is concerning the role played by the pseudogap; a precursor or a competi-
tor? [1, 2] In particular, whether or not the pseudogap will disappear in the overdoped regime after
both gaps merged in the vicinity of optimal doping remains an issue of extensive debate.

Unlike other spectroscopic studies used extensively in revealing the density of states near the
anisotropic Fermi surface [3–6], the time-domain spectroscopy essentially delineates the electronic
states a priori to superconductivity and, hence, could potentially provide information on the pos-
sible connections between the pseudogap above Tc and the superconducting gap below Tc [7–9].
It is generally agreed by both theoretical and experimental communities that the amplitude and
relaxation time of the transient reflectivity in picosecond scale below Tc are directly associated with
the opening of the superconducting gap and the results are bulk in nature. In this scenario, the
significant anisotropies in both the magnitude of the characteristic relaxation time and the photoin-
duced transient reflectivity changes observed in the bc-, ab-diagonal-c and ab-planes should imply
that the nature of relaxation channel might be intrinsically anisotropic in different planes and along
different orientations of the CuO2 (ab) planes. Previously, we had successfully combined the po-
larized pump-probe beam with YBa2Cu3O7−δ (YBCO) thin films grown in specific orientations to
study the gap evolution and anisotropy in the under-doped to optimally doped regime [12]. Here,
we report a continuous effort along the line, albeit some deviations have been evidently observed
in the over-doped regime.

2. EXPERIMENTS

2.1. Preparation of (100) and (001) Y1−xCaxBa2Cu3O7−δ Thin Film

All of the well characterized thin films with various orientations used in this study were prepared
by pulsed laser deposition (PLD). It has been suggested that a PrBa2Cu3O7−δ (PBCO) buffer layer
can facilitate the a-axis nucleation [11] on K2NiF4 type (100) LaSrGaO4 (LSGO) substrates [12].
However, due to the low substrate temperature required to form the b-axis oriented PBCO layer, the
YBCO films thus obtained all suffered from significant degradation in Tc. To overcome this problem,
we developed a modified deposition process, which could produce well-aligned a-axis oriented YBCO
films [10]. Briefly, a 50-nm-thick PBCO template was deposited on a LSGO substrate at lower
temperature (∼660 ◦C) in 0.1 Torr of O2. Then, without interrupting the deposition of the PBCO
layer, the substrate temperature was raised at a rate of 20 ◦C/min until it reached 780 ◦C. The target
was switched to YBCO and the oxygen pressure was raised to 0.28 Torr immediately. Finally, a 300-
nm-thick YBCO was deposited on the PBCO template. After the deposition, the film was cooled in
600Torr of oxygen to room temperature with the heater off. This process not only has successfully
grown the nearly full in-plane alignment (100) YCBCO but also improved the Tc significantly.
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For (001) YCBCO thin films, the deposition conditions were relatively loose, e.g., without a
buffer layer, many available substrates, and wide-range of deposition temperatures. Briefly, a
KrF excimer laser operating at a repetition rate 3–8 Hz with an energy density of 2–4 J/cm2 was
used. The oxygen partial pressure during deposition was maintained at 0.25 Torr. The substrate
temperature was kept at 780–790 ◦C for 300-nm-thick (001) YCBCO films deposited on a (100) STO
substrate. After the deposition, the film was cooled in 600 Torr of oxygen to room temperature
with the heater off.

Figure 1: The x-ray diffraction (XRD) pattern of the 30% Ca-doped (100)-YCBCO (the upper panel) and
(001)-YCBCO (lower panel) films. Notice the excellent orientation purity and crystallinity quality of the
films obtained by the present processes.

Figure 1 shows the x-ray diffraction results for the 30% Ca-doped (100)- and (001)-YCBCO
films obtained by using the deposition conditions described above. It is evident that, despite of
a minute trace of BaCu2O3 impurity phase existing in the (100)-YCBCO film, both films exhibit
well-oriented characteristics. The φ-scan of (102) peak of the (100)-oriented films (not shown here)
showed an essentially 180◦ (two-fold) symmetry with an in-plane alignment better than 95%, as
estimated by the ratio between the peak intensities at φ = 0◦ and φ = 90◦, Iψ=0◦/ (Iψ=0◦ +Iψ=90◦).
On the other hand the (001)-oriented films displayed the usual four-fold symmetry indicating the
a-b axes mixed characteristic.

2.2. Setup for Quasiparticle Dynamics Measurements
The details of the experimental setup used in this study can be found elsewhere [10, 12]. Briefly,
the femtosecond pulses from the Ti: sapphire laser was pre-chirped by two prisms before split into
pump and probe beams. Both pump and probe beams went through two acousto-optic modulators
(AOM), respectively. The spatial overlap of pump and probe beams on the sample was monitored
by the CCD camera. The reflection of the probe beam was received by the photodiode. The
multimeter and the lock-in amplifier took the DC (R) and AC (∆R) components in the signal,
respectively. We utilized the computer to control the delay stage (delay time, t) and measured the

Figure 2: The polarized pump-probe experimental setup. Φ1(Φ2) is the angle between the b-axis and the
pump (probe) pulses. θs: the angle between the surface of samples and the polarization of the pump (or
probe) pulses. t: the time delay between the pump and probe pulses.
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data [∆R/R(t)]. Moreover, the ∆R/R(t, Φ1, Φ2, θs) curves along various directions on the surface
of the sample could be obtained by rotating the polarization of pulses (Φ1, Φ2) at nearly normal
incidence, θs ∼ 0◦ (actually, θs, pump = 4◦ and θs, probe = 1.5◦), as schematically depicted in Fig. 2.
In this way, one should be able to measure the responses [∆R/R(t, 0, 0, θs)] along various directions
in the ab-plane by changing the angle θs. The temperature was controlled by mounting the samples
on the cold finger of a Janis cryostat connected with transfer tube through a needle valve and an
additional 25Ω resistive heater. The variable temperature range was between 10 and 300K with a
resolution better than 0.1K. Furthermore, there are four quartz windows with Φ = 50 mm on the
vacuum jacket allowed the optical pulses into and out of the low temperature chamber.

3. RESULTS AND DISCUSSION

Figure 3 shows the typical ∆R/R traces as a function of temperature obtained in (100)-YCBCO
(left panel) and (001)-YCBCO (right panel) films with Tc = 61 K and 62 K, respectively. As can be
seen in both panels, the amplitude of ∆R/R displays several features. First, the amplitude starts
to have noticeable changes at temperatures significantly higher than the film transition tempera-
tures determined by transport measurements and its magnitude appear to increase gradually with
decreasing temperature. Secondly, the response is much stronger along the b-axis than within the
ab-plane, indicating that superconductivity may be more relevant in b-axis as generally expected.
Finally, unlike the underdoped YBa2Cu3O7−δ (YBCO) and slightly (10%) Ca-doped YCBCO sam-
ples [10, 12] where the one-component transient was observed to have different temperature depen-
dence for T < Tc (A-type) and T > Tc (B-Type), there appears to have two components in the
∆R/R, the negative and positive transient changes, in the current films. In explaining the simi-
lar phenomena observed in the slightly overdoped Y1−xCaxBa2Cu3O7, Demsar et al. [9] attributed
the A-type temperature dependence of ∆R/R to the opening of the superconducting gap, while
claiming the B-type temperature dependence as being governed by the pseudogap.

Figure 3: The temperature dependence of ∆R/R for (100)-YCBCO film (Tc = 61 K, left panel) and (001)-
YCBCO film (Tc = 62 K, right panel). Notice that the changes start to appear at temperatures much higher
than the resistive critical temperature of the films.

In order to make a more detailed comparison, we plot the amplitude change and relaxation
time of ∆R/R as a function of temperature in Fig. 4. We note that the relaxation behavior
of photoinduced quasiparticle in the present further overdoped samples exhibited a dramatically
different behavior as that observed in slightly overdoped samples of Y0.9Ca0.1Ba2Cu3O6.92. For the
amplitude change (left panel of Fig. 4), the additional negative component emerging at temperatures
near Tc appears to be expended by the growth of the positive component as the temperature is
further lowered. Also, there is an anomalous change in the positive component of ∆R/R arising
around 0.6Tc which is apparently significantly lower than its resistive Tc. Although precise physical
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Figure 4: The temperature dependence of the amplitude (left panel) and relaxation time of ∆R/R as derived
from the data shown in Fig. 3. The solid and open symbols represent the positive and negative components
displayed in Fig. 3, respectively.

origin of these observations is not clear at present, it may imply that the negative component is
a kind of competing order which effectively suppresses the superconductivity above 0.6Tc. This
speculation could be further demonstrated by the temperature dependence of relaxation time of
∆R/R (right panel of Fig. 4). In general, the relaxation time of ∆R/R will diverge near Tc,
signifying the opening of superconducting gap. In the present case, the superconducting gap opening
implied by the amplitude change discussed above is quite consistent with the relaxation divergence
peaking around 0.6Tc. We note that, very recently, a competing order coexistent below Tc with the
superconducting gap has been observed in Tl2Ba2Ca2Cu3Oy (Tl-2223) Chia et al. [13].

4. CONCLUSIONS

In summary, we have demonstrated a method which combines both polarized femtosecond spec-
troscopy and orientation-specific YCBCO thin films to directly reveal the anisotropy of photo-
induced quasiparticle relaxation behaviors. By using the (100)- and (001)-oriented YCBCO thin
films, the spatial anisotropy of photoinduced quasiparticle relaxation dynamics in major crystalline
axes were disclosed, especially in the heavily overdoped regime. We demonstrated that there, prob-
ably, two order parameters coexisting and competing to each other when temperature is below
resistive Tc of the sample. Investigations of further details of the orientation dependence of these
order parameters are in progress.
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Abstract— Carbon nanotubes (CNTs) were successfully grown on alloy substrates made of
copper and iron groups by hot-filament chemical vapor deposition method with self-bias induced
by a radio-frequency-field. Carbon nanotubes were also directly grown on the ends of micro-
electrodes that were fabricated by photolithography. The sample with a single CNT across nickel
electrodes was tediously selected by a scanning electron microscope (SEM) to measure the I-V
characteristic by a closed cycle He refrigerator. A discontinuous quantum step of the I-V curve
was observed at low temperatures as the current is above certain values. We also developed
a one-dimensional transport theory for conductors that can qualitatively portray the quantum
behavior of the I-V characteristic. The ability of hydrogen uptake of several carbonize material
experiments have been carried out and compared. Purified Single-wall and Multi-wall carbon
nanotubes (MWCNTs) produced by arc discharge and microwave (MW) CVD, Taiwan bamboo
charcoal with MWCNTs on it are compared and discussed. Because of high hydrogen storage
capacity, low production cost and high mass production speed, Taiwan bamboo charcoal shows
excellent results irrespective of to be pretreated with or without alkali or acid solvent.

Up to now, quantum dot (QD) behaviors of carbon nanotubes (CNTs) have been extensively
investigated by numbers of authors [1–4]. The coulomb blockade effect in nanostructure expresses
the electrons transfering from source to drain electrodes on account of the electrostatic effect.
Owing to the capacitance of the quantum dot system, single electron tunneling is prohibited below
certain temperatures when the charging energy EC = e2

2CΣ
exceeds the thermal energy KBT. In this

work we propose an experimental exploration of a laterally grown CNT directly on electrodes by the
microwave plasma-enhanced chemical vapor deposition (MPECVD) method. Lowering down the
measuring temperatures, we can observe a nonlinear change of current-voltage curves under various
gate voltages. The measured data consist with the theoretical estimation developed for a model
of quantum dot structure. Additionally, we also investigate the hydrogen storage of SWCNTs,
MWCNTs and Taiwan bamboo charcoal, respectively. Our results indicate that Taiwan bamboo
charcoals have high efficiency for hydrogen storage.

We propose a simple model of quantum dot system to illustrate the structure composing of
a carbon nanotube for the gate and metallic dots for electrodes, respectively. The calculation
of capacitances in this quantum dot structure is based on conventional electromagnetism, which
includes three segments CS1, CS2 and CG, as shown in Fig. 1,

GATE

Cs

 

Cs

 

CG

Rs1 Rs2

L
LEADLEAD DOT

Figure 1: The schematic diagram of quantum dot
structure.

l 

h 
d 

Figure 2: Physical model of a single CNT structure.

where the C and R represent the capacitance and the resistance between the metal-island and lead
electrodes, respectively. Here we may calculate the capacitance of a single CNT across the adjacent
electrodes by analogy to a charged cylindrical rod and the infinite conducting plane as shown in
Fig. 2. The total capacitance is then defined as Ctotal = CS1 + CS2 + CG.
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The structure was prepared by photo lithography and lift-off processes to create several adjacent
electrodes. The temperature was with slightly increase the microwave power to obtain 640◦C ∼
660◦C and then grow MWCNTs across two metal electrodes. A single MWCNT, the electrodes
was selected tediously by a SEM, which delineates a nonlinear conductance when it was measured
at 20 K by sweeping the source-drain voltage VDS with different gate voltages. A single MWCNT
directly grown from the side of pure catalyst electrodes of Ni-Fe as shown in Fig. 3 where some
peculiar electronic characteristics were detected at low temperature under various gate voltages.

Figure 3: A single MWCNT across Ni-Fe catalyst electrodes.

The electronic characteristics of sample A was measured under fixed gate voltage with DC bias
from source and drain. The nonlinear current-voltage characteristics present no charge transfer
with almost horizontal curve near source-drain voltage VDS = 0 at low temperature as shown in
Fig. 4. Increasing the source-drain voltage, the current sharply increase on account of electrons
with more energy to tunnel through the barriers. It appeals that the plateau-like curve disappears
as the gate voltage varying with the zero conductance. However, the source-drain voltage does not
increase usually with the increase of gate bias as dictated in Fig. 4. A possible reason for that
behavior is that the fluctuation of conductance may be arisen from resonant tunneling. The similar
of coulomb oscillation at low source-drain voltage and low temperature have been studied by many
reports [5, 6].
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Figure 4: The manifestation of individual MWCNT quantum dot showing for non-linear I-V curves measured
at T = 20 K (a) with negative gate voltages, and (b) with positive gate voltages, respectively at T = 20 K.

Through our developed model, we can estimate that the capacitance of the sample A is CS1 =
CS2 = 1.48 × 10−17(F) and the charging energy E = e2

2CΣ

∼= 2.69 (meV) is slightly larger than the
thermal energy E = KBT = 1.72 (meV) at T = 20 K. The theoretical calculation also indirectly in-
dicates the emersion of the coulomb blockade behavior at low source-drain voltage and temperature
in sample A.

After long time measurement, the insulating oxide layer may be broken by current injection and
I-V curve gradually approaches a linear curve, as shown in Fig. 5. Figs. 5(a) and 5(b) demonstrate
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the resistance change with the duration of the electrical measurements. This finding seems to
show that the tunneling barriers are diminished by current flowing process so that the resistance
decreases from 1.29 MΩ to 14.91KΩ after repeatedly measurements.

Table 1 shows the hydrogen storage of carbonize materials. The hydrogen storage of SWCNTs is
the highest value among these materials and the MWCNTs presents the lowest value. However, the
hydrogen storage of carbonize materials are all enhanced by the acid and alkali erosion on account
of the elimination of amorphous carbon and fullerence inside the materials. The hydrogen storage
of Taiwan bamboo charcoal with carbon nanotubes on it does not show apparent changes so that
the Taiwan bamboo charcoal is the proper material to store hydrogen gas in the future.

Table 1: The comparison of hydrogen storages in SWCNTs, MWCNTs and Taiwan bamboo charcoal.

Carbon

nanotubes

SWCNTs ∼0.668wt%

MWCNTs(Grown by Arc discharge) ∼0.219wt%

MWCNTs(Grown by Arc discharge and purified) ∼0.588wt%

Taiwan

bamboo

charcoal

Virgin ∼0.431wt%

Pretreatment by 70% nitric acid after 24 hr ∼0.522wt%

Pretreatment by 6M KOH after 24 hr ∼0.569wt%

Bamboo with CNTs grown by Arc discharge ∼0.462wt%

Bamboo with CNTs grown by MPECVD ∼0.520wt%

The hydrogen storage of Taiwan bamboo charcoal is excellent to SWCNTs and MWCNTs owing
to the advantages of cost and mass production. The implementation of Taiwan bamboo charcoal is
limited to increase the efficiency of hydrogen storage. To investigate the marvelous phenomena and
salient features of hydrogen storage in Taiwan bamboo charcoals will be highly debated in future.
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Abstract— Stripe domain characteristic for Permalloy thin film under external magnetic field
are observed with the variation of applying magnetic field measured. The DC resistivity for
currents conducting parallel to domain walls (CIW) is significantly smaller than that of the
perpendicular (CPW) case as inspected by a magnetic force microscopy (MFM). As the applied
frequencies approach the microwave frequency no difference in conductivities for CPW and CIW
is observed. This can be expressed that when the signal frequency is up to microwaves, the
electron spin scattering with the magnetic domain walls is diminished by the turn-around of
carriers before they arrived next domain walls as measured by a T -junction micro-strip line
resonator.

Recent researches in domain wall resistivities have grown dramatically owing to the great ad-
vances in fabrication technologies and the large demands of magnetic memory devices. There are
many researches related to the magneto resistance while measuring the electron transport charac-
teristic under the applying external magnetic field [1, 2]. However, it worth mentioned that the
domain wall configuration of the ferromagnetic thin film could vary with the applying magnetic
field [3]. Measurement of resistivities for currents conducting parallel (CIW) and perpendicular
(CPW) to DW’s that plays an essential role of MR property was investigated in our previous
report [4].

Microwave microstrip techniques allow noncontact measurements of the temperature depen-
dence [5, 6] and magnetic field dependence [7] on the conductivity of thin magnetic films. The large
demand in communication and video applications also suggests us an impetus to expand the use
of monolithic microwave micro-strip circuits.

Since the wall scattering between domains in ferromagnets are the additional source of resistivity
for current flowing across the domains. Several excellent reviews concerning the domain-wall scat-
tering of magneto resistance were reported [8]. However, all previous researches were accomplished
and measured under direct currents. This work, we endeavor to study the variation of resistivities
with the domain wall configurations on nickel and cobalt films under applied signals at DC and
microwave frequencies. In the case of a high frequency current, the frequency is compared with two
characteristic times. The phase velocity of microwave current can be expressed through the skin
depth, which is compared to the DW width.

The magnetic domain wall structure was observed by a multimode Seiko SPI 300 operated under
a vacuum of 1.33 × 10−4 pa. The MFM system is running in dynamic, non-contact mode under

(a) (b)

Figure 1: The domain patterns within an area of 5µm × 5 µm for a 320 nm-thick Ni81.2Fe18.8 film under
various direction of magnetic field for (a) H = 0, the stripe domain structure being a straight line along the
y-direction, and (b) H = 1.2T along the x-direction (⇒) where the stripe domain direction is changed to
the x-direction, respectively.
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high vacuum condition to enhance the image sensitivity. The formation of magnetic domain walls
crucially depends on the magnetic anisotropy energy, the magneto static energy and the mechanical
stress of the magnetic films. The structure of the magnetic domain changes in complying with the
applied external field to balance the increment of the work due to domain wall displacement.

The detail experiment process could Fig. 1(a) and 1(b) show the MFM images of the Ni81.2Fe18.8

thin film of thickness 320 nm deposited on SiO2 substrate without and with applying a 1.2 Tesla
magnetic filed perpendicular to the domain wall, respectively. With the straight stripe domain
configuration, the magnetization is perpendicular to the plane. As mentioned in our previous paper,
the stripe domain period d = dup + ddown is proportional to the square root of the ferromagnetic
thin film thickness l. As shown in Fig. 3 the relationship between applied magnetic field B and
film thickness l, where a and b are the material parameter.

Figure 2: The domain width for Ni81.2Fe18.8 thin films of (a) 245, (b) 320, and (c) 415 nm thickness as a
function of the applied magnetic field for 0.3 T, 0.5 T, and 0.7 T, respectively.

Figure 3: The R-T curves of the 280 nm thick Ni81.2Fe18.8 film with RCPW -RCIW = 10.3% measured at
150K.

linear relation between the applied magnetic field and the film thickness before reaching the satu-
ration as shown in Fig. 3.

Furthermore, the electron transport for the Ni81.2Fe18.8 thin film owing to domain wall effect
was also investigated. The resistivities of conduction currents parallel to (CIW) and perpendicular
to the domain wall (CPW) has been explored by many groups. Fig. 3 illustrates the temperature
dependences on DC resistivities (R-T) for the CIW and CPW of the Permalloy thin film, which
behaves metallic conductors as being attributed to the mechanism of electron-phonon scattering.

Figure 4(a) and (b) represented the temperature dependences on DC resistivities (RT) for the
CIW and CPW of Co and Ni films,respectively. Furthermore, the dependence of conductivity
on frequency for the ferromagnetic Co films with thickness of 600 nm and 800 nm measured at
300K as the microwave current conducts from parallel to perpendicular to the domain walls were
illustrated in Fig. 5. This could be elucidated that the fast input signal making the electrons to
turn back before they arriving the opposite walls results in dispersing the spin scattering between
the electrons.
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Figure 4: The R-T curves of the (a) 350 nm-thick Co film and (b) 280 nm-thick Ni film The RCPW -RCIW is
12.8% and 11.9% measured at 100 K for Co and Ni films, respectively.

Figure 5: The frequency dependence of T -junction Co micro-strips for CPW and CIW configurations at
thicknesses of (a) 600 nm and (b) 800 nm.

The ferromagnetic resonance occurring at microwave frequency causing magnetoresistivities by
electron precession motion depends on the anisotropic and saturation magnetization largely. At low
fields the magnetization is broken up into randomly oriented magnetic domains which are swept
away by the fields. The anisotropic scattering provided by spin-orbit coupling must be invoked
to account for the anisotropic magnetoresistance while the magnetic susceptibility plays no role in
measuring the dc resistivity. The coexistence of FMR and structure mode resonance of a microwave
T-microstrip express that the surface resistance subjects to change with the intensity of the applied
magnetic field whilst not with domain configurations.
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Abstract— The standing-wave dipole model and the traveling-wave monopole model are often
employed in time-domain radiation research of wire antenna. The two models are introduced
firstly. Then they are demonstrated to be equivalent theoretically from the view point of radiated
fields. It should be noted that the field point can be freely located in the space outside the models,
which is different from references [1, 2].

1. INTRODUCTION

Standing-wave dipole model and traveling-wave monopole model have both found extensive em-
ployment in research of transient radiation of wire antenna [4–9]. When the former is applied,
only current density distribution is needed. But when the latter is applied, both current density
distribution and charge distribution are needed [1–3].

M. Rubinstein, M. A. Uman, A. Safaeinili and M. Mina have demonstrated the equivalence of
standing-wave dipole model and traveling-wave monopole model. But strict limitation was imposed
on, that is the equivalent field point must be located on the perpendicular halving plane of the
dipole [1, 2]. This paper releases the limitation and deduces the generalized demonstration. The
field point can be selected freely in the space outside the models and so the equivalence is more
authentic.

2. STANDING-WAVE DIPOLE MODEL

If the current propagation path in free space is as shown in Fig. 1, it can be regarded as a wire
antenna. When the current density distribution keeps uniform along the path, we have

J(z, t) =
{

cons tan t
0

−L/2 ≤ z ≤ L/2
else . (1)

Thus standing wave comes into being, which is the case considered in [4–6, 9] using standing-wave
dipole model with current reflection at its ends. The standing-wave dipole model is portrayed in
Fig. 2. It is employed widely in transient radiation study. Using this model only temporal and
spatial current density distribution is needed to educe the radiated fields. Formulae given in [6]
can be rewritten as follows:

Eθ =
η0

2πρ
[J(t−r/c)+J(t−L/c−r/c)−J(t−L/2/c−R1/c) cosα1−J(t−L/2/c−R2/c) cos α2](2a)

Er =
η0

2πρ
[J(t− L/2/c−R1/c) sin α1 − J(t− L/2/c−R2/c) sin α2] (2b)

Hϕ =
1

2πρ
[J(t− r/c) + J(t− L/c− r/c)− J(t− L/2/c−R1/c)− J(t− L/2/c−R2/c)] (2c)

When r →∞, far zone fields of standing-wave dipole would be obtained.

3. TRAVELING-WAVE MONOPOLE MODEL

Sometimes (1) no longer holds and current distribution along the transmission path should be
regard as a traveling wave. The traveling-wave monopole model would be introduced here which
is illustrated in Fig. 3. Its transient radiated fields were formulized by Rothwell [9] and can be
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Figure 1: Current propagation path.
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Figure 2: Standing-wave dipole model.

rearranged as followings:

Eθ =
η0

4π

[
J(t− z1/c−R1/c)

cot θ1
2 cosα1

R1
− J(t− z2/c−R2/c)

cot θ2
2 cosα2

R2

]

−η0c

4π

[
q(t− z1/c−R1/c)

sinα1

R2
1

− q(t− z2/c−R2/c)
sinα2

R2
2

]
(3a)

Er =
η0

4π

[
−J(t− z1/c−R1/c)

cot θ1
2 sinα1

R1
+ J(t− z2/c−R2/c)

cot θ2
2 sinα2

R2

]

−η0c

4π

[
q(t− z1/c−R1/c)

cosα1

R2
1

− q(t− z2/c−R2/c)
cosα2

R2
2

]
(3b)

Hϕ =
1
4π

[
J(t− z1/c−R1/c)

cot θ1
2

R1
− J(t− z2/c−R2/c)

cot θ2
2

R2

]
(3c)

where

q(t) =
∫ t

−∞
J(t′)dt′ (4)

When r →∞, far zone fields of the traveling-wave monopole would be obtained.

R2

R1

z1

z2

L

z

y

1

22

1

P

r

Figure 3: Traveling-wave monopole.



320 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

4. EQUIVALENT OF STANDING-WAVE DIPOLE MODEL AND TRAVELING-WAVE
MONOPOLE MODEL

While studying radiation of sinusoidal traveling current, W. S. Bennett replaced the dipole with 4
monopoles. As pointed out by G. S. Smith, this idea can be introduced into time domain [10, 11].
Detailed demonstration will be given with deep understanding of the two models.
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Figure 4: The standing-wave dipole and its equivalent traveling-wave monopoles.

As illustrated in Fig. 4, the standing-wave dipole in (a) is equivalent to 4 monopoles traveling-
wave monopoles in (b). Rothwell’s hypothesis is met at the load end of the monopoles that the
current is absorbed and the charges accumulate. Currents respectively at soured end and load end
of monopole 1 are

J1s = J(t− r/c), (5a)
and

J1t = J(t− L/2/c−R1/c). (5b)
For monopole 2, 3 and 4 we have

J2s = J(t− L/2/c−R1/c) (5c)
J2t = J(t− L/c− r/c) (5d)
J3s = −J(t− r/c) (5e)
J3t = −J(t− L/2/c−R2/c) (5f)
J4s = −J(t− L/2/c−R2/c) (5g)
J4t = −J(t− L/c− r/c). (5h)

Substituting (5) into (3a) we get electrical fields of these 4 monopoles as

E1
θ =

η0

4π

[
J(t−r/c)

r
cot

θ

2
−J(t−L/2/c−R1/c)

R1
cot

θ1

2
cosα1

]
+

η0c

4π

q(t−L/2/c−R1/c)
R2

1

sinα1(6a)

E2
θ =

η0

4π

[
−J(t− L/2/c−R1/c)

R1
cot

θ′1
2

cosα1 +
J(t− L/c− r/c)

r
cot

θ′

2

]

−η0c

4π

q(t− L/2/c−R1/c)
R2

1

sinα1 (6b)

E3
θ =

η0

4π

[
J(t−r/c)

r
cot

θ′

2
−J(t−L/2/c−R2/c)

R2
cot

θ′2
2

cosα2

]
+

η0c

4π

q(t−L/2/c−R2/c)
R2

2

sinα2(6c)

E4
θ =

η0

4π

[
−J(t− L/2/c−R2/c)

R2
cot

θ2

2
cosα2 +

J(t− L/c− r/c)
r

cot
θ

2

]

−η0c

4π

q(t− L/2/c−R2/c)
R2

2

sinα2 (6d)
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According to law of superposition, the synthetic field at any point outside the models is

Eθ =
4∑

i=1

Ei
θ

=
η0

4π

[
J(t− r/c)

R
(cot

θ

2
+ cot

θ′

2
) +

J(t− L/c− r/c)
R

(cot
θ

2
+ cot

θ′

2
)

−J(t−L/2/c−R1/c)
R1

(cot
θ1

2
+cot

θ′1
2

) cos α1−J(t−L/2/c−R2/c)
R2

(cot
θ2

2
+cot

θ′2
2

) cos α2

]

=
η0

4π

[
2J(t− r/c)

R sin θ
+

2J(t− L/c− r/c)
R sin θ

− 2J(t− L/2/c−R1/c)
R1 sin θ1

− 2J(t− L/2/c−R2/c)
R2 sin θ2

]

=
η0

2πρ
[J(t−r/c)+J(t−L/c−r/c)−J(t−L/2/c−R1/c) cosα1−J(t−L/2/c−R2/c) cos α2] (7a)

In the like manner we have

Er =
4∑

i=1

Ei
r =

η0

2πρ
[J(t− L/2/c−R1/c) sin α1 − J(t− L/2/c−R2/c) sinα2] (7b)

and

Hϕ =
4∑

i=1

H i
ϕ =

1
2πρ

[J(t−r/c)+J(t−L/c−r/c)−J(t−L/2/c−R1/c)−J(t−L/2/c−R2/c)] (7c)

The absolute agreement of (7) with (2) show that the same results can be obtained using both
the standing-wave dipole and its equivalent traveling-wave monopoles. Far zone fields can also be
demonstrated to be coincident of these two models. So it safe to say they are equivalent. It should
be noted that during the foregoing deduction the field point can be freely located in the space
outside the models, not limited to z = 0 as in [1, 2].

It is easy to see the radiation effect of charges q1s at source end of monopole 1 counteracts that
of charges q3s at source end of monopole 3, the same to q1t and q2s, q3t and q4s, q2t and q4t. So
equal number of charges of reverse polarity leave at the source ends of monopole 1 and 3; equal
number of charges of identical polarity leave and arrive respectively at the load end of monopole
1 and the source end of monopole 2; equal number of charges of identical polarity leave and arrive
respectively at the load end of monopole 3 and the source end of monopole 4; equal number of
charges of reverse polarity leave at the load ends of monopole 2 and 4. This is the inherent reason
why no charge accumulates both at the source point located at the center of the dipole and at the
2 open ends.

5. CONCLUSIONS

The equivalence is theoretically demonstrated of standing-wave dipole model and traveling-wave
monopole model. During the demonstration the field point can be selected freely in the space
outside the models. That’s to say the 2 models are equivalent in the whole space.
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Abstract— The electromagnetic interference of the antenna system on the satellite is analyzed
by the approximate algorithm-Uniform Geometrical Theory of Diffraction (UTD), associated
with China Academy of Space Technology pre-research projects. The radiation patterns of the
antennas on the satellite and the isolation between transmit antennas and receive antennas are
investigated in detail, which provide the scientific proof of the position and frequency setting
of antennas on the satellite. So, the mentioned method is widely applied to the engineering
calculation, especially for the objects large in electrical size.

1. INTRODUCTION

The antennas on the satellite would interfere each other due to the complex framework of the
satellite and the considerable quantity, the similar structure, the adjacent location, the superposed
working frequency of antennas. The mutual influence between antennas and satellite, and the
interference among the antennas would be inevitable. So, it is urgent for the antennas working
normally under the complex electromagnetic interference conditions.

It would consume huge computing resource with low efficiency to analyze the radiation field of
the satellite with electrically large size by full wave method, for example MoM and FEM. In 1970s,
the patterns and the isolation of the antennas on the airplane were analyzed by UTD and UAT
in Ohio State University and Illinois University, which had been applied to the military and civil
aviation successfully. The error between the measured results and the calculated results is 3.76 dB.
At present, the position of the antennas is decided by the experience and the repeating tests mostly
at home, which would be difficult to realize optimization and would consume a lot of manpower
and material resources.

In this paper, the approximate algorithm-UTD [1] with advantage of distinct conception and
convenient calculation is adopted to analyze the electromagnetic interference of antennas on the
satellite (Figure 1), associated with China Academy of Space Technology pre-research projects.

Figure 1: Equivalent model of the satellite and Cartesian coordinates.

2. UNIFORM GEOMETRICAL THEORY OF DIFFRACTION [1]

The problem about the radiation of the point source is solved by UTD. The antennas could be
equivalent to the point sources with the same patterns as the antennas’, which are located the
phase center of the practical antennas. The paraboloid antennas in Figure 1 would be equivalent to
the point source, which would bring some errors. The paraboloid antennas could also be equivalent
to the combination of many point sources, and the radiation field of the antenna would be the
vector superposition of the fields of many point sources. However, this superposition model has
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the disadvantages of low computation speed and huge computer memory. So, according to the
calculating precision and computer hardware, the equivalent model of antennas could be chosen.
In this paper, the antennas in Figure 1 are equivalent to the point sources.
2.1. Incidence Field
The incidence field (Figure 2) is defined as the radial field from the source point to the observed
point directly. Thus, in the shadow, the incidence field would be zero. We express the incidence
field as

~Ei(~r) = ~Ei(~r0)

√(
ρi
1

ρi
1 + si

) (
ρi
2

ρi
2 + si

)
e−jksi

(1)

si represents the distance along incidence radial, and ~Ei(~r0) is the field-strength when si = 0, and
ρi
1, ρi

2 are the curvature radius of the incidence wave front.
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Figure 2: Incidence field.
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2.2. Reflective Field
The reflective field (Figure 3) is defined as the radial field reflected by the conductor surface, in
radial coordinate system which could be given by

~Er(P ) = ~Ei(QR) ·R
√

ρr
1ρ

r
2/(ρr

1 + s)(ρr
2 + s)e−jks (2)

QR is the reflective point, and Ei(QR) is the incidence field at QR, and s represents the distance
from the reflective point to the observed point, and ρr

1, ρr
2 are the curvature radius of the reflective

wave front, and R is the matrix of the reflection coefficient.
2.3. Edge Diffraction Field [7]
As shown in Figure 4, when the conductor edge is irradiated by the electromagnetic wave, the
diffraction field would occur at the edge. In radial coordinate system, the edge diffraction field
could be written as

Eed(P ) = Ei(Q) ·D
√

ρc/ (S · (S + ρc))e−jks (3)

Ei(Q) is the incidence field at the diffraction point Q, D is the edge diffraction coefficient, ρc

represents the difference between the two curvature radius of the diffraction wave front.
2.4. Surface Diffraction Field [2]
When the incidence wave sweeps past the curved surface, there would be surface diffraction wave
on the curved surface, which could be express as

Esd(Ps) = Ei(Q1) · T (Q1, Q2)
√

ρd
2/Sd · (Sd + ρd

2)e
−jksd (4)

As shown in Figure 5, Q1 and Q2 are the two surface diffraction points, and T (Q1, Q2) is used
to show the emission of the surface diffraction field from Q1, and the attenuation of the surface
diffraction field from Q1 to Q2, and the diffraction field at Q2.
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2.5. Corner Diffraction Field [4]
The corner diffraction field is equal to the sum of the diffraction field of every edge composed the
corner. The experiential result was given by Sikta and Burnside, which was proved successful in
practice.

Edc(P ) = ~Ei(Qc) ·D
c

s,h

√
s′/ (s′′(s′ + s′′))

√
s (s + sc) /sc

e−jks

s
(5)

where Dc
s,h is the coefficient of the corner diffraction.

2.6. Total Field
After seeking the traces of the radials and judging whether the radials are obstructed or not, the
total field would be equal to the vector sum of the fields mentioned above.
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 (6)

where δ is the factor of obstruct.

3. NUMERICAL RESULTS

Compared with the full wave method, the accuracy and the validity of this approach mentioned
above is explained in [3]. In view of the complexity of the satellite and the condition of the computer
hardware, the model of point source is adopted on account of the observed points being far field
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Figure 7: Patterns of antenna A in the pitching plane and the rolling plane.
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0

30

60

90

120

150

180

210

240

270

300

330

-40

-30

-20

-10

0

-40

-30

-20

-10

0

  on the satellte

  unit antenna 

         in free space

Phi=90

0

30

60

90

120

150

180

210

240

270

300

330

-40

-30

-20

-10

0

-40

-30

-20

-10

0

  on the satellte

  unit antenna 

         in free space

sita=90

 

Figure 9: Patterns of antenna C in the pitching plane and the rolling plane.

points relative to the work wavelength. The pattern of the unit antenna in free space would have
been solved by the software, which is the pretreatment to analyze the patterns of the antennas on
the satellite according to the Equation (6). The antennas A, B and C in Figure 1 would be taken
as examples.
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Figure 10: Isolations between antenna A and B.
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Seen from Figure 7∼Figure 9, whether the antennas are assembled on the satellite or not, there
is little difference in the main lobe of the radiation pattern. Because of the influence of the satellite
and the other antennas, the effect of the reflective field and the diffraction field on the side lobes is
clear, and in some direction, the radiation is weakened due to the obstruction.

According to the total field of the antennas on the satellite by UTD, the isolation between
transmit antennas and receive antennas could be calculated by followed equation,

(INS)dB = 10 lg(Pt/Pr) (7)

where, Pt is the output power of the transmit antennas, and Pr is the interference power received
by receive antennas, which is solved by UTD. The isolations between A and B at two frequencies
would be analyzed.

So, the relative position and orientation of antenna A and B could be determined by above
results. Consequently, the position and frequency setting of antennas on the satellite could be
optimized.

4. CONCLUSION

With the valid equivalent models of the satellite and antennas, the method mentioned in this paper
is the effective technique to forecast the patterns and the isolations of the antennas on the satellite,
which would be of great value in practice.
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Abstract— A new global method of amplitude modulation for detection of multipaction in
microwave communication systems is presented. Theory demonstrate the potential and usefulness
of the method. After experiments, the article gives the practical result.

1. INTRODUCTION

Multipaction is a radio frequency (RF) field-driven resonant discharge in vacuum on the surface
between two metal or a single surface of dielectric. A free electron inside a microwave device is
accelerated by the electric field and at impact with one of the device walls, secondary electrons
are emitted and multipaction take place. Condition of the multipactor break down is different
according to different multipaction. To the metal of double surface, it takes place under conditions
of vacuum when the mean free path of electrics is larger than the gap between the walls guiding
the flow of RF power and electrons average transmit time is odd times half cycle of the RF field.
To a single surface of dielectric, the field strength of the DC field bringing by emitted electrons can
drive the free electron to come back and hit the surface [1, 4, 6].

As the space technology developed, high power microwave communication being used people
find multipaction have become a important point to restrict space technology development. Widely
and systemic research about multipaction is needed. It is now urgently task to find out how the
multipaction take place, what is the right multipaction threshold of the satellites devices and how
to avoid multipaction. Reviewing the history on multipaction researches mostly are based on lots
of experiments, ECSS draft on multipaction design and test, it is stated that a test set up should
include at least two detection methods and at least one of these methods shall be a so-called
“global” method. More attentions must cast on the research of method of multipaction [2, 5].

Several different methods of detection are available and they can be divided into two fairly
distinct groups — global and local methods. The global methods are characterized by being able
to discern whether or not a multipaction is present somewhere in the system. It can, however,
not pinpoint the location of the multipactor. For flight hardware, where the goal is to completely
avoid multipaction, the global methods are the methods of preference. In some cases, especially
during the hardware development phase, it may be of interest to find out where the multipaction
appears in order to identify the parts which require redesign. In such cases, a local method is better,
which can monitor a certain area inside a device or a system without taking the entire system into
account. Each method has its merit and defect limited by multipaction direction of research and
test of device and instruments.

The present work introduces a new global method of amplitude modulation for multipaction
detection. The crucial point of the method is the fact that if a small amplitude modulation is
superimposed on the microwave signal, the amplitude modulation signal harmonic will not be
discernible in the noise spectrum unless a multipaction is present. The underlying physical pro-
cesses are discussed and the results of experiments, demonstrating the new detection method, are
presented.

2. NEW METHOD OF AMPLITUDE MODULATION

The new method test setup are shown in Figure 1. A small amplitude modulation is superimposed
on the microwave signal is used as test signal. Because the amplitude modulation depth is so
low that only carrier spectrum and side frequency can be see clearly in frequency spectrum before
multipaction is present. When multipaction is present, the energy of signal of carrier and side
frequency transfer to close-to-carrier noise. The close-to-carrier noise increase due to multipaction
non-linear and the harmonic of side frequency increase greatly. From the changed frequency spec-
trum of multipaction we can get in focus change of the harmonious of side frequency, we can detect
the multipaction by this change phenomenon.

Figure 1, amplitude modulation signal from the signal generator is magnified before send to
device under test (DUT). The isolator is used to protect the traveling-wave tube amplifier (TWTA).
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The output signal from DUT in the vacuum chamber is send to spectrum by directional coupler.
The other port is joined to load to absorb the mainly power. Next we will give theoretical analysis
to demonstrate this method.

load

TWTA

isolater

load

Vacuum

chamber

(DUT)

directional coupler

spectrum printer

Figure 1: Test setup for multipaction of amplitude modulation method.

3. THEORETICAL ANALYSIS

3.1. Amplitude Modulation Signal Spectrum Variance in a Multipaction Discharge

Multipaction discharge is a non-linear course. When signal pass the non-linear device, signal is
transferred, one of this transfer is coming up new frequency. If the transfer function of the nonlinear
component can be represented by n-order polynomial power series, the follow is true:

Vout = aVin + bV 2
in + cV 3

in + . . . (1)

Here Vout is the output voltage and a, b, c . . . are coefficients depending on the properties of the
nonlinear components [3].

Assuming the nonlinear course is excited by a amplitude modulation signal, an expression its
input voltage can be written as:

Vt = V (1 + ma cosΩt) cos ωct

= V cosωct +
1
2
maV cos(ωc + Ω)t +

1
2
maV cos(ωc − Ω)t

(2)

ma : coefficients of amplitude modulation ma < 1;

ωc : carrier frequency;

Ω : amplitude modulation frequency.

Finally, making substitution Eq. (2) into Eq. (1) and solving for all intermodulation and harmonic
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components of Vout, we get the expression:
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3
4
a2V

2+
(
a1V+

3
4
a3V

3

)
cosωct+

3
4
a2V

2cos 2ωct+
(

3
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1
4
a3V

3m3
a
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2macosΩt

+
1
4
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2 cos 2Ωt +
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a3V
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32
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2ma [cos (Ω + 2ωc) + cos (Ω− 2ωc)] +
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32
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+
3
8
a3V

3m2
a [cos(2Ω + ωc) + cos(2Ω− ωc)] +

1
8
a3V

3m2
a [cos (2Ω + 3ωc) + cos (2Ω− 3ωc)]

+
3
32

a3V
3m3

a [cos(3Ω + ωc)+cos(3Ω−ωc)]+
1
32

a3V
3m3

a [cos 3(Ω+ωc)+cos 3(Ω−ωc)]+. . . (3)

We get the new frequency, ωc ± 2Ω and ωc ± 3Ω is the harmonic of ωc + Ω and ωc − Ω, this new
frequency lying near carrier, can not be filtered and can be modulated by noise close to carrier
during the multipaction.
3.2. Amplitude Modulation Signal Power Variance in a Multipaction Discharge
The noise generated by the multipaction will normally not be a simple function of the input power.
There are many different factors, which will affect the behavior of the noise as the power is increased.
Using the classical multipaction model, one can see that the acceleration of the electrons is propor-
tional to the amplitude of the input signal. The amplitude of the input signal is proportional to
the square root of the input power. According to Larmor’s formula [2].

P =
2e2a2

34πε0C3
(4)

P : the power generated by an accelerated charge, e: the charge, ε0: dielectric constant, C: light
speed 3× 108 m/s, a: the acceleration of the charge.

The power generated by an accelerated charge in the nonrelativistic case, is proportional to the
square of the acceleration. Assuming constant electron density, this leads to the conclusion that the
close-to-carrier noise power is directly proportional to the input signal power. However, the electron
density is most likely not constant, rather it will increase with increased input power. Furthermore,
when the amplitude increases, the region within the cavity that will fulfill the resonance condition
will increase and, thus, a larger volume of the cavity will be involved in the multipactor resulting
in a larger number of multipacting electrons. Even though the electrons within this added region

Figure 2: Averaged noise power versus input signal power (top x axis) with linear scales on both axes.
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will be less energetic as they are accelerated by an amplitude which is lower than in the middle,
the increased number of electrons should result in a nonlinear, exponential increase in noise power.

This is multipactor generated detuning and loading of the cavity. The loading will lead to a
lowered-value and a concomitant reduction in electric field strength, which will reduce the im-
pact velocity of the electrons and decrease the region within the cavity that fulfils the resonance
condition. Detuning further enhances this effect by allowing less power to enter the cavity. The
significance of each of the described effects will be different in each case making an assessment of
the relation between noise power and input power a rather difficult problem. In this specific case,
measurement data is available and a linear plot of noise power versus input power reveals that there
is an approximately linear relation between noise power and input power [2].

Pnoise = k(Pinput − Pth) Pinput ≥ Pth

k = 5.3× 10−11 Pth = 25.2W
(5)

No multipaction noise is generated until the threshold power is reached. After the threshold
has been reached, the noise power increases linearly as a function of the input signal power. An
interesting point is that the noise power is proportional to the difference between the input power
and the multipaction threshold power, which makes it sensitive to a modulating signal when the
threshold has been barely reached.

From this analysis, we get the result during multipaction: first the harmonic frequency ωc± 2Ω
and ωc ± 3Ω are generated and modulated by noise, second the power of noise transferred to the
harmonic frequency, the transfer of the power is acutely, its is a sensitive method to detection
multipaction.

4. TESTING RESULT

The experimental runs were performed at pressure on the order of 7.0 × 10−4 mm Hg and the
temperature is 21◦ ∼ 27◦ in the vacuum. The under test device are chamber filters; the frequency
band is 1643.5 MHz±2MHz. The experimental schematic is Figure 3. In order to produce sufficient
electron radioactive source Cesium 137 was used.

To contrast the method of amplitude modulation with other method. The experiment were per-
formed with method of nulling of forward/reverse power detection and second harmonic detection.

The experiment result as theory analysis, the method of amplitude modulation detection mul-
tipaction is sensitive to detect multipaction. When multipaction occurred, carrier power dropped
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Figure 3: The block diagram of the experiment of three methods.
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and the amplitude modulation signal harmonic appeared at the same time raised. the amplitude
modulation signal harmonic magnitude variation relate to variation of multipaction.

Figure 4, Before multipaction break down, we can see the frequency of carrier and AM and AM
harmonic are so low as to can not be discern in the noise. Thirty minutes should be stay in each
test power level till breakdown occurred. We can get result from Figure 4. the energy of signal
transferred to AM frequency harmonic. Carrier power dropped and changed 15.24 dB, and also
the AM changed 6.85 dB, as the same time the AM frequency second harmonic raised 20.42 dB,
third harmonic raised 10 dB. This due to multipaction break down. The AM frequency harmonics
changed greatly. So this method is sensitive to detect multipaction.

(a)

(b)

Figure 4: The amplitude modulation frequency is 100KHz and modulation depth is 5%, the spectrum of
front-to-back of multipaction, (a) the spectrum of before multipaction break down, (b) the spectrum during
multipaction break down.
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5. CONCLUSIONS

The new method of AM detection of multipaction is sensitivly. It will work equally well with second
harmonic method and nulling power forward/reverse method. The new method can be used Ka
band easily not limited to test system different from other method.
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Abstract— In this paper, peculiar radar cross section properties of metamaterials are obtained,
and the connections between the radar cross section, the polarizability and the permittivity are
investigated, respectively. These results have shown that the polarizability and radar cross section
of the sphere made of metamaterials if the permittivity εr is less than −2 are much larger than
the case of conventional material. Moreover, the interested insights of metamaterials for potential
applications in radar are provided.

The term “metamaterial” refers to any material that is artificially constructed for the purpose
of achieving desired properties [1]. In electromagnetics, a metamaterial (MTM) can be created by
constructing a “specific” structure with elements of size less than the wavelength of the incoming
electromagnetic wave. Because the bulk properties of this material no longer depend on the mate-
rials used, but depend on the geometry of the structure, the resulting material can be engineered
for any purpose, and can even achieve behaviors that are not found in nature.

In 1968, lossless propagation of an electromagnetic wave in the MTM with negative permittivity
(ε) and negative permeability (µ) was first investigated by V. G. Veselago [2], and was experimen-
tally verified in 2001 based on split-ring resonators and rods [3]. V. G. Veselago speculated on the
possible existence of MTMs and anticipated their unique electromagnetic properties [2]. The unique
properties of MTMs have allowed novel applications, concepts, and devices to be developed1. Sci-
ence magazine even named MTMs as one of the top ten scientific breakthroughs of 2003 [4]. Planar
metamaterials have been realized experimentally by several research groups [5].

In this paper, peculiar radar cross section (RCS) properties of metamaterials are obtained,
and the connections between the radar cross section, the polarizability and the permittivity are
discussed, respectively. These results have shown that the polarizability and radar cross section of
the sphere made of metamaterials if the permittivity εr is less than −2 are much larger than the
case of conventional material. These results provide some interested insights and ideas for potential
applications in radar.

1. RADAR CROSS SECTION

The important concept of radar cross section carries the dimension of a surface, and is a measure how
much an object scatters electromagnetic energy in the backscattering direction. This monostatic
RCS is defined by [6]

σRCS = lim
r→∞

4πr2|Es|2
|Ei|2 (1)

where Es is the amplitude of the scattered field in the distance of r of the object in the backscattering
direction when it is illuminated by a plane wave with electric field amplitude Ei. On the other
end of the frequency spectrum, in electrostatics, the concept of electric polarizability is extremely
essential. The static dipole moment P is induced by an object because of the existence of a static
exciting field Est, and the polarizability is,

P = ~α · Est (2)

In general, the polarizability ~α is a dyadic but for symmetric objects, like sphere or cube it is a
multiple of the unit dyadic, equivalent to a scalar α. For a dielectric sphere, the polarizability is [7]

α = 3V ε0
ε− ε0

ε + 2ε0
(3)

where V is the volume and ε = εrε0 is the absolute permittivity of the sphere. The polarizability
is often given in the dimensionless normalized form αn = α/(ε0V ), and for the sphere it is

αn =
α

ε0V
= 3

εr − 1
εr + 2

(4)
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In low frequencies, the scattering from a polarizable object can be calculated from the far field
of a Hertzian dipole with the dynamic dipole moment amplitude [8], and the field amplitude in the
backscattering direction is

|Es| = ω2µ0p

4πr
(5)

Since the static dipole moment is connected with the incident field as P = αEi, and the con-
nection between the low-frequency limit of the radar cross section and the static polarizability of
the object is as following:

αn =
√

4πσRCS

k2
0V

(6)

where k2
0 = ω2µ0ε0 with the free-space parameters µ0, ε0.

2. DISCUSSION

The polarizability is an important concept in the modeling of materials in general. Effective medium
theories make a use of this quantity very much. The connections between permittivity and αn are
shown in Fig. 1. If the sphere is made of MTM, whose effective materials parameter εr = 0, then

αn = −1.5. (7)

The parameter αn < 0 means the obtained direction of polarization is opposite to the assumed
direction. Similarly, we obtain

αn = lim
εr→−2−

3
εr − 1
εr + 2

= +∞ (8)

αn = lim
εr→−2+

3
εr − 1
εr + 2

= −∞, (9)

and αn may be very large at some cases, for example, if εr = −2.1

αn = 930 (10)

much large the traditional materials, in the conducting limit the normalized polarizability of a
sphere using conventional materials — nonmetamaterials

αn = lim
εr→∞

3
εr − 1
εr + 2

= 3 (11)

Figure 1: The connections between the permittivity εr and the polarizability αn.

In the low-frequency limit, where Rayleigh scattering is dominant [9], this parameter has the
dependency of frequency. Therefore, from the cross section in the low-frequency limit we can
estimate the polarizability of the sphere. However, if αn < 0, Equation (6) will not hold, and the
general equation for Equation (6) is

|αn| =
√

4πσRCS

k2
0V

(12)
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As long as we are around the proper frequency so that Rayleigh scattering dominates, the
obtained RCS of the sphere give with reasonable calculation times an accuracy of three significant
digits in αn, so it is important that the analysis is done in sufficiently low frequencies. The
Rayleigh-scattering approximation for the parameter as a function of permittivity (at the frequency
of 100 kHz) is illustrated in Fig. 2. The radius of the sphere is 1 m. Obviously, the radar cross
section of the sphere made of metamaterials if the permittivity εr is less than −2 are much larger
than the case of nonmetamaterials.

Figure 2: Low-frequency limiting approximation (Rayleigh) for the connection between the relative permit-
tivity and radar cross section (in dB) of the spherical object.

3. CONCLUSIONS

In this paper, peculiar radar cross section properties of metamaterials are obtained, and the con-
nections between the radar cross section, the polarizability and the permittivity are discussed,
respectively. These results have shown that the polarizability and radar cross section of the sphere
made of metamaterials if the permittivity εr is less than −2 are much larger than the case of
nonmetamaterials, and provide some interested insights and ideas for potential applications in
radar. Although the present method only dealt with a sphere, our conclusions with a cube showed
quantitatively very similar results.
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Abstract— A novel rectangular waveguide band pass filter (BPF) with capacitive coupling
iris is presented in this paper. The S parameters of capacitive and inductive iris are achieved by
Mode Matching Technique (MMT), and different S21 performance is compared between them. As
example one Ku band waveguide BPF with capacitive coupling iris is simulated, the simulated
responses show that the isolation at low and high frequency stop-band is almost symmetric
compared to BPF with inductive coupling iris.

1. INTRODUCTION

Rectangular waveguide filters play important role in microwave system, such as satellite commu-
nication system, radar system, etc. Inductive iris is often used as coupling element in rectangular
waveguide band pass filter. For this kind of BPF, the response at out-band is usually asymmetric,
often the rejection at low frequency stop-band is lager than that at high frequency stop-band [1].

Capacitive coupling iris is often used in the waveguide low pass filter [2], but that it used
as coupling element in waveguide BPF is not reported. In this paper, rectangular waveguide
BPF with capacitive coupling iris is presented, different S21 performance between capacitive and
inductive coupling iris is discussed, so different stop-band performance between waveguide BPF
with capacitive and inductive coupling iris is obtained.

As example, one Ku band waveguide BPF with capacitive coupling iris is simulated, the simu-
lated responses show that the isolation at low and high frequency stop-band is almost symmetric
compared to BPF with inductive coupling iris.

2. CAPACITIVE AND INDUCTIVE COUPLING IRIS

Capacitive and inductive coupling iris are shown in Fig. 1(a) and Fig. 1(b), These structures can
be divided into waveguide junctions and one section small waveguide, the only discontinuity is the
junction of rectangular to rectangular waveguide, which is shown in Fig. 2, and it can be simulated
by mode matching technique (MMT), the procedure is described in the following.

(a) (b)

Figure 1: The structure of different rectangular coupling iris, (a) Inductive iris, (b) Capacitive iris.

The boundary conditions for waveguide junction in Fig. 2 are listed here:

~Et2(x, y) |z=0 =
{

~Et1(x, y) |z=0 ((x, y) ∈ s0)
0 ((x, y) ∈ (s1 − s0))

(1)

~Ht2(x, y) |z=0 = ~Ht1(x, y) |z=0 ((x, y) ∈ s0) (2)
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Figure 2: Waveguide junction.

The tangential E field can be expanded as follows:

~Eti(x, y) =
∑
m,n

a+
i,mn~e

(h)
i,mn(x, y) +

∑
m,n

a−i,mn~e
(h)
i,mn(x, y)

+
∑
m,n

b+
i,mn~e

(e)
i,mn(x, y) +

∑
m,n

b−i,mn~e
(e)
i,mn(x, y) (i = 1, 2) (3)

~e µ
i,mn(µ = h, e) is the modal function of guide i(i = 1, 2).

Assume

Ai,mn = a+
i,mn + a−i,mn

Bi,mn = b+
i,mn + b−i,mn (4)

and we get
~Eti =

∑
m,n

Ai,mn~e
(h)
i,mn +

∑
m,n

Bi,mn~e
(h)
i,mn (5)

Expression (5) is matched by ~e µ
2,mn(µ = h, e), and after using the orthogonally of guide 2 modes,

we get [
[A1]
[B1]

]
=

[
[H] [K]
[Q] [E]

] [
[A2]
[B2]

]
(6)

and we suppose

[[M ]] =
[
[H] [K]
[Q] [E]

]
(7)

[M ] is called electrical filed coupling matrix:

Hmn,pq =

√
Z

(h)
2,pq√

Z
(h)
1,mn

N1,mnN2,pq

∮

s0

~e
(h)
1,mn(x, y) · ~e (h)

2,pq(x, y)dxdy

Kmn,pq =

√
Z

(e)
2,pq√

Z
(h)
1,mn

N1,mnN2,pq

∮

s0

~e
(h)
1,mn(x, y) · ~e (e)

2,pq(x, y)dxdy

Qmn,pq =

√
Z

(h)
2,pq√

Z
(e)
1,mn

N1,mnN2,pq

∮

s0

~e
(e)
1,mn(x, y) · ~e (h)

2,pq(x, y)dxdy

Emn,pq =

√
Z

(e)
2,pq√

Z
(e)
1,mn

N1,mnN2,pq

∮

s0

~e
(e)
1,mn(x, y) · ~e (e)

2,pq(x, y)dxdy (8)

Similarly we can use H-field mode matching to deduce the following matrix equation:

−
[
[C2]
[D2]

]
= [M ]T

[
[C1]
[D1]

]
(9)
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Here,

Ci,mn = a+
i,mn − a−i,mn

Di,mn = b+
i,mn − b−i,mn (10)

Then, the generalized S-matrix of waveguide junction can be obtained from following



[a−1 ]
[b−1 ]
[a−2 ]
[b−2 ]


 = [S]




[a+
1 ]

[b+
1 ]

[a+
2 ]

[b+
2 ]


 (11)

and it can be divided into 4 sub-matrixes:

[S11] =
{
MT M + I

}−1 {
I −MT M

}

[S12] = 2
{
MT M + I

}
MT

[S21] = M {I + [S11]}
[S22] = M [S12]− I (12)

Two waveguide junction and one section small waveguide are cascaded to obtain the whole S-
parameter of capacitive and inductive iris structure. Of course the iris structure can also be
simulated by commercial software such as HFSS, CST.

(a) 

(b)

Figure 3: The S21 response of WR75 waveguide coupling iris, (a) For different width of capacitive iris, (b)
For different width of inductive iris.



340 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

Figure 4: The S21 experiment response of WR34 BPF with inductive coupling iris.

Figure 5: The simulated S21 response of WR75 BPF with capacitive coupling iris.

3. NUMBERICAL RESULT

The scattering matrix of WR75 waveguide capacitive and inductive coupling iris are simulated by
MMT above, the amplitude responses of S21 are shown in Fig. 3(a) and (b) for different width of
coupling iris, and the thick of all iris is 2mm, the frequency is from 10 GHz to 16 GHz.

It is obvious that variation of S21 as frequency is different from Fig. 3. For capacitive coupling
iris, the S21 amplitude decreases as increasing of frequency, but it is opposite for inductive iris.

Because of different S21 response and high-pass performance of rectangular waveguide, different

Figure 6: The simulated responses of BPFs with capacitive and inductive iris.
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S21 performances are obtained for BPF with capacitive and inductive coupling iris. For induc-
tive iris waveguide BPF, the out-band performance at low frequency is better than that at high
frequency, it can be validated by paper [1] and experiments result which is shown in Fig. 4.

For capacitive iris waveguide BPF, the out-band rejection is almost symmetric, the simulated
s21 response is shown in Fig. 5.

The comparison of S21 response between the two kinds of iris BPF is shown in Fig. 6, and
the rejection of BPF with capacitive iris at low and high frequency stop-band is almost symmetric
compared to BPF with inductive iris.

4. CONCLUSION

Rectangular waveguide BPF with capacitive coupling iris is presented in this paper. The S pa-
rameters of capacitive and inductive iris are achieved by MMT, and different S21 performance is
compared between them. As example one Ku band waveguide BPF with capacitive coupling iris is
simulated, the simulated responses show that the isolation at low and high frequency stop-band is
almost symmetric compared to BPF with inductive coupling iris.
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Abstract— As one of the key parts of millimeter-wave systems, the demands for millimeter
wave frequency synthesizer become more and more urgent than ever, especially in W-band. In
this paper, with the combination of the technique of PLL, DDS and multiplier, a W-band PLL
frequency synthesizer with low phase noise has been presented, which is characterized by nice
performances, and it has good foreground for its application in millimeter-wave space communi-
cations.

1. INTRODUCTION

With the rapid development of millimeter-wave technology, its application is mainly aimed at the
fields of radar systems and space communication [1]. At 2005, the first 95 GHz millimeter-wave
interferometer for velocity measurement in our country has been designed, which is used to measure
the parameters of artillery inner ballistic trajectory [2].

Because of the unknown channel behavior and the development level of hardware at these fre-
quencies, actual disquisition on W-band space communication systems are based only on feasibility
studies [3]. Due to atmospheric absorption, frequency around 60 GHz cannot be utilized effectively,
so W-band (75–100 GHz) is considered as a “technological frontier” for space communication [4, 5].
More interest in W-band arises. At 2006, NASA launched a new LEO satellite mission (CloudSat)
to study clouds and climate, and a weather W-band radar at 94 GHz was on board, which was
the first mission carrying a space-qualified W-band radar system [6]. WAVE (W-band Analysis
and Verification) is a project proposed for the ASI to design and develop a W-band geostationary
payload, which aimed at the experimental studies of the W-band channel and possible utilization
in satellite data communications, its uplink is 81∼86GHz, and downlink is 71∼76GHz [7].

Millimeter-wave frequency synthesizer is one of the key parts of millimeter-wave systems. The
demand for it with good performances is more and more urgent than ever, especially in W-band.
Phase-locked technique has been widely used to design frequency synthesizer with low phase noise
and high frequency stability. As one of the crucial performance indexes of frequency synthesizer,
phase noise has always been the emphasis for electronic engineers to study. In this paper, a W-band
PLL frequency synthesizer with low phase noise has been presented.

2. DESIGN OF LOW PHASE NOISE W-BAND PLL FREQUENCY SYNTHESIZER

In order to achieve hopping frequency synthesizer, DDS is a usually used frequency synthesis
technique. However, in W-band, the frequency synthesizer can not be achieved by the sole use of
DDS because of the high frequency. PLL is another effective frequency synthesis technique. So the
technique of PLL and DDS should be combined. According to the analysis [8], the phase noise of
the millimeter-wave PLL frequency synthesizer can be estimated using LLO and LIF , which can
be easily measured with the spectrum analyzer. The relationship among the phase noises can be
simply expressed as follows:

LO ≈ max{(LLO + 20lg M), LIF }+ 6dBc/Hz (1)

where, LO represents the phase noise of the expected millimeter-wave frequency; LLO represents
the phase noise of microwave frequency synthesizer; LIF represents the phase noise of phase-locked
interim frequency; M is the harmonic value of MMW harmonic mixer.

Therefore, in order to obtain a low-phase-noise W-band PLL frequency synthesizer, an ultra-low
phase-noise microwave frequency synthesizer and a low-phase-noise phase-locked interim frequency
are absolutely necessary. Usually, by phase-locked technique, the low phase noise interim frequency
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can be obtained because of its low working frequency. So the key is to design local frequency
synthesizer with low phase noise.

In this paper, with the combination of the technique of PLL, DDS and multiplier, an X-band fre-
quency synthesizer with low phase noise is designed. Then, the microwave local frequency and the
basic frequency of millimeter wave VCO are mixed through harmonic mixer to obtain millimeter-
wave interim frequency. After the interim frequency is locked by PLL, the W-band frequency
synthesizer is finally achieved. Fig. 1 gives the block diagram of W-band hopping frequency syn-
thesizer.

,

Figure 1: Block diagram of W-band hopping frequency synthesizer.

The W-band hopping frequency synthesizer is mainly composed of reference crystal oscillator,
microwave hopping frequency synthesizer, millimeter-wave harmonic mixer, millimeter-wave PLL,
and millimeter-wave two-port harmonic VCO. Where, the local section generates X-band local
signal from external 100 MHz reference crystal oscillator. And this LO has a function to change
frequency with using external command. The millimeter-wave two-port harmonic VCO is a spe-
cial oscillator designed for millimeter-wave PLL, which is designed on the technique of harmonic
extraction [9]. The fundamental-wave frequency would be locked at 46.62∼46.874GHz, and its
2nd-harmonic frequency at 93.24∼93.748GHz could be output from another port.

From Fig. 1, the output frequency of W-band frequency synthesizer should be described by the
following formula:

fO = 2fRF = 2(MfLO 〈fDDS 〉+ fIF ) (2)

where, M is the harmonic value of MMW harmonic mixer.
It’s obviously that the hopping frequency bandwidth of W-band PLL frequency synthesizer

doubles than the microwave local source. At the same time, the single interim frequency is locked
by the millimeter-wave phase-locked loop, the realization of corresponding power amplification and
filtering is correspondingly simple.

3. EXPERIMENT RESULTS

In the designed W-band hopping frequency synthesizer, its output frequency range is 93.24∼93.748
GHz, the bandwidth is 508 MHz, and the stepping frequency is 4MHz. With the Agilent E4440A
spectrum analyzer and harmonic mixer, the characteristics are measured. Fig. 2(a) shows its sweep
frequency range, and Fig. 2(b) gives its hopping rule.

From Fig. 2(a), the sweep frequency range is 93.24∼93.748 GHz, which agrees with the require-
ment of system. And the output power level is comparatively smooth. At the same time, because
of the big attenuation of harmonic mixer, the output power showed in the spectrum analyzer is
low.

With spectrum analyzer and harmonic mixer, the corresponding spectrums of 128 frequency
point could be measured. Here, as an example, the spectrum of highest frequency of 93.748GHz is
presented as Fig. 3.
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(a) The range of sweep frequency  (b) The rule of hopping

Figure 2: The characteristic of W-band hopping frequency synthesizer.

From Fig. 3, we can see that the phase noise of W-band PLL frequency synthesizer is about
−82 dBc/Hz@10 KHz, −83 dBc/Hz@100KHz, which is better than some design about millimeter-
wave frequency synthesizer.

(a) span_25 KHz (b) span_250 KHz

(c) span_500 MHz (d) span_1 GHz

Figure 3: The spectrum of 93.748 GHz.

In the method of PLL with mixer, the millimeter-wave frequency synthesizer is substantively
achieved by the interim frequency being phase-locked. In this design of W-band PLL frequency
synthesizer, the interim frequency of 660MHz is locked. And Fig. 4 gives its spectrum.
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Figure 4 shows that the phase noise of interim frequency is about −103.5 dBc/Hz@10 KHz. It
is obvious that phase noise of the phase-locked interim frequency is far better than the W-band
PLL frequency synthesizer. So during the process of PLL, the phase noise of phase-locked interim
frequency can not be equivalent to the PLL frequency synthesizer.

(a) span_25 KHz (b) span_500 MHz

Figure 4: Spectrum of the interim frequency (660 MHz).

4. CONCLUSION

In this paper, combined with the frequency synthesis technique of multiplication, PLL and DDS,
a method to design W-band PLL hopping frequency synthesizer with low phase noise has been
presented, by adopting a low-phase-noise hopping microwave LO. Such W-band frequency syn-
thesizer is characterized by nice performances, which has good foreground for its application in
millimeter-wave communications.
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Theoretical Analysis of Composite Right/Left-handed Coupled
Transmission Line Resonators

Tiancun Hu and Wei Ma
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Xi’an Institute of Space Radio Technology, Xi’an 710100, China

Abstract— A novel resonator based on composite right/left-handed coupled transmission line
(CRLH-CTL) is proposed. This novel resonator is analyzed using the even and odd mode ap-
proach. It has been shown that there are two resonant frequencies which correspond to odd mode
resonant frequency and even mode resonant frequency, respectively. The unloaded Q of the odd
mode resonance is higher than the unloaded Q of the CRLH-TL resonator because of coupling
between two single resonators. The simulation is accomplished with the Ansoft designer. The
simulation results agree well with the theoretical analysis.

1. INTRODUCTION

Recently, a resonator based on composite right/left-handed transmission line (CRLH-TL) with
the characteristics of β = 0 at non-zero frequency was presented in [1], the resonant frequency is
independent of the physical length, the unloaded Q is independent of the series resistance. While,
the unloaded Q is not very high. In order to increase the unloaded Q, a novel resonator based on
composite right/left-handed coupled transmission line is presented.

This novel resonator is analyzed using the even and odd mode approach. It has been shown
that there are two resonant frequencies which correspond to odd mode resonant frequency and even
mode resonant frequency, respectively. The odd mode unloaded Q is higher than the even mode
unloaded Q. The simulation of the composite right/left-handed coupled transmission line resonator
is carried out and the results agree well with the theoretical analysis.

(a) (b)

Figure 1: (a) CRLH-TL implemented with microstrip technology [1], (b) CRLH-CTL implemented with
microstrip technology.

2. THEORY

The CRLH-TL introduced by Caloz [2] is constituted of interdigital capacitors and stub inductors
with microstrip technology as shown in Fig. 1(a). The CRLH-CTL consists of two CRLH-TLs
placed parallel to each other and in close proximity as show in Fig. 1(b). In such a configuration
there is a continuous coupling between the electromagnetic fields of the two CRLH-TLs. CRLH-
CTLs are utilized extensively as basic elements for directional couplers, filters, and a variety of
other useful circuits.

The CRLH-TL resonator was presented by Atsushi Sanada [1]. The resonant frequency of the
CRLH-TL resonator obtained by applying the Bloch-Floquet theory is given as

ω =
1√

LLCR
(1)
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and its unloaded Q is given as

Q0 =
1
G

√
CR

LL
(2)

The equivalent circuit of the CRLH-CTL is shown in Fig. 2.
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Figure 2: (a) Equivalent circuit of CRLH-CTL, (b) Equivalent circuit of unit cell of CRLH-CTL.

In Fig. 2(a), Lm and Cm are the mutual inductance and coupling capacitance between two
CRLH-TLs, respectively. The transmission equation of the CRLH-CTL describes as follow:

dV1 (z)
dz

= −
(

jωLR +
1

jωC ′
L

)
I1 (z)− jωLmI2 (z) (3)

dI1 (z)
dz

= −
(

1
jωLL

+ jωC

)
V1 (z) + jωCmV2 (z) (4)

dV2 (z)
dz

= −
(

jωLR +
1

jωCL

)
I2 (z)− jωLmI1 (z) (5)

dI2 (z)
dz

= −
(

1
jωLL

+ jωC

)
V2 (z) + jωCmV1 (z) (6)

where C = CR + Cm.
The even and odd mode method is the most convenient way of describing the behavior of CRLH-

CTL. In this method wave propagation along a coupled pair of lines is expressed in terms of two
modes corresponding to an even or an odd symmetry about a plane that can, therefore, be replaced
by a magnetic or electric wall for the purpose of analysis [3]. The analysis of CRLH-CTL can be
converted into the analysis of CRLH-TL excited by the odd mode voltage and even mode voltage,
respectively. The characteristic of CRLH-CTL can be divided into odd mode characteristic and
even mode characteristic.

(1) Excited by even mode voltage
If V1 = V2 = Ve, I1 = I2 = Ie, Eqs. (3)∼(6) can be written as

dVe (z)
dz

= −
(

jωLR +
1

jωCL
+ jωLm

)
Ie (z) = −Z1eIe (7)

dIe (z)
dz

= −
(

1
jωLL

+ jωC − jωCm

)
Ve (z) = −Y1eVe (8)

where Z1e = jωLR + jωLm − j1/ωCL, Y1e = jωC − jωCm − j1/ωLL.
The resonant frequency of even mode is

ωe =
1√

LLCR
(9)

The unloaded Q of even mode is

Qe =
1
G

√
CR

LL
(10)
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where G is the conductance between the conductor and the ground.
(2) Excited by odd mode voltage
If V1 = −V2 = Vo, I1 = −I2 = Io, Eqs. (3)∼(6) can be written as

dVo (z)
dz

= −
(

jωLR +
1

jωCL

)
Io (z) + jωLmIo (z) = −Z1oIo (11)

dIo (z)
dz

= −
(

1
jωLL

+ jωC

)
Vo (z)− jωCmVo (z) = −Y1oVo (12)

where Z1o = jωLR + 1/jωCL − jωLm, Y1o = 1/jωLL + jωC + jωCm

The resonant frequency of odd mode is obtained by replacing CR with C + Cm in Eq. (1) as

ωo =
1√

LL(C + Cm)
(13)

The unloaded Q of odd mode is

Qo =
1
G

√
C + Cm

LL
(14)

Observing Eq. (9) and Eq. (13), we can find

ωo < ωe (15)

Observing Eq. (10) and Eq. (14), we can find

Qo > Qe (16)

3. SIMULATIONS AND DISCUSSION

In order to validate the theory shown here, the simulation is carried out with Ansoft designer. The
CRLH-TL resonator implemented with microstrip technology is shown in Fig. 3(a). The CRLH-
CTL resonator constituted of 1.5-cell open-ended CRLH-CTL is shown in Fig. 3(b). The input
port and out port are the gap coupling port.

(a) (b)

Figure 3: (a) The layout of CRLH-TL resonator, (b) The layout of CRLH-CTL resonator.

The transmission characteristic of the CRLH-TL resonator is shown in Fig. 4(a). The resonant
frequency from Fig. 4(a) appears at 1.922 GHz. A clearer frequency sweep from 1.8 GHz to 2 GHz
with the step 0.0001GHz is shown in Fig. 4(b). The transmission characteristic of CRLH-CTL
resonator is shown in Fig. 4(c) with two resonant frequencies corresponding to odd mode resonant
frequency and even mode resonant frequency. A clearer resonance curve from 1.8 GHz to 2GHz is
shown in Fig. 4(d).

The loaded Q determined by the “Half-power frequencies” method is given as [4]

QL =
f0

f2 − f1
=

f0

∆f
(17)

f0 is the resonant frequency, ∆f is the half-power bandwidth of the resonance curve. The unload
Q is determined by the following formula [5]

Q0 =
QL

1− |S21(f0)| (18)
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(a) (b)

(c) (d)

Figure 4: (a) The transmission characteristic of the CRLH-TL resonator from 0 to 4 GHz, (b) The trans-
mission characteristic of the CRLH-TL resonator from 1.8 to 2.0 GHz, (c) The transmission characteristic of
the CRLH-CTL resonator from 1 to 3 GHz, (d) The transmission characteristic of the CRLH-CTL resonator
from 1.8 to 2.0GHz.

The simulation and calculation results for CRLH-TL resonator and CRLH-CTL resonator are
listed in Table 1. The odd unloaded Q of the CRLH-CTL resonator is higher than the unloaded Q
of the CRLH-TL resonator. This maybe caused by the coupling between the two single CRLH-TL
resonators, it increases the stored energy of the resonator.

Table 1: Comparison results for CRLH-TL resonator and CRLH-CTL resonator.

hhhhhhhhhhhhhhhCharacteristic
Resonator CRLH-TL

Resonator
CRLH-CTL Resonator

Odd mode Even mode
Resonance Frequency (f0) 1.922GHz 1.850GHz 1.964GHz

S21(f0) 0.46 0.23 0.36
Half-power Bandwidth (∆f) 0.009GHz 0.0045GHz 0.0075 GHz

Loaded Q(QL) 213.6 411.1 261.9
Unloaded Q(Q0) 395.5 533.9 409.2

4. CONCLUSIONS

A novel resonator based on CRLH-CTL is presented and its resonant frequency and unload Q
is analyzed using odd and even mode approach and Bloch-Floquet theory. It has been shown
that there are two resonant frequencies corresponding to odd mode resonant frequency and even
mode resonant frequency, the unloaded Q of odd mode is higher than the unloaded Q of CRLH-
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TL resonator. The validity of the theory has been proved through simulations. However, the
CRLH-CTL resonator occupies larger area comparing to the CRLH-TL resonator.

ACKNOWLEDGMENT

This work was supported by the National Key Laboratory Foundation of China (No. 9140C53030207
04, 9140C5306010708).

REFERENCES

1. Sanada, A., C. Caloz, and T. Itoh, “Novel zeroth-order resonance in composite right/left-
handed transmission line resonators,” Proc. of Asia-Pacific Microwave Conf., Vol. 3, 1588–
1592, Seoul, Korea, 2003.

2. Caloz, C. and T. Itoh, “Novel microwave devices and structures based on the transmission line
approach of meta-materials,” IEEE-MTT Int’l Symp., Vol. 1, 195–198, Philadelphia, PA, June
2003.

3. Gupta, K. C., R. Garg, I. Bahl, and P. Bhartia, Microstrip Lines and Slotlines, 2nd Edition,
Artech House, Boston, 1996.

4. Rao, X. S., C. K. Ong, and Y. P. Feng, “Q-factor measurement of nonlinear superconducting
resonators,” Electronics Letters, Vol. 36, No. 3, 271–273, 2000.

5. Leong, K., J. Mazierska, and J. Krupka, “Measurements of unloaded Q-factor of transmission
mode dielectric resonators,” Proceedings of IEEE MTT-S International Microwave Symposium,
1639–1642, Colorado, USA, June 1997.



Progress In Electromagnetics Research Symposium, Hangzhou, China, March 24-28, 2008 351
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Abstract— Modulation type is one of the most important characteristics used in signal identi-
fication and monitoring. Modulation recognition systems should correctly classify the incoming
signal’s modulation scheme in the presence of noise. Automatic digital modulation recognition
(ADMR) can be used for both military applications and civilian applications. Some examples are
surveillance, electronic warfare, threat assessment, signal confirmation, interference identification
and spectrum management.
In this paper, a new automatic digital modulation recognition method using ECOC-SVMs and
GA is introduced. A new feature set combined statistical and spectral feature subset is used for
modulation classification to make the SVMs classifier more robust to Gaussian noise. Moreover,
GA is used to perform feature subset selection to reduce the input dimension and increase the
performance of the ECOC-SVMs classifier. Compared to the conventional ANN method and the
decision theoretic algorithm, the proposed method can recognize more digital modulation types.
Furthermore, significant improvements can be seen particularly at a low SNR.

1. INTRODUCTION

Automatic recognition of digital modulation signals has seen increasing demand nowadays. The
use of artificial neural networks for this purpose has been popular since the late 1990s.

ADMR is one kind of pattern recognition problems and there are different methods proposed
for this subject. Decision theoretic approaches use probabilistic and hypothesis testing arguments
to formulate the recognition problem but they have difficulties in forming the right hypothesis
and setting the right threshold [1]. When training data are available, the artificial neural network
approaches [1, 2] and other statistical recognition methods have been proposed. The ANN methods
have gained popularity in the past decade but they couldn’t avoid the problems of overfitting, local
minimization, etc [4].

In this paper, a new ADMR method using SVMs and GA is introduced. 11 digital modulation
types are considered: ASK2, ASK4, FSK2, FSK4, BPSK, QPSK, PSK8, MSK, QAM4, QAM8 and
QAM16. Simulation results show that this method is more flexible, robust and effective than other
existing approaches.

2. FEATURE EXTRACTION

Current ADMR systems often extract some distinct attributes called features before recognizing to
reduce the size of raw signal data set. In this paper, we use a new combined feature set composed
of a statistical feature subset and a spectral feature subset for the proposed ADMR.
2.1. Statistical Features
Supposing that we operate in a synchronous, coherent environment with single-tone signaling and
that carrier, timing, and waveform recovery have been accomplished. After preprocessing, we obtain
the baseband complex sequence that can be written as:

y(n) = w(n) + x(n), (1)

where x(n) is supposed to be a digitally modulated signal and w(n) is an additive Gaussian noise
sequence. x(n) and w(n) are independently and identically distributed (i.i.d.) and jointly uncorre-
lated stochastic sequences.

High order statistics (HOS) are used as a feature subset in our scheme because they characterize
the shape of the distribution of the noisy baseband samples effectively [3]. Let y(n) denote received
complex baseband signal samples and its 2nd cumulants, 4th cumulants can be estimated from the
samples by the process given below.

Remove the mean of y(n).
y(n) ← y(n)− ŷ(n) (2)
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Compute sample estimates of C20, C21 by the following formulae:

Ĉ20 =
1
N

N∑

n=1

y2(n)

Ĉ21 =
1
N

N∑

n=1

|y(n)|2 (3)

where N is the length of samples and ∧ denotes a sample average.
Sample estimates of the 4th cumulants are given by the following formulae.

Ĉ40 =
1
N

N∑

n=1

y4(n)− 3Ĉ2
20

Ĉ41 =
1
N

N∑

n=1

y3(n)y ∗ (n)− 3Ĉ20Ĉ21

Ĉ42 =
1
N

N∑

n=1

|y(n)|4 − |Ĉ20|2 − 2Ĉ2
21 (4)

Compute the normalized cumulants.

~C4k = Ĉ4k/Ĉ2
21, k = 0, 1, 2 (5)

2.2. Spectral Features
Azzouz and Nandi [1] proposed a suitable spectral-based feature set for ADMR, which contains
hidden information in instantaneous amplitude, instantaneous frequency, or instantaneous phase.
In this study, it is used as a feature subset for modulation classification. The five features proposed
are described as below:

• Standard deviation of the absolute value of the centered nonlinear components of the instan-
taneous phase: σap.

• Maximum value of the power spectral density of the normalized centred instantaneous ampli-
tude: γmax.

• Standard deviation of the direct value of the centered nonlinear components of the instanta-
neous phase: σdp.

• Standard deviation of the absolute value of the normalized centred instantaneous frequency:
σaf .

• Standard deviation of the absolute value of the normalized centred instantaneous amplitude:
σaσ.

3. GA ECOC-SVM BASED DIGITAL MODULATION RECOGNITION

The proposed ADMR scheme is composed of four parts: signal data preprocessing, feature extrac-
tion, GA feature selection and SVMs classification. Firstly, we discuss the construction of multiclass
SVMs classifier in detail. Then, the digital modulation recognition algorithm is introduced.
3.1. Multiclass Support Vector Machines Based on Error-correcting Output Codes
Support vector machines are originally designed for binary classification [4]. How to effectively
extend it for multiclass classification is still an ongoing research issue [5]. The way we construct the
multiclass classifier is by combining several binary SVMs, according to an error-correcting output
codes (ECOC) scheme [5].

ECOC have been proposed to enhance generalization ability in pattern classification. Coding the
classes using codewords suggests the idea of adding error recovering capabilities to decomposition
methods, which makes classifiers are less sensitive to noise. This goal is achieved by means of the
redundancy of the coding scheme, as shown by coding theory. By class coding scheme, we can
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implicitly decompose the k-polychotomy into a set of dichotomies f1, . . ., fB, where B is the length
of the codeword coding a class.

First, a collection of binary classifiers {f1, . . . , fB} are constructed and each classifier fb is
trained according to column b of decomposition matrix G [5], and gij ∈ G is the target value of the
jth decision function Dj(x) for class i: where

gij(x) =
{

1 if Dj(x) > 0 for class i,
−1 otherwise. . (6)

The jth column vector gj = (g1j , . . . , gnj)T is the target vector for the jth decision function,
where n is the appropriate class label. The ith row vector (gi1, . . . , giB) corresponds to a codeword
for class i.

Then, we can find the class label of x by calculating its distance from each codeword. Introducing
“don’t care output” and denote its value by 0, we can define an error εij(x) by

εij(x) =
{

0 for gij = 0,
max(1− gijDj(x), 0) otherwise (7)

where gijDj(x) ≥ 1 denotes that x is on the correct side of the jth decision function with more
than or equal to the maximum margin and gijDj(x) < 1 denotes that x is on the wrong side or
even if it is on the correct side but the margin is smaller than the maximum margin.

Then the distance of x from class i is given by

di(x) =
B∑

j=1

εij(x). (8)

Thus x is classified into class:
arg min

i=1, ..., n
di(x). (9)

3.2. GA Based Feature Selection
Typical pattern recognition applications use feature selection to reduce input dimension and remove
redundant input information, which implies a decrease in classification accuracy. In our ADMR
application, GA is used to select the most suitable features for the particular recognizers in different
SNR environment. Individuals represent subset of features by means of binary strings. Each string
has a length L, which is the total number of input features we extract in preprocessing step for
ADMR. In the genome string, a binary ‘1’ denotes the presence of the appropriate feature at the
corresponding index number and a binary ‘0’ denotes an absence. The proposed ADMR algorithm
can be shown in Figure 1.

Initial population

Evaluation by ECOC-SVMs

Modulation classification

Crossover/Mutation

New generation

Selection

Signal data

-SVMs

tion

Figure 1: ECOC-SVMs classification with GA subset selection.

4. SIMULATION RESULTS

In this section, experiments are presented to illustrate the performance of the proposed recognition
scheme. All the simulation signals are digitally generated in MATLAB environment. Random
integers up to M -level (M = 2, 4, 8, 16) are generated by a uniform random number generator.
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The simulation signals are also band-limited and additive white Gaussian noise is added according
to different SNR.

We give an overall performance comparison on the decision-theoretic algorithm proposed in [3],
the ANN method proposed in [1] and the proposed ECOC-SVMs method. Simulation results
are shown in Table 1. As shown in the table, both the ANN method and the decision theoretic
algorithm don’t perform well at a low SNR, for instance, −5 dB. The ANN methods’ shortcoming
is that it doesn’t work efficiently in a low SNR environment and it also needs a long training time.
On the other hand, both the methods proposed in [1] and [3] can only recognize fewer modulation
modes compared to the proposed ECOC-SVMs. The reason that the proposed GA ECOC-SVMs
method is both robust and effective is not only the using of a better classifier structure but also
the adoption of the optimized feature set.

Table 1: Overall performance comparison on the ANN method, the decision theoretic algorithm and the
proposed ECOC-SVMs method.

SNR (dB) Decision theoretic ANN GA ECOC-SVMs
Overall perf. (%) Overall perf. (%) Overall perf. (%)

-5 48.85 63.62 91.99
0 56.34 83.02 98.48
5 81.12 92.26 98.91
10 96.75 97.40 99.13
15 98.56 98.32 99.78
20 99.32 99.50 99.99

5. CONCLUSIONS

In this paper, a novel automatic digital modulation recognition method using ECOC-SVMs and
GA is introduced. Combined statistical and spectral feature subset is used for modulation classi-
fication to make the SVMs classifier more robust in Gaussian noise environment. Moreover, GA
is used to perform feature selection to reduce the input dimension and increase performance of
the ECOC-SVMs classifier. Compared to the conventional ANN method and the decision theo-
retic algorithm, the proposed method can recognize more digital modulation types. Furthermore,
significant improvements can be seen particularly at a low SNR.
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GL EM Mechanical and Acoustic Field Time Domain Modeling for
Materials and Exploration with Dispersion
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Abstract— In last few years, we proposed Global and Local field (GL) electromagnetic (EM),
elastic and other field modeling in the frequency domain. In this paper, we propose GL model-
ing for EM, mechanical, and acoustic field in aperiodic space time domain and dispersion field
in periodic space time domain. First, we derive magnetic, electric, elastic, and acoustic field
differential integral equation in aperiodic and periodic space time domain. Based on these dif-
ferential integral equations, we construct GL EM, mechanical, and acoustic field time domain
modeling in aperiodic and periodic space domain. The EM field and mechanical field is different
field in physical theory and application. However, they have some important relationship in the
mathematical physical research and applications. In the macro scope and macro to micro mixed
scope the coupled EM and mechanical field play important role. Our GL method can be used
for EM, mechanic, acoustic, flow, quantum mechanics and their mixed coupled field modeling, in
particular, for EM dispersion in photonic crystal, elastic dispersion in special rock, flow disper-
sion in pores media and other mixed periodic and aperiodic optical materials. The time domain
GL method does not need to solve any large matrix, only 3 × 3 and 6 × 6 matrices needs to be
solved. Moreover, the artificial boundary and absorption condition are unnecessary in the time
domain GL method. Some applications in material science, dispersion of photonic crystal and
exploration are described in this paper.

1. INTRODUCTION

The elastic, magnetic field and electric field differential integral equation were proposed by authors
in 1985 [1] and 1995 [2, 3], respectively, in which the Green’s kernel is integrative. The dual
differential integral equations of these above equations were proposed in papers [4, 5]. In the
paper [5], we proposed EM integral equation and its dual integral equation, also proposed magnetic
and electric differential integral equation and their dual equations. Based on the EM integral
equations and differential integral equations, we proposed the GL EM modeling in the frequency
domain. The GL Metro Carlo EM inversion was proposed in [6]. The GL frequency domain
elastic/plastic mechanical, flow, heat, and quantum modeling and applications are presented in the
papers [7–9].

In this paper, we propose GL EM, mechanical, and acoustic modeling in space time domain
and periodic lattice space domain. Our GL modeling methods are based on magnetic, electric,
elastic, and acoustic differential integral equations in space time domain and periodic space time
domain. The primary acoustic and elastic wave time domain differential integral equation have
been proposed in author’s papers for a novel inversion [10–12]. In this paper, we derive magnetic,
electric, elastic, and acoustic field differential integral equation in the 2 time domain and aperiodic
and periodic lattice space domain. Based on these differential integral equations, we construct EM
mechanical and acoustic field GL modeling in aperiodic space time domain and lattice periodic
space time domain. The Finite Element (FEM) and FD implicit time domain method need to solve
large matrix equation which is great computational cost. The GL time domain modeling does not
need to solve any large matrix, only needs to solve 3×3 or 6×6 matrix equations. Moreover, FEM
and FD method need an artificial boundary and absorption boundary condition on it to truncate the
infinite domain. The inaccurate reflection from the absorption condition on the artificial boundary
will degrade the accuracy of the FEM and FD methods and crash the inversion. The GL space
time domain modeling does need any artificial boundary and any absorption condition to truncate
infinite domain. There is no error boundary reflection in the GL modeling methods [5, 6–9].

The GL method has more advantages to challenge FEM and FDTD method. The GL is not
only very available for field propagation in the finite inhomogeneous domain which is embedded in
infinite domain, but also suitable for field dispersion in the periodic lattice space domain [13].

Dispersion is a very important phenomenon in the electromagnetic, acoustic and elastic wave
propagation in the dispersion media and flow in the soil and porous mediums. The full wave
package is superposition of sub waves with various different phase velocity. Because the phase
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velocity depends on the wavelength or frequency, the wave will be dispersive propagation in the
dispersion media and periodic lattice media.

Our GL electromagnetic modeling is useful for simulation of electromagnetic filed dispersion in
the material, nanometer material, optical material, in particular, in the photonic crystals. Recent
year, the photonic crystals (PhC) have great academic and industrial engineering applicable benefits
to attract many scientists’ and engineers’ research interesting. The dispersion of the EM field in the
photonic crystals can be controlled and engineering to manipulate the light and high frequency EM
at its wavelength scale and propagation focus in certain specified direction. The photonic crystal
is called as new generation of the semiconductor. The more common PhC devices are made by
semiconductor slab with air-holes lattice using light defecting and technology and by dispersion
engineering of photonic crystals [14].

The FDTD method and FEM are often used to simulate the EM field dispersion in photonic
crystals and other optical materials. However, lattice of the photonic crystal needs to solve many
EM eigenvalune problems. A real specimen of the crystal waveguide or device will contain very
massive large N unit cells. The lattice cell space scale is usually of the order of one nm, so that
the specimen with 1µm has N = 104 unit cells. The FDTD and FEM are very difficulty to solve
N = 104 large matrix EM eigenvalue and eigen state problem. In the other hand, FDTD and FEM
need the absorption condition on the artificial boundary to truncate infinite domain for solving
EM modeling problem. The most absorption condition (for example, PML) has error reflection in
the corner on the artificial boundary. The error boundary reflection will degrade accuracy of the
numerical EM field, in particular, the FDTD 3 and FEM scheme’s error numerical dispersion will
contaminate and confuse the physical dispersion of the EM field in photonic crystals.

The GL modeling overcome the difficulties of the FDTD and FEM method in the EM, elastic, and
acoustic wave dispersion simulation. First, GL modeling does not need to solve any large matrix, it
is fast to solve magnetic field dispersion propagation and eigenvalue problem in the lattice domain
for obtaining the dispersion diagram and band structure of the photonic crystals. Second, GL does
not need any artificial boundary and has no error boundary refection to degrade accuracy of the
computational EM field and dispersion property. Third, the GL method consistently combines
the analytical EM and numerical method that reduced the numerical dispersion to contaminate
the physical dispersion. Therefore, the GL method is very useful for EM, elastic, and acoustic
propagation in the space time domain, moreover, for their dispersion in dispersion material, optical
materials and photonic crystals.

The EM field and mechanical field is different field in physical theory and application. However,
they have some important relationship in the mathematical physical research and applications. The
GL EM, mechanical, thermal, acoustic and flow coupled macro and micro modeling play important
role in investigating nanometer mater material, optical nanometer mater material and photonic
crystals. Also, our GL EM, mechanical, seismic, and acoustic space time domain modeling is very
useful for geophysical and Earthquake exploration.

The GL EM, mechanical, and acoustic modeling and these filed differential integral equations
in this paper are complete new and original research developments. We describe these contents in
ten sections of this paper. The introduction is presented in Section 1. In Section 2, we propose
a time domain magnetic field differential integral equation. The new 3D GL magnetic field time
domain modeling is proposed in Section 3. In Section 4, we propose a time domain electric field
differential integral equation. In Section 5, we propose a the new 3D GL electric field time domain
modeling. An elastic mechanical field time domain differential integral equation is proposed in
Section 6. In section 7, we propose a 3D GL elastic mechanical displacement field time domain
modeling. Acoustic differential integral equations are proposed in Section 8, In Section 9, we
propose a GL acoustic time domain modeling. A GL modeling for acoustic wave dispersion is
proposed in Section 10. In Section 11, we propose GL modeling for EM dispersion in photonic
crystals.
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2. MAGNETIC FIELD DIFFEREIAL INTEGRAL EQUATIONS IN TIME DOMAIN

2.1. A Magnetic Field Differential Integral Equation in Time Domain

In this section, we propose the magnetic field differential integral equation in space time domain
as follows

H(r, t) =Hb(r, t)−
∫

Ω

(D(t)−Db(t)) ∗t

(∇×HM (r′, r, t)
) ∗t

(∇×Hb(r′, t)
)
dr′

−
∫

3Ω

(µ− µb)HM (r′, r, t) ∗t
∂

∂t
Hb(r′, t)dr′,

(1)

where

D(t) =
1
ε
e−

σ

ε
t, Db(t) =

1
εb

e
−σb

εb
t
, (2)

H(r, t) is the magnetic field, HM (r′, r, t) is the magnetic Green’s tensor field function excited
by the impulse magnetic moment, H(r, t) and HM (r′, r, t) are the magnetic field in the electric
conductivity σ, dielectric ε, and magnetic permeability µ media, Hb(r, t), is the magnetic wave
field in the background σb, εb, and µb media, µ = µb, ∗t is convolution with respect to time t.

2.2. A Dual Magnetic Field Time Domain Differential Integral Equation

We propose the dual magnetic field time domain differential integral equation as follows

H(r, t) =Hb(r, t)−
∫

Ω

(D(t)−Db(t)) ∗t

(∇×HM
b (r′, r, t)

) ∗t

(∇×H(r′, t)
)
dr′

−
∫

Ω

(µ− µb)HM
b (r′, r, t) ∗t

∂

∂t
H(r′, t)dr′,

(3)

where the Db(t) and D(t) are denoted by (2).

2.3. The Second Magnetic Field Differential Equation

The magnetic field differential Equation (1) and its dual Equation (3) are equivalent to the second
magnetic field differential Equations [2–4, 15] and MAXWELL equation in the time domain

∇×
(

1
ε
e−

σ

ε
t ∗t ∇×H(r, t)

)
+ µ

∂H(r, t)
∂t

= QM (r, t). (4)

3. 3D GL MAGNETIC FIELD TIME DOMAIN MODELING

In this section, we propose 3D GL magnetic field modeling in space time domain as follows

3.1 The domain Ω is divided into set of the N sub domains {Ωk}, such that Ω =
N⋃

k=1

Ωk, where

the division can be mesh or meshless.

3.2 suppose that, when k = 0, H0(r, t) = Hb(r, t) is the global analytical magnetic field
in space time domain and HM

0 (r′, r, t) = HM
b (r′, r, t) is the magnetic field space time domain

Green’s tensor excited bythe magnetic dipole source in the global background medium with constant
EM parameter, or half space medium, or waveguide medium, or multiple layered medium. By
induction, suppose that the time domain magnetic field [Hk−1(r, t)], and magnetic Green’s tensor
HM

k−1(r
′, r, t) have been calculated in the (k − 1)th step.

3.3 In Ωk, we solve the EM the magnetic field differential integral equation system for Green
tensor in space time domain which is based on the magnetic field differential integral Equations (1)
and (3). By dual operation, the equation system is reduced into a 3 × 3 matrix equations. By
solving the 3× 3 equations, We obtain magnetic field Green tensor field HM

k (r′, r, t).
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3.4 We improved the Global magnetic field Hk(r, t) by the local time domain magnetic field
scattering filed in the sub domain Ωk,

Hk(r, t) =Hk−1(r, t)−
∫

Ωk

(D(t)−Db(t)) ∗t

(∇×HM
k (r′, r, t)

) ∗t

(∇×Hk−1(r′, t)
)
dr′

−
∫

Ωk

(µ− µb)HM
k (r′, r, t) ∗t

∂

∂t
Hk−1(r′, t)dr′

(5)

k = 1, 2, . . . , N , successively. The HN (r, t), is GL magnetic field solution of the magnetic field
differential integral Equations (1) and (3).

4. ELECTRIC FIELD TIME DOMAIN DIFFEREIAL INTEGRAL EQUATION

4.1. An Electric Field Differential Integral Equation in Space Time Domain
In this section, we propose the electric field differential integral equation in space time domain as
follows

E(r, t) =Eb(r, t)−
∫

Ω

(
1
µ
− 1

µb

)(∇× EJ(r′, r, t)
) ∗t

(∇× Eb(r′, t)
)
dr′

−
∫

Ω

(D(t)−Db(t))EJ(r′, r, t) ∗t Eb(r′, t)dr′,
(6)

where

D(t) =
(

σ + ε
∂

∂t

)
∂

∂t
, Db(t) =

(
σb + εb

∂

∂t

)
∂

∂t
, (7)

E(r, t) is the electric field, EJ(r′, r, t) is the electric Green’s field function excited by the impulse
current, E(r, t) and EJ(r′, r, t) are electric field in the electric conductivity σ, dielectric ε, and
magnetic permeability µ media, Eb(r, t), is electric wave field in the background σb, εb, and µb

media, µ = µb, ∗t. is convolution with respect to time t.
4.2. Dual Electric Field Differential Integral Equation in Time Domain
We propose the dual electric field differential integral equation in space time domain as follows

E(r, t) =Eb(r, t)−
∫

Ω

(
1
µ
− 1

µb

) (∇× EJ
b (r′, r, t)

) ∗t

(∇× E(r′, t)
)
dr′

−
∫

Ω

(D(t)−Db(t))EJ
b (r′, r, t) ∗t E(r′, t)dr′,

(8)

where the Db(t) and D(t) are denoted by (6).
4.3. The Second Order Electric Field Differential Equation
The electric field differential Equation (1) and its dual Equation (3) are equivalent to the electric
field differential Equations [2–4, 15] and MAXWELL equation in the time domain

∇×
(

1
µ
∇× E(r, t)

)
+

∂

∂t

(
σ +

∂

∂t
ε

)
E = QJ(r, t). (9)

5. 3D GL ELECTRIC FIELD TIME DOMAIN MODELING

In this section, we propose 3D GL electric field modeling in space time domain as follows

5.1 The domain Ω is divided into set of the N sub domains {Ωk}, such that Ω =
N⋃

k=1

Ωk, where

the division can be mesh or meshless.

5.2 suppose that, when k = 0, the initial Global electric field E0(r, t) = Eb(r, t) is the analyt-
ical electric field and EJ

0 (r′, r, t) = EJ
b (r′, r, t) is the electric field Green’s tensor function in space
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ime domain magnetic excited by the electric dipole source in the global background medium with
constant EM parameter, or half space medium, or waveguide medium, or multiple layered medium.
By induction, suppose that the time domain electric field Ek−1(r, t), and the electric Green’s tensor
EJ

k−1(r
′, r, t) have been calculated in the (k − 1)th step.

5.3 In Ωk, we solve the EM Green tensor the electric differential integral equation system in
space time domain, which is based on the electric field differential integral Equations (6) and (8).
By dual operation, the equation system is reduced into a 3 × 3 matrix equations. By solving the
3× 3 equations, we obtain electric field Green tensor field EJ

k (r′, r, t)in space time domain.

5.4 We improved the Global electric field Ek(r, t), by the local time domain electric field
scattering filed in the Ωk and time domain,

Ek(r, t) =Ek−1(r, t)−
∫

Ωk

(
1
µ
− 1

µb

) (∇× EJ
k (r′, r, t)

) ∗t

(∇× Ek−1(r′, t)
)
dr′

−
∫

Ω

(D(t)−Db(t))EJ
k (r′, r, t) ∗t Ek−1(r′, t)dr′,

(10)

k = 1, 2, . . . , N , successively. The EN (r, t) is GL electric field solution of the electric field differ-
ential integral Equations (5) and (7) in space time domain.

6. ELASTIC MECHANICAL FIELD DIFFERENTIAL INTEGRAL EQUATION IN TIME
DOMAIN

6.1. An Elastic Mechanical Displacement Field Differential Integral Equation in Time Domain

In this section, we propose the elastic mechanical displacement field differential integral equation
in space time domain as follows

u(r) =ub(r)−
∫

Ω

εT
(
ud(r′, r, t)

)
∗t (Db −D)ε

(
ub(r′, t)

)
dr′

−
∫

Ω

(ρb − ρ)ud(r′, r, t) ∗t
∂2

∂t2
ub(r′, t)dr′,

(11)

Db =
[

Ib

µbI3

]
, D =

[
I

µI3

]
, (12)

Ib =

[
λb + 2µb λb λb

λb λb + 2µb λb

λb λb λb + 2µb

]
, I =

[
λ + 2µ λ λ

λ λ + 2µ λ
λ λ λ + 2µ

]
, (13)

I3 =

[1
1

1

]
, λ =

Eν

(1 + ν)(1− 2ν)
, µ =

E

2(1 + ν)
, (14)

u(r, t) is the displacement field with 3 components, ud(r′, r, t) is the 3×3 displacement Green’s field
tensor function by the impulse displacement exited, u(r, t) and ud(r′, r, t) are elastic mechanical
displacement field and Green’s tensor in the Young modules E(r), Poisson ratio ν(r), and material
density ρ(r) media, ub(r, t), and ud

b(r
′, r, t), are elastic mechanical displacement and Green’s tensor

wave field in the background Eb, νb, and ρb elastic media, ε(ub(r′, t)), 6×3 matrix, is the background
media strain Green’s tensor which is generated by the background media displacement Green’s
tensor ud

b(r
′, r, t), εT (u(r′, t)) is 3 × 6 matrix and the transportation of the strain Green’s tensor

which is generated by the inhomogeneous media displacement Green’s tensor ud(r′, r, t), ∗t is
convolution with respect to time t, ud

b(r
′, r, t), and ud(r′, r, t) are 3× 3 Green’s tensor function in

the space and time domain. λ(r) and µ(r) Lame’s parameter coefficients.
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6.2. Dual Elastic Mechanical Displacement Field Time Domain Differential Integral Equation

we propose the dual elastic mechanical displacement field integral equation in space time domain
as follows

u(r) =ub(r)−
∫

Ω

εT
(
ud

b(r
′, r, t)

)
∗t (Db −D)ε

(
u(r′, t)

)
dr′

−
∫

Ω

(ρb − ρ)ud
b(r

′, r, t) ∗t
∂2

∂t2
u(r′, t)dr′,

(15)

where the Db and D are denoted by (12)–(14).

6.3. The Second Order Elastic Wave Differential Equation

The elastic wave differential integral Equation (11) and its dual equation are equivalent to the
second order elastic wave differential equation in time domain,

∇ · (D(r)ε(u(r, t)))− ρ
∂2u(r, t)

∂t2
= f(r, t), (16)

where elastic plastic matrix D is denoted by (12), ρ is density, f(r, t) is the souse term, u(r, t) is
unknown displacement vector function.

7. 3D GL ELASTIC MECHANICAL DISPLACEMENT FIELD MODELING IN TIME
DOMAIN

In this section, we propose the 3D GL elastic mechanical displacement field modeling in space time
domain as follows

7.1 The domain Ω is divided into set of the N sub domains {Ωk}, s.t. Ω =
N⋃

k=1

Ωk, where the

division can be mesh or meshless.

7.2 suppose that, when k = 0, the elastic displacement u0(r, t), u0(r, t) = ub(r, t) and
ud

0(r
′, r, t) = ud

b(r
′, r, t) in (9) is the global analytical elastic field displacement and elastic me-

chanical displacement Green’s tensor in space time domain and in the global background medium
with constant elastic parameter, or half space medium, or waveguide medium, or multiple layered
medium. By induction, suppose that the time domain elastic displacement wave field uk−1(r, t),
and elastic displacement wave field Green’s tensor ud

k−1(r
′, r, t) have been calculated in the (k−1)th

step.

7.3 In Ωk, we solve the elastic time domain Green tensor differential integral equation system
which is based on the Equations (11) and (16). By dual operation, the equation system is reduced
into a 3×3 matrix equations. By solving the 3×3 matrix equations, we obtain time domain elastic
displacement wave field Green tensor field ud

k(r
′, r, t).

7.4 We improved the Global elastic mechanical displacement wave field uk(r, t), by the Local
time domain elastic scattering filed in the Ωk,

uk(r) =uk−1(r)−
∫

Ωk

εT
(
ud

k(r
′, r, t)

)
∗t (Db −D)ε

(
uk−1(r′, t)

)
dr′

−
∫

Ωk

(ρb − ρ)ud
k(r

′, r, t) ∗t
∂2

∂t2
uk−1(r′, t)dr′,

(17)

k = 1, 2, . . . , N , successively. The uN (r, t) is GL elastic mechanical displacement field solution of
the elastic mechanical differential integral Equations (11) and (15) and elastic wave Equation (16).
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8. ACOUSTIC WAVE FIELD DIFFERENTIAL INTEGRAL EQUATION IN TIME
DOMAIN

8.1. An Acoustic Wave Field Differential Integral Equation in Time Domain

In this section, we propose the acoustic wave field differential integral equation in space time domain
as follows

u(r, t) = ub(r, t) +
∫

Ω

(k(r)− kb(r))∇Gb(r′, r, t) ∗t ∇u(r′, t)dr′, (18)

where u(r, t) is the acoustic wave field, ub(r, t), is the background incident acoustic wave field,
k(r) is inhomogeneous coefficient,

√
k(r) is the wave velocity,

√
kb(r) is the background wave ve-

locity, the background coefficient kb(r) is homogeneous mediums or layered mediums or waveguide,
Gb(r′, r, t), is background Green’s function of the acoustic wave equation, ∗t is the time convolution.

8.2. A Dual Acoustic Field Differential Integral Equation in Time Domain

We propose the dual acoustic wave field differential integral equation in space time domain as
follows

u(r, t) = ub(r, t) +
∫

Ω

(k(r)− kb(r))∇G(r′, r, t) ∗t ∇ub(r′, t)dr′, (19)

the Equation (16) is the dual equation of the Equation (15).

8.3. The Second Order Acoustic Differential Equation

Acoustic wave field time domain differential integral Equation (18) and its dual Equation (19) are
equivalent to the second acoustic differential equation in time domain [15, 16] as follows

∇ · (k(r)∇u(r, t))− ∂2u(r, t)
∂t2

= f(r, t), (20)

where k(r) is acoustic wave coefficient, u(r, t) is unknown scale acoustic wave.

9. 3D GL ACOUSTIC WAVE FIELD TIME DOMAIN MODELING

In this section, we propose the new 3D acoustic wave field GL time domain modeling as follows

9.1 The domain Ω is divided into set of the N sub domains {Ωk}, such that Ω =
N⋃

k=1

Ωk, where

the division can be mesh or meshless.

9.2 suppose that, when k = 0, the initial Global electric field u0(r, t) = ub(r, t) is the analytical
time domain magnetic field and G0(r′, r, t) = Gb(r′, r, t) is the acoustic wave field Green’s function
excited by the acoustic dipole source in the global background medium with constant acoustic
parameter, or half space medium, or waveguide medium, or multiple layered medium. By induction,
suppose that the time domain acoustic wave field uk−1(r, t), and Green’s tensor Gk−1(r′, t) have
been calculated in the (k − 1)th step.

9.3 In Ωk, we solve the time domain acoustic Green function differential integral equation
system which is based on the acoustic wave field differential integral Equations (18) and (19). By
dual operation, the equation is reduced into a 3×3 matrix equations. By solving the 3×3 equations,
We obtain time domain acoustic field Green tensor field Gk(r′, r, t), in time domain.

9.4 We improved the Global electric field uk(r, t), by the local time domain acoustic wave field
scattering filed in the Ωk,

uk(r, t) = uk−1(r, t) +
∫

Ωj

(k(r)− kb(r))∇Gk(r′, r, t) ∗t ∇uk−1(r′, t)dr′ (21)

k = 1, 2, . . . , N , successively. The uN (r, t), is GL acoustic field solution of the acoustic field
differential integral Equations (18) and (19) and acoustic wave differential Equation (21).
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10. GL MODELING FOR EM DISPERSION IN PHOTONIC CRYSTALS

10.1. A GL Magnetic Modeling for EM Field Dispersion
In this section, we propose the 3D GL magnetic modeling for the EM field dispersion in the photonic
crystals as follows

(10.1) The lattice unit cell domain ΩUC is divided into set of the N sub domains {ΩUCj }, such

that ΩUC =
N⋃

j=1
ΩUCj , where the division can be mesh or meshless.

(10.2) suppose that, when j = 0, HB
k, 0(r) = HB

k, b(r) is the global analytical periodic magnetic
field and GM, B

−k, 0(r
′, r) = GM, B

−k, b(r
′, r) is the analytic periodic magnetic field Green’s tensor excited

by the magnetic dipole source in the global background dielectric lattice medium in the unit cell, the
HB

k, b(r) and GM, B
−k, b(r

′, r), are periodic function. By induction, suppose that the periodic magnetic

field HB
k, j−1(r), and the magnetic Green’s tensor GM, B

−k, j−1(r
′, r) have been calculated in the (j−1)th

step.

(10.3) In each sub cell ΩUCk , we solve the magnetic field Green tensor differential integral
equation system based on the magnetic field differential integral equations. By dual operation, the
equation system is reduced into a 3×3 matrix equations. By solving the 3×3 equations, We obtain
magnetic field Green tensor field GM, B

k, j (r′, r).

(10.4) We improved the Global magnetic field HB
k, j(r) by the local sub cell domain magnetic

field scattering filed

HB
k, j(r) =HB

−k, j−1(r) +
∫

ΩUCj

[(
1

σb + iωεb(r′)
− 1

σ + iωε(r′)

)

(∇− ik)×GM, B
−k, j(r

′, r) · (∇+ ik)×HB
k, j−1(r

′)
]
dr′,

(22)

(10.5) When j = 1, 2, . . . , N , successively, (10.2)–(10.4) form the GL modeling finite iteration
circle. The HB

k, N (r, t) is GL magnetic field solution of the magnetic field differential integral
equation in the unit cell of the periodic lattice [16], also HB

k, N (r, t) is GL periodic solution of the
following second magnetic field differential equation,

(∇+ ik)×
(

1
σ + iωε

(∇+ ik)×HB
k, N

)
+ iωµHB

k, N = QM , (23)

where HB
k, N (r, t) is magnetic field in N th GL iteration, subscript k is crystal moment, the super-

script B denotes the Lattice Bloch model. Finally, we obtain the magnetic field in time domain,

H(r, t) =

∞∫

−∞

∞∫

−∞
HB

k, N (r)eikr−iωtdkdω, (24)

10.2. GL EM Modeling for EM Eigenfield and Eigenvalue Dispersion
The GL Magnetic lattice periodic field modeling (13.1)∼(13.5) can be used for solving magnetic
Filed Bloch lattice periodic eigenvalue and eigenfunction problem.

(10.1’) is same as (10.1), (10.2’) is same as (10.2)

(10.3’) In each sub cell ΩUCk , we solve the magnetic field Green tensor differential integral
equation system based on the magnetic field differential integral equations for the lattice eigenvalue
and eigenfunction. By dual operation, the equation system is reduced into a 3×3 matrix equations.
By solving the 3× 3 equations, We obtain magnetic field Green tensor field GM, B

k, j (r′, r),

(10.4’) is same as (10.4)

(10.5’) When j = 1, 2, . . . , N , successively, (10.2’)–(10.4’) form the GL modeling finite it-
eration circle. The HB

k, N (r, t) is GL magnetic field eigenfunction solution of the magnetic field
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differential integral equation in lattice periodic domain, also is the GL solution of the following
second magnetic field eigenvalue equation

(∇+ ik)×
(

1
σ + iωε

(∇+ ik)×HB
k, N (r)

)
= −iω(k)µHB

k, N (r), (25)

HB
k (r) is periodic magnetic with periodic L in Bloch model. ωN (k) is the eigenfrequency, We can

obtain diagram of ωN (k) for controlling EM dispersion in the photonic crystals and dispersion
engineering of photonic crystals, k is crystal moment.

ω2
j (k) = W

(
HB

k, j(r)
)
, (26)

The W (.) is eigenstate energy. Finally, we obtain the magnetic field in time domain,

H(r, t) =

∞∫

−∞
HB

k, N (r)eikr−iω(k)tdk. (27)

11. SIMULATION

The size of the bulk photonic crystal material is 1000 × 800 × 800 nm3. The crystal bulk is peri-
odic structure and lattice constant L = 20 nm. The size of lattice unit cell is 20 × 20 × 20 nm3.
There are 50 × 40 × 40 unit cells in the crystal bulk. The high and low dielectric parameter tri
periodic repeatedly distributes in the bulk photonic crystal material, the electric conductivity σ
and magnetic permeability µ are constants. The discrete crystal moment k = (kx, ky, kz) are in
the irreducible Brillouin zone. The GL magnetic dispersion modeling (10.1’)–(10.5’) is used to
solve the magnetic Bloch eigenvalue and eigenfuction problem for the above crystal moments k and
make dispersion diagram. To chose a frequency ωq such that EFC ω(kx, ky), ω(kz, kx) are local
k-coordinate axis parallel contours such that ∇β||ω = 0. Use the ωq and point source to excite We
use the GL magnetic dispersion modeling (10.1)∼(10.5) to simulate magnetic field to propagate in
the periodic photonic crystal, The magnetic dispersion propagation is excited by a point source at
middle point of the left edge and with dispersion engineering ωq and obtained collection magnetic
field guide which are shown in figure.

12. APPLICATIONS

The 3D and 2D GL EM, mechanical, acoustic modeling in time domain have wide applications in
sciences and engineering. First, it can be used to simulate EM field 13 propagation, moreover, dis-
persion propagation in the macro materials, nanometer materials, optical materials, and photonic
crystal etc. the material sciences and engineering, Second, It is useful to simulate and reconstruct
imaging in radar and antenna in the communication, Atmosphere, and space sciences and engineer-
ing, Third, it can used for EM stirring in the metal and steel continuous cast, geophysical, space,
and Earthquake exploration. The EM field and elastic field and acoustic field have different means
and properties in the physics and mathematics. In general, they are studying in separate research
area. However, there are Some relationships between them. Maxwell, One of the EM founders,
was moving to EM field research from his elastic research and his optical-elastic methods. Maxwell
first did bring the Newton mechanical and continuous mechanical into electromagnetic MAXWELL
Equation. Therefore, there are some intrinsic relationship between the EM, elastic and acoustic
field. The coupled GL EM, elastic, flow, and heat field modeling is necessary for investigating
macro and micro material properties.

Recent year, the photonic crystals (PhC) have great academic and industrial engineering appli-
cable benefits to attract many scientists’ and engineers’ research interesting [14]. The dispersion
of the EM field in the photonic crystals can be controlled and engineering to manipulate the light
and high frequency EM at its wavelength scale and propagation focus in certain specified direction.
In [14], the FDTD was used to simulate the EM dispersion propagation in the photonic crystal
devices. However, FDTD scheme’s numerical dispersion will contaminate the physical EM disper-
sion, its error boundary reflection from the artificial boundary will degrade the numerical EM’s
accuracy and destroy the EM real dispersion, FDTD’s matrix equation is too big the nanometer
photonic crystal material. In particular, FDTD will meet more difficulty to simulate the coupler
of the cavity, photonic crystal wave guide, and othe aperiodic optical maerials. Our GL EM, me-
chanical, and acoustic separate modeling nd their coupled modeling are useful for simulation of
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EM, elastic, acoustic filed dispersion in the material, nanometer material, optical material, and the
photonic crystals, in particular, they are suitable to simulate EM dispersion propagation in the
coupler periodic crystal and aperioic materials.

We are developing the GL EM. Mechanical, and acoustic time domainmodeling software for
material, nanometer material, optical material, photonic crystals, EM stiring, and geophysical
Exploration.

H
o

ri
z
e
n

ta
l 

(n
m

)

Scattering magnetic wave propagation in photonic crystal, Distance (nm)

100 200 300 400 500 600 700 800 900 1000

800

700

600

500

400

300

200

100

Figure 1: Scattering magnetic SHz field in Section 1
(z=20 nm) of Photonic Crystal.
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Figure 2: Scattering magnetic SHz field in Section 2
(z=60 nm) of Photonic Crystal.
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Figure 3: Scattering magnetic SHz field in Section 3
(z=100 nm) of Photonic Crystal.
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Figure 4: Scattering magnetic SHz field in Section 4
(z=150 nm) of Photonic Crystal.
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Figure 5: Scattering magnetic SHz field in Section 5
(z=200 nm) of Photonic Crystal.
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Figure 6: Scattering magnetic SHz field in Section 6
(z=260 nm) of Photonic Crystal.
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13. CONCLUSION

Many simulations show and validate that the GL EM, mechanical, and acoustic time domain
modeling are fast and accurate and stable and have the advantages over FEM and FDTD method.
These advantages are described in the context of the paper. The EM mechanical and acoustic field
time domain GL modeling for materials and exploration with dispersion have wide applications in
nanometer materials, optical materials, dispersion engineering of Photonic crystals, nondestructive
testing, desctructive mechanics, and geophysical exploration. The GL EM, mechanical, and acoustic
time domain modeling algorithms, new EM. Elastic and acoustic differential integral equation in
mixed aperiodic and periodic space time domain 14 and software are developed and patented by
authors in GL Geophysical laboratory and all rights are reserved by authors in GLGEO.
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Abstract— A comparative numerical modeling using single component (measuring the vertical
component of the field, Hz) time-domain electromagnetic measurements (TEM) receiver and
three component (measuring Hx, Hy and Hz) TEM receiver was undertaken. A forward mod-
eling approach was used to compute the voltage response of half-space containing one or more
conductive bodies excited by a bi-polar square waveform. Although this was a conductor scatter-
ing, it was particularly useful as a practical use for the unexploded ordnance (UXO) detection.
Unlike the single component data, results from the three component data are unambiguous as to
the location and orientation of conductors. Measuring adding of the horizontal components of
the secondary magnetic field leads to not only provide the best indication of target location, but
also can be used to determine size, orientation, and characteristics of the targets, especially for
the horizontal extending target. A three-component TEM field experiment at a well-documented
wells site, NCU campus, were consistent with the effects predicted by our theoretical modeling.
As a result, the 3-component TEM survey is a must for the high resolution EM in the engineering
purpose.

1. INTRODUCTION

In the traditional frequency-domain electromagnetic (FEM) methods of exploration the ground is
energized by passing an alternating current (ac) through an ungrounded loop situated usually on
the surface of the earth. The primary field of the loop will induce eddy currents in all conductors
present in the earth. The secondary electromagnetic (EM) fields due to these induced currents,
together with the primary EM field, are recorded with a suitable receiver at various points in space.
In general, the secondary EM field at the receiver, which contains all the information regarding the
underground conductors, may be several orders of magnitude smaller than the primary field. Under
these conditions the separation of the measured total EM field into its primary and secondary parts
is difficult. This fact led to the idea of using time-domain electromagnetic measurements (TEM),
often referred to as transient EM techniques [4].

In TEM measurements a strong direct current (dc) is usually passed through an ungrounded
loop. At time t = 0 this current is abruptly interrupted. The secondary fields due to the induced
eddy currents in the ground can now be measured with a suitable receiver in the absence of the
primary field. For poor conductors, the initial voltages are large but the field decays rapidly. For
good conductors the initial voltages are smaller but the field decays slower. We thus have a simple
criterion of recognizing and differentiating the effects of various conductors.

Near-surface TEM surveys have traditionally been simply one or more Hz loops (measuring
the vertical component of the field) for the purpose of unexploded ordnance (UXO) detection.
However, in this paper, we offer a numerical modeling of the TEM three-component (Hz, Hx and
Hy) responses of vertical or horizontal conductors in the earth. Based on numerical modeling, we
devise a three-component TEM field experiment at a well-documented wells site, NCU campus. We
find three-component TEM anomalies which correlate with known wells, and which are consistent
with the effects predicted by our theoretical modeling. We conclude that the 3-component TEM
survey is a must for the high resolution EM in the engineering purpose.

2. THEORETICAL BACKGROUND AND MODELING

In order to understand the TEM responses with a rectangular transmitter loop excited by a bi-polar
square waveform with exponential rise-time and ramp turnoff, a forward modeling approach was
used. To compute the voltage response of half-space containing one or more conductive bodies is
the bases of the case of metal detection. Of course, the theoretical responses derived from these
targets are inductively coupled. Based upon frequency domain, integral equation thin sheet theory,
a program LEROI compute the combined EM effects of multiple conductors in a layered host was
employed [5].
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Figure 1 shows the calculated profile plots from a plate (conductance 3000 S) in conductive host
with the resistivity of 100 ohm-m. Figure 1(b) is the survey map showing the location of the plate
and survey lines. Figure 1(c) shows the calculated TEM transient voltage (in µV) along line 6
(y = 6) of Hz, Hx, and Hy component, top down respectively. The conductive features are clearly
anomalous with strong negative values relative to background for Hz profile; the calculated Hx
anomalies are dipolar with a negative/cross-over/positive anomaly as the target is approached and
crossed; the calculated Hy anomalies are similar to Hz but the polarity of the anomaly is reversed.
In each case, the cross-over point is centered over the target. Figure 1(d) shows the calculated TEM
transient voltage (in µV) along line 10 (y = 10). The dominant difference is of no Hy anomaly
since y component is parallel to the plate, which is assumed to be of no thickness. Figure 1(e)
shows the calculated TEM transient voltage (in µV) along line 14 (y = 14). The profile is quite
similar to the profile 6, but Hy component in opposite polarity.

(c) (d)

(e)

(a) (b)

Figure 1: Computed three-component transient voltages for the TEM profiles of a vertical plate (conductance
3000 S) in a conductive host (100 ohm-m). (a) The perspective displays of the three-dimensional model.
Transmitter loop position and survey lines are displayed on top surface at ground level. Target plate (in red
color) suggests depth and three-dimensionality. (b) The survey map showing the location of the model plate
(in black bar) and survey lines. (c) The calculated TEM transient voltage (in µV) along line 6 of Hz, Hx,
Hy component, and the earth model, top down respectively. (d) Line 10. (e) Line 14.
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As the target conductor becomes horizontal, the calculated profile plots and plane plots are
created as in Figure 2. After examine and comparing among the plots, the horizontal component
is better for horizontal target identification than the vertical component does, since only horizontal
components can display the anomaly of conductive target (Figures 2(c), (d), and (e)).

3. THREE-COMPONENT TEM FIELD EXPERIMENTS

A comparative survey using three-component (measuring Hx, Hy and Hz) TEM receiver was
undertaken at a test site; we concentrated on the six wells in the Groundwater Research Well
Field on NCU campus, four of them are stainless steels casing and the other two are plastic wells
(Figure 3(a)). The campus is located at the Taoyuan Tableland; their deposits consist of an upper
sequence of a red-brown lateritic soil over rounded sandstone clasts (up to boulder size) in an
uncemented matrix of sand, silt, and clay, and a lower sequence of interbedded, well-consolidated
sand, silt, and clay. The lower clay layer composed of laterally continuous clay from 34m to the

(a) (b)

(c) (d)

(e)

Figure 2: Computed three-component transient voltages (in µV) for the TEM profiles of a horizontal plate
(conductance 3000 S) in a conductive host (100 ohm-m). (a) The perspective displays of the model. Trans-
mitter loop position and survey lines are displayed on top surface at ground level. Target plate (in red color)
suggests depth and three-dimensionality. (b) The survey map showing the location of the model plate (in
red color) and survey lines. (c) The calculated TEM transient voltage (in µV) along line 6 of Hz, Hx, Hy
component, and the earth model, top down respectively. (d) Line 10. (e) Line 14.
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wells depth 35 m [3].

3.1. Field Experiments

For ours three-component TEM survey, a 50% duty cycle, time domain, square wave electric current
(50 amps) was transmitted into the ungrounded transmitter square loop of wire measuring 20 m
on each side. In this survey, these magnetic fields are detected with three-orthogonal ungrounded
Roving Vector Receiver. The measurements are made at 18 to 20 times (or “windows”), from
about 0.5 to 30 ms, after the transmitter is turned off in order to measure the decaying response of
the background earth as well as secondary fields from strong conductors (such as metallic objects)
after the background earth response has decayed to near-zero values. SIROTEM TEM [1] was used
for this purpose. An area measuring 20 meters by 20 meters around the central six wells in the
Groundwater Research Well Field was surveyed in detail to establish the extent of the subsurface
metal, as well as to detect any other nearby anomalies.

3.2. Data Analysis and Interpretation

Other than the profile display as in the previous numerical modelling, we organized all the experi-
mental profiles and plot the results as a plane view, so as to exam the anomaly in two dimensional
distributions. Figure 3(b) shows the Hz survey results in plan view at 1.687ms after the transmitter
is turn-off. At time 1.687 ms, the subsurface metal casings in the wells site are clearly anomalous,
it close correlated to the wells site. As time increased to 5.087 ms, all the six anomalous of the
associated with well casings is clearly seen that extend below to the deeper depth (not shown here),
although well 3 response weaker, and we strongly suspected the lacking of metal casing for this well
during the drilling works.

Figure 3(c) shows the wells TEM responses of the horizontal component, calculated from the Hx
and Hy data. Only metal casings, well 1, 2, and 4, are close correlated the TEM anomalies to the
well sites from shallow to depth; the plastic casings, well 5 and 6, are response TEM signal weak.
This demonstrates that the important and superior of the horizontal TEM component in vertical
target detection; it adds the capability of the illuminations of the orientations and characters of the
metal target. However, the horizontal signal is weaker than that of the vertical, this is the reason
why we transmitted the higher current to 50 A in this experiment. This behavior is predicted by
our theoretical modelings (Figure 1 and Figure 2).

In the experiment of extending the survey to surrounding areas, about 50 m to the west, a similar
anomalies were encountered that were evident in the horizontal component data but not in the Hz
data. Figure 4(a) shows the location, and Figure 4(b) is an east-west trending anomalous zone at
early time crossing through the grid at y = 16 m, moving from west to east along the survey line.
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Figure 3: Measured three-component transient voltages (in µV) for the TEM map around the wells site on
NCU campus. (a) The survey map showing the location of the TEM soundings (black dots) and the location
of wells: the bigger cross for metal casing and the smaller one for plastic casing. (b) Vertical component
TEM survey results in plan view around the well field at delay time 1.687 ms. Evidence is strong anomaly
near well locations. (c) Horizontal component TEM survey results in plan view for the same area at delay
time 1.687 ms. Compared with the vertical component, the horizontal component TEM anomalies are more
response to the casing characteristics, metal and plastic.
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This linear anomaly is the result of a buried power line that comes into the survey grid from the
west, connecting to the electrical access cover (x = 12m, y = 16 m), and continues out of the grid
to the east toward another light pole. Because the horizontal power line is very shallow, about 1m
below the surface, the anomaly dismissed as time increased to 2.087 ms (not shown here). We note
that the strong anomaly at the coordinate (12, 16), which is last to the later time is the electrical
access cover on the surface. We also note that there is a weak TEM response for the vertical
component measurement (Figure 4(c)); if only vertical component measurement for this survey as
traditional exploration approach, then a great risk would be encountered for this case.
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Figure 4: Measured three-component transient voltages (in µV) for the TEM map around a horizontal pipe.
(a) A buried power line at depth about 1m that comes into the survey grid from the west, connecting to the
electrical access cover (x = 13 m, y = 18 m), and continues out of the grid to the east toward another light
pole. (b) Horizontal component TEM survey results in plan view at time 0.887 ms. An east-west trending
anomalous zone crosses through the respected grid. (c) Vertical component TEM survey results in plan view
for the same area at time 0.887ms: weak response for pipes, while strong response for surface metal cover.

4. CONCLUSIONS AND FUTURE WORK

In this paper, we have demonstrated numerically that three-component TEM measurements can
potentially give access to conductor information in conductive earth. We analyze 3-axis TEM
data from known well site and detect transient voltage anomalies which are consistent with our
theoretical modeling and which can be correlated with well locations in the conductor host. From
this and other surveys, it is apparent that there is much useful information in the horizontal
components of near-surface TEM surveys. The Hz data, which displays only uni-polar, negative
anomalies, are usually stronger data, and provide the best indication of target location. Hx and
Hy data are by nature weaker for the horizontal transmitter, but can be used to determine size,
orientation, and characteristics of the conductive targets, especially for the horizontal extending
target (i.e., power line, sewer line, etc.). Carlson and Zonge [2] reached the similar conclusions. We
are encouraged by the correspondence between the TEM anomaly and the conductor information,
and believe that the use of multi-component data to locate conductors will be a must for a high
resolution EM method for engineering purposes.

Undoubtedly some possible factors may cause this technique to fail: (1) High cultural back-
ground noise levels overwhelmed the anomaly. To increase the signal to noise ration, higher mag-
netic dipole moment of the transmitter is a good choice; these include high transmitter currents,
large transmitter loop, or using multiple-turn transmitter loops. (2) Using wrong time windows
would lose the target signals; for example, ours horizontal target (Figure 4) detection experiment
would be failed if skip the time window around 0.887ms.

Recently, we are doing deeper exploration by using magnetotellurics (MT) study for Taiwan’s
tectonic structure. Professors Xie and Li’s AGILD MT and CSMT modeling and inversion, as in
reference [6–9], are useful tools, and the new study results will be reported in the next paper.
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Abstract— High-frequency noise can be coupled among multiple power areas through edge
coupling and via penetrations. Cavity models with both vertical and horizontal connections
are used to model the coupling characteristics. Experimental study was conducted to validate
this modeling approach. The measured and modeled results agree very well up to several GHz,
demonstrating the effectiveness of the approach. Although there are some discrepancies especially
at high frequencies possibly due to the neglect of the fringing effect in the cavity connection
model, the modeling approach has been demonstrated to be effective and useful for engineering
applications in practical designs.

1. INTRODUCTION

With the continuous evolution of semiconductor technologies, digital circuits work at higher fre-
quencies with lower supply voltages. Reducing simultaneous switching noise (SSN) becomes an
increasingly critical while challenging objective in high-speed PCB and package designs. Power dis-
tribution network (PDN) modeling may become a necessity to achieve the design objective [1–7].
Among various modeling approaches, cavity model method [8–10] has been widely adopted because
of its simplicity and accuracy. By applying segmentation method [11, 12], cavity models can be used
to analyze irregular-shaped power plane pair and can also be connected to blocks modeled using
full-wave methods [4]. In practical high-speed PCB designs, there are often more than one pair of
power and ground planes. In [7], a vertical connection method was developed so that cavity models
could be used to analyze a three-layer PDN structure. This paper continues the work by further
validating the vertical connection method with measurements. A test board with four planes was
fabricated. Experimental results demonstrated the effectiveness of the method, as discussed in the
following sections.

2. VERTICAL CONNECTION METHOD

The vertical connection method developed in [7] is described here for further discussions. Fig-
ures 1(a) and 1(b) show a three layer power-plane structure. The middle plane is only half the
size of the top and bottom planes. The vertical connection method can be explained by using
this structure as an example. Because skin effect dominates at high frequencies and current only
flows at the outer surface of conductors, direct coupling through a plane is negligible since current
can hardly flow directly from the top surface to the bottom one by vertically passing through the
plane conductor. Therefore, when plane areas at different voltage levels overlap, noise can only be
coupled among the vertically aligned regions through edges or via penetrations. By ignoring the
fringing field, the structure shown in Figures 1(a) and 1(b) can be divided at the edge of the middle
plane into three cavities: α, β, and η, where α and β form the left portion of the structure and
are vertically aligned, and η is the right portion of the structure. Cavities α and β are coupled,
only through Cavity η by the edge coupling mechanism in this example. They can also be coupled
through via penetrations if there are vias passing through both cavities. To characterize the edge
coupling and to eventually connect the three cavities together, auxiliary ports are defined at the
interface wall between the cavities. As shown in Figures 1(c) and 1(d), a group of auxiliary ports,
denoted as “c”, are defined in the right wall of Cavity α. Another group with the same number
of auxiliary ports as in “c”, denoted as “d”, are defined in the right wall of Cavity β. These two
groups of ports are vertically aligned at the same locations when looking at the top, as shown in
Figure 1(c). Correspondingly there are auxiliary ports defined in the left wall of Cavity η, denoted
as “f”. The number of the ports is the same as in “c” and “d”, and the ports are at the same
locations as well. The number of these auxiliary ports is determined by the highest frequency of
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interest. Usually at least 8 ports per wavelength are recommended. In Figure 1, two external ports,
“p” and “q”, are defined in Cavities α and β, respectively, in addition to the auxiliary ports.

(a) overview (b) side view
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Figure 1: Vertical connection of cavities in a multiple plane structure.

In most of the cases, the spacing between the planes is much smaller than the size of the planes.
The plane-pair structure can then be regarded as a 2D cavity, i.e., E and H fields do not vary along
the z axis (assuming that the z axis is normal to the power planes). These field modes are called
TMz modes, and are dominant in these plane-pair cavities. Since the fringing field is neglected and
the PMC boundary is assumed at the interface wall between the cavities, the tangential components
of both E and H fields should be continuous at the boundary. By enforcing the field continuity
conditions, the voltage and current relationships among the three cavities result as

{
Vf = Vc + Vd

If = −Ic = −Id
(1)

It is worth mentioning that the above continuity conditions are based on the 2D cavity (TMz

modes only) assumption. So, the accuracy of this vertical connection method will deteriorate if
the z-directional dimensions of the cavities are not small any more, which is very unlikely in any
practical PCB and package designs.

For each cavity, the port voltages and port currents are related by its impedance matrix, which
has closed form expressions for rectangular and some special triangular cavities [9]. The voltage-
current equations for the three cavities can be written in sub-matrix form as

[
Vp

Vc

]
=

[
Zpp Zpc

Zcp Zcc

]
·
[
Ip

Ic

]
,

[
Vq

Vd

]
=

[
Zqq Zqd

Zdq Zdd

]
·
[
Iq

Id

]
, [Vf ] = [Zη] · [If ] (2)

By solving Equations (1) and (2), the impedance matrix between the external ports can be obtained
as [

Vp

Vq

]
=

[
Zp′p′ − Zp′e(Zee + Zη)−1Zep′

] ·
[
Ip

Iq

]

where Zp′p′ =
[
Zpp 0
0 Zqq

]
, Zee = Zcc + Zdd, Zp′e = Zep′

T =
[
Zpc

Zqd

]
.

All the impedance matrices are symmetric due to reciprocity.
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3. TEST BOARD GEOMETRY AND MEASURMENT RESULTS

To validate the vertical connection method described in Section 2, a test board was built and
investigated. The board is a standard four-layer PCB with an FR4 substrate material. As shown
in Figures 2(a) and 2(b), there are four power and ground planes with different shapes. The first
and the fourth planes are solid ground planes (denoted as GND1 and GND2, respectively), and are
connected by one via. The second plane is a sensitive analog shape (SAS) power plane and the third
is a voltage regulator module (VRM) power plane, whose geometries are shown in Figures 2(d) and
2(e), respectively. In order to investigate the coupling between the VRM and the SAS planes, one
observation port is added between the VRM and GND1 planes and another between the SAS and
GND1 planes. The positions of the ports and the ground via are shown in Figure 2(c).

(a) (b)overview

Port 1 Port 2Via
GND1

GND2

SAS

VRM

28 mil

14 mil

14 mil

side view

ε δr = 4.2 = 0.02

 (c) top view

(10, 10)

Port 1

(30, 15)

(60, 30)

(d) SAS geometry

(e) VRM geometry 

Via A

Port 2

Figure 2: Test board geometry.

The test board geometry was modeled using the cavity models and the previously discussed
vertical connection method. The entire procedure is similar to the simple case explained in Section 2.
By projecting each plane to its adjacent planes, the entire structure was first divided into six
irregular-shaped cavities. Sufficient auxiliary ports were defined at the boundaries between these
cavities. An impedance matrix was then obtained for every cavity based on the cavity model
method. Finally, by enforcing the field continuity conditions at the auxiliary ports, the impedance
matrix among the observation ports was calculated.

The same geometry was measured using a vector network analyzer as well. The Z-parameters
were calculated from the measured S-parameters. The measured and modeled results are compared
in Figures 3 and 4. Overall speaking the agreement is very well up to a few GHz. When frequency
increases, the difference between the measurement and modeling slightly increases as well, possibly
because the fringing field is neglected in the modeling approach.
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Z 11| |

Frequency [MHz]

Figure 3: Comparison of the measured and modeled
|Z11| for the test board shown in Figure 2.

Frequency [MHz]

Z| 21 |

Figure 4: Comparison of the measured and modeled
|Z21| for the test board shown in Figure 2.

4. CONCLUSIONS

The vertical connection method was validated experimentally, as reported in this paper. With this
method, it becomes possible to use the cavity models to analyze the multiple plane-pair structures
that are common in high-speed PCB and package designs. This method was developed based on
the 2D cavity assumption with the TMz modes only, which applies for most practical PCB and
package designs.
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Abstract— The remarkable phenomena in ultrafast light-matter interactions manifested as an
evolution of one-dimensional metal nanoparticles in liquid ablation are observed. The polycrys-
talline copper nanowires with a length of 1.0 µm and a diameter of 85 nm are successfully formed
only under the linear-polarized laser irradiation. The growth mechanism of copper nanowires
under the femtosecond laser irradiation was suggested to be a nucleation growth process. The
formation mechanism of copper nanowires can be interpreted in terms of a created pattern via
coupling between photon and surface plasmon waves; consequently a material could memorize
the direction of the light polarization.

1. INTRODUCTION

The size and shape of nanoscale materials provide important control over many of the physics
and chemical properties, including electric and thermal conductivity, luminescence, and catalytic
activity [1]. In particular, there is intense interest in synthesis and morphology control of nano-
sized metal and semiconductor particles, which exhibit surprises and novel phenomena based on
the unique properties called the quantum size effect [2]. In the last decade, composite materials
containing copper nanoparticles found various applications in different fields of science and tech-
nology [3–6]. However, various “bottom-up” approaches for making anisotropic-shaped colloidal
nanoparticles have been found, with most of these solution methods being based on a thermal
process. On the other hand, “top-down” approaches have been developed for producing metal
and semiconductor nanowires, nanobelts, and nanoprisms [7–9]. We recently reported the periodic
nanostructures composed of oxygen depleted regions of 20 nm size with periods as small as 140 nm
inside silica glass, are aligned perpendicular to the laser polarization [10]. The phenomenon could
be interpreted in terms of interference between the incident laser light field and the generated bulk
electron plasma waves, resulting in the periodic modulation of electron plasma concentration and
the structural changes in transparent material. More recently, we have applied this nonlinear inter-
action between the photons and the plasmons in the nanoscale to preparation of one-dimensional
copper nanoparticles from micro-flakes by using femtosecond laser pulses radiation in an ethanol
solution at room temperature [11]. A photo-initiated process via femtosecond pulse-induced nu-
cleation in alcohol suspension of copper flakes, followed by thermal treatments for growth into
copper nanowires, was investigated. Polycrystalline copper nanowires with a length of 1.0µm and
a diameter of 85 nm were successfully formed under linearly polarized laser irradiation, compared
to nanospheres under circularly polarized laser beam. Single crystalline copper nanospheres with a
diameter of 10 nm have been kept the metallic state after long time laser irradiation and subsequent
thermal treatment due to covering of the amorphous carbon layer which was formed by the photo-
dissociation of the surrounding solvent. The structure and morphology of copper nanoparticles
depended on surrounding solvent, which allowed us to investigate their structure and morphology
evolution in various solutions. The polarization-dependent growth mechanism of copper nanowires
was also proposed.

2. ONE-DIMENSIONAL COPPER NANOPARTICLES GROWTH

We used copper flakes produced by the chemical reduction method, which are 5µm in size and
100 nm thick. A small amount of the copper flakes 0.36 mg, was mixed with 4.5 mL of alcohol
(methanol, ethanol, and propanol) filled in a rectangular quartz vessel of 1 × 1 × 5 cm3. The
laser radiation in Gaussian mode produced by a regenerative amplified mode-locked Ti:sapphire
laser (Cyber Laser Inc., 230 fs pulse width, 1 kHz repetition rate) operating at a wavelength of
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780 nm was focused via a 20× (numerical aperture = 0.40) microscope objective into the alcohol-
suspended copper flakes placed on a magnetic stirrer. The polarization of the laser light was set
linear or circular by a half-wave or a quarter-wave plate placed on the incident beam before the
focusing optics. To keep as many copper flakes as possible suspended in a solution, we continuously
stirred the suspension. The beam was focused in the suspension with a beam waist diameter and
laser energy fluence estimated at ∼ 4µm and 2.4× 103 J/cm2, respectively. After laser irradiation,
the suspensions were left at rest in a temperature-controlled bath having a constant temperature
of 40 or 60◦C.

Figure 1: SEM images indicating the morphology changes of initial copper flakes (a) after linearly (b)
and circularly (c) polarized femtosecond laser irradiation for 5minutes, followed by and subsequent aging
treatment at room temperature for 5 days.

Figure 2: SEM images of the copper nanoparticles
after linearly polarized femtosecond laser irradiation
for 5 minutes and subsequent aging treatment at 40◦C
(a)∼(c) and 60◦C (d)∼(f). Aging time is 12 hours
(a), (d), 24 hours (b), (e), and 120 hours (c), (f),
respectively.

Figure 3: SEM images of copper nanoparticles after
femtosecond laser irradiation for 3 minutes (a)∼(c)
and 20 minutes (d)∼(f) and subsequent aging treat-
ment for 5 days in ethanol (a), (d), methanol (b), (e),
and propanol (c), (f), respectively.

Figure 1 indicates the typical SEM images of the morphology changes of initial copper flakes
[Fig. 1(a)] after linearly and circularly polarized femtosecond laser irradiation for 5 minutes and
subsequent aging treatment at room temperature for 5 days. In each polarization case, the copper
nanospheres and unreacted starting copper-flakes are observed just after laser irradiation, while
copper nanowires can be observed after linearly polarized laser irradiation and subsequent aging
treatment [Fig. 1(b)]. On the other hand, in the case of circularly polarized laser irradiation,
aggregates of copper nanospheres and unreacted starting materials can be observed, namely there
is no apparent formation of copper nanowires [Fig. 1(c)]. These results evidently indicate that the
formation of the copper nanowires was dependent on the incident light polarization, even though the
ablated copper nanospheres just after the laser irradiation were still standing at room temperature
for 5 days. We have also confirmed that the one-dimensional growth of copper nanoparticles occurs
during the subsequent aging process. Fig. 2 shows SEM images of the copper nanostructures after
5minutes of the linearly polarized laser irradiation and subsequent aging treatment at 40 and 60◦C
for several hours. These SEM observations reveal the diameter growth rate of copper nanowires
increases in the aging temperature [Figs. 2(c), (f)]. In the early stage during aging process at
40◦C, nanoscale web-like aggregates of nanoparticles can be observed [Fig. 2(a)]. This phenomenon
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is similar to the formation of unusual aggregated structures composed of both crystalline and
amorphous silicon nanoparticles by the femtosecond laser ablation in the presence of a background
gas [12]. These nanoscale web-like aggregates are expected to be evolved into copper nanowires
[Figs. 2(a)∼(c)]. Indeed, the inner part of the copper nanowires was composed of polycrystalline
metallic cooper [Figs. 4(d)∼(f)]. Detailed SEM observations indicated the diameter of copper
nanowires was variable as a function of the aging time. After the subsequent aging treatment for
120 hours, the diameters of copper nanowires were eventually about 68 and 185 nm, and the lengths
were about 7.5 and 3.5µm at the aging temperature of 40 and 60◦C, respectively. This indicates
that an aspect ratio of the copper nanowires can be controlled by the change of the subsequent
aging conditions.

3. SOLVENT EFFECT ON THE COPPER NANOPARTICLES FORMATION

The effect on the formation of copper nanoparticles by the surrounding solvent was also investi-
gated. Although the nanoparticles prepared by 3 minutes of the laser irradiation in an ethanol
were almost wire-like, the fraction of nanospheres increased in the laser irradiation time [Figs. 3(a),
(d)]. In contrast, the nanoparticles prepared by the same conditions of the laser irradiation in a
methanol were observed in the cubic nanostructures [Fig. 3(b)], while the nanorods were formed
in the case of the long time laser irradiation (20 minutes) [Fig. 3(e)]. Besides, in the case of long
time laser irradiation in ethanol and methanol, the nanospheres still exist after subsequent aging
treatment for 5 days [Figs. 3(d), (e)]. However, the one-dimensional growth of the nanoparti-
cles after laser irradiation and subsequent aging treatment occurred in both cases of ethanol and
methanol; no morphology change was observed in the case of a propanol [Figs. 3(c), (f)]. Detailed
TEM observations of copper nanowires and nanospheres indicate that the nanowires’ surface are
composed of polycrystalline Cu2O [Figs. 4(a)∼(c)]. Furthermore, the cross-sectional observations
clearly demonstrate that nanowires are partially oxidized from the surface to the depth of about
5 nm [Fig. 4(e)]. On the other hand, the inner part of the nanowires was composed of polycrys-
talline metallic cooper [Figs. 4(d)∼(f)]. Indeed, the electron diffraction patterns of the inner and
surface parts indicate that the observed areas were composed of metallic copper [Fig. 4(f)] and
Cu2O [Fig. 4(c)], respectively. We have also confirmed that the nanospheres after long time laser
irradiation in an ethanol are composed of single crystal of metallic copper. Fig. 5 shows TEM
observations of copper nanospheres after femtosecond laser irradiation for 20 minutes in an ethanol.
Red and blue arrows in Fig. 5(a) show the analysis points of the electron energy-loss spectroscopy
(EELS). The EELS spectra near C-K and Cu-L edge evidently indicate that the copper nanospheres
are covered by carbon layer [Figs. 5(b), (c)]. Results of the existence of the many single crystal
of metallic copper in the case of long time laser irradiation indicate that these amorphous car-
bon layer produced by the dissociation of solvent prevents not only the aggregation and growth of

Figure 4: TEM observations of copper nanowires after femtosecond laser irradiation for 3minutes. Schematic
diagrams of the analysis methods are also shown on the left hand side. Two types of observations were carried
out: conventional (a)∼(c) and cross-sectional (d)∼(f). The images are shown in two different scales: low
magnification images (a), (d) and high magnification images (b), (e) for the same area. Arrows of P1 and P2
in Figures (b) and (e) show the analysis points of the electron diffraction pattern. The electron diffraction
patterns of P1 and P2 are shown in (c) and (f), respectively.
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Figure 5: TEM observations of copper nanospheres af-
ter femtosecond laser irradiation for 20 minutes in an
ethanol (a). Red and blue arrows in image show the
analysis points of the electron energy-loss spectroscopy.
The electron energy-loss spectra near C-K (b) and Cu-L
edge (c) corresponding to the color of arrows are also
shown.

Figure 6: Hydrogen gas generation rate as a func-
tion of the standard enthalpy change of forma-
tion (∆fH◦

liquid) of various alcohol solutions dur-
ing femtosecond laser irradiation. Symbols of •,
N, ¨, and H are experimental data of methanol,
ethanol, butanol, and pentanol, respectively. Dot-
ted line indicates a linear fit through the data
points.

nanospheres but also the oxidation. Indeed, hydrogen gas was generated by the photo-dissociation
of solvent and act as a reducing gas (Fig. 6). The hydrogen gas generation rate is proportional
to the standard enthalpy change of formation of solution. In particular, methanol has a profound
inhibitory effect of oxidation. On the other hand, the covering effect by the photo-dissociated
amorphous carbon appears prominently in the case of propanol.

4. MECHANISMS OF COPPER NANOWIRE FORMATION

The growth mechanism for one-dimensional copper nanoparticle was considered to be nucleation
growth process. We have identified two distinctive stages in copper nanowire formation by fem-
tosecond laser irradiation and subsequent aging treatment: (1) generation of copper nanospheres by
the laser ablation on the initial flake surface, (2) growth of copper nanowires due to the aggregation
of the ablated copper nanospheres. During the first stages of the laser ablation, the generation of
copper nanospheres is affected by the laser polarization because the initial flakes remain stationary
with respect to the direction of laser polarization during laser pulse width of 230 femtoseconds. In
addition, the hydrogen gas generated by the photo-dissociation of solution prevents the oxidation
of nanospheres during femtosecond laser irradiation. The copper nanospheres were ablated from
the surface of initial flakes via interference between incident light field and the electric field of the
surface plasmon waves (SPWs). The SPWs could couple with the incident light wave only if it
propagates in the plane of light polarization [11]. This coupling occurs on the flake surface over a
narrow region with a depth of the order of the skin depth (dp ¿ λ) due to the surface roughness
on the initial flakes. Previous investigations suggested that either preimposed or self-generated
deformations on the solid surface strongly affect laser energy absorption [13]. Evidence for small
deformations comes from the wide spreading of the reflected radiation observed in experiments [14]
Numerical simulations suggested that electron oscillations may grow for a step density profile much
faster than the typical time scale of ion motion, leading to an oscillatory “rippling” of the critical
surface (ne = nc) [15]. Such rippling is generated as a result of interference between the light
field and the surface plasmon-polariton wave launched by initial random surface inhomogenities.
During the second stages, the copper nanospheres which may be the aggregation of the laser ab-
lated copper atoms and/or clusters could act as a nuclear of the growth of nanowire in alcohol
solution. Although a part of the aggregates are oxidized to Cu2O, most are kept the metallic state
due to covering of the amorphous carbon layer which was formed by the photo-dissociation of the
surrounding solvent. Such layer prevents the aggregation and growth of the nanospheres. The
amount of the photo-dissociation of solvent is increased with the laser irradiation time and the
length of carbon chain. By the competition between the oxidation to Cu2O and the aggregation
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of metallic copper nanospheres, copper nanoparticles grow one-dimensionally into nanowires which
have core-shell structure. In fact, it is well known that in the case of Cu2O crystals, the O2− ions in
the (001) facet are more apt to hydrolyze, compared with those in the (111) facet, and the stacking
along (001) directions therefore becomes energetically favorable [16]. A detailed mechanism of the
copper nanowire formation is under investigation.

5. CONCLUSION

In conclusion we have demonstrated the morphology control of copper nanoparticles by femtosecond
laser irradiation in an alcohol solution. The copper nanowires with a core-shell structure are formed
depending on the surrounding solvent and laser irradiation time. An aspect ratio of the copper
nanowires can be controlled by the change of the subsequent aging conditions. The formation
mechanisms of copper nanowires are interpreted in terms of the competition between the oxidation
to Cu2O and the aggregation of metallic copper nanospheres. Another puzzling phenomenon is
polarization-dependence of copper nanowires formation. Apart from the fundamental importance
of the observed phenomenon as the first direct evidence of polarization-dependent memory of light,
the observed copper nanowires could be useful for optical polarization control medium, electro-
conductive nanomaterial, and probe for SPM.

ACKNOWLEDGMENT

The authors would like to thank Masayuki Nishi, Eric T. Y. Lee, and Atsuo Nakao from Kyoto
University for helpful discussions. This research was partially supported by the New Energy and
Industrial Technology Development Organization (NEDO), the Ministry of Education, Science,
Sports and Culture, Grant-in-Aid for Exploratory Research, 2006, No. 18656192, and Scientific
Research (A), 2005, No. 17206067.

REFERENCES

1. Lieber, C. M., “One-dimensional nanostructures-chemistry, physics & aplications,” Solid State
Commun., Vol. 107, No. 11, 607–616, 1998.

2. Alivisatos, A. P., “Semiconductor clusters, nanocrystals, and quan-tum dots,” Science,
Vol. 271, No. 5251, 933–937, 1996.

3. Eastman, J. A., S. U. S. Choi, S. Li, W. Yu, and L. J. Thompson, “Anomalously increased
effective thermal conductivities of ethylene glycol-based nanofluids containing copper nanopar-
ticles,” Appl. Phys. Lett., Vol. 78, No. 6, 718–720, 2001.

4. Larsen, G. and S. Noriega, “Dendrimer-mediated formation of Cu-CuOx nanoparticles on silica
and their physical and catalytic characterization,” Appl. Catal. A: Gen., Vol. 278, No. 1, 73–81,
2004.

5. Wang, H., Y. Huang, Z. Tan, and X. Hu, “Fabrication and characterization of copper nanopar-
ticle thin-films and the electrocatalytic behavior,” Anal. Chim. Acta, Vol. 526, No. 1, 13–17,
2004.

6. Patel, M. K., B. J. Nagare, D. M. Bayul, S. K. Haram, and D. C. Kothari, “Controlled synthesis
of Cu nanoparticles in fused silica and BK7 glasses using ion beam induced defects,” Surf. Coat.
Technol., Vol. 196, No. 1–3, 96–99, 2005.

7. Hu, J. T., T. W. Odom, and C. M. Lieber, “Chemistry and physics in one dimension: Synthesis
and properties of nanowires and nanotubes,” Acc. Chem. Res., Vol. 32, No. 5, 435–445, 1999.

8. Pan, Z. W., Z. R. Dai, and Z. L. Wang, “Nanobelts of semiconducting oxides”, Science,
Vol. 291, No. 5510, 1947–1949, 2001.

9. Jin, R., Y. W. Cao, C. A. Mirkin, K. L. Kelly, G. C. Schatz, and J. G. Zheng, “Photoinduced
conversion of silver nanospheres to nanoprisms,” Science, Vol. 294, No. 5548, 1901–1903, 2001.

10. Shimotsuma, Y., P. G. Kazansky, J. Qiu, and K. Hirao, “Self-organized nanogratings in glass
irradiated by ultrashort light pulses,” Phys. Rev. Lett., Vol. 91, No. 24, 247405(1–4), 2003.

11. Shimotsuma, Y., T. Yuasa, H. Homma, M. Sakakura, A. Nakao, K. Miura, K. Hirao,
M. Kawasaki, J. Qiu, and P. G. Kazansky, “Photoconversion of copper flakes to nanowires
with ultrashort pulse laser irradiation,” Chem. Mater., Vol. 19, No. 6, 1206–1208, 2007.

12. Tull, B. R., J. E. Carey, M. A. Sheehy, C. Friend, and E. Mazur, “Formation of silicon nanopar-
ticles and web-like aggregates by femtosecond laser ablation in a background gas,” Appl. Phys.
A, Vol. 83, No. 3, 341–346, 2006.



Progress In Electromagnetics Research Symposium, Hangzhou, China, March 24-28, 2008 381

13. Feurer, T., W. Theobald, R. Sauerbrey, I. Uschmann, D. Altenbernd, U. Teubner, P. Gibbon,
E. Forster, G. Malka, and J. L. Miquel, “Onset of diffuse reflectivity and fast electron flux
inhibition in 528-nm-laser-solid interactions at ultrahigh intensity,” Phys. Rev. E, Vol. 56,
No. 4, 4608–4614, 1997.

14. Zepf, M., G. D. Tsakiris, G. Pretzler, I. Watts, D. M. Chambers, P. A. Norreys, U. Andiel,
A. E. Dangor, K. Eidmann, C. Gahn, A. Machacek, J. S. Wark, and K. Witte, “Role of the
plasma scale length in the harmonic generation from solid targets,” Phys. Rev. E, Vol. 58,
No. 5, R5253–R5256, 1998.

15. Macchi, A., F. Cornolti, F. Pegoraro, T. V. Liseikina, H. Ruhl, and V. A. Vshivkov, “Sur-
face oscillations in overdense plasmas irradiated by ultrashort laser pulses,” Phys. Rev. Lett.,
Vol. 87, No. 20, 205004(1–4), 2001.

16. Chen, Z.-Z., E.-W. Shi, Y.-Q. Zheng, W.-J. Li, B. Xiao, and J.-Y. Zhuang, “Growth of hex-
pod-like Cu2O whisker under hydrothermal conditions,” J. Cryst. Growth, Vol. 249, No. 1–2,
294–300, 2003.



382 PIERS Proceedings, Hangzhou, China, March 24-28, 2008

Widening the Negative Effective Parameter Frequency Band of
Resonant SNG Metamaterials

J. Zehentner and J. Machac
Czech Technical University in Prague, Technicka 2, 16627 Prague 6, Czech Republic

Abstract— This paper summarizes some ways of widening the frequency response of epsilon-
and mu-negative metamaterials. The metamaterials are composed of resonant particles and
their behavior is theoretically described in terms of coupled resonant circuits theory. The more
particles participate in the tested system, the wider the frequency band of the system response.
An additional, very important consideration in metamaterial applications is the demand for an
isotropic medium. This requirement is therefore also taken into account in our experiments.

1. INTRODUCTION

Volumetric single negative (SNG) metamaterials, i.e., metamaterials with negative permittivity
and positive permeability, or vice versa, generally consist of anisotropic resonant particles. There
is only a narrow frequency band in which one of the effective parameters of the metamaterials is
negative, due to the resonant behavior of the particles, and this seriously limits their technical
application. Comparing to this the frequency band of LH planar transmission lines is much wider,
even 100% as shown in [1]. These non-resonant structures, however, are not aimed for volumetric
applications. This paper presents several ways of widening the frequency band of volumetric SNG
metamaterials. This includes widening the medium response resulting from coupling the individual
particles as a direct analogy of coupled resonators. The other effect taking place in systems of a
large number of particles and leading to band widening is the dispersion of the geometrical and/or
material parameters of the particles. In addition, the demand for an isotropic medium is a very
important consideration in metamaterial applications.

In experiments to validate the concept of widening the operation band of an SNG metamaterial
with negative permeability we used planar broadside coupled split ring resonators (BC-SRR) [2].
The particle consists of two split rings located on the two sides of the substrate, as shown in
Fig. 1(a). The metamaterial exhibiting negative permittivity consists of a planar electric dipole
loaded by the loop inductor, as shown in Figs. 1(b)–(d). The inductor has two turns utilizing both
sides of the substrate in order to shift the medium response of the particle to lower frequencies [3, 4].

d
w R

g

(a) (b) (c) (d)

Figure 1: Planar particles used in SNG metamaterials. BC-SRR (a). Planar dipole, top (b) bottom (c) and
3D view (d).

2. A COUPLE OF RESONANT CIRCUITS

One way of extending the frequency response of a resonant circuit utilizes the concept of coupled
circuits. The overall transmission of a couple of resonators depends on the coupling coefficient.
The transmission admittance of the circuit in Fig. 2(a) is [5]

Ytr =
I2

U1
=

jXv

R1R2(1 + jQ1F1)(1 + jQ2F2) + X2
v

, (1)

where ω = 2πf, Xv = ωM, M = k
√

L1L2, ω01,2 = 1/
√

(L1,2 + M)C1,2, F1,2 = ω/ω01,2 −
ω01,2/ω, Q1,2 = ω01,2L1,2/R1,2, k is the coupling coefficient, and f stands for frequency. The fre-
quency band of the response of the circuit from Fig. 2(a) can by widened in two ways. Fig. 3 shows
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the transmission admittance modulus as a function of frequency (1) in dependence on the coupling
coefficient keeping all parameters constant, R1 = R2 = 0.1Ω, L1 = L2 = 1nH, C1 = C2 = 2.6 pF
chosen to get the response around 3.1GHz, similar to the resonant frequency of the investigated
particles. The change of the coupling coefficient can be achieved simply by changing the mutual
position of particular inductors/particles in space. Fig. 4 documents the influence of capacitance
C1 on the coupled resonant circuits response for k = 0.004, and other parameters defined above.
This is an analogy to the couple of particles with different parameters, and thus with different
resonant frequencies.

M

L2L1

C2C1

R2R1

U1 I2

x z

(a) (b)

Figure 2: Coupled resonant circuits, equivalent circuit (a), two coupled BCSRRs (b).
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Figure 3: Transmission admittance (1) of the cou-
pled circuits from Fig. 2(a) depending on the cou-
pling coefficient.

f (G H z)

Y
tr

(Ω
-1

)

3.050 3.075 3.100 3.125 3.150
0

1

2

3

4

5

6

C
1
=2.61 pF

C
1
=2.60 pF

C
1
=2.62 pF

C
1
=2.63 pF

C
1
=2.64 pF|

|
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The equivalent circuit of BC-SRRs is more complex than the simple LC resonant circuit shown
in Fig. 2(a). For this reason, the frequency dependence of the transmission coefficient of a pair of
BC-SRRs located in a waveguide behaves differently than does a pair of LC resonant circuits. The
TEM waveguide with a rectangular cross-section 20×10 mm was used for the numerical simulation
in the CST Microwave Studio. The mutual position of the particles is sketched in Fig. 2(b). The
planar particles are parallel to the waveguide side walls and are located at the waveguide center
symmetric to the longitudinal waveguide axis. The particles are of the same dimensions: side-width
d = 7 mm of the squared substrate, 0.127mm in thickness and permittivity 2.2, ring strip-width
w = 0.7mm and inner radius of the ring R = 1.8mm. The response of the TEM waveguide with
a single BC-SRR for the two different values of the ring split-slot g = 0.2mm and g = 0.3mm
calculated by the CST Microwave Studio is shown in Fig. 5(a). The particle is located in the
middle of the waveguide parallel to the side walls. The resonant frequency is fr1 = 3.024GHz for
g = 0.2mm and fr2 = 3.056GHz for g = 0.3mm. In the case of two particles of the same gap-width
located in the TEM waveguide, according to Fig. 2(b), we get different patterns than those shown
by the model of the couple of identical LC circuits. The shape of the transmission characteristic of
the TEM waveguide with the couple of these particles is not significantly changed by their position,
and looks like the transmission characteristic of a single particle. The tighter the coupling, the
more the response is detuned towards lower frequencies. This is due to the mutual inductance
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detuning the circuit. This is shown for the BC-SRRs with the gaps g1 = g2 = 0.2 mm in Table 1.
The transmission characteristics in Fig. 5(b) document what happens when we combine these two
effects. The two BC-SRRs are detuned by different gaps 0.2 and 0.3 mm, and their position is
varied. For small distances z the mutual coupling of the particles is effective and their frequency
response is wider than a single particle response, as shown in Fig. 5(a). At z ≥ 5mm the coupling
is weak and the final characteristic is the superposition of the particular characteristics, as shown
in Fig. 5(a). This, however, results in a sufficiently wider response than a single particle provides.

Table 1: Resonant frequency of the couple of identical BC-SRRs from Fig. 2(b) in dependence on their
distance x calculated for z = 0.

distance x (mm) resonant frequency (GHz)

1 2.599

3 2.942

5 3.018

7 3.024
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Figure 5: Calculated transmission of the TEM waveguide with a single BC-SRR of different gap widths (a),
two BC-SRRs in dependence on their position defined in Fig. 2(b) for x = 5 mm (b).

3. SYSTEM OF PARTICLES

A more effective and lower-cost way of widening the frequency band of the SNG metamaterial
response utilizes a system of a large number of particles properly distributed in the hosting mate-
rial. There are also two mechanisms for widening the metamaterial frequency response that were
introduced in the preceding paragraph. In a real system of particles these two effects are combined,
and come into effect in the great number of particles periodically or randomly distributed.

The particles in such a system are coupled to each other with various coupling coefficients,
and we can observe the same effect as exhibited by a couple of resonant circuits tuned to the
same frequency for a certain coupling coefficient determined by the positions of the particles. The
particles in the system differ slightly from each other due to the tolerances of the fabrication process
in the geometrical dimensions of the conducting layout, and even due to the non-homogeneity of
the substrate thickness and its permittivity. Consequently each particle has a different resonant
frequency, and the frequency band of the system of particles is wider than that of a single particle.
Generally, the more particles are present in the system, the wider the band and the higher the rank
of isotropy.

4. EXPERIMENTS AND DISCUSSION

We have verified and evaluated the effects mentioned above for three different composites in the case
of both epsilon-negative and mu-negative particles. As the reference, Fig. 6 shows the transmission
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of one epsilon-negative particle located at the center of the R32 waveguide [4]. The first tested
system consisted of a periodic distribution of particles oriented in the same direction. The response
of this medium remained anisotropic, as it was for a single particle. Transmission through this
system of 147 epsilon negative particles located in an R32 waveguide, see the inset in Fig. 7, is
shown in Fig. 7. The frequency band of this medium is considerably wider than that of a single
particle, as shown in Fig. 6. At the same time, this system of particles has a more intensive response
than that of a single particle.
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Figure 6: Measured transmission of an R32 waveg-
uide with one epsilon-negative particle (Long. —
oriented parallel to the waveguide longitudinal axis,
Perp. — located perpendicular to the waveguide
axis).
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Figure 7: Measured transmission of an R32 waveg-
uide with 147 epsilon-negative particles periodically
distributed and aligned in one direction (Long. —
located parallel to the waveguide longitudinal axis,
Perp. — located perpendicular to the waveguide
axis).

As mentioned above, a very important requirement in many metamaterial applications is the
isotropy of their response. As stated, the system shown in Fig. 7 behaves anisotropically, i.e.,
the response depends on the electric field vector orientation. However, the isotropic response was
obtained using quasi-randomly [3, 4] or fully randomly [1] distributed particles. Here, in Fig. 8, we
present the behavior of a munegative metamaterial by means of the mean value and the dispersion of
the transmission through the 64 systems, shown in the inset, and consisting of 243 BC-SRRs located
in an R32 waveguide. These systems were obtained by sequential rotation of particular slices in the
sandwich, as shown in Fig. 8. The particles in the slices are located at regular positions, but are
randomly oriented. In this way we have obtained a quasi-2D isotropic mu-negative metamaterial.
Note the considerably wider frequency band of the metamaterial response compared to the response
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Figure 8: Arithmetic mean value of the transmission through 64 cubic samples in the R32 waveguide with
243 BC-SRRs and its disperse when the resonators are in the nodes of the squared net and are randomly
oriented [2].
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of a single BC-SRR, which is similar to that shown in Fig. 6 for a single planar dielectric dipole.
The system consisting of 264 BC-SRRs put into plastic shells in the form of a sphere filling

the cube with side length 72 mm inserted into the raised R32 waveguide, see Fig. 9, exhibits the
transmission plotted in Fig. 10. Now the resonators are fully randomly distributed and oriented, so
on an average their mutual coupling is less intensive than in the preceding cases. The response of
this system is therefore less intensive and its frequency band is narrower than in the two preceding
cases, though still much wider than for a single particle.

Figure 9: The isotropic mu-negative metamate-
rial inserted into the partly disassembled measuring
setup.
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Figure 10: Arithmetic mean value of the trans-
mission through 63 cubic samples in the squared
R32 waveguide with 246 BC-SRRs and its disperse
when the resonators in the shells are randomly dis-
tributed [2].

5. CONCLUSIONS

The paper presents widening of the operation frequency band of SNG metamaterials in terms of
the frequency response to irradiation of the composite by the electromagnetic wave. This band is
very narrow, due to the resonant characters of the 3D inclusions. According to a simple theory of
coupled resonators, one way leads to a change of the coupling coefficient by changing the positions of
the particles positions. Within the second way, we changed the resonant frequency of the particles
while keeping their position constant. These two approaches were checked and demonstrated by
the theory of coupled resonators and by numerical experiments, taking into account magnetic and
electric dipoles. The two effects are superimposed in systems of metamaterials composed from a
great number of inclusions.

It turned out that the width of the frequency response of the single particle is about 20 MHz,
i.e, 0.64% of the resonant frequency. Using the system of 147 epsilon-negative particles periodically
distributed and aligned in one direction we got the response-width 110 MHz, i.e., 3.55% relative
band, defined at the level −3 dB of the S21 modulus. The 2D isotropic system consisting of 147
particles periodically distributed but randomly oriented offered a width of 200MHz, i.e., 6.45%. The
same system consisting of 243 particles offered a width of 330 MHz, i.e., 10.65%. With fully random
distribution of particles we got a response-width of 150MHz, i.e., 4.84% relative band, for a system
consisting of 264 BC-SRRs boxed in plastic spherical shells. This is narrower than that for the
2D isotropic system, although we now had more particles. This is due to the less intensive mutual
coupling between randomly distributed particles than the coupling between particles distributed
periodically.
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Abstract— Microwave photonics (MWP), which merges radio-wave and photonics technologies,
has recently attracted increasing interest. This paper provides an overview of the status of MWP
technology, focusing on a system concept and enabling devices, and describes some of the latest
applications, such as high-speed wireless communications, non-invasive electric-field sensors, and
spectroscopy.

1. INTRODUCTION

The recent explosive growth in communications has been brought about by wired (fiber-optic)
and wireless (radio-wave) communications technologies. These two technologies have started to
merge to create a new interdisciplinary area called Microwave Photonics (MWP) [1]. In addition,
viewing the electro-magnetic spectrum with wavelengths progressively decreasing to the millimeter
and submillimeter-wave bands on the radio-wave side and wavelengths progressively increasing to
the infrared region on the light-wave side, we see that there is a large gap in utilization on the
boundary between radio waves and light waves, i.e., the frequency band between 100 GHz and
10THz. This untapped region represents a major resource for humankind in the 21st century
(Fig. 1).

(a) (b)

Figure 1: Definition of MWP technology.

MWP technology aims at achieving advancement and improved functions in telecommunications
systems that cannot be achieved by extension of individual technologies, mainly through the com-
bination of radio-wave technology and photonic technology. At the same time, MWP technology
is also expected to open up unused frequency bands through the fusion of different fields. The
opening of new application fields other than communications is also expected.

This paper describes an overview of the status of MWP device technology and their latest
applications.
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2. MWP SYSTEM CONCEPT

Typical radio-wave application system is illustrated in Fig. 2. Wireless communication link consists
of a transmitter (Tx) and a receiver (Rx) as shown in Fig. 2(a), and some kind of object is placed
between the Tx and Rx in applications to measurement, testing, and sensing as shown in Fig. 2(b).
Now, what happens when we introduce photonic technologies in Tx and Rx?

Figure 3 shows a block diagram of MWP-based transmitter, that is, a photonically assisted
radio-wave transmitter. First, the optical (O) signal, whose intensity is modulated at microwave
(MW) and/or millimetre-wave (MMW) frequencies, is generated by the optical MW/MMW signal
source, and is delivered through optical fiber cables, and converted to the electrical (E) signal by
a high-frequency O-E converter such as a photodiode. The converted signal is followed by a power
amplifier and/or a frequency multiplier, and is finally radiated into free space by an antenna. The
antenna unit can be separated and remotely controlled by optical fiber cables.
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Receiver

(Rx)
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Object
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measurement

testing

etc.

(a) (b)
 

Figure 2: Radio-wave system for (a) communication, and (b) measurement.
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Figure 4 shows two types of photonically-assisted radio-wave receivers; one employs a photonic
mixer pumped by photonic local oscillator (LO) signals. Typical photonic mixer is a bulk electro-
optic (EO) crystal, and optical modulator devices such as a LiNbO3 waveguide EO modulator and
a semiconductor electro-absorption (EA) modulator. Here, the optical intermediate frequency (IF)
signal is converted to the electrical IF signal by a slow photodiode. The other type is based on a
nonlinear electrical mixer such as a Schottky-diode mixer, and a superconducting (SIS) mixer. The
LO signal is generated by a high-frequency photodiode followed by the optical MW/MMW signal
source, as is used in the transmitter (Fig. 3).

3. ENABLING DEVICE TECHNOLOGIES

As for the optical MW/MMW source in Fig. 3, there are lots of options such as optical heterodyning
using two frequency-tunable laser diodes, optical heterodyning using two modes filtered from a
multi-frequency (wavelength) optical source or optical frequency comb generator (OFCG), the
combination of a continuous-wave (CW) laser with an external modulator, and semiconductor
mode-locked lasers (Fig. 5). Low-phase-noise and frequency-tunable optical MMW generators based
on the optical heterodyning technique is shown in Fig. 6 [2].
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Figure 5: Comparison of CW optical MW/MMW
sources.

Figure 6: Example of optical heterodyning tech-
niques.

Figure 7: Structure of UTC-PD. Figure 8: Example of photonic MMW emitter.

An O-E converter is a key device in the system. Since optical amplifiers with a high gain of over
30 dB and a large bandwidth of over 1 THz are now readily available, we need a high-power O-E
converter to boost the signal generator performance. We used an ultrafast photodiode called a uni-
traveling-carrier photodiode (UTC-PD), whose band diagram is shown in Fig. 7 [3]. Fig. 8 depicts
an example of photonic MMW emitter, where the UTC-PD and the antenna are integrated [4].

As a good example of the photonic MMW receiver or detector, the electro-optic (EO) sensor
made of a bulk EO crystal offers the largest bandwidth extending to the terahertz frequency region.
The operation of the EO sensor is analogous to that of the down-converter in the electronic mixer
operation as shown in Fig. 9(a). Fig. 9(b) shows the EO sensor attached to the optical fiber [5].
Highly sensitive EO materials used at an optical wavelength of 1.55µm are CdTe and DAST.
This EO sensor is also applicable to microwave regions, and is proven to be useful in the specific
absorption rate (SAR) measurement at cellular phone frequency (1.5 GHz ∼ 2GHz) [5].

4. SYSTEM APPLICATIONS

We have applied the photonic MMW transmitter to the 120-GHz-band wireless link system to
realise a 10-Gbit/s transmission capacity [6]. Fig. 10 shows a block diagram of the wireless link. A
high-gain Cassegrain antenna is used for a long distance (> 1 km) transmission. The wireless link
can support the optical network standards of both 10 GbE (10.3 Gbit/s) and OC-192 (9.95 Gbit/s)
with a bit error rate of 10−12. We have also been successful in the wireless transmission of 6-channel
uncompressed high-definition television (HDTV) signals using the link.

The ultralow-noise characteristics of the photonically generated MMW/THz-wave signal have
been verified through their application to the LO for superconducting mixers in receivers used for
radio astronomy. Radio-astronomical signals from the universe have been successfully observed
using a 97.98-GHz photonic LO [7].
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(a) (b)

Figure 9: Electro-optic sensor as photonic MMW down-converter, (a) block diagram, (b) example of EO
sensor.

A great advantage of photonic LOs in spectroscopic measurement systems is their wide tun-
ability. For this purpose, a wideband receiver has been tested with the same combination of
superconducting mixers and a photonic LO at frequencies from 260 to 340 GHz [8]. MMWs/THz
waves generated by the optical heterodyning using the OFCG and UTC-PD are successfully applied
to the spectroscopy measurement [9, 10].
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Figure 10: (a) Block diagram of 120-GHz-band wireless link. Photographs of (b) field trial and (c) application
scene.

5. CONCLUSIONS

We described a brief overview of microwave and millimeter-wave photonics systems, and key devices
incorporated in the system. The fusion of “wireless” and optical-fiber-based “wired” telecommu-
nications technologies will continue to steadily advance in a form that will support the need for
high speed and ubiquity in communications. Technology for the optical generation and detection
of radio waves will become essential for various fields of measurement, as it facilitates the handling
of ultra-high-frequency radio waves, which has been difficult with previous technologies.
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Abstract— We review on a recent advances of room temperature emission of terahertz radiation
from a new developed devices. We interpret the results as a self oscillation of the plasma waves.
The devices was stimulated by optical excitations.

1. INTRODUCTION

Developing solid states devices which can emit terahertz radiation at room temperature is very im-
portant for nowadays industrial applications. The oscillation of electron density in two-dimensional
(2D) system of high-electron mobility transistors (HEMT’s) have attracted much attention due to
their potentiality promoting emission of terahertz radiation [1, 2]. For sub-microns size transistors,
the resonant frequency falls in terahertz range and can be tuned by the electron density (i.e., the
gate bias). Low temperature emission was experimentally reported first by impulsive excitation [3]
and then by dc current excitation on 60 nm gate length HEMT device [4]. The emission at room
temperature is under investigation and a signature of emission at room temperature was recently
observed on GaN based transistors [5].

In the present work, we report on room temperature generation of terahertz radiations from two
different architecture grating gate HEMT devices. Experimental results shows an enhancement of
the emission by using double-decked HEMT. We interpret the emission as consequence of the self
oscillation of the plasma waves promoted by optical excitation.

2. DEVICES STRUCTURE AND OPERATION PRINCIPLE

2.1. Metallic Grating Gate
The device structure is based on InGaP/InGaAs/GaAs material system and incorporates dual
interdigitated grating gates (G1 & G2) that periodically localize the 2D plasmon in sub-micron
regions with 100 nm interval (Fig. 1(a)). The 2D plasmon layer is formed with a quantum well in
the InGaAs channel layer. The grating gate was formed with 65-nm thick Ti/Au by a standard
liftoff process. Table 1 represents the characteristics of tree samples with different geometry. In case
of sample 3, the GaAs substrat was thinned down to a thickness of 43µm, and 100 nm thick ITO
(indium titanium oxide) transparent metal was sputtered on the optically polished back surface to
form the vertical cavity which make a resonant cavity of the emitted electromagnetic radiations.

Table 1: Samples dimensions.

LG1 LG2 nb of fingers ungated L/W
(nm) (nm) LG1/LG2 (nm) (µm)

Sample 1 100 300 150/151 100 75/30
Sample 2 100 1800 37/38 100 75/30
Sample 3 70 350 60/61 80 30/75

2.2. Double Decked HEMT
The heterostructure of this device consists of double-decked high electron mobility transistor
(HEMT) where the upper-deck HEMT works as a grating antenna to convert the non-radiative
plasmonic wave in the lower-deck HEMT channel to radiative THz electromagnetic wave. Fig. 1(b)
shows more details about the material structure of the device. The gate length is 100 nm for G1
and 350 nm for G2. The ungated region length is 100 nm. The total length and width is 30µm and
75µm respectively.
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Figure 1: Device structure.

2.3. Operation Principle
When the plasmons cavities under G1 regions are highly charged (ns ≈ 1012 cm−2) and the regions
under G2 are close to be depleted (1010 ≤ ns ≤ 1011 cm−2), the photoelectrons are first generated
under G2 regions due to the voltages applied on G2 and to more unoccupied electronic states
(inset of Fig. 2(b)). If a specific drain-to-source bias is applied to promote a uniform slope along
the source-to-drain direction on the energy band, photoelectrons under G2 are unidirectionally
injected to one side of the adjacent plasmon cavity under G1. This may excite the plasmons under
an asymmetric cavity boundary [2, 6]. It is noted that the laser irradiation may excite the plasmon
not only in the regions under G1 but also in the regions under G2 if the cavity size and carrier
density of the regions under G2 also satisfies the resonant conditions. The discrepancy between the
gate biases of G1 and G2 can enhance the oscillations of the plasma waves via increasing the drift
velocity of the photoelectrons injected in the plasmon cavities [7].
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Figure 2: (a) Fourier spectrum for sample 1 with LG2 = 300 nm. The device was biased at VDS = 3 V,
VG1 = 0V, and VG2 = −1.4 V. Inset shows the case of conventional HEMT without grating. (b) The same
spectrum was obtained for sample 2 (LG2 = 300 nm, VDS = 3 V, VG1 = 0V, and VG2 = −2.5 V). Inset
shows the self oscillation schematic principle.

3. RESULTS AND DISCUSSION

3.1. Reflecting Electrooptic Sampling
In order to study the emission of THz radiation from the device the temporal electromagnetic
response to impulsive photoexcitation was measured at room temperature by using a dedicated
reflective electro-optic sampling system (REOS). The device was subjected to a 1.5µm fiber laser
pulse with a FWHM of 70 fs from the back surface. More details about the experiment can be found
in Ref. [8]. The final results are obtained after making Fourier transforms of the original temporal
spectrum. Inset of Fig. 2(a) shows the Fourier transformed spectrum of a conventional HEMT
without any grating. It shows monotonic decreasing as a function of the frequency. However for
sample 1, biased at VDS = 3V, VG1 = 0 and VG2 = −1.4V, shows a resonant-like peaks over a wide
frequency range demonstrating emission of terahertz electromagnetic radiation. In particular, it’s
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inferred that the spectral peaks at 900 GHz and its harmonic frequencies (1.8, 2.7, and 3.6 THz) are
originated from the plasmon modes excited in the plasmon cavities under the G1 regions (Fig. 2-
(a)). The other subset of residual peaks at 1.3THz and its harmonic frequencies (2.6 and 5.2 THz)
are originated from the plasmon modes weakly excited in the plasmon cavities under the G2 regions
(Fig. 2(a)). This is because the electron density in the regions under G1 is higher by almost one
order of magnitude than that in the regions under G2 while the cavity size of the regions under G1
is three times larger than those under G2 so that the plasmon-resonant frequencies among them
becomes in close proximity. To avoid the resonance of the 2D plasmon under G2 regions, sample 2
with longer G2 (LG2 = 1800 nm) has been investigated. The correspondent Fourier spectrum is
shown in Fig. 2(b). The fundamental frequency at 0.48 THz and its harmonics (0.96, 1.44, 1.92, and
2.88THz) are clearly marked. The length of regions under G2 is 1800 nm therefore the resonant
frequencies are much lower. Thereby the resonant of the regions under G2 are not observed for
sample 2.

For both samples, the peaks are observed at specific bias conditions: VDS = 3 V, VG1 =
0V, VG2 = −2.5V or −1.4V. The drain-to-source bias was applied to increase the drift velocity
of electrons in the channel which can enhance the oscillations of plasma waves. The potential
discrepancy between VG1 and VG2 increase the drift velocity of the injected photoelectrons from
the regions under G2 to the regions under G1 which can also enhance the plasmon resonance [7].
When the regions under G2 are depleted and the device is illuminated, photoelectrons are firstly
generated in the cavities under G2 regions. Due to the slope of drain-to-source (VDS = 3 V), the
photoelectrons are injected to the G1 regions which enhance the plasmon instability leading to
room temperature emission of THz radiation.

3.2. Bolometric Detection
The device is illuminated by a 1.5-µm CW laser from the backside. Electromagnetic wave emitted
from the device is detected with a high sensitive Si-bolometer cooled down to 4.2K through a
filter permitting a frequency range between 0.5 to 3 THz. A lock-in technique is used for the
measurement. The output of the bolometer is shown in left plot of Fig. 3 as a function of VDS for
double-decked HEMT. Drain-to-source bias increases to the knee voltage from which the transistor

Figure 3: Left plot: Bolometer output (bottom) and drain current (IDS) (top) of double-decked HEMT
THz-wave emitter as a function of drain voltage (VDS). Measurement took place four times. Right plot:
Bolometer output for sample 3 (metallic grating gate HEMT) as a function of G2 and G1 bias. VDS was
fixed at 3 V.
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is operated in the saturation region. The bolometer signal starts increasing at around 6 V and two
clear peaks are observed at 8 and 11 V. These features were observed with good reproducibility as
shown in left plot of Fig. 3. Note that the VDS range is high because the double-decked HEMTs
in this work suffer from large parasitic source and drain resistance. Nevertheless the double-decked
device exhibits more drastic change in the bolometer signal with increasing VDS . This result
supports the idea of low-conductive gate stack to enhance the THz radiation efficiency [9], and
therefore indicates that the proposed double-decked HEMT structure is a promising candidate to
realize solid-state THz-wave emitters with high power and large efficiency. The right plot of Fig. 3
shows the bolometer response obtained on sample 3 (metallic grating gate). The signal is shown as
a function of VG2 and VG1 where the drain-to-source bias was fixed at 3 V. Two peaks are observed:
the first one around VG2 ≈ −2.6V related to the self oscillation of the plasma waves in the cavities
under G2. The photoelectrons are generated under G2 regions and then injected to regions under
G1 resulting in excitation of the plasma waves. The other peak around VG2 ≈ 0.25V. At this bias
conditions both G1 and G2 voltages are similar, however the sheet electron density in the cavities
under both regions are different due to the difference of the threshold voltage. The self oscillation
of the plasma waves can also occur at this condition. According to well recognized responsivity
(105 − 106 V/W) for the Si bolometer used, the emission power is roughly estimated to be 0.1µW
from a single device.

4. CONCLUSION

We reported on experimental investigations of room temperature emission of terahertz radiation
from a developed devices. Double-decked HEMT shows a lower-noise signal as a function of VDS

than those obtained by metallic grating gates. The result was interpreted as a self oscillation of
the plasma waves due to stimulation by optical excitations.
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